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Preface

Eight years ago, we published the first volume of the Handbook of Deon-
tic Logic and Normative Systems, with the goal of providing an overview
of the main lines of research on deontic logic and related topics. We now
publish a second volume. While not neglecting historical work, this vol-
ume, like the first, concentrates on the significant advances in deontic
logic that have occurred during the past three decades, or roughly since
1990. These changes have resulted largely, though not entirely, from the
interaction of deontic logic with a variety of other fields outside of its
traditional home in philosophy, including computer science, legal theory,
linguistics, and economics.

As editors, we have been guided by four ideas, already articulated
in our introduction to the first volume, but repeated here. First, we
have tried to highlight new developments, and new prospects for deon-
tic logic. Second, we have tried to combat the impression that deontic
logic exists only as a collection of abstract formal systems, sometimes
lacking in motivation. Instead, we want to emphasize the real prob-
lems that give rise to the formalisms developed by deontic logicians, as
well the potential for real applications in a variety of fields. Third, we
have made every effort to provide authors with the freedom to present
their material in depth, sometimes resulting in chapters of monographic
length and scope, containing the first comprehensive treatments of their
subjects. Finally, we wanted the work to be affordable for individual re-
searchers, not simply for those institutions willing to pay the exorbitant
prices charged by commercial publishers, and even by certain commer-
cial ventures masking as university presses. For this reason, we chose to
work with College Publications, a non-profit publisher run by academics
and for academics. We recommend this service to others.

Although the Handbook was, in a certain narrow sense, managed
by a group of editors, it is, more accurately, the work of community.
The community is the Society of Deontic Logic and Normative Systems,
which sponsors the International Conferences on Deontic Logic and Nor-
mative Systems; these conferences, generally known as DEON meetings,
occur biennially (except when the regular biennial meeting schedule hap-
pens to be interrupted by a pandemic). The current volume was the
subject of extensive discussion at the DEON meetings in Ghent in 2014,
in Bayreuth in 2016, and in Utrecht in 2018. Many chapters were first
conceived of at these meetings, and appropriate authors identified (and
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in some cases, pressured). Then, a process began: drafts were sent to
external readers, discussed among editors, revised, sometimes reviewed
again, until finally ready for publication.

We are grateful to the external readers who reviewed manuscripts for
this volume: Guillaume Aucher (twice), Hein Duijf, Lou Goble (twice),
Davide Grossi, Sven Ove Hansson, Reka Markovich, Henry Prakken,
Mark Schroeder, Allard Tamminga, and Malte Willer.

We are also especially grateful to Jane Spurr of College Publications,
a model of patience, competence, and kindness. Without Jane’s over-
sight, this volume would not exist, and neither would the first volume,
and neither would many of the other books that have meant so much to
the logical community over the past thirty years.

As the editors met in 2008 and 2009 to discuss the shape of these
volumes, we had an elegant overall architecture in mind. The chapters
from the first volume were to be divided into a first part, Background,
covering historical aspects of deontic logic, a second part, Concepts and
Problems, covering substantive issues in deontic logic, and a third part,
New Frameworks, devoted to new theoretical approaches in the field; the
second volume, it was thought, would be devoted entirely to a number
of applications, linking deontic logic with other fields. Having made
this elegant plan, we then learned, once again, the futility of making
plans. For one reason or another, several promised chapters could not
be completed in time for the first volume and had to be included in the
second; other promised chapters (including chapters promised by the
editors) have not yet been completed at all. More happily, new chapters
that we had not originally envisaged came to light, including one that
appeared fully-formed and very nearly out of the blue.

As a result, we had to abandon our elegant overall architecture. The
current volume begins with several oddly-titled parts that simply echo
the main chapter divisions of the previous volume. The first part, Fur-
ther Background, includes a chapter on preference semantics for dyadic
deontic logic and a chapter on the is/ought problem, going back to
Hume, of course, but subject to sustained and increasingly formal dis-
cussion over the past six decades. The second part, More Concepts and
Problems, includes a chapter on supererogation and related normative
concepts and then a chapter investigating logics governing agents with
changing preferences. The third part, More New Frameworks, contains a
chapter developing deontic logic within the framework of adaptive logic.

These initial parts of the current volume contain material that would
more naturally have appeared in the first volume. It is only with the final
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part, External Relations, that we turn at last to the applications that
were supposed to be the central focus of the current volume. This part
contains chapters on deontic logic as it relates to practical reasoning, to
natural language, to ethics, to legal reasoning, and to game theory.

As we slowly assembled the current volume, the subject of deontic
logic itself has not stood still, and we now see the need for other chapters
exploring still other applications—for example, deontic logic in the for-
malization of the rights relation, epistemic permissions and obligations,
reactive deontic logics, deontic logic and decision theory, implementa-
tions of deontic logics in theorem provers, deontic description logics,
applications of deontic logic in planning, deontic logic in argumentation
theory, and the role of deontic logics in machine ethics. At the same
time as we imagine these new chapters focusing on recent developments,
we are also aware that several topics essential to any adequate coverage
of the field have yet to find appropriate authors—these include contrary-
to-duty obligations, the interaction of deontic logics with logics of time
and action, and connections between deontic logics formulated in the
standard possible-worlds framework and in the imperative framework.

We therefore anticipate that there will have to be a third volume to
this series. Fortunately for us, and perhaps fortunately for the field, we
also anticipate that this third volume will be managed by a new set of
editors.

Dov Gabbay

John Horty

Xavier Parent

Ron van der Meyden
Leon van der Torre



Note

Chapters 2, 4, 5 and 6 included here were previously published in the
Journal of Applied Logics — The IfCoLog Journal of Logics and their
Applications, and are reprinted here by agreement with the Journal.
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Preference Semantics for Hansson-type

Dyadic Deontic Logic:
A Survey of Results

XAVIER PARENT

ABSTRACT. This chapter discusses the Hansson-type prefer-
ence semantics for dyadic deontic logics. In that framework
the conditional obligation operator is interpreted in terms
of best antecedent-worlds. I survey results pertaining to the
meta-theory of such logics, focusing on axiomatization issues.
The goal is to provide a “roadmap” of the different systems
that can be obtained, depending on the special properties
envisaged for the betterness relation, and depending on how
the notion of “best” is understood (optimality vs. maximal-
ity, stringent wvs. liberal maximization). In addition, the sys-
tems’ decidability and automated theorem-proving for them
are discussed, and variant truth-conditions for the condi-
tional obligation operator are reviewed.

[1__Introduction| 8
[2 Syntax and semantics| 13
2.1 Syntax|. . . . . . ... 13
[2.2  Semantics—basic setting| . . . . . ... ... ... ... .. 14

1 ¢ 4 15

2.4 Propertiesof = . . . . .. ... Lo 17
[2.5  Where the opt rule vs. the max rule makes a difference] . 19
2.6 Selection functions| . . . . . . . . ... oL 21

This chapter is dedicated to the memory of Lennart Aqvist, who died on 7 March 2019
at the age of 86. This work was supported by WWTF MA16-028. I am indebted to
Lou Goble for his careful reading of the chapter and for valuable comments. I wish to
thank Christoph Benzmueller and Alexander Steen for feedback on the section devoted
to automated theorem-proving, and Jose Carmo and Dov Gabbay for feedback on
the section dealing with decidability. I also would like to extend my gratitude to
Cleo Condoravdi for helpful discussions on Kratzer, and to Walter Bossert for useful
discussions on rational choice theory and on Theorem Last, I would like to
thank those who have commented on this essay, or aspects of it, at various stages of
its development. In particular I would like to mention Richard Booth, Joerg Hansen,
Sven Ove Hansson, Jeff Horty, Paul McNamara, David Makinson and Leon van der
Torre.
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1 Introduction

Beginning with work by Danielsson and Hansson [1969], so-called
Dyadic Deontic Logic (hereinafter referred to as “DDL”) aims at pro-
viding a formal analysis of conditional obligation sentences within a
preference-based semantics. The language of DDL employs a dyadic (or
conditional) obligation operator ()(—/—), where ()(B/A) is read as “It is
obligatory that B, given that A”. This construct is interpreted using a
preference relation, which orders all the possible worlds in terms of com-
parative goodness or betterness. In that framework (O(B/A) is taken to
hold, whenever all the best A-worlds are B-worlds.
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DDL is a natural generalization of Monadic Deontic Logic (here-
inafter referred to as “MDL”). The semantics of this one uses a binary
classification of possible worlds into good/bad. For DDL, this binary
classification is relaxed to allow for grades of ideality between these two
extremes]]] This leads to the use of a conditional obligation operator
that is primitive rather than being defined in terms of the standard
(monadic) obligation operator and some other familiar constructs like
material implication or strict implication.

DDL uses the possible world semantics in novel ways with a view
to solving issues related to two different kinds of deontic conditionals:

Contrary-to-duty conditionals Since the publication of Chisholm
11963], deontic logicians have struggled with what has become
known as the “contrary-to-duty” (CTD) problem. It is the problem
of giving a formal treatment to those obligations—called “contrary-
to-duty” by Chisholm—which come into force when some other
obligation is violated. DDL was initially developed in order to
handle this first type of deontic conditional. According to Hans-
son and others, like van Fraassen [1972] and Lewis [1973; 1974/,
the problems raised by CTDs call for the use of an ordering on
possible worlds, in terms of preference or relative goodness, and
MDL fails in as much as its semantics does not allow for grades
of ideality.

Defeasible deontic conditionals Independently of the above, the use
of a preference relation has also been advocated in relation to
the analysis of the notion of defeasible conditional obligation. In
particular, Alchourrén [1993] argues that preferential models pro-
vide a better treatment of this notion than the usual Kripke-style
models do. Indeed, a defeasible conditional obligation is one that
leaves room for exceptions. Under a preference-based approach,
we no longer have the deontic analogue of two laws, the failure of
which constitutes the main formal feature expected of defeasible
conditionals. One is “deontic” modus-ponens, also known as Fac-
tual Detachment (FD): O(B/A) and A imply (OB. The other is

LA remark on my choice of name is in order. MDL is more commonly known
as “Standard Deontic Logic” (SDL), and DDL as “Dyadic Standard Deontic Logic”
(DSDL). Both names appear in Hansson’s seminal paper. Throughout this chapter
I will not use the label SDL, because it tends to carry the connotation that the
framework in question is still a recognized “standard”. As Hilpinen and McNamara
[2013] p. 38] point out, to call SDL a standard is a misnomer. MDL refers to a family
of systems, which were called D, DS4, DM and DS5 by Hanson [1965]. (Other labels
have been used in the literature.)
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the law of Strengthening of the Antecedent (SA): O(B/A) entails
O(B/ANC).

There is an extensive literature on the treatment of these notions
within a preference-based framework. Regarding contrary-to-duties, the
reader may wish to consult [van Fraassen, 1972; Lewis, 1973 Tomberlin,
1981} [Loewer and Belzer, 1983;; [Kratzer, 1991} [Prakken and Sergot, 1997}
van der Torre and Tan, 1999: [Hilpinen and McNamara, 2013]. Concern-
ing defeasible conditional obligations, the reader is referred to [Makin-
son, 1993; [Boutilier, 1994} |Alchourron, 1995; |Asher and Bonevac, 1997
van der Torre and Tan, 1997; Horty, 2014]. It is not the purpose of this
chapter to evaluate such treatments, nor is it to discuss the relation-
ship between dyadic deontic logic and frameworks developed in other
closely related areas, like revealed preference theory (as introduced by
the economist Samuelson), the logic of conditionals (as developed in the
1970’s following Stalnaker and Lewis), or the theories of nonmonotonic
inference operations (as constructed in the 1980’s in the context of logics
for artificial intelligence). All these frameworks share the idea of using a
semantics based on a notion of minimality under a preference relation,
or equivalently, a notion of maximality under its converse. For a good
discussion of the interplay between these areas, the reader is referred to
[Makinson, 1993] P

The aim of this chapter is to present a survey of recent results per-
taining to the meta-theory of DDL. Since the publication of Hansson’s
seminal paper, substantial contributions have been made to enhance
our understanding of the meta-theory of DDL, starting with work by
Spohn [1975], and continuing with work by Aqvist [1987; 1993; 2002,
Hansen [1999], Goble [2015; 2019] and myself [Parent, 2008; Parent,
2010; [Parent, 2014; Parent, 2015]. However, there is still no systematic
survey of the field. The present chapter aims at filling in this gap. The
goal is to provide a “roadmap” of the different systems that can be
obtained, based on two types of considerations or variations.

The first type of consideration is familiar from modal logic. Different
systems can be obtained by varying the conditions on the preference rela-
tion. In general the imposition of a condition has the effect of validating
a modal formula. In monadic modal logic, we have a clear picture of
the different systems that can be obtained depending on the properties
of the accessibility relation. In dyadic deontic logic, this picture is still
missing. Results in the literature have so far mostly concerned classes of

2Makinson does not discuss the connection with rational choice theory. This one
is examined by [Rott, 2001] among others.

10
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structures with strong conditions on the betterness relation. One such
condition is the property of transitivity, which has been called into ques-
tion by moral philosophers and economistsﬂ One would like to know
what happens when such a condition is relaxed. What Lewis [1973] calls
the limit assumption is another requirement that one would like to be
able to drop. Roughly speaking, it says that a set of possible worlds
should always have a best element. A number of deontic logicians ob-
jected to the limit assumption, Lewis [1973) p. 97-98] among them. It is
not widely known what happens when these properties are not assumed.

This brings into the forefront so-called correspondence theory, de-
voted to the systematic study of relations between classes of frames and
modal languages. Van Benthem [2001, §3.2] asks if, or to what extent,
such a theory can be developed for conditional logic. Such a study falls
outside the scope of the present chapter. But I hope the considerations
it offers can be used as a stepping stone towards the development of such
a theory.

The second type of consideration this chapter introduces concerns the
notion of “best”, in terms of which the truth conditions for O(—/-) are
typically phrased. One can distinguish between two ways to understand
the notion of a world being best: it can be either optimal or maximal.
This distinction is well-known from rational choice theory where most
authors follow Herzberger [1973] in using the terms “stringent” vs. “lib-
eral” maximization for what (following Sen [1997]) I call optimality vs.
maximality. For some item z to qualify as an optimal element of X, it
must be at least as good as every member of X. For z to count as a
maximal element, no other element in X must be strictly better than
it. Thus, while the optimal elements are all equally good, the maximal
elements are either equally good or incomparable. Depending on what
notion of “best” is used, one gets different truth conditions for O(—/-),
but also different forms of the limit assumption.

I remark in passing that there is some variation in terminology. For
instance, [Bossert and Suzumura, 2010 prefer the labels “maximal wvs.
greatest” element rationalizability. On the other hand, the choice to
use “optimal” and “maximal” the way just described is not mine, but
Sen’s (see in particular [Sen, 1997, §5]). I have heard people swap the
two terms, and take optimal as meaning “not-dominated”, and maximal
as meaning “dominates-all-others”. (See, e.g., the definition of optimal
in [Horty, 2001, p.72].) In the end, it does not matter which way we
speak, so long as we understand and agree on what we mean and do not

3Cf. [Sen, 1971 and [Temkin, 1987].

11
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allow the coexistence of two conflicting ways of speaking to engender
confusion. In this chapter I will stick to Sen’s terminology.

This investigation takes place in the conditional logic setting put
forth by Aqvist in a series of publications |[Aqvist, 1987; |Aqvist, 1993
Aqvist, 2002] rather than in Hansson’s original setting. That one is stud-
ied axiomatically by Spohn [1975] and Goble [2019]. Readers should be
warned that there is far less standardization in preference semantics
than in the usual Kripke-style semantics for deontic logic, and more
room for variation. This is due to the fact that there are several fac-
tors that must be juggled all at once. Thus, even when sticking with
Aqvist’s approach, more semantical variations than the above two can
be made. For instance, under the Aqvist account the ranking is not
world-relative. However, as Makinson [1993] points out, one may want
to allow for the ranking to vary across possible worlds. This extra choice
(and some others) are studied axiomatically by Goble, who in his [2015]
pursues a similar project. It falls outside the scope of the present paper
to integrate his results. The present chapter is not, and does not pre-
tend to be, a comprehensive survey of Hanssonian approaches to dyadic
deontic logic, so much as a summary of certain results, mainly my own,
that would help the reader understand some important aspects of the
Hanssonian approach, but does not address the scope of that approach
from either a formal or philosophical point of view.

As part of motivating the formal moves to be developed next, I
briefly recall how the framework handles the standard CTD scenarios,
like Chisholm’s paradox.

Example 1.1. [Chisholm’s scenario] Consider the following set of sen-
tences, where h can be read as the fact that a certain man goes to the
assistance of his neighbors and t as the fact that he is telling them that
he is coming:

['={Oh, O(t/h), O(=t/=h),=h}

Oh ezpresses what is usually called a primary obligation. (O(—t/—h)
is its associated CTD obligation, and (O(t/h) is its associated ATD
(according-to-duty) obligation. Figure (1] describes a typical preference
model of I'. Here the convention is that at each world a € W, I list the
propositional letters that a satisfies, omitting those that it makes false.
The best overall world is the one where both h and t hold, and the worst
overall world is the one where t holds but h does not. In between one
sees two worlds, one with h but not t and the other with neither h nort.
All the formulas in T' are satisfied in as and aq. This shows that the set
I' is consistent. The primary obligation holds, because the best overall

12
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best a1®h,t

Figure 1: A typical model of Chisholm’s scenario

word satisfies h. The C'T'D obligation holds, because the best —h-world
satisfies —~t. The ATD obligation holds, because the best h-world satis-
fies t. It is worth mentioning that this approach to the CTD scenarios
only works because neither (FD) nor (SA) are valid under this approach,
as the model of Figure[1] demonstrates[]

The layout of this chapter is as follows. In Section [2 the syntax and
the semantics are described. In Section (3| the relevant proof systems are
introduced. In Section[d] the determination results available at the time
of writing this chapter are reviewed. In Section [5] the decidability of the
theoremhood problem is established, and automated theorem-proving is
discussed. In Section [6] variant truth-conditions are reviewed. Section
concludes. Supplementary material is gathered in three appendices. In
particular, the proof of two new results is given.

2 Syntax and semantics

2.1 Syntax

Definition 2.1. The language L, or set of well-formed formulas (wffs),
is generated from a set P of propositional atoms by the following BNF:

Au=peP|-A|AVA|OA|O(A/A)

—A is read as “not-A”, and AV B as “A or B”. [JA is read as “A is
settled as true”, and O)(B/A) as “B is obligatory, given A”. A is called
the antecedent, and B the consequent.

The following derived connectives are introduced. P(B/A) (“B is
permitted, given A”) is short for =) (—=B/A), OA (“A is unconditionally
obligatory”) and PA (“A is unconditionally permitted”) are short for
O(A/T) and P(A/T), respectively. <A is short for -0-A. Other
Boolean connectives are defined as usual.

4(FD) yields O—t. This “contradicts” the fact that the best overall world satisfies
t, so that Ot holds. (SA) warrants the move from Ot to OQ(t/—h). This “contradicts”
the third formula in T'.

13
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Aqvist’s language goes beyond Hansson’s by including alethic modal-
ities, mixed formulas (in which deontic formulas are combined with
Boolean ones) and iterated deontic modalities.

2.2 Semantics—basic setting

Definition 2.2 (Preference model). A preference model is a structure
M = (W, z,v)

in which
(i) W #0 (W is a non-empty set of “possible worlds”);
(ii) = C W xW (intuitively, = is a betterness or comparative goodness

relation; “a = b” can be read as “world a is at least as good as world
b7);

(iii) v : P — P(W) (v is an assignment, which associates a set of
possible worlds to each propositional atom p).

> denotes the strict relation induced by >, defined as its “strength-
ened converse complement” and obtained by putting a > b whenever
a > band b ¥ a. a = b may be read as “a is strictly better than b”. Note
that > is by definition irreflexive (i.e., for all a, a # a). Two worlds a
and b are said to be equally good or indifferent, a = b, whenever a > b
and b = a. They are said to be incomparable, a||b, whenever a % b and

b# all

Definition 2.3 (Satisfaction relation). Given a model M = (W, =, v)
and a world a € W, the satisfaction relation M,a E A (read as “world a
satisfies A in model M ”) is defined by induction on the structure of A.
The clauses are as usual for the Boolean connectives and O:

M,a E p iff (if and only if) a € v(p)
M,akF-Aiff Mial# A
M,aEAVBiff MiaF A or M,aE B
M,a = OA iff Vb M,bE A

The clause for the dyadic obligation operator is:

M,a = O(B/A) iff best=(|AIM) | BIM

5The betterness relation > may be defined in terms of some more basic ingredients
in the semantics. (See, for instance, [Kratzer, 2012] and [Prakken and Sergot, 1997]).
However, most articles in the field do not consider this course, and neither will I in
this chapter. Kratzer’s theory is discussed in more detail in the chapter in this volume
“Deontic logic and natural language” by F. Cariani.

14
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As usual [|A||™ denotes the truth-set of A (i.e., the set of worlds at
which A holds). The notation bestx (|| A[|*) is a shorthand for the set
of best (according to =) worlds in which A is true. Intuitively, O(B/A)
holds at a whenever all the best A-worlds are B-worlds. Note that,
by definition of P(~/-), M,a E P(B/A) iff bests(||A||M) N ||BIIM #
(. Intuitively: P(B/A) holds whenever at least one best A-world is a
B-world. I will postpone the definition of bests (|| A||™) until the next
section. When the context allows, I will drop the symbol M and just
write ||A]| and a = A.

The notions of semantic consequence, validity and satisfiability are
defined as usual.

2.3 Two notions of “best”

As mentioned in Section [T there are two ways to formalize the notion
of best antecedent-worlds: one may do it using the notion of optimality,
or the notion of maximalityﬁ They are not clearly distinguished in the
deontic logic literature even though their differences can be significant.
They may be defined thus:

opty- ([ A™) = {b e [|AIM [ Ve (cF A= b= c)}
max- ([ A|") = {b € [|AM [ Ve (cF A& e=b) = b=c)}

Maximality can equivalently be defined in terms of >:
max, ([|A|M) = {be |AIM | Fe (ck A& e > b)}

It is easy to see that opty (|| A[|*) C max, (|| A[|™) although the converse
inclusion may fail. Typically, it will fail if there are “gaps” in the ranking.

Example 2.4 (Gaps). Define M = (W, =,v), with W = {a, b}, v(p) =
W, and == {(a,a),(b,b)}. We have al||b. maxs(||p||™) = {a,b} but
opty ([lp[|*) = 0.

Totalness of = (“for all a,b € W,a = b or b = a”) may be shown to

be a sufficient condition for the two notions of “best” to coincide. We
have already seen that opt, (|| A[*) € max,(||A[*). Now,

Observation 2.5. max (| A||*) = opt, (|A||M) if = is total.

Proof. The right-in-left inclusion holds by definition. The left-in-right
inclusion calls upon totalness. To see why, assume > is total, and let

5As mentioned, I adopt this terminology from Sen [1997.
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a € maxy (||A||M). Consider b € ||A||™. By totalness, a = bor b = a. In
the second case, a = b, since a € maxy (||A||*). Either way, a = b, and
so a € opty (|| A[|M). O

Thus, one gets two different pairs of evaluation rules depending on
which of the following two equations is adopted:

best ([l A1) = max (A (max rule)

best= (| AI*) = opt. (|| A1) (opt rule)

Both definitions can be found in the literaturem From now onward, I
will refer to the first equation (resp. second equation) as the max rule
(resp. opt rule). From Observation it immediately follows that, in
a given model M with > total, the same deontic formulas are true at a
given world whatever rule is used.

This chapter focuses on the above two definitions of “best”. As a
matter of fact, variant definitions have been proposed. The purpose
of these variations is often to remedy the emptiness of the set of best
worlds when the betterness relation admits cycles, like in Figure[2 Con-
dorcet’s well-known voting paradox [Sen, 1969] is often used to show the
plausibility of this kind of situations.

Figure 2: A top cycle. An arrow from a to b represents a > b. No arrow
from b to @ means b # a.

Hansson [2009] suggests maximizing with respect to the transitive
closure =* rather than > itselfﬂ Recall that a >=* b iff there are cq, ..., ¢,

"For instance, Hansson [1969], Makinson [1993| §7.1], Schlechta [1995], Prakken
and Sergot [1997], van der Torre and Tan [1997, p.95], Horty [2001, p.72] and
Stolpe [2020] use the max rule. In contrast, Spohn [1975], Aqvist [1987; [2002], Fe-
hige [1994} p. 43], Alchourrén [1995| p. 76], McNamara [1995], Hansen [2005, §6] work
with the opt rule. Neither Goldman [1977], nor Jackson [1985], nor Hilpinen [2001}
§8.5] specifies what notion of “best” is meant. (The last one uses “best” and “deon-
tically optimal” interchangeably, but leaves optimality undefined.)

8There is room for variation here. Hansson considers four alternative construc-
tions, and finally settles on that one.
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such that @ > ¢y = ... = ¢, = b. I will call this variant the “quasi-
maximality” (quasi-max, for short) rule:

bests (|| A||M) = maxy« (|| A||™) (quasi-max rule)
where
max+ (|| A1) = {b € [|AIIM | Ve ((cF A& c="b) = b= c)}

It is worth noticing that, if > is transitive, then >=>* so that the
quasi-max rule coincides with the original max rule:

Observation 2.6. maxy (||A||™) = maxy«(||A||M) if = is transitive.

A thorough study of such alternative definitions must be postponed
to another occasion. I will report a completeness result for the interpre-
tation under the quasi-max rule in Section [£.3]

2.4 Properties of >

The properties usually envisaged for = are reflexivity, transitivity, total-
ness, and the so-called limit assumption. The first three may be given
the form:

o reflexivity: for all a € W, a = a;
o transitivity: for all a,b,c € W, if a = b and b > ¢, then a > ¢;
o totalness: for all a,b € W,a > bor b > a.

The exact formulation of the limit assumption varies among authors.
It can be given two basic forms:

Limitedness
If [ A]l # 0 then besty-([| A} # 0
Smoothness (or stopperedness)
If a E A, then: either a € bests(||A||) or
dbs.t. b a & b e best-(||A])

The name “limitedness” is from Aqvist [1987:2002], “smoothness” from
Kraus & al. [1990], and “stopperedness” from Makinson [1989]. Each
of limitedness and smoothness may be specified further by identifying
besty (X) with either maxy (X) or opt. (X). A betterness relation > will
be called “opt-limited” or “max-limited” depending on whether limit-
edness holds with respect to opt,. or max,. Similarly, it will be called
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“opt-smooth” or “max-smooth” depending on whether smoothness holds
with respect to opt, or maxy-

This gives us four versions of the limit assumption. With the strong
assumptions of transitivity and totalness, these different forms of the
limit assumption coincide. However, with weaker constraints on >, they
may well diverge.

Theorem 2.7.
(a) (i) opt-limitedness implies maz-limitedness;
(ii) given totalness of =, maz-limitedness implies opt-limitedness;
(b) (i) opt-smoothness implies max-smoothness;
(ii) given totalness of =, max-smoothness implies opt-smoothness.

Proof. This follows at once from the definitions involved and Observa-
tion 0

Theorem 2.8.
(a) (i) maz-smoothness implies mazx-limitedness;
(ii) given transitivity and totalness of =, max-limitedness implies
max-smoothness;
(b) (i) opt-smoothness implies opt-limitedness;
(ii) given transitivity of =, opt-limitedness implies opt-smoothness.

Proof. See |Parent, 2014, Proposition 2]. O

Figure [3] represents the relationships just established in an Implica-
tion Diagram with the direction of the arrow representing that of impli-
cation. The implication relations shown in the picture on the left-hand

.. transitivity
opt-limited «————— opt-smooth opt-limited ————— opt-smooth
l l totalness T totalness T
limited totalness h
. max-limited ————> max-smoo
max-limited «—— max-smooth transitivity
(a) Implications always true. (b) Converse implications.

Figure 3: Forms of the limit assumption, and their relationships.

9Hansson [1969] and Prakken and Sergot [1997] use max-limitedness, while Lewis
[1974] p. 6], Spohn [1975], Aqvist [1987;(2002], Fehige [1994) p. 44], Alchourrén [1995,
p.84], McNamara [1995] and Hansen [2005, §6] use opt-limitedness, and Makin-
son [1993] and Schlechta [1995] max-smoothness. I am not aware of any authors
who have considered opt-smoothness explicitly.

18




Preference Semantics for Hansson-type Dyadic Deontic Logic

side hold without restriction. By contrast, those shown on the right-
hand side hold under the hypothesis that = meets the property (or pair
of properties) displayed as labeled.

In this chapter I only want to understand how the choice of a given
version of the limit assumption affects the logic. The philosophical as-
pects of the limit assumption will not be discussed here—the reader
should consult [Lewis, 1973 [Fehige, 1994: McNamara, 1995; Hilpinen
and McNamara, 2013|. Note that in linguistics the limit assumption has
been given even more variant forms. (See, e.g., the discussion in [Kauf-
mann, 2017].)

2.5 Where the opt rule vs. the max rule makes a differ-
ence

In this section, I give two examples of a valid formula for which the
choice between the opt rule and the max rule makes a difference.

First, there is the example of the principle of rational monotony
[Lehmann and Magidor, 1992], also called CV by Lewis [1973]. This is

the principle
(P(B/A) ANO(C/A)) = O(C/AN B) (RM)

expresses a restricted principle of strengthening of the antecedent:
one can strengthen an antecedent when the added condition B is per-
mitted under the main condition A. Hence, doing the permitted has no
effect on our other obligations.

Observation 2.9. Under the opt rule, RZ@) is valid if = is required to
be transitive. Under the mazx rule, (IRM is valid if = is required to be
both tramsitive and total.

Proof. Assume that (i) opt,(|[A]]) < [|C], (ii) opty([[All) N [[B] # 0,
and (iii) opt. (|][A A BJ|) € ||C]]. From (iii), there is some a such that
a € opty (||[AAB||) and a ¥ C. From (i), a ¢ opts (|| A]|), because a = C.
But a = A. So there is some b = A with a % b. From (ii), there is also
some c such that ¢ € opt. (||A]|) and ¢ = B. Since ¢ = AA B, a = c.
Also, ¢ > b, since ¢ € opty (||A]|). By transitivity, a > b. Contradiction.
Hence, under the opt rule, is valid if > is transitive.

For the max rule, it suffices to invoke the above along with Obser-
vation [2.61 O

While under the opt rule transitivity is sufficient for the validity of
law (RM)), by contrast under the max rule it is not sufficient.
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Observation 2.10. There is a preference model M = (W, = v), in
which > is transitive, such that fails in M under the maz rule.

Proof. Put M = (W, =,v), with W = {a,b,c}, == {(a,b)} and v(p) =
W, v(q) = {b,c} and v(r) = {a,c}. The model is depicted in Fig-
ure 4] where > is (vacuously) transitive. We have maxs(||p||) = {a, ¢},
maxy(|lp A q|)) = {b, ¢}, |lg|| = {b,c} and ||r|| = {a,c}. Under the max

rule, (RM) fails, since O(r/p) and P(gq/p) hold while O(r/p A q) does
not (witness: b). O

aq.pr
Cepgq,T

bepq

Figure 4: A countermodel to (RM))

What I say here about (RM)] applies analogously to the following
formula, named after Spohn [1975], who used it in his axiomatization of
Hansson’s system DSDL3:

(P(B/A) AO(B = C/A)) = O(C/AN B) (Sp)

We will see that and (RM)) are equivalentm Spohn [1975, p. 247]
himself argues that the assumption of totalness is iddle. He can do so

only because he uses the opt rule instead of the max rule.
Here is my second example of a validity for which the choice between
the opt rule and the max rule makes a difference:

P(AJAV B)AP(B/BV C) — P(AJAV C) (>>-trans)

(>-trans|) expresses a principle of transitivity for a notion of weak pref-
erence over formulas given by A > B =45 P(A/AV B)H This says
that A is ranked as at least as high as B iff it is permitted that A on
the condition that either A or B.

Observation 2.11. Under the opt rule, is valid if > is re-
quired to be transitive. Under the max rule, is valid if > is
required to be both tramsitive and total.

10Cf. Theorem [3.3|in Section [3.1
L : D in Section
Cf. |Lewis, 1973, p. 54].
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Proof. Assume that (i) opty (|[AV BJ|) N [|A| # 0, (i) opt(||BV C|) N
I|IB|| # 0, and (iii) opt. (||A V C||) N JA|| = 0. From (i), there is some
a such that a € opt, (][AV B||) and a |= A. From (ii), there is some b
such that b € opty (|[BVC||) and b = B. From (iii), a & opt, (||AV C|).
Since a = AV C, there is some ¢ such that ¢ = AV C and a % c. Since
a € opt(]JAV B|) and a # ¢, ¢ £ AV B, and so ¢ £ A and ¢ [~ B.
Hence ¢ = C, and so ¢ = BV C. Thus, b = ¢. By transitivity of >,
a % b. On the other hand, since a € opt. (||AV B||) and b = AV B,
a = b. Contradiction. -

For the max rule, it suffices to invoke the above along with Obser-
vation 2.6. O

While under the opt rule transitivity is sufficient for (>>-trans), under
] the max rule it is not:

Observation 2.12. There is a prefeel M = (W, =,v), with >
transitive, such that (>>-trans) fails in M under the mazx rule.

Proof. Put M = (W, »=,v), with W = {a,b,c}, == {(a,b)} and v(p) =
{b}[v(@) =]{b,c} and v(r) = {a}. This is shown in Figure 5. We have
maxy([[p V ql|) = {b, ¢}, max-([lg V r[]) = {a,c}, max-([p vV r|) = {a},
Ipll = {b}, llgll = {b,c} and [|r[| = {a}. O

[

beDpq

Figure 5: A countermodel to (>>-trans)

(RM) and (>-trans) areﬁﬁnple formulas for which the choice
between the max rule and t riile makes a difference. To get the

ﬂj picture (or to get closer to it), we need to extend the scope of
|:| udy to examine not individual formulas (chosen randomly) but

axiomatic systems. This will be done in Section 4.

2.6 Selection functions 0

This section provides some background information on so-called selec-
tion function semantics. It may seem a distraction from the focus on
Hanssonian-type preference semantics. However, this material is needed
for subsequent developments, especially in Section 5.1.

Stemming from Stalnaker [1968] and generalized by Chellas [1975],
such a semantics was adapted to Iﬁllle present setting by Aqvist [2002].
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I call these new structures “selection function models”, to distinguish
them from those described above. In models of this sort, the betterness
relation > is replaced with a so-called selection function f from formulas
to subsets of W, such that, for all A in £, f(A) C W. Intuitively, f(A)
outputs all the best worlds satisfying A. The evaluation rule for the
dyadic obligation operator is phrased thus:

M,a=O(B/A) iff  §(4) C||B|
From this, on derives the following evaluation rule for permission:
M,ak P(B/A) iff  §(A)N|B|M #0

The relevant constraints for f are:

(§0) If [|A[|™ = ||B|M then §(A) = f(B) (Syntax-independence)
(1) f(4) C 4™ (Inclusion)
() §(4) N IBIM CANB) (Cherno)
(3) If ||A|M # () then §(A) # 0 (Consistency-preservation)
(f4) If f(A) C | B|™ then f(A A B) C §(A) (Aizerman)
(5)  TEH(A) N IBIM # 0 then J(A A B) C j(A4) N[ BIM  (Arrow)

The reason why these conditions may be regarded as most central will
become apparent in Section [3| when moving to the proof theory. Aqvist
does not use (f4). It is weaker than (f5) in the following sense.

Fact 2.13. Given (f0) and (f3), (5) implies (f4), but not vice versa
(even in the presence of (1) and (§2)).

Proof. Let f(A) C ||B|. Either (i) ||All # @ or (ii) [[A| = 0. In case (i),
f(A) # 0, by (§3). Thus, f(A) N ||B|| # 0. (§5) then yields the desired
result. In case (ii), ||A]| = ||A A BJ|. By (j0), f(A) = f(AA B). So
f(ANA B) C (A) as required.

To show that the converse implication may fail even in the presence
of (§0)-(§3), let M = (W, §,v) be such that W = {a,b,c}, v(p) = {a,b}
and v(q) = W for all ¢ other than p, and

(A) = {{a,c} if [|A]| = W

| Al otherwise
(f0), (1), (f2) and (§3) hold, and so does (f4). But (§5) fails:
flanp) ={a,b} Z(q) Nlpll = {a} #0

This concludes the proof. O
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The names used for the first four constraints are from Parent [2015].
All these constraints have known counterparts within the framework
of rational choice theory (for an overview, see Moulin [1985]). (f2) is
identical to so-called Chernoff’s [1954] condition also known as Sen’s
condition a. (f4) may be regarded as a reformulation of the condition
called “Aizerman” in Moulin [1985] and in Lindstrém [1991]. Therefore
it will henceforth be referred to as the Aizerman condition. Strictly
speaking, this one is:

(74%)  If§(A) C [|B] € [|All then f(B) € §(A)

It is not difficult to see that, given (§f0) and (f1), (f4*) and (f4) are
equivalent.

Fact 2.14. Given (50) and (f1), (f4*) and (§4) are equivalent.

Proof. 1 first verify that, given (f1), (f4*) implies (f4). Assume f(A) C
IBI. By (1), §(4) C |AINBI = [AABI € | A]. By (i49), f(AAB) C
f(A), as required. For the converse implication, let f(A) C ||B]| C ||4]|.
On the one hand, by (f0) f(A A B) = §(B), since |A A B|| = ||B]|.
On the other hand, a direct application of (f4) to f(A) C ||B| yields
f(AA B) C §(A). Putting the two together, one gets f(B) C f(A) as
required. O

(f5) may similarly be regarded as a reformulation of the condition
which Hansson [1968] calls Arrow, and so I will henceforth refer to it as
the Arrow condition. Strictly speaking, this one is:

(75)  IE[JA[l € [[B]l and f(B) N [|A]| # 0 then f(A) = f(B) N [|A]
Fact 2.15. Given (50)-(§3), (§5*) and (§5) are equivalent.
Proof. See Hansen [1998]. L]

Not much more will be needed later about selection functions.
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3 Proof systems

This section presents the proof systems to be studied in this chapter.

3.1 Mixed alethic-deontic logics

I will primarily be concerned with four mixed alethic-deontic logics of
increasing strength: E, F, F+(CM) and G. Systems E, F and G are
from Aqvist [1987;(2002]. They correspond to his reconstruction of Hans-
son [1969]’s system DSDL1, DSDL2 and DSDL3, respectively. F+(CM)
is from Parent [2014]. The list of all the relevant axioms is given below.
For some of the axioms, I introduce special labels in order to facilitate
reference to them later on.

The notions of theoremhood, deducibility and consistency (with re-
spect to a given system) are defined as usual. I write - A if A is provable,
and I' H A if A is derivable from I', where I" is a set of wils.

System E is defined by the following axioms and rules:

Any axiomatization of classical propositional logic (PL)
S5-schemata for O (S5)
O (B > C/A) — (O(B/4) = O(C/4)) (COK)
O (B/4) - 0O (B/A) (Abs)
0A — O(A/B) (Nec)
04 & B) = (O(C/A) & O(C/B)) (Ext)
O (4/4) (1d)
O(C/ANB) = OB — C/A) (Sh)
If —Aand A — B then - B (MP)
If - Athen FOA (N)

The abbreviations (PLJ), , (MP)) and are self-explanatory.

(COK)) is the conditional analogue of the familiar distribution axiom
K. (Abs) is the absoluteness axiom of [Lewis, 1973|, and reflects the
fact that the ranking is not world-relative. is the deontic counter-
part of the familiar necessitation rule. (Ext| permits the replacement
of necessarily equivalent sentences in the antecedent of deontic condi-
tionals. is the deontic analogue of the identity principle. is
named after Shoham [1988, p.77], who seems to have been the first to
discuss it. The question of whether is a reasonable law for deontic
conditionals has been much debated. A defence of can be found in
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Hansson [1969] and Prakken and Sergot [1997|-this line of defence is dis-
cussed in Parent [2012]. (For a different diagnosis, see also Spohn [1975],

Makinson [1993], Alchourrén [1993] and Parent [2001].)

For future reference I introduce the following derived principles:

If - A < Bthen - (O(C/A) + O(C/B) (LLE)
If FB — C then - O(B/A) — O(C/A) (RW)
O (B/A) AO(C/A) — (O(B A C/A) (AND)
O (C/A)ANO(C/B) = (O(C/AV B) (OR)
O (C/A)NO(D/B) = O(CV D/AV B) (OR’)

The labels (LLE) and (RW)) are borrowed from the non-monotonic logic
literature. (LLE]) and (RW|) are mnemonic for “Left Logical Equiva-
lence” and “Right Weakening”, respectively.

Theorem 3.1. (LLE), (RW)), [AND), (OR) and are derivable in

system E.

Proof. The proofs of (LLE)) and (RW|) are straightforward, and left to
the reader.

For (AND)), assume (O(B/A) and O(C/A). From the first, one gets
O(C = (B AC)/A) by (RW). gives O(C/A) — O(B A C/A).
From this and the second hypothesis, one gets O(B A C/A).

For (OR)), assume (O(C/A) and O(C/B). Using (Ext)), one gets
O(C/(AV B) A A) and O(C/(AV B) A B). By (SH), O(A — C/AvB)
and O(B — C/AV B). By (AND), O((A— C)A(B— C)/AVB). B
[®BW), O((AVv B) — C/AV B). By (Id), O(AV B/AV B). By m,
one then gets O(C/AV B).

(OR/) is easily derived using and (RW)). O

Theorems and tell us that E is equivalently axiomatized by

replacing, in E, (COK]) and @ with (RW]), (AND]) and (OR]).

Theorem 3.2. (m is derivable from (RW| (m and (-) (.) 18
derivable from (m (@ (OR|) and (LLE]).

Proof. For (COK)]), assume Q(B — C/A) and O(B/A). By (AND),
OB = ) 7 BJA). By @), O /)

For (Sh), suppose O(C’/A/\B) By O(B — C/AAB). By (Id)
and (RW)), O(B — C/AA-B). By (OR] and ,OB—C/A). O

The basis of F is that of E with the single extra axiom:

CA = (O(B/A) — P(B/A)) (D¥)
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(D*) is the conditional analogue of the familiar axiom D. Its import
is simply that conflicts of obligations are ruled out, for possible an-

tecedents.
F+(CM) and G are obtained by supplementing F with (CM)) and

(Sp)), respectively:

(O(B/A) AO(C/A)) — O(C/A A B) (CM)
(P(B/A) NO(B = C/A)) = O(C/A A B) (Sp)

(CM]) is the principle of cautious monotony from the non-monotonic
logic literatureE It can be shown that and are independent
of each other, given the other axioms of F. This is why their addition
is considered separately of one another. In the presence of , the
following two principles are derivable:

O (B/A) ANO(A/B) = (O(C/A) « O(C/B)) (CS0)
OA/JAVB)ANO(B/BVC)— O(A/AVC) (>-trans)

is familiar from the literature on conditional logic. It says that
two “deontically” equivalent states of affairs trigger the same obligations.
And expresses a principle of transitivity for a weak notion of
preference defined by A > B iff O(A/AV B)E

As mentioned, —the distinctive axiom of G—is equivalent to the

principle of rational monotony E
(P(B/A) ANO(C/A)) = O(C/AN B) (RM)

F+(CM) is strictly included in G, because (CM)]) is derivable in G, but
(Sp) is not derivable in F4(CM).

Theorem 3.3.
(i) @) and are independent, given the other axzioms of F;
(i) (CSO) is a theorem of F+(CM);
(iii) (>-trand) is a theorem of F+(CM);
(iv) (SH) and are inter-derivable in E;
(v) (CM) is a theorem of G;
(vi) (SH) is not a theorem of F+(CM).

Proof. The proof of (i) may be found in [Parent, 2014} Section 2.5].

12¢f. [Kraus et al., 1990).
13Cf. |[Kraus et al., 1990, p. 194].

1Cf. Section

26



Preference Semantics for Hansson-type Dyadic Deontic Logic

For (ii), assume (O(B/A), O(A/B) and O(C/A). From the first
and third assumptions, Q(C/A /\ B), by (CM]). This is equivalent to
O(C/B A A) by (Ext]). Using (SH O A — C/B). From this together
with the second assumption, one then gets O(C/B), by (RW)). For the
derivation of O(C/A) from (O(C/B), the argument is similar. This es-
tablishes (CSO)).

For (iii), assume O(A/AV B) and O(B/B vV (). Using and
Q(A\/B/A\/Bvc By (Id) and Q(AvaC/AvB)
isa theorern Using (CSO)), one 1mmed1ately gets O(A/AvBvVC). B
. ), O(C/C). By (OR/] and (Ext]), one gets O(AV C/AV BV C). B
Q(A/(AvaC) (AvC By (Ext), O(4/AV C).

For (iv), suppose P(B/A) and O(C/A). By (RW), O(B — C/A),
and so O(C/A N B) by (Sp). Conversely, suppose P(B/A) and OB —
C/A). By (RM), O(B — C/A A B). Hence O(B A (B — C)/A) by
(Sh). One then gets O(C/A) by (RW).

For (v). Suppose O(B/A) and O(C/A). Either ¢A or =<CA. In the
first case, P(B/A) by (D¥), and so O(C/AA B) by (RM)). In the second
case, (A + (A A B)), and thus O(C/A A B) by (Ext]). Either way,
O(C/A N B).

The proof of (vi) is given in Appendix [A] where I make use of an
observation which will be available only later. O

3.2 Pure deontic conditional logics

The above systems are mixed alethic-deontic logics. Goble [2015, p. 94]
shows that each of F, F4+(CM) and G has a “pure deontic conditional”
counterpart. I borrow this term from Alchourrén [1995, p. 87], who uses
the term “pure conditional axiomatisation” to refer to an axiomatisation
in a language in which we only have the conditional (obligation) operator
as a primitive connective added to those of classical propositional logic.
This language still allows iterated modalities and mixed formulas, and
thus is still distinct from the language of Hansson’s systems.

The key point is that in systems F, F+(CM) and G, the alethic
operators O and < become superfluous, because OA and O A turn out
to be equivalent with (O(L/—A) and P(T/A), respectively. (This is not
the case in E, and this is why it is left out of the picture.) Thus, in
the description of the three systems, one might eliminate all occurrences
of O and < using these definitions, so that everything is written using
the deontic modalities only. Drawing on this idea Goble defines three
systems, called DDL-D-3, DDL-D-4 and DDL-D-5, using a language
with no other primitive modality than (O(—/—). (Nevertheless, to avoid
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cumbersome notation O and < are kept in the language as derived con-
nectives.)lﬂ The distinctive axiom of DDL-D-4 is (CM), while that of
DDL-D-5 is (RM). Roughly speaking, DDL-D-3 may be described as
the system that results from F by leaving out (D*) (its pure conditional
counterpart follows from the other axioms), and by replacing all occur-
rences of O and <& by their definition throughout in , , ,
and . Goble’s own axiomatic characterisation of DDL-D-3 is
as follows:

Any axiomatization of classical propositional logic (PL)
0A — A (aka O (L/-A) = A) (T)
If A < Bthen F(O(C/A) < O(C/B) (LLE)
If B — C then F O(B/A) — O(C/A) (RW)
O (B/A) AN O(C/A) — (O(B A CJA) (AND)
O (B/A) NO(B/C) = (O(BJAV C) (OR)
O (A/4) (Id)
O (B/4) = O(O(B/4)/C) (DO4)
P(B/A) = O(P(B/4)/C) (DOS)
If HAand A — Bthen - B (MP)
If FAthen F0OA (aka O (L/-A)) (N)

(DO4) and (DOF) are the dyadic generalization of the well-known prin-
ciples (4) OA - OQOA and (5) PA — QPA. and are self-
explanatory.

Goble writes that “DDL-D-3 is equivalent to F, DDL-D-4 to
F+(CM) and DDL-D-5 to G” |Goble, 2015, p.102]. All the axioms
and rules of each member of the DDL-D family are derivable in the
corresponding mixed alethic-deontic logic. Hence the inclusions:

DDL-D-3CF DDL-D-4 C F+(CM) DDL-D-5C G

The converse inclusions also hold insofar as O and < are kept as de-
rived connectives in the language of the pure deontic logics, and iden-
tified with those appearing in the language of the corresponding mixed
alethic-deontic logics. The initial goal was to identify the pure condi-
tional counterparts of Aqvist’s systems. For the sake of consistency, one

151f in Goble’s manuscript we look more closely at the two pairs of operators, we
see a subtle difference in notation between them—Aqvist’s operators are written as
“0” and “0”, while Goble’s operators are written as “0” and “O”. For simplicity’s
sake I will use the same notation for both pairs.
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may prefer not to have O and < in the language of the pure deontic log-
ics as a derived connective. In that case, the relationship between the
two families of systems should be described differently. One suggestion
is to say that each of F, F+(CM) and G can faithfully be embedded into
their counterpart in the DDL-D family. That is: there is a translation
from the language of F, F4+(CM) and G into the language of DDL-D-3,
DDL-D-4 and DDL-D-5, such that x preserves both theoremhood and
unprovability.

Figure [6] provides a map of the systems I have discussed. An arrow
indicates (proper) containment in the sense that the system from which
the arrow starts contains all the theorems of the system at which the
arrow points, but not vice versa. The systems to the left of the dashed
line are mixed alethic-deontic logics, while those to its right are pure
deontic logics.

One can find more systems in the literature. In particular, there are
also Hansson’s DSDL1-3 as axiomatized by Goble [2019], or Lewis’s sys-
tem VN of [1973], which turns out to be equivalent with van Fraassen’s
system CD of [1972] and Goble’s system SDDL of [2003]. However, none
will be a part of the discussion. I mentioned that F and G were meant to
be a reconstruction of Hansson’s systems DSDL2 and DSDL3. Neither
of F and G contains its DSDL counterpart. Both DSDL2 and DSDL3
have the rule “If t/ = A, then - P(T /A)”, while neither of F and G does.

G ® «—— o DDL-D-5

F+(CM) @ «—— & DDL-D-4

|

F e Hﬁ» e DDL-D-3

E o

Figure 6: Systems
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4 Determination results

This section gives a survey of the determination (7.e., soundness and
completeness) results available at the time of writing this chapter. Here
I shall be primarily interested in the mixed systems put forth by Aqvist.
Two determination results are new. Their proof may be found in the Ap-
pendices. To keep this chapter at a reasonable length, the proofs of the
other results are omitted. Soundness and completeness are understood
in their strong version: they conjointly establish a match between the
deductibility and the semantic consequence relations, with no restriction
on the cardinality of the premise set I'. The statement of the theorem
is written in the form “I'F A iff T' = A"

4.1 Core results

A synopsis of the core determination results is given in Table

Properties of = ‘ max ‘ opt
binary relation E E
limitedness F F
smoothness F+(CM) | F+(CM)
smoothness

transitivity F+(CM) G

Table 1: Core results

This table must be read as follows. The leftmost column shows the con-
straints placed on >. The top row covers the class of all preference
models; one does not require any special properties of > apart from be-
ing a relation. The other two columns show the corresponding systems,
the middle column for models applying the max rule, and the rightmost
one for models applying the opt rule. It is understood that limitedness
is defined for max in the max column, and for opt in the opt column.
Below I state formally the results reported in Table [I]

Theorem 4.1.
(i) Under the opt rule (resp., the max rule), E is sound and complete
with respect to the class of all preference models;
(i) Under the opt rule (resp., the maz rule), F is sound and complete
with respect to the class of preference models in which > is opt-
limited (resp. maz-limited).
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Proof. See [Parent, 2015|. ]

Theorem 4.2.

(i) Under the opt rule (resp., the maz rule), F + (CM) is sound and
complete with respect to the class of preference models in which >
is opt-smooth (resp. max-smooth);

(i) Under the maz rule, F + (CM) is sound and complete with re-
spect to the class of preference models in which = is max-smooth
and transitive.

Proof. For (i), see |Parent, 2014]. For (ii), see Appendix O

Theorem (ii) tells us that, under the max rule, and given max-
smoothness, the transitivity of = has no import. We will see that this
also holds in the absence of max-smoothness. These results are in sharp
contrast with those for the opt rule. For instance, in the presence of
opt-smoothness, transitivity boosts the logic from F+(CM) to G.

Theorem 4.3. Under the opt rule, G is sound and complete with re-
spect to the class of preference models in which > is opt-smooth and
transitive.

Proof. See |[Parent, 2014; Parent, 2008]. O

4.2 Adding reflexivity and totalness

Table [2] shows what happens when the constraints of reflexivity and
of totalness are added. Reflexivity has no import. Totalness makes a
difference only under the max rule in one case, when it is combined with
transitivity and smoothness. Below I state formally the results shown
in the table.

Theorem 4.4.
(i) Under the opt rule (resp., the maz rule), E is sound and complete
with respect to:
(a) the class of preference models in which » is reflexive;
(b) the class of preference models in which = is total.
(ii) Under the opt rule (resp., the maz rule), F is sound and complete
with respect to:
(a) the class of preference models in which = is opt-limited (resp.,
maz-limited) and reflexive;
(b) the class of preference models in which = is opt-limited (resp.,
maz-limited) and total.
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Proof. See [Parent, 2015|. ]

Theorem 4.5.
(i) Under the opt rule (resp., the maz rule), F + (CM) is sound and
complete with respect to:
(a) the class of preference models in which = is opt-smooth (resp.,
maz-smooth) and reflexive;
(b) the class of preference models in which = is opt-smooth (resp.,
maz-smooth) and total.
(ii) Under the max rule, F + (CM) is sound and complete with re-
spect to the class of preference models in which = is max-smooth,
transitive and reflexive.

Proof. For (i), see [Parent, 2014]. For (ii), see Appendix O
Properties of = ‘ max ‘ opt
reflexivity E E
totalness E E
limite‘dr.less F F
reflexivity
limitedness F F
totalness
smoothness
reflexivity FH(CM) | F+(CM)
smoothness
totalness F+(CM) | F+(CM)
smoothness
transitivity F+(CM) G
reflexivity
smoothness
transitivity G G
totalness

Table 2: Adding reflexivity and totalness

Theorem 4.6.
(i) Under the opt rule, G is sound and complete with respect to:
(a) the class of preference models in which > is opt-smooth, tran-
sitive and reflexive;
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(b) the class of preference models in which = is opt-smooth, tran-
sitive and total.
(ii) Under the maz rule, G is sound and complete with respect to the
class of preference models in which > is max-smooth, transitive
and total.

Proof. See [Parent, 2014]. O]

4.3 Transitivity without smoothness (max rule)

This section reports two determination results for the transitive (and
not necessarily smooth) case.

Theorem 4.7. Under the max rule, E is sound and complete with re-
spect to:

(i) the class of preference models in which = is transitive;

(ii) the class of preference models in which = is transitive and reflexive.

Proof. See Appendix [C] O

Theorem 4.8. Under the max rule, F is sound and complete with re-
spect to:
(i) the class of preference models in which = is maz-limited and tran-
sitive;
(ii) the class of preference models in which = is max-limited, transitive
and reflexive.

Proof. See Appendix [C] O

I summarize these results in Table Bl

Properties of = ‘ max ‘ opt

transitivity E ?
transi.tiyity E 9
reflexivity
transitivity

F G
limitedness
transitivity
limitedness F G
reflexivity

Table 3: Non-smooth transitive betterness under the max rule
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The middle column tells us that, under the max rule, transitivity
alone has no import, be it combined or not with reflexivity, and be
it combined or not with limitedness. This observation does not carry
over to the opt rule. Transitivity combined with opt-limitedness boosts
the logic from F+(CM) to G. (Given transitivity, opt-limitedness and
opt-smoothness are equivalent.) On the other hand, consider :

P(AJAV BYAP(B/BVC) — P(AJAVC) (>>-trans)

We know that under the opt-rule is valid if > is required to be
transitive (cf. Observation . Thus, under the opt rule, the system
obtained by supplementing E with (Sp) and is sound with
respect to the class of preference models in which > is transitive and
with respect to the class of those in which it is also reflexive. It is not
known whether it is also complete with respect to these two classes of
modelsm This is indicated by a question mark in Table

In Section I mentioned the possibility of defining “best” in terms
of maximization under the transitive closure =* of >. I called this rule
of interpretation the quasi-max rule. One has:

Theorem 4.9. Under the quasi-max rule, E is sound and complete with
respect to:

(i) the class of all preference models;

(ii) the class of preference models in which = is reflexive.

Proof. This follows from Theorem [£.7] and Observation [2.6 O

4.4 Pure deontic conditional counterparts

Analogous results have been obtained by Goble for his pure deontic
systems DDL-D-3, DDL-D-4 and DDL-D-5. Table [f] summarizes these
results. As far as the contrast between maximality and optimality is
concerned, the story seems to remain the same. I shall make two com-
ments.

o First, there is no known determination result for (i) the class of
all preference models (ii) the class of those in which * is required
to be reflexive, and (iii) the class of those in which > is required
to be total. Hence the presence of a question mark in the relevant
cells.

16This is also pointed out by [Goble, 2015|.
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e Second, the axiomatic counterpart of the limitedness assumption
changes. In Aqvist’s systems, limitedness corresponds to (D*),
whose pure deontic conditional counterpart is a theorem of DDL-
D-2. The limitedness assumption validates the axiom; this one

takes over the role of (D*):

0A — A (aka O (L/—-A) — A) (T)

Properties of = ‘ max ‘ opt
Binary relation ? ?
reflexivity ? ?
totalness ? ?
limitedness DDL-D-3 | DDL-D-3
limitedness DDL-D-3 | DDL-D-3
reflexivity

limitedness DDL-D-3 | DDL-D-3
totalness

smoothness DDL-D-4 | DDL-D-4
smoothness DDL-D-4 | DDL-D-4
reflexivity

smoothness DDL-D-4 | DDL-D-4
totalness

SIOOthness |y b4 | DDL-D-5
transitivity

smoothness

transitivity DDL-D-4 | DDL-D-5
reflexivity

smoothness

transitivity DDL-D-5 | DDL-D-5
totalness

Table 4: Pure deontic conditional counterparts

4.5 Methods for proving completeness

Some remarks on the methods for proving the completeness part of the
above determination results are in order. They will help the reader to

get a feeling of what is involved.
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4.5.1 Direct canonical model construction

All the proofs of completeness mentioned above are based on canonical
models (see, for instance, [Chellas, 1980]). The proofs of completeness
of F+(CM) and G in [Parent, 2008; Parent, 2014] use a direct canon-
ical model construction. Adapting the canonical model technique to a
preference-based setting is not as straightforward as might seem at first
sight. Roughly speaking, the worlds in a canonical model are maximal
consistent sets (MCSs) of sentences. The main difficulty is to define the
comparative goodness relation in such a way that the semantic truth
conditions for formulas starting with a deontic operator coincide with
the set-membership relation between formulas and maximal consistent
sets. In |Aqvist, 1987; [Aqvist, 2002], the technique of so-called system-
atic frame constants is used to define the betterness relation part of the
canonical model of G. Hansen [1999, p. 130] has shown that the method
fails with respect to strong completeness.

For F+(CM) and G, one can think of suitable constructions. I start
with G. The basic idea is to work with a point-generated canonical
model. The set of all the MCSs is denoted by Q. Where a is a MCS, a*
denotes {B: O(B/A) € a}.

Definition 4.10 (Canonical model, G). Let w be a fized element of €.
The canonical model generated by w is the structure M"Y = (W, >,V)
defined by

(i) W={acQ:{A: 04 cw} Ca}

(i) a = b iff
(a) there is no consistent wff A such that w? C b, or
(b) there is some A € aNb such that w C a

(iii) v(p) ={a € W :pea} forallp € P.

Condition (i) says that W is the restriction of Q to the set of MCSs
containing all the wifs A for which OA is in the “generating” world w.
This is needed to deal with the alethic modalities. The import of condi-
tion (ii) is that the best (according to »=) MCSs among those containing
A are precisely those containing all the wifs B for which (O)(B/A) is in
the “generating” world w.

The required construction for F+(CM) is more complex. The worlds
in the universe of the canonical models are not just MCS’s, but MCS’s
labeled with some suitable sentence. This is needed to rank them in
terms of goodness. To be more precise, a world becomes a pair whose
first element is a MCS a, and whose second element is some formula A
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such that w? C a, where w is the MCS used to generate the canonical
model. However, the method also demands that the selected MCS is part
of the universe W of the canonical model. Given a MCS w, there may
not be any A such that w? C w. Due to this extra complication, one
needs to distinguish between a principal case and a limiting case. I give
the full details. For the sake of brevity, A> B is used as a shorthand for
O(A/AV B) € w, where w is some MCS.

Definition 4.11 (Canonical model, F+(CM), principal case). Let w be
a MCS such that w* C w for some A. The canonical model generated
by (w, A) is the structure M4 = (W, =, V) defined by

(i) W={(a,B):a€Q&wP Ca}
(ii) (a,B) = (b,C) iff: either C # B or B€b
(iii) v(p) = {(a,B) € W :p € a} for allp € P.

Definition 4.12 (Canonical model, F+(CM), limiting case). Let w be a
MCS such that w* C w for no A. Take an arbitrarily chosen wff A. The
canonical model generated by (w, A) is the structure M4 = (W, =, V)
defined by

(i) W=WU{(w,A)}, where W = {(a,B) :a € Q& wP C a}

(i) == > U {((w, 4), (w, A} U {(a, (w,A)) : @« € W} where > C
W x W is defined as in Deﬁm'tion putting (a, B) > (b,C) iff
either C 2 B or B€b

(iii) v(p) ={(a,B) € W :p € a} for allp € P.

In [Parent, 2014] these two constructions are used to establish the
completeness of F+(CM) with respect to the class of models in which >
is opt-smooth (resp., max-smooth), Theorem (i), and with respect to
the class of those in which > is also reflexive or total, Theorem (i).

Under the max rule, F+(CM) is also sound and complete with re-
spect to the class of models in which > is max-smooth and transitive,
and with respect to the class of those in which » is also reflexive. This
is Theorem [4.2| (ii) and Theorem [4.5| (ii). These results are new to the
aforementioned paper. Their proof is given in Appendix [B]

4.5.2 Completeness-via-selection-functions

Contrasting with this direct approach, the method used for E and F
in [Parent, 2015 is indirect, and takes a detour through the alterna-
tive modeling in terms of selection functions described in Section [2.6
The proposed approach is related to the two-step methodology used
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by |Schlechta, 1997, chap.?2| when discussing representation problems
for non-monotonic structures. There are two main steps.

The first step consists in showing soundness and completeness of
the systems with respect to appropriate classes of selection function
models. I state the needed results in the following theorem, which covers
F+(CM) and G as well.

Theorem 4.13.

(i) E is sound and complete with respect to the class of selection func-
tion models M = (W, f,v) in which § meets syntaz-independence
(f0), inclusion (f1) and Chernoff (§2);

(ii) F is sound and complete with respect to the class of selection func-
tion models M = (W, f,v) in which f meets in addition consistency-
preservation (3);

(iii) ¥ +(CM) is sound and complete with respect to the class of selec-
tion function models M = (W, f,v) in which | meets in addition
Aizerman (f4);

(iv) G is sound and complete with respect to the class of selection func-
tion models M = (W, §,v) in which f meets in addition Arrow (§5).

Proof. See |Aqvist, 2002, Theorem 77, p. 251]. Let w be a fixed element
of ). Define the canonical model generated by w as the model MY =
(W, f,v) where

e W={aeQ:{A:0Acw} Ca}
e f(A)={aeQ:{B:O(B/A) e w} Ca}
e v(p)={a€e:pea}

Aquist does not consider (CM). It is a straightforward matter to verify
that, in the canonical model for F+(CM), f meets Aizerman (f4). Details
are omitted. O

The second step consists in showing that the selection function se-
mantics is equivalent with the preference-based semantics. One half of
the equivalence is relatively easy to establish. This is Theorem be-
low. For the reason explained in Section [4] care should be taken with
the Arrow condition. Under the max rule it calls for both transitivity
and totalness of >, while under the opt rule the constraint calls for
transitivity only.

Theorem 4.14.
(i) For every preference model M = (W, >, v) applying the opt rule,
there is an equivalent selection function model M' = (W, §,v) (with
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W and v the same) in which | meets syntaz-independence (§0),
inclusion (f1) and Chernoff (§2). If = is opt-limited, then f meets
consistency-preservation (f3). If = meets opt-smoothness, then §
meets Aizerman (f4). If = is transitive, then f meets Arrow (§5).
(ii) For every preference model M = (W, =, v) applying the maz rule,
there is an equivalent selection function model M' = (W, §,v) (with
W and v the same) in which § meets syntaz-independence (§0),
inclusion (f1) and Chernoff (§2). If = is maz-limited, then § meets
consistency-preservation (f3). If = meets max-smoothness, then §
meets Aizerman (§f4). If = is transitive and total, then § meets

Arrow (5).

Proof. For (i): starting with M = (W, >, v), define M’ = (W,f,v) by
putting §(A) = opt, (||A||™) for all wif A. For (ii): starting with M =
(W, =, v), define M" = (W, f,v) by putting f(4) = maxy (||A[|M) for all
wif A. O

The hard part of the proof of equivalence is contained in the following
theorem. This one extends a known result from rational choice theory
(see, e.g., [Herzberger, 1973]) to the case where the Arrow condition is
no longer available.

Theorem 4.15. For every selection function model M = (W, f,v) in
which | meets syntaz-independence, inclusion and Chernoff, there is a
preference model M' = (W', = v") such that, under the opt rule, M' is
equivalent to M. Furthermore, if f meets consistency-preservation, then
> 1is opt-limited.

Proof. See |Parent, 2015, Theorem 3.5]. I recall the proposed construc-
tion. Let M = (W,f,v). For all a € W, define Y, = {||C||M CW |a €
|CIIM —$(C)}. Let Yo = {Xi}ier. Put F, = [[;c; Xi. Intuitively, F,, is
the (possibly infinite) cartesian product of all the sets in )),. Formally,
F, is the set of all the functions g defined on the index set I such that
the value of the function g at a particular index i is an element of X;:

{g: 1= X | (viel)(g() e Xi)}
iel

The axiom of choice is assumed. Define M’ = (W', =,v') as follows:

s W ={{a,g9) |a,be W,g € F,}
s (a,g) = (b,d') iff b & Rng(g))
s V'(p) ={(a,9) :a €v(p)}
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Rng(g) denotes the range of g, viz {c | (i,c) € g for some ¢ € I}. The
verification that the construction above actually does the desired job
proceeds via a series of lemmas, for which the reader is referred to the
above paper. O

Combined with Theorem (i) and (ii), Theorem yields com-
pleteness of E with respect to the class of all preference models for the
interpretation under the opt rule, and completeness of F with respect to
the class of those where > is opt-limited under the same interpretation.
These two core completeness results carry over to the class of models
where > is also total or reflexive, and to the interpretation under the
max rule. This is made possible by the following “bridge” result:

Theorem 4.16. For every preference model M = (W, =,v) in which
deontic formulas are interpreted under the opt-rule, there is an equiva-
lent preference model M = (W', =" v") in which =" is total (and hence
reflexive), and in which deontic formulas are interpreted under the max-
rule (or, equivalently, the opt-rule). Furthermore, if »= is opt-limited,
then >’ is maz-limited.

Proof. See |Parent, 2015, Theorem 3.3]. I recall the proposed construc-
tion. Starting with M = (W, >,v), one defines M’ = (W', =" v') as
follows:

o W' ={(a,n)|aecW,neN}
o (a,n) =" (bym)iffa=born>m
« v'(p) = {{a,n) [a € v(p)}

The universe in the output structure is the product set W x N. Thus,
each world a in W has infinitely (albeit countably) many “duplicates” in
W'. The order relation on the product set is the lexicographic ordering
(or sort of). > is total, and so is =’. Equivalence between models follows
from the fact that the set of optimal elements of X C W in the input
model “matches” the set of maximal elements of X x N in the output
model, in the sense that:

opty (X) x N = opty, (X x N) = maxy/(X x N)

This suffices to establish the desired result. O
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5 Decidability and automated theorem-proving

5.1 Decidability

The basic result we prove in this section is the decidability of the theo-
remhood problem “Is A a theorem in such-and-such system?” This will
be shown by establishing the so-called finite model property (FMP): any
satisfiable formula is satisfiable in a finite model. To simplify matters,
this property is shown to hold only with respect to models equipped
with a selection function. Decidability of the theoremhood problem in
E, F, F+(CM) and G follows in the usual way. (See |Chellas, 1980].)
The FMP with respect to preference models is put aside.

The FMP with respect to selection function models may be estab-
lished using the filtration method as adapted by Aqvist [1997; 2000] to
a conditional logic setting. I will make a small change to one of his
definitions in order to resolve a problem that was pointed out to me by
Carmo [2009].

As usual, a model M is said to be finite whenever its universe W is
finite. I" denotes a non-empty and finite set of sentences closed under
sub-formulas. § stands for a designated propositional atom in I'. Put
T=§—>8and L =-T.

For any selection function model M = (W,§,v), the equivalence re-
lation ~r on W is defined by setting

a~rpbiff forevery Ainl':aF AiffbE A
Given a € W, [a] will be the equivalence class of a under ~rp.

Definition 5.1. Given some I', define the translation function T, taking
every wff into a wff whose propositional atoms are all in T, as follows:

ﬂp)z{p et

§ ifpgl
T(—A) = -7(A) T(AV B) =71(A)V1(B)
7(0OA) = O7(A) 7(O(B/A)) = O(7(B)/7(A))

Since neither T nor L are primitive symbols, and I' is non-empty,
there is always one such propositional atom § in I.

Lemma 5.2. Let I', 7 and M be as above. Then, for all wffs A and all
a,be W, ifa~rb, thenakE71(A) iff b= 7(A).
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Proof. By induction on A. If A = p, then either (i)p € Tor (ii) p ¢ . In
case (i), 7(p) = p. In case (ii), 7(p) = §. In both cases, the claim holds,
because a ~p b. If A = BV C or A = =B, the result follows directly
from the inductive hypothesis. If A = OB or A = (O(C/B), the result
follows directly from the evaluation rules for O and for O(—/-). O

Definition 5.3 (Filtration). The filtration of M = (W, f,v) through T
is the model M* = (W™*, f*,v*) where:

(i) W*={[a] :a € W}
(i) 7(A) = {[a] : 3b € [a] & b € f(7(A))}
(iii) v*(p) ={la] : a € v(7(p))} for all p € P.

Fact 5.4. (i) If a € W then [a] € W*; (ii) W* £ 0.

Proof. (i) follows from the reflexivity of ~p and Definition (i). (ii)
follows from (i) and W # (. O

Fact 5.5. W* is finite.

Proof. The cardinality of W* is at most 2", where n is the cardinality
of I. O

A comment on f* in Definition [5.3]is in order. It is easy to see that
f* is well-defined, in the sense that its definition does not depend upon
any particular class representative. That is,

Fact 5.6. If a ~p b, then [a] € *(A) < [b] € f*(A).

Proof. Assume a ~r b and [a] € f*(A). It follows that ¢ € f(7(A)) for
some ¢ € [a]. Since a ~r b, ¢ € [b] too, and thus [b] € *(A) as required.
For the other direction, the argument is similar. O

Aqvist [1997; 2000] uses the following simpler definition:

f(A) = {la] : a € §(v(A))} (1)

Carmo [2009] points out that, if f* is defined as in , then Fact
may fail as shown in the following example.

Example 5.7. Put M = (W,f,v) with W = {a,b}, v(p) = W, and §
such that

f(A):{{a} ifakF A

|AIIM  otherwise
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f meets syntaz-independence, inclusion, Chernoff, consistency-preser-
vation, Aizerman and Arrow. Let M* = (W* §*,v*) be the filtration of
M through T' = {p}. We have a ~g,y b. Assume f* is defined as in (1)).

We then have [a] € §*(p) and [b] & *(p). For §f(t(p)) = f(p) = {a}.

Clause (ii) of Definition does not face the above problem. It
remains to verify that the entire proof still goes through.

Theorem 5.8 (Filtration Theorem). Let I', 7, M and M* be as above.
Then,

(i) For all wffs A, if A€ T, then T7(A) = A.
(i) For all wffs A and all a € W:

M* la] E A iff M,a E 7(A).
(iii) For all wffs A inT" and alla € W:
M* la] F A iff M,a F A.

Proof. (i) and (ii) are established by induction on A, using the relevant
definitions. Clause (iii) is an immediate consequence of (i) and (ii).

For (i), the fact that T is closed under subformulas allows us to apply
the inductive hypothesis.

I give the full details for (ii) only, focusing on the cases where A = OB
and A = O(C/B), and assuming for induction that the theorem holds
for B and C.

o A = OB. From left-to-right, assume [a] F OB. By the truth-
conditions for O, we get [b] F B for all [b] in W*. By the inductive
hypothesis, b F 7(B) for all b in W. Hence a F O7(B). By defini-
tion of 7, a F 7(OB) as required. For the converse direction, argue
in reverse.

o A= ((C/B). From left-to-right, assume [a] F O(C/B), so that
*(B) C ||C||™". By definition of 7, to show that a = 7(O(C/B))
amounts to showing that a F OQ(7(C)/7(B)). Let b € f(7(B)).
Since b € [b], [b] € §*(B), by Definition (ii). Thus, [b] E C.
By the inductive hypothesis, b F 7(C), which suffices for a F
O(7(C)/7(B)). For the other direction, assume a F 7(O(C/B)).
By definition of 7, a £ O(7(C)/7(B)). Hence j(7(B)) C ||[7(C)||M.
Let [b] € *(B). By Definition (ii), there is some ¢ € [b] such
that ¢ € §(7(B)). So, ¢ F 7(C). By Lemma[5.2] b F 7(C). By the
inductive hypothesis, [b] F C, which suffices for [a] F O(C/B). O
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Theorem 5.9. Let M* = (W*,§*,v*) be the filtration of M = (W,f,v)
through I'. If f meets syntax-independence, inclusion, Chernoff, consis-
tency-preservation, Aizerman or Arrow, then so does f*.

Proof. This is a matter of running through all the conditions, and show-

ing that they are met.
Syntax-independence. Let ||A||™" = ||B||™". By Theorem (ii),
I7(A) M = ||7(B)|™. Let [a] € f*(A). By Deﬁnition (ii), b €
f(1(A)) for some b € [a]. Since § satisfies syntax-independence,
b € f(7(B)), and hence [a] € §*(B). For the other direction, the
argument is similar.
Inclusion. Suppose that [a] € *(A). By Definition (i), b €
f(1(A)) for some b € [a]. Since f satisfies inclusion, b F 7(A). By
Lemma a E 7(A). By Theorem (i), [a] E A.
Chernoff. Suppose that [a] € f*(A)N[|B||™". By Definition[5.3)(ii),
b € §f(1(A)) for some b € [a]. By Theorem (ii), a E 7(B). By
Lemma bE 7(B). So, b€ f(r(A))N||7(B)||M. Since f satisfies
Chernoff, b € f(7(A) A 7(B)). By definition of 7, b € f(7(A A B)).
By Definition (ii), [a] € f*(A A B), as required.
Consistency-preservation. Assume [|A||™" # (). Hence, there is
some [a] € W* such that [a] F A. By Theorem (i), a E 7(A).
Since f satisfies consistency-preservation, there is b € W such that
b € f(7(A)). But b € [b]. By Definition [5.3] (ii), [b] € *(A). Hence,
*(A) # 0, as required.
Aizerman. Suppose §*(A) C ||B||M" and [a] € f*(A A B). We need
to show that [a] € f*(A). By Definition (ii) there is some
b € [a] with b € §(7(A A B)). We show f(7(A)) C ||[7(B)||M. Let
¢ € f(1(A)). Since ¢ € [¢], [¢] € (A), Definition (ii). By the
opening hypothesis, [c] F B. By Theorem (i), ¢ F 7(B), as
required. Since f satisfies Aizerman, f(7(A A B)) C f(7(A)), and
thus b € §f(7(A)), which suffices for [a] € *(A), Definition (ii).
Arrow. Let §*(A) N ||B|M"# 0. To show: f*(AA B) C f*(A) N
|B||™". Let [a] € (A A B). By Definition (ii), there is some
b € [a] with b € f(7(A A B)). By the opening hypothesis, there
is some [c] € §*(A) with [c] F B. By Definition (ii), there is
some d € [c] such that d € f(7(A)). By Theorem .8 (ii), ¢ F 7(B).
By Lemmal5.2} d = 7(B). Hence, f(7(A)) N |[7(B)||M # 0. Since f
meets Arrow, f(7(A) A 7(B)) C f(1(A)) N ||7(B)|[M. By definition
of 7, f(r(A A B)) C §(7(A)) N ||7(B)||™. Hence, b € §(7(A)) and
b € ||7(B)||M. From the former, [a] € §*(A), Definition (ii).
From the latter, a € |7(B)||*, by Lemma It follows that
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[a] E B, Theorem [5.8 (ii). Thus, f*(A A B) C §(A) N ||B||*", as
required. O

Theorem 5.10. The FMP holds with respect to the following classes of
selection function models:

(i) the class of those in which § meets syntaz-independence, inclusion
and Chernoff;

(ii) the class of those in which § meets syntaz-independence, inclusion,
Chernoff, and consistency-preservation;

(iii) the class of those in which f meets syntaz-independence, inclusion
Chernoff, consistency-preservation, and Aizerman,

(iv) the class of those in which § meets syntaz-independence, inclusion,
Chernoff, consistency-preservation, and Arrow.

Proof. For (i). Suppose A is satisfiable in some selection function model
M = (W,f,v) in which f meets syntax-independence, inclusion and Cher-
noff. Thus, there is a world a € W such that M,a E A. Consider the
filtration M* = (W*,§*,v*) of M through the set I' of all the sub-
formulas of A. By Fact (i), [a] € W*. By Fact W* is finite.
By Theorem f* meets syntax-independence, inclusion and Chernoff.
Furthermore, A € I'. By Theorem [5.§ (iii), M*,[a] F A. Thus, A is
satisfiable in a finite model of the appropriate kind.

For (ii)-(iv), the argument is similar. Details are omitted. O

Since E, F, F4+(CM), and G are finitely axiomatized, one gets the
following spin-off result:

Corollary 5.11. The theoremhood problem (“Is A a theorem?”) in E,
F, F+(CM) and G is decidable.

Proof. The argument is standard (see, e.g., [Chellas, 1980]). O

The FMP w.r.t. selection functions is enough to establish the decid-
ability of the theoremhood problem. The question of whether the FMP
also holds w.r.t. preference models has an interest in its own right. It is
left as a topic for future research.

5.2 Automated theorem proving

This section describes work by [Benzmiiller et al., 2019] in automated
theorem proving (ATP) for the family of logics discussed in this chapter.
Readers who are not interested in automated reasoning can skip this
section and go to Section [6]
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A specific method called Shallow Semantical Embedding (SSE) is
used. The key idea is to use classical higher-order logic (HOL), i.e.,
Church’s type theory [Benzmiiller and Andrews, 2019], as a meta-logic
in order to represent and model the syntactic and semantic elements of
a specific source logic. One can then use off-the-shelf HOL theorem-
provers like Isabelle/HOL [Nipkow et al., 2002] or Leo-III [Steen and
Benzmiiller, 2018; Steen, 2018 for automation. The method was suc-
cessfully applied to a wide range of non-classical and modal logics—for an
overview, see [Benzmiiller, 2019 and the references therein. The scope of
application of the method has recently been extended to include various
prominent deontic logics, including Aqvist’s system E The authors
focus on the case where deontic formulas are interpreted using the opt
rule. It is a straightforward matter to extend the approach to the case
where they are interpreted using the max rule, or even an evaluation rule
other than one in terms of best, like one of those discussed in Section [6]

In this section I will only briefly describe this work, omitting most of
the formal details and proofs, which can be found in the aforementioned
paper. The method can be seen as a variant of the so-called standard
translation from modal logic to first-order logic |[Blackburn et al., 2001].
Possible worlds and propositional letters become individuals and unary
predicates, respectively. A distinguished binary predicate symbol r is
added to the language of HOL to represent the betterness relation. The
modalities are handled by explicit quantification over the set of individ-
uals. One “mimics” the evaluation rules used when evaluating the truth
of formulas in a preference model. For example, OA translates into:

Ax.Vy. Ay
And O(B/A) translates into:
Az (Vy(Ay A (Vz(Az — ryz)) — By))

This translation holds for the interpretation under the opt rule.

On the HOL side, the following two primitive types are used: ¢ for
individuals (or possible worlds); o for the Boolean values. A variant
of the standard semantics is used. It is called “generalized” or (after
its inventor) “Henkin” semantics. This variant semantics leads to an
axiomatizable version of higher-order logic, because the set of functions
in a given model need not be complete. (See [Henkin, 1950].)

17 This is part of a larger project, which aims at mechanizing and automating deon-
tic reasoning. The study |Benzmiiller et al., 2020] gives an overview of the project, and
documents further the other deontic frameworks covered so far by the SSE method.
The Isabelle/HOL theory files are available at www.logikey.org!
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When working out the formal details, there are three main steps to
follow. The first step is to specify an embedding [-], which translates a
formula A of E into a term [A] of HOL. As mentioned, the clauses of
the definition of [-| mirror the evaluation rules used in the semantics
of E. The second step is to establish that the embedding is sound and
complete, that is faithful, in the sense that it preserves both the validity
and invalidity of formulas. The establishment of such a result is the
main criterion of success. This is Theorem [5.12 below. Intuitively it tells
us that under the opt rule a formula A in the language of E is valid
in the class of all preference models (notation: = A) if and only if the
HOL formula Vz.[A]z is a tautology in every Henkin model (notation:

Fror Vz.[Alx).

Theorem 5.12 (Faithfulness of the embedding, [Benzmiiller et al.,
2019]).
E A if and only if Epor Vx.[Alx

Proof. This is |Benzmiiller et al., 2019, Theorem 2]. The crux of the
argument consists in relating preference models with Henkin models in
a truth-preserving way. O

The third and last step consists in encoding the embedding in a con-
crete theorem-prover like Isabelle/HOL [Nipkow et al., 2002]. Figure E]
displays the encoding obtained for E. Some explanations are in order.
On line 5, a designated constant “aw” for the actual world is introduced.
On lines 28-31, this constant is used to distinguish between global valid-
ity (i.e., truth in all worlds) and local validity (i.e., truth at the actual
world). On lines 19-26, the dyadic deontic operators are defined by
introducing first the notion of optimal A-world.

Here is a (non-exhaustive) list of queries that can be run:

o Satisfiability: Is the (finite) set I' of formulas satisfiable?

o Validity: Is formula A valid? Does inference rule R preserve global
validity?

o FEntailment: Does A follow from I' (with I" finite)?

e Correspondance: Is such-and-such property of the betterness re-
lation sufficient to validate A7 Is such-and-such property of the
betterness relation necessary to validate A?

When the answer is “no” the model finder Nitpick [Blanchette and Nip-
kow, 2010] is able to give a counter-example. Similarly, when a formula
(or a set of formulas) is satisfiable, Nitpick is able to give a model and
a world satisfying the formula (or set of formulas) in question.
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i|theory DDLE imperts Main

1 z|begin

stypedecl i (* type for possible worlds *)

atype_synonym 7 = "(i=rbool)" (* type for propositions *)

sjconsts aw::i (* actual world *)

glconsts r :: "i=7" (infixr "r" 70) (* comparative goodness relation *)

7 (* Boolean connectives *)
sldefinition ddetop HEE S S | where "T = Mw. True"
s/definition ddebot "(tLt) where "1 = )\w. False"
w|definition ddeneg rr "=t ("= "[52153) where "-A = Jw. -A(w)"
n|definition ddeand i "r=r=7" (Infixr"A"51) where "AAB = Aw. A(W)AB(w)"
1z|definition ddeor tr "r=r=7" (infixr"v"50) where "AVB = Aw. A(w)VB(w)"
13[definition ddeimp i "r=r=7" (infixr"—"49) where "A—B = M. A(w)—B(w)"
1g/definition ddeequivt :: "r=7=7" (infixr"«<"48) where "A—B = M. A(w)«—B(w)"
15 (* alethic operators *)

1g/definition ddebox :: "r=7" ("O") where "O = M w. ¥v. A(v)"
17/definition ddediomond :: "r=7" ("<¢") where "¢ = A w. v, A(V)"

18|

ngldefinition ddeopt :: "7=7" ("opt<_>") (* deontic operators *)

zo| where "opt<A> = (Av. ( (A)(v) A (¥x. ((A)(x) — v rx)) ) )"
izijabbreviation{input) msubset :: "r=-7=-bool" (infix "C" 53)

22| where "A C B = V¥x. A x — B x"

izaldefinition ddecond :: "r=g7=1" ("O<_|_>")

za| where "O<B|A> = Aw. opt<A> C B"

izs|definition ddeperm :: "r=7=7" ("P<_|_>")

zs)] where "P<B|A> = -(Q<-B|A>"

izg|definition ddevalid :: "r=-bool™ ("|_|"[81109) (* global validity *)
29| where "[p| = Yw. p w"
sojdefinition ddeactual :: “r=bool" ("[_|1"[71105) (* local validity *)

31 where "[p|1 = plaw)"

33(end

Figure 7: Encoding of system E in Isabelle/HOL.

Theorem provers for KLM-style nonmonotonic and conditional log-

ics have been developed, like, e.g., KLMLean 1.0 |Olivetti and Pozzato,
@I], KLM 2.0 [Giordano et al., 2007] and Nescond [Olivetti and Poz-
zato, 2014|. It would be interesting to compare them with the one de-
scribed here.

6 Alternative truth-conditions

Despite its length, the chapter does not purport to give an encyclope-
dic coverage of the field. In this section, I discuss two variant truth-
conditions for the conditional obligation operator. As mentioned in the
introductory section, more variations are possible. For details, the read-
ers are referred to [Makinson, 1993; \Goble, 2015] and references therein.
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6.1 The Danielsson-van Fraassen-Lewis truth-conditions

These truth-conditions for deontic sentences are named by Aqvist [1987,
p. 199] after their co-inventors: Danielsson [1968], van Fraassen [1972)
and Lewis [1973]. One counts (O(B/A) as true in a world a whenever
either there are no A-worlds, or there is some A A B-world b such that,
as we go up in the ordering, the material implication A — B always
holds. Hence, all worlds ranked as high as b comply with the obligation
in question. This evaluation rule is also used by van Kutschera [1974],
Loewer and Belzer [1983] and Goble [2003], among others.

Definition 6.1 (@v|rule). Given a preference model M = (W, =, V) and
a world a € W, we have

M,aE Q(B/A) iff =3b (b= A) or

B (b= ANB & Ve(erboclAsB) O

I shall refer to the statement appearing at the right-hand-side of
“iff” as the V] rule. Lewis’s preference for the [3V] rule is based on his
rejection of the limit assumption [1973, p.98]. The rule handles in-
finitely ascending chains better than the Hanssonian-type rule in terms
of best worlds. Indeed when the A-worlds form an infinitely ascend-
ing chain (so that there is no best A-world) under the second rule the
formula ()(B/A) (where B is an arbitrarily chosen formula) becomes
(vacuously) true. Thus, when the limit assumption fails, everything is
obligatory. With the rule, this is not the case@

Leaving the above issue aside, I now clarify how the [IV] rule relates
with the opt rule and the max rule.

Theorem 6.2.
(i) The rule implies the opt rule;
(ii) Given totalness of =, the[3V] rule implies the maz rule.

Proof. (ii) follows from (i). To show (i), suppose ()(B/A) holds at world
a in virtue of the rule. This means that either —3b (b = A) or
b bEAANB & Ye(c=b=cE A— B)). In the first case, we have
opt. (||A]]) = 0, and so opt. (||A]|) C ||B]|. In the second case, consider
some d € opt, (||A]|). We have d = b and d = A. So d = B, which
suffices for opt_t(HAH) C ||B]| as required. O

18Goble’s own motivation for using therule is different. It is not directly related
to the limit assumption but to the wish to accommodate conflicts between obligations
(see infra).
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Theorem 6.3.
(i) Given transitivity and opt-limitedness of =, the opt rule implies
the [BY] rule;
(ii) Given transitivity and max-limitedness of >, the maz rule implies
the B9 rule.

Proof. For (i), assume opts (||4|]) C ||B]|. Either (a) opt.(||Al]) = 0,
or (b) opts (J|A]]) # 0. In case (a), by opt-limitedness, ||A|| = @, and
so the I"ule is verified. In case (b), there is some b such that b €
opty (|[A4]]). We have b |= B, by the opening assumption. Let ¢ be such
that ¢ = b and ¢ = A. Consider any d such that d = A. We have b > d.
By transitivity, we then get ¢ > d, so that ¢ € opt, (||A4]|), and hence
¢ = B, by the opening assumption. Thus, the rule is verified too.
For (ii), the argument is similar. O

The question arises as to how to axiomatize the set of valid formulas
for the interpretation under the [3V]rule. This question was resolved very
early by Lewis and van Fraassen in the case of total orders. Below I
recast their result in terms of the systems studied in this chapter. As
with Lewis’s and van Fraassen’s settings, the limit assumption has no
impact.

Theorem 6.4. Under the @Y rule, G is sound with respect to:
(i) the class of models in which = is transitive and total (and hence
reflexive); and
(ii) the class of models in which = is transitive, total and opt/maz-
limited (or opt/max-smooth).

Proof. In the presence of transitivity and totalness, opt-limitedness,
max-limitedness, opt-smoothness and max-smoothness coincide. All
that is required is to show that each axiom of G is valid in the class
of models in which > is transitive and total, and that the inference rules
of G preserve validity in this class of models. The argument is routine,
and left to the reader. The arguments for (Abs)), (Nec)), (Ext]), and
(Sh)) do not call for any of the properties of =. (D*)) calls for totalness.
calls for transitivity. (COK]) and (CM]) call for both totalness and
transitivity. For the reader’s convenience, I recap these points in the
form of a table, Table O

Completeness can be derived from the completeness of G under the
interpretation applying the opt rule, with respect to the class of models
in which > is transitive, total and opt-limited.
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Axiom of G ‘ Property (or pair of properties) of >

D* totalness

Sp transitivity

COK| transitivity and totalness
CM transitivity and totalness

Table 5: Axioms and properties under the rule

Theorem 6.5. Under the 3V rule, G is complete with respect to:
(i) the class of models in which = is transitive and total; and
(ii) the class of models in which = is transitive, total and opt-limited
(resp. max-limited, opt-smooth and max-smooth,).

Proof. Suppose that ' /g A. By completeness under the opt rule with
respect to the class of models in which > is transitive, total and opt-
limited, I' = A over that class of models. By Theorems and
under the[FV]rule I' [~ A over the class of models in which > is transitive,
total and opt-limited. Given transitivity and totalness, opt-limitedness,
max-limitedness, opt-smoothness and max-smoothness coincide. This
establishes (ii). Deleting a constraint on > does not increase the set of
semantical consequences. This establishes (i). O

Goble [2003] must be given credit for providing an axiomatization
called DP in the case of partial orders. In the absence of totalness, ,
which rules out the possibility of conflicting obligations, goes away. The
choice of partial orders may thus be motivated by the need to accom-
modate conflicts between obligations, these being commonplace@ Note
that (COK]) and (CM)) also go away while remains. DP is a “pure”
deontic logic: its language has no other primitive modal operator than
(O(=/-). Furthermore, its semantics uses a betterness relation relativized
to worlds, and the truth-conditions make the obligation false when the
antecedent is impossible. The proof of completeness for DP given by
Goble takes a detour through an alternative semantics in terms of mul-
tiple preference models. The question as to whether the proof of com-

9Here lies Goble’s reason for using the rule. With the Hanssonian sort of
interpretation, one needs to work with models without the limit assumption ; such
models correspond to system E. However, E contains the following principle of “de-
ontic explosion”, O(B/A) A O(-B/A) — (O(C/A), which says that if there is any
instance of a deontic dilemma then everything is obligatory. (This is similar to the
point made above in relation to the limit assumption, page . A survey of the state
of the art regarding the treatment of conflicts between obligations may be found in
[Goble, 2013].
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pleteness for DP can be adapted to the present setting is left as a topic
for future research. Furthermore, one would like to know what happens
within this set-up when transitivity goes away. The question of how to
axiomatize the corresponding logic is left as a topic for future research
too.

6.2 The Burgess-Boutilier-Lamarre truth-conditions

The evaluation rule used by Burgess [1981], Boutilier [1994] and oth-
ers has a “V3aV” structure. This alternative evaluation rule has two
technical attractions. First, as noted by Boutilier and independently by
Lamarre [1991], it permits the reduction of the dyadic obligation opera-
tor to a monadic modal operator. Second, as mentioned by Lewis [1981,
p. 230], it enables one to have a fairly strong dyadic deontic logic with-
out committing to either a form of the limit assumption or totalness for
>. Makinson [1993, p.346] gives a similar motivation. We see a sim-
ilar rule in the Kratzer semantics for conditionals (see Kratzer [1991}
Definition 13]) and in Veltman [1985|’s logic for conditionals.

Definition 6.6 rule). Given a preference model M, and some
world a in M, we have

akE Q(B/A) iff Vb if b = A then
dest.cmb&kcEA& (V3av)
Vd(d>¢c = dE=A— B)

I will refer to the statement at the right-hand side of “iff” as the [J3V]
rule. I just described this rule as a way to avoid commitment to totalness
for =. This was Lewis’s primary motivation. (See also [Kaufmann, 2017,
§3].) It is worth mentioning that this benefit comes with a cost:
goes away, while remains. The argument for is part of the
proof of Theorem below. I show the failure of .

Observation 6.7. There is a preference model M = (W, =, v), with =

reflexive and transitive, in which fails under the rule.

Proof. Put M = (W, =,v), with W = {a,b,c}, > the reflexive closure
of {(b,a),(c,c)} and v(p) = W, v(q) = {b,c} and v(r) = {a,c}. This is
shown in Figure 8] where reflexivity is left implicit. In this model, > is
(vacuously) transitive. We have:

« a=0Ol(e/p)
e a0 (—r/p) (witness: c)
e al=Olg/pAr) (witness: a) O
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p,q,7T b.p’q
C e

5 b, T

Figure 8: A countermodel to (RM)) under the YHY rule

Theorem [6.8] clarifies how the 39 rule relates with the @9 rule.

Theorem 6.8.
(i) Given reflexivity of =, the rule implies the |3V| rule;
(i) Given both transitivity and totalness of =, the rule implies the
VI rule.

Proof. For (i), suppose the rule holds, but not the rule. Hence,
there is some b; such that b; = A and

Vo (bFAANB = 3dc(c=b & c=A & ¢~ B)) (1)
By the rule, there is some ¢; such that ¢; = by, ¢ = A and
Vd(dtcléd):A—)B) (042)

By reflexivity, ¢; = ¢1, and so ¢; = B. By , there is some d; such
that d; = ¢1, di = A and d; [~ B. This contradicts .

For (ii), suppose the rule holds, but not the rule. From the
latter, there is some b; such that b; = A and

Ve(erb&cEA = Id(d=c&kdEA&dE B)) (61)

For the [3¥] rule to hold, it must be the case that there is some by such
that by = A A B and

Ve(c=by = ¢ A— B) (B2)

By totalness, either (a) by > by or (b) b2 > b;. In case (a), yields
by E A — B. By reflexivity of =, by > b;. By , there is some d;
such that dy = b1, di = A and d; [~ B. By transitivity, d; = be, and
so by , di = A — B, a contradiction. In case (b), (81) yields that
there is some d; such that d; > by and di = A and d; [~ B, a result
that immediately contradicts . O

It is noteworthy that, in the presence of the limit assumption, the
V39 rule coincides with the max rule.
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Theorem 6.9.
(i) The rule implies the maz rule;
(ii) Given reflexivity, transitivity and maz-smoothness of =, the mazx
rule implies the [V rule.

Proof. For (i), suppose the rule holds, and let b € maxy(||A]]).
Since b = A, there is some ¢ such that ¢ = b, ¢ = A and

Vd(d>c = dl=A— B) (71)

Since b € maxy(||A|]), b = c. then yields b = B, which suffices for
maxs-(|[A]) € 1B

For (ii), suppose the max rule holds, and let b be such that b = A.
By max-smoothness either (a) b € maxy(||A||) or (b) there is ¢ such that
¢ > band ¢ € maxy(||A]]). Suppose (a) applies. By reflexivity, b = b.
Also b = A. Let ¢ be such that ¢ > b and ¢ = A. Let d be such that
d » cand d = A. By transitivity of =, d > b. By maximality of b,
b > d. By transitivity of > again, ¢ > d. Hence, ¢ € maxx(||A]]). It
then follows that ¢ = B as required. The argument for (b) is similar,
working with ¢ instead of b. O

Theorem 6.10. Under the rule, F+(CM) is sound with respect to

the class of models in which = is reflexive and transitive.

Proof. This is just a matter of verifying that the axioms of F+(CM)
are valid. and @ hold independently of the reflexivity and
transitivity of >. , @ and each call for the reflexivity of
=. and call for transitivity of =, while (Shl) calls for both

transitivity and reflexivity. For the reader’s convenience, I recap these
points in the form of a table, Table @ I give the argument for and
only.

For (D*), suppose (i) a = ©A and (ii) a = O(B/A). To show:
a = P(B/A), i.e., a = O(—~B/A). From (i), there is some b be such
that b = A. Let ¢ be such that ¢ > b and ¢ = A. From (ii), there is
some d * ¢ such that d = A and

Ve(e=d = e=A— B) (01)

By reflexivity, d = d, and hence by d | B, i.e., d £ —B. Hence,
a = O(—B/A) as required.

For (CM]), suppose (i) a = O(B/A) and (ii) a = O(C/A). Let by
be such that b; = AA B. By (i), there is some by = by such that by = A
and

Ve(e=by = c=A— B) (62)
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By (ii), there is some b3 = be such that b3 = A and
Ve(erbs = cEA—C) (03)
By (02)), b3 = B and hence bg = A A B. By transitivity of =, bg = by.

Let d be such that d = bg and d = A A B. Obviously, d = A. By (),
d = C, which suffices for a = O(C/A A B). O

Axiom of F+(CM) ‘ Property (or pair of properties) of >

reflexivity

reflexivity

reflexivity

transitivity

transitivity

reflexivity and transitivity

Table 6: Axioms and properties under the rule

Theorem 6.11. Under the rule, F+(CM) is complete with respect
to the class of models in which = is reflexive and transitive.

Proof. Suppose I' /g (cny A. By Theorem (ii), for the interpreta-
tion under the max rule we have that I' = A over the class of models
in which > is reflexive, transitive and max-smooth. By Theorem [6.9]
the observation that T' £ A over the class of models in which > is
reflexive, transitive and max-smooth carries over to the interpretation
under the rule. That I' = A continues to apply, mutatis mutan-
dis, with respect to the class of models in which > is only reflexive and
transitive. ]

As with the F¥] rule, the limit assumption has no impact.

Corollary 6.12. Under the rule, F+(CM) is sound and complete
with respect to the class of models in which = is reflexive, transitive and
maz-smooth (resp. max-limited).

Proof. Soundness follows from the fact that no axiom requires max-
smoothness or max-limitedness. Completeness with respect to the class
of models with max-smoothness has just been established as part of the
proof of Theorem[6.11] Completeness with respect to the class of models
with max-limitedness follows from this and Observation 2.§|(a) (). O
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It should be pointed out that Theorem [6.11] echoes the axiomatiza-
tion result obtained by Goble [2014] for the Kratzer conditional.

I end this section by showing that the assumption of totalness boosts
the logic from F+(CM) to G.

Theorem 6.13. Under the V3V rule, G is sound and complete with
respect to:
(i) the class of models in which = is transitive and total (and hence
reflexive); and
(ii) the class of models in which = is transitive, total and maz-limited
(resp. max-smooth, opt-limited and opt-smooth).

Proof. For soundness, it suffices to verify that holds is valid when
> is required to be total. Consider a model M and a world a in M such
that (i) a E P(B/A), (ii) a E O(B — C/A) and (iii) a = O(C/AN B).
From (iii), there is some b; such that by = A A B and

Ve ((e=b1&eclEAANB) = 3d(d=c&kdEANB&AFEC)) ()
From (ii), there is some by >= b; with by = A and
Ve(erby = cFA— (B—C)) (€2)
From (i), there is some b3 such that b3 = A and
Ve ((e=b3&clEA) = 3d(d=c&dlE= ANB)) (€3)

By totalness, either (1) by = bs or (2) bs = by. We argue that, in both
cases, there is some by with by = by and by = A A B. In case (1), (e3))
immediately yields this result. In case (2), bs = b3 by reflexivity, and
SO tells us that there is some by with by = b3 and by = A A B. By
transitivity, by > ba. Thus, either way, there is some by with by > bo
and by = A A B. By transitivity, by = b;. then yields that there is
some bs with bs > by and bs = A A B A —C'. This contradicts (o)), since
bs = bo, by transitivity.

Completeness follows at once from Theorems [6.5] and O

7 Conclusion

The chapter has provided a survey of results related to the meta-theory
of dyadic deontic logics in Hansson’s tradition, focusing on axiomatiza-
tion issues. The goal was to provide a “roadmap” of the different systems
that can be obtained, depending on the special properties envisaged for
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the betterness relation, and depending on whether “best” means “opti-
mal” or “maximal”. Four systems of increasing strength were discussed,
and related to (combinations of) properties of the betterness relation.
The most remarkable finding in this study is that the contrast between
the two notions of “best” is not as significant as one may thinkﬂ be-
cause in an appreciable number of cases the determined logic remains
the same no matter which definition is used. Another unexpected out-
come is that an apparently strong condition like totalness (and also,
sometimes, transitivity) is somewhat idle, because in quite a number of
cases its imposition does not affect the logic.

At least two qualifications of these findings are worth noting. First,
we have noticed an asymmetry between maximality and optimality in
two cases, when transitivity interacts with totalness (and smoothness),
and when transitivity is considered alone. The latter case is not fully
understood yet because no completeness result for optimality has been
reported. Second, the correlations between the properties of the bet-
terness relation and the axioms are not the same when variant truth-
conditions for the conditional are used in order to circumvent the limit
assumption. Two such variant truth-conditions are the @V rule and the
V¥ rule. Under the former a completeness theorem is available for mod-
els with a transitive and total relation, and under the latter for models
with a reflexive and transitive relation. But we still do not know the full
picture. In particular it is not known what happens when transitivity
goes away.

For the sake of exhaustiveness, decidability of the theoremhood prob-
lem and automated theorem-proving were also discussed. The decidabil-
ity of the theoremhood problem in the four proof systems studied in this
chapter was established, by taking a detour through a modeling in terms
of a selection function. Reasoning tasks were automated via a faithful
embedding into HOL. These topics have an interest in their own right.
However no deeper insight on the above issues was gained. Looking at
computational complexity is a natural next step.
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Appendix A: Proof of Thm (vi)

It is enough to describe a selection function model M = (W,f,v) in
which § meets syntax-independence (f0), inclusion (1), Chernoff (§2),
consistency-preservation (f3) and Aizerman (f4), and in which is
falsified. The claim that is not derivable in F4+(CM) follows at
once from Theorem [£.13] (iii). The same holds for (RM)).

Our counter-model for is similar to the model used in the proof
of Fact Define M = (W, f,v) as follows: W = {a,b, c}; f is defined
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by

A) = {{a,c} if Al = W

Il Al otherwise;

v(p) = W, v(q) = {b,c}, v(r) = {a,c} and v(s) = 0 for all the other
propositional atoms s. (f0), (f1), (2), (f3) and (§4) hold. But is
falsified at, e.g., world a:

e §(p) =A{a,ctNllgll = {b,c} #0=a = P(q/p)
e §(p) ={a,c} Cllg =l ={a,c} = al=Olg—1/p)
s fipAng) ={bc} L |Ir| ={a,c} =aE=Or/pAq)

Appendix B: Proof of Thms (ii) and (ii

For the reader’s convenience, I restate the theorems to be proven:

Theorem 4.4 (ii). Under the max rule, F+(CM) is sound and com-
plete with respect to the class of preference models in which > is
max-smooth and transitive.

Theorem 4.5 (it). Under the max rule, F+(CM) is sound and com-
plete with respect to the class of preference models in which > is
max-smooth, transitive, and reflexive.

Soundness is straightforward. Completeness for models in which >
is max-smooth and transitive follows from completeness for models in
which > is max-smooth, transitive and reflexive. Therefore, I will focus
on the latter. I find it more convenient to use an indirect approach, and
show how the result can be obtained from the completeness theorem for a
betterness relation max-smooth and reflexive, Theorem (i), page
The detailed proof of the latter result may be found in [Parent, 2014].
The betterness relation in the canonical model as defined there does
not satisfy the property of transitivity. Nevertheless, the desired result
follows, because one can transform the model into one in which > is
transitive in a truth-preserving W&y@

Call > virtually connected whenever a = b implies a = ¢ or ¢ = b.
Given reflexivity, virtual connectivity implies totalness, but not the other
way around. In [Parent, 2014] it is argued that on the canonical model

2L A direct proof is also possible. We need only change the definition of > in the
canonical model, and adapt the initial proof accordingly. The definition used by Goble
for his systems DDL-4 |Goble, 2015, p. 176 et seq.] and DDL-c [Goble, 2019| achieves
the result we want. The definition puts (a, B) = (b, C") whenever (a, B) = (b,C) or
(B> C and C ¢ a). For simplicity’s sake, I choose the indirect method.

64



Preference Semantics for Hansson-type Dyadic Deontic Logic

of F+(CM) as defined there (cf. Definitions and page

supra) the betterness relation > is total (hence reflexive) and opt-smooth
(resp., max-smooth). The first step is to realize that > is also virtually
connected, because the relation > (in terms of which > is defined) is
transitive. Recall that A > B is a shorthand for (O)(A/AV B), and that
(in the principal case) (a, B) = (b, C) iff: either C' #* B or B € b.

The following fact from [Parent, 2014] will also be helpful:

Fact B.1. If A> B > C, w? C a, and C € a, then w® C a.
Proof. This is [Parent, 2014, Lemma 2 (iii)]. O

Now for the main observation:

Fact B.2. In the canonical model M("4) of F+(CM) (as defined in
Definitions and on page , > s virtually connected.

Proof. Let (a,B), (b,C) and (¢, D) be such that (a,B) % (¢, D) and
(¢, D) £ (b,C).

Case 1: w? C w for some A. In that case, the canonical model generated
by (w, A) is as in Definition SoC >D,D >Band D ¢b. From
the first two, C' > B, by law in Theorem 3.3, By construction,

w¢C b. By , D € wP and so w” Z b. By Fact B & b. By
Definition [£.11(ii), (a, B) # (b, C) as required.

Case 2: w? C w for no A. In that case, the canonical model generated by
(w, A) is as in Definition [4.12l When it is supposed that (c, D) # (b,C),
that entails that (b,C) € W, by definition of »=. Either (i) (a, B) :=
(w, A) or (ii) (a,B) € W. In case (i), (a, B) % (b,C) as required. In
case (ii), the hypothesis (a, B) ¥ (¢, D) entails that (¢, D) € W, and the
claim follows for the same reason as in case 1. O

The second step is to realize that in the presence of reflexivity virtual
connectivity and transitivity do not make much difference as long as we
are only interested in maximal elements. To be more precise, a reflexive
and virtually connected relation can be transformed into a reflexive and
transitive (albeit not necessarily total) one in a truth-preserving way
with respect to the max rule. (It does not matter which rule is applied
in the input model, since its betterness relation is total.)

Theorem B.3. For every preference model M = (W, =,v) in which =
is reflexive and virtually connected, there is a preference model M' =
(W, =", v) (with W and v the same) in which =" is reflexive and transi-
tive, such that M and M’ are equivalent under the max rule. Further-
more, if = is max-smooth, then =" is maz-smooth.
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Proof. Starting with M = (W, =, v), define M’ = (W, =’ v) by putting
a >' b whenever a = b or b %/ a.

Reflexivity of =’ is immediate. Transitivity of >’ follows from virtual
connectivity of =. Let a =’ band b =" c. If oneof a =b,b=cand a = ¢
is the case, then we are done. So assume a # b, b # ¢ and a # ¢ . Then
a =" b and b =’ ¢ mean that b % a and ¢ % b. By virtual connectivity,
¢ % a, and so a =’ ¢ as required.

To show equivalence, it is enough to note that:

Lemma B.4. ==3'.

Proof of Lemma[B.4} The argument for the C-direction appeals to the
reflexivity of >=. Let a = b. Hence a > b but b 7/ a. The latter implies
a *' b, but also that a # b (since > is reflexive). On the other hand,
a > band a # b in turn imply b #' a. Hence a =’ b as required.

For the D-direction, let a =’ b. Hence a =’ b but b #’ a. The latter
means that a # b and a = b. For a =" b to hold, it must be the case that
b ¥ a, which suffices for a > b. O

With Lemma [B:4] in hand, the argument is straightforward since we
have that, under the inductive hypothesis,

max (|| B||") = max.. (| B|"") (2)

It is also straightforward to show that max-smoothness of > implies
max-smoothness of >’. Details are omitted. O

From this, Theorem (ii) follows quickly. Suppose I' Vg cm) A-
A similar argument as in the proof of Theorem 5 of [Parent, 2014] yields
that the universe of the canonical model M of F+(CM) contains a point
a such that under the max rule a verifies all of I" and falsifies A. On that
model > is reflexive, max-smooth and virtually connected, Fact By
Theorem M can be transformed into a model M’ whose relation
>’ is reflexive, transitive and max-smooth. The two models share the
same universe, so a is in M’. Under the max rule a verifies all of I" and
falsifies A, since the two models are equivalent. Thus, it is not the case
that under the max rule I' = A over the class of models in which the
betterness relation is reflexive, transitive and max-smooth.
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Appendix C: Proof of Thms 4.7] and 4.8§|

For the reader’s convenience, I restate the theorems to be proven:

Theorem [{.74 Under the max rule, E is sound and complete with
respect to (i) the class of models in which > is transitive, and (ii)
the class of models in which > is transitive and reflexive.

Theorem Under the max rule, F is sound and complete with
respect to (i) the class of models in which > is transitive and max-
limited, and (i) the class of models in which > is transitive, max-
limited and reflexive.
Soundness is straightforward. For the completeness half, it suffices to
invoke the following theorem [

Theorem C.1 (Goble [2015} 2019]). For every model M = (W, =,v),
there is a model M' = (W', =" v") in which =’ is reflexive and transitive,
and such that under the maz rule M and M' are equivalent. Further-
more, if = is maz-limited, then =" is also maz-limited.

Proof. Let M = (W, =,v). Define M’ = (W', =" v') as follows:
o W ={(a,b,n)|a,beW,necw}
e (a,b,n) »' {c,d,m) iff (1) (a,b,n) = (¢,d,m) or

(a) b=d&n>m
(2) and
(b1) c£Ad&a=cor(bs) c=d&a>c

« V'(p) ={(a,b,n) [ a € v(p)}
The following applies.

Fact C.2. W' #£ ().

Proof. This follows from the fact that W # . O
Fact C.3. =’ is reflerive.

Proof. This follows at once from clause (1) of the definition of »='. [

Fact C.4. >/ is transitive.

22|Goble, 2019, p. 44] describes the theorem as a modification and generalization
of a theorem due to myself, planned for inclusion in the current chapter. At the time
Goble wrote his chapter, such an inclusion was indeed planned. But Goble’s result
leaves out certain non-essential details, and for this reason I have decided to include
it instead.
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Proof. Assume (a,b,n) =’ (¢,d,m) and (c,d,m) =’ (e, f,1).

In case one of these holds by clause (1) of the definition of >/, then
we are done. So suppose both hold by clause (2). By (2.a), we have
b =d and d = e, from which b = e follows. We also have n > m and
m > 1. By transitivity of >, one gets n > [.

Note that (a,b,n) >’ (¢,d,m) and (c,d,m) =" (e, f,l) cannot hold
in virtue of (2.b3) and (2.b1), respectively. The first implies ¢ = d, while
the second implies e # f and ¢ = e. One then gets e = c=d = f,
a contradiction. Similarly, (a,b,n) =’ (¢,d,m) and {(c,d,m) =" (e, f,I)
cannot both hold in virtue of (2.b2). For in this case, ¢ > eande = f =d
would imply ¢ > d, and so ¢ > ¢, given that ¢ = d. This contradicts the
irreflexivity of >. I consider the remaining cases in turn.

Suppose (a,b,n) =’ (¢,d,m) and (c¢,d,m) =’ (e, f,1) both hold in
virtue of (2.b1). In that case, c #d,a =c, e # f and c=e. From a = ¢
and ¢ = e, one gets a = e, and so we are done.

Suppose (a,b,n) =’ (¢, d,m) holds in virtue of (2.b;) and (c,d,m) =’
(e, f,1) holds in virtue of (2.b2). In that case, ¢ # d, a = ¢, e = f and
¢ = e. One gets a > e, and so we are done[”| O

Lemma C.5. Under the mazx rule, M' is equivalent to M. That is, for
alla,b e W, and alln € w, a |E A< {(a,b,n) E A.

Proof. By induction on A. I only handle the case where A = O(C/B).
For the left-to-right direction, it will help to note that, under the induc-
tive hypothesis,

Sub-lemma C.6. If (c,d,m) € maxy(||B|M"), then ¢ = d.

Proof of Sub-lemma[C.6, Assume that (c,d,m) € maxy (| B||™") and
that ¢ # d. We have (¢,d,m) = B. Also {¢,d,m + 1) € W'. By the
inductive hypothesis, (¢,d,m + 1) = B. Since ¢ # d, we have

{e,d,m+1) =’ (e, d, m)
But m + 1 > m, and so
{e,d,m) # (c,d,m + 1)

Thus, (¢, d, m) ¢ maxy(||B||™"), contrary to assumption, and one must
conclude that ¢ = d, after all. ]

ZFact is Lemma 31 in [Goble, 2019, p. 33]. I have modified the part of the
argument dealing with the case where the two opening suppositions hold in virtue
of (2.b2). In the paper the case is described as a possible one. But it is not, because
the second supposition would hold only if (in the author’s notation) ¢ < e; this is a
contradiction since ¢ = e.
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One can now turn to the proof of equivalence, starting with the
right-to-left direction.

(<) Assume (a,b,n) = O(C/B). Let ¢ € maxy (|| B||M). We have
¢ E B. By construction {c¢,c¢,n) € W’'. Assume for a reductio that
(c,c,n) ¢ maxe (|| B|™"). By the inductive hypothesis, (c,¢,n) = B.
So there is some (d, e, m) € || B||™" such that

(d,e,m) =" {c,c,n) ()

(c,e,n) £’ (d,e,m) (8)

By (), (c,c,n) # (d,e,m). Thus, (o] holds because condition (2.a) of
the definition of *’ is met along with one of (2.b;) and (2.by). Since
¢ = ¢, (2.bg) applies, viz. d > c¢. By the inductive hypothesis, d | B.
But, then, ¢ ¢ maxy(||B||™). So one must conclude that (c,c,n) €
maxy/ (|| B|™"). But one then gets (c,c,n) = C from the opening as-
sumption. By the inductive hypothesis, we get ¢ = C, which suffices for
a = O(C/B).

(=) Assume a = O(C/B). Let (¢,d,m) € maxy(||B|M'). By the
inductive hypothesis, ¢ = B. By Sub-lemma ¢ =d, viz. (c,d, m)
is (c,c,m). Assume for a reductio that ¢ ¢ maxy (| B|™). There is
some d such that d = B and d > ¢. But (d,c,m + 1) € W'. By the
inductive hypothesis, (d,c,m + 1) = B. By the definition of >’ one
gets (d,e,m + 1) >’ {(¢,c,m), a contradiction. So one must conclude
that ¢ € maxy (|| B||™). From the opening assumption, ¢ = C, and so
(¢,d,m) = C by the inductive hypothesis. This establishes the desired
claim (a,b,n) = O(C/B). O

It remains to verify that, if > is max-limited, then >’ is max-limited.
Assume that there exists some (a,b,n) € W’ such that (a,b,n) | A.
By Lemma a = A. Since » is max-limited, there is some ¢ with
c € maxs (|| B||™). Re-running the same argument as that for the right-
to-left-direction of Lemma one gets (¢, c,n) € maxy(||A|M), and
thus >’ is max-limited.

Xavier Parent
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Recent Thought on Is and Ought:
Connections, Confluences and
Rediscoveries

LrLoyD HUMBERSTONE

ABSTRACT. Section 1 of this critical survey recalls the much
discussed difficulty noted by A. N. Prior in a 1960 paper
for a formulation of Hume’s Law to the effect that no valid
inference can take us from non-ethical premises to an ethical
conclusion. Section 2 presents a response by Toomas Karmo
from the 1980s, echoes of which surface in discussions of the
problem over the past 5-10 years, also noted in this section
along with some objections that have been raised to this line
of thought. Section 3 reviews another, more recent (2010)
contribution to the debate, from Greg Restall and Gillian
Russell, and discusses its connections to the material in play
in previous section, as well as aspects of the reception of
this contribution by commentators. This way of organizing
things makes possible a reasonably comprehensive guide to
(at least the main highlights of) the recent literature. Several
more detailed passages are postponed to Postscripts at the
end of each section, or demoted to footnote discussion, to
be skipped by those wanting a speedier overview, though of
necessity that will mean that some voices go unheard and

some mistakes uncorrected.

(I Introductionl

2 Karmo Recalled|

[3 The Restall-Russell Approach|

I am grateful to Raphael Morris for numerous suggestions and corrections as this
paper was being composed, and to John Horty for his subsequent assistance.
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1 Introduction

What might reasonably count for present purposes as recent in the liter-
ature on the principle variously called Hume’s Law, the Is-Ought Gap,
or the thesis of the autonomy of ethics, is perhaps given by the pub-
lication date — 2010 — of the stimulating, varied, and much discussed
anthology Pigden [2010], with perhaps special mention due to the pa-
per Restall and Russell [2010] therein, in view of its ambitious elegance
and the interest it has sparked in subsequent forays into the field. On
a slightly larger time scale, recency might be dated back to 1988 and
the appearance of the strikingly original Karmo [1988], to which little
attention gets paid in Pigden [2010][] We should be alive to the possibil-
ity these and other alternative responses to, in particular, difficulties for
Hume’s Law raised in Prior [1960], are not, once terminological adjust-
ments are made, mutually incompatible, and they accordingly compete
for our attention rather than for our assent. The proponent of one
such response wants to focus on one aspect of the situation while those
favouring an alternative reaction are essentially saying, “No, let’s look
at things this way.” The present discussion is not entirely neutral, ex-
pressing a particular interest in the Karmo-style approach, but with an
even greater interest in looking at some of links that emerge between
various responses to Prior, touching also, if sometimes all too briefly, on
several post-|Pigden, 2010] discussions (in chronological order of pub-
lication: Brown [2014] and [2015], Singer [2015], Wolf [2015], Maguire
[2015], Woods and Maguire |2017] and Fine [2018]). Slightly less re-
cent contributions, some before and some since Prior [1960], will also
be touched on. After the present introduction, Section 2| looks at the
content, subsequent discussion, and sometimes unknowing re-discovery,
of aspects of Karmo 1988 though this theme also finds its way into a
final Section [3| similarly focused on Restall and Russell [2010] and its
reception.

We need, therefore, to begin by recalling the nub of Prior [1960.
Suppose E and F' are respectively uncontroversially an ethical and a
non-ethical statement, in the latter case supposing — even if one thinks
that this does not hold automatically in virtue of the classification of F
as non-ethical — that —F is also non-ethical. One might have wanted a
version of Hume’s Law saying that no ethical statement is a logical conse-

1t is, however, mentioned in Maitzen’s contribution to the collection, [Maitzen,
2010]. [Maitzen, 1998| paid it much closer — albeit unsympathetic — attention, di-
alectically downstream from which we have [Nelson, 2007; Hill, 2008; Maitzen, 2008;
Hill, 2009).
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quence of a consistent set of non-ethical statements, where “non-ethical”
just means “not ethical”ﬂ We ask about the status of the disjunction
E Vv F, and observe that since this follows from F' it must be classified as
non-ethical to avoid a violation of the envisaged law, but then from the
nonethical £V F' and —F, there follows our ethical conclusion F, giving
a different violation of Hume’s Law. So there is no way to classify £V F
which permits us to retain Hume’s Law ]

Prior’s discussion features several further examples with a less arti-
ficial flavour to them than the disjunctive example just abstractly re-
hearsed, including several about what all undertakers ought to do or
what should be done to all New Zealanders, which raise some distrac-
tions it would be helpful to be able to avoid. Before doing so, let us
note that even these examples, which will be familiar to anyone who has
dipped into the Prior-initiated dialectic on all this, and rather artificial.
For this reason, Jackson [2013]E| offers something closer to a real life
example:

Suppose Jane has serious reservations about abortion but never-
theless agrees to pay for a close friend’s abortion. For her the a
priori valid inference

I have paid for an abortion.

Therefore, if anyone who has paid for an abortion has
done something morally wrong, I have done something
morally wrong.

20ne would not normally have to say this, but I see that, after using ‘non-ethical’
for many pages, in note 12 on p. 59 of [Brown, 2014], Brown casually remarks: “As I
use the term ‘non-ethical’, it is not equivalent to ‘not ethical’. To say that a sentence
is neither ethical nor non-ethical is, therefore, no violation of the Law of Excluded
Middle.”

3Rescher |1990], note 2, mistakenly says that this argument was first given in
[Mavrodes, 1968]. Mavrodes, apparently not familiar with Prior [1960], gives the
argument and does indeed provide an excellent discussion of the issues it raises,
with many deft moves, several appearing here in notes [G] and The snapshot
of Prior’s argument given above conceals some details brought out in the proof of
Proposition [I-] in the Postscript to this section. Forty years after Prior’s paper,
Sinnott-Armstrong gives the same argument in [Sinnott-Armstrong, 2000] (and again
in a mild re-working of this material as Chapter 7 of [Sinnott-Armstrong, 2006|)
with no mention of either Prior or Mavrodes. (Among other things, the re-working
corrects a typo from line 5 of p.171: “2 42 = 5" to “2+ 2 # 5”.) No doubt Prior’s
argument has occurred independently to many people; the present author thought he
had discovered it in the late 1970s and was lucky enough to have a better-informed
colleague (Edward Khamara) who directed him to Prior’s discussion.

4This is one of three entries in the encyclopedia in which it appears, all of them
directly addressing, in their own ways, the issue under discussion here; the other two
are [Elgin, 2013] and [Pigden, 2013].
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corresponds to a line of reasoning that worries her a great deal.

Now, even if this example seems straightforward, we should recall that
the nature of conditionality in deontic contexts has been notoriously
problematic. Conditionals with “ought” apparently in their consequents
force us to decide between constructions — using “O” as the Ought or
Obligation operator of deontic logic — of the form p — Oq, O(p — ¢) and
O(q/p). In the first two cases here, — is our default representation for
material implication, though it could be swapped out for another (e.g.,
subjunctive) conditional construction, and the third features the primi-
tive binary conditional obligation operator O(-/-) of dyadic deontic logic,
itself open to competing semantic interpretationsﬂ and with status of
Modus Ponens for whatever format is adopted being the subject of peren-
nial debateﬁ When we pass to universal generalizations of the “What-
ever is F' ought to be G”, complications ramify further: OVxz(Fz — Gx),
VzO(Fzr — Gz), Yo(Fx — O(Gz)), VeO(Gz/Fx),.. E] An instructive
example of the issues arising from trying to assign the appropriate scope
to “O” when formally representing some of these constructions with if,
all and ought is given in the report at p.10 of Mares [Mares, 1992] on
a spat with a referee for that paper. After some involvement with these
concepts in the following paragraph, we will accordingly do our best to
steer clear of them.

5References to many alternative semantic proposals for this connective are listed
under Example 4.4.4, p. 241, in [Humberstone, 2016].

SA tiny sample, in chronological order: Greenspan [1975|, Humberstone [1983],
Section 7.4 of Makinson [1999], Kolodny and MacFarlane [2010], Saint Croix and
Thomason [2014]. The ‘fundamental problem’ of the title of Makinson’s paper con-
cerns the problematic status of truth-based semantics for those who think of norma-
tive language as not truth-valued, rather than the specifics of conditional construc-
tions. A good first move in the solution of that problem is made (on p.58f.) of
[Mavrodes, 1968]: if that’s how you feel about truth, just run the discussion in terms
of an artificial predicate stipulated to behave disquotationally. In terms of this, let’s
say, schmuth-predicate, we have: “People ought never to lie” is schmue if and only
if people ought never to lie. (Mavrodes actually uses ‘right’ rather than ‘schmue’,
but this introduces distractions. A point similar to Mavrodes’ is made in note 4 of
[Singer, 2015): “one may substitute whatever analogue of truth one wishes here.”)
This is a first step because in the semantics for deontic logic we need not just the
absolute notion of (something like) truth, but a world-relativized notion — preferably
still ‘thin’ enough as not to beg any questions against non-cognitivism.

"One may be tempted to include on this list “OVax(Gx/Fx)”, thinking that it
may be true that in respect of each of the F's it would be better that it be G than
not (VzO(Gxz/F'z), on one common understanding), and at the same that it would be
disastrous if all F's were GG. But the envisaged addition to the list is not well formed,
since dyadic O takes two formulas to make a formula: the slash separates these two,
rather than being part of a restricted quantifier notation.
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Rynin [1957] had considered arguments apparently of the form ‘Ga,
Therefore O(Ha)’ which might be felt to be enthymematic and, with the
missing premise Va(Gx — O(Hz)) restored, would no longer be (at least
blatant) counterexamples to Hume’s Law. Rynin then cleverly executes
a conditional proof stepﬂ (not that he describes it in exactly these terms)
to pass from the now explicit form:

Ga,Vr(Gr — O(Hx)) F O(Ha) (1)

to
GaFVz(Gx — O(Hz)) - O(Ha) (2)

In concrete terms, Rynin writes [1957, 314f]: “Thus if we have the
argument: ‘I have given my promise, and all promises ought to be kept,
therefore I ought to keep my promise’, we can transform it into ‘I have
given my promise, therefore if all promises ought to be kept, then I
ought to keep my promise.” The simplified version (2) represents “a is
a promise; therefore, if all promises ought to be kept then a ought to
be kept.’ﬂ We see already with this example that the point about scope
arises: should the ‘all promises ought to be kept’ have been OVz(Gx —
Hz) instead, in principle undermining the validity of the pre-conditional-
proof version of the argument

In fact, rather than discussing such F-claims as (1) and (2) here,
Rynin [1957, p. 314] discusses what he calls the conditionals correspond-
ing to the arguments thereby represented, where the main conditional is
reproduced here (using “=3”) as strict implicationH and using (possibly

8This move is also made in [Pigden, 2016]: see (Bf) on p. 407.

9In Section [2| we will encounter Searle’s idea in [Searle, 1969] that the it may
be possible to drop this premise altogether from the original argument, because of
an analytic connection between having made and not yet kept a promise, on the one
hand, and being such that one ought to keep it, on the other. Indeed, Rynin is already
sympathetic to such a view, speaking (p.316) of a “normative principle that serves
as a rule of inference to validate the derivation” — though this is not a part of Rynin’s
discussion that Prior takes up.

OWolf [2015] raises justified doubts about the example ‘Lois should donate
to charity if she is able’ and the unobviousness of whether this has the form
Lois is able to donate to charity — O(Lois donates to charity), on the one hand, or
O(Lois is able to donate to charity — Lois donates to charity), on the other. What
may be less justified is the association of this example with p. 264f. of Vranas, where
the closest case resembling this one concerns instead the sentence ‘If Jane is a citizen,
she ought to vote,” especially as Vranas is maintaining that something about these
examples — their genuine normativity, if not their logical form — varies from case to
case.

"1n fact Rynin writes “e—” here for an entailment connective clunkily defined as
the conjunction of a strict implication with a conjunct saying that its antecedent and
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decorated) “N” and “F” to represent normative and factual statement
represents the transition from (1) to (2) as a transition from the one
conditional to the other, i.e., as from

(NANF)3 N to F 3 (N — N').

This representation is potentially problematic if the N and F here are
taken as playing the E and F' roles above, since, the N is already what
is in the literature (and below) called a mized case, the main operator
not being O, which instead governs only the consequent of a (universally
quantified) material conditional here.

Prior follows Rynin with variations on (2). Since all that the work
the universally premise is doing here is done by the single instance with
a as x, however, we might as well just simplify, both (1) and (2) by
rewriting the universal premise to Ga — Ha, which turns (2) into

Gat (Ga— O(Ha)) — O(Ha). (3)

But if F here is taken as the consequence relation of classical logic, the
right-hand side is equivalent to O(Ha)V Ga, so we are again considering
essentially the 'V F case of the second paragraph above. It is not be-
ing suggested that this was Prior’s own route from the rather cluttered
natural Rynin-style examples to the streamlined — though less natural-
seeming — disjunction caseB However, since, as already remarked, it is
far from clear how to handle natural language deontic conditionals, it is
safer to avoid the issue as much as possible, and stick to uncontrover-
sially Boolean embeddings and interactions with our monadic deontic

consequent are not analytic. This second conjunct (for which one might have expected
— the equally clunky — “and neither the consequent nor the negation of the antecedent
is analytic”) can be ignored for present purposes, though. Rynin’s dot notation for
conjunction has also been replaced here with “A”. In Section [2] we will be discussing
an approach to these matters according to which strict implication, understood as
truth-preservation in all worlds, is a good conceptualization of entailment, which
instead has to be taken as truth-preservation relative to all worlds and all ethical (or
normative) standards.

2Prior explicitly thanks [1960, p.202] one T. H. Mott for suggesting it to him,
and was in any case at around the time at which [Prior, 1960] was written, unaware
of the classical equivalence of p V ¢ and (p — q) — ¢q (or (¢ — p) — p), as we see
from the ‘Note 1960’ appended (p.229) to the discussion of deontic logic in [Prior,
1962], retracting his recent favourable remarks about Op — ((p — Oq) — Oq) as
a plausible deontic principle: no-one realising that this was another way of writing
Op — (pV Oq) would find it at all plausible, especially with the further reformulation
— again recalling that the logical background here is classical — to (Op — p) V Ogq:
either all obligations are fulfilled or everything is obligatory. (The present observation
is adapted from p. 476, last ten lines, in [Humberstone, 1995|.)
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operators. The case of V-introduction is especially simple in illustrat-
ing the presence of material in the conclusion of a valid argument not
present in the premises, undermining, as Rynin [1957] pointed out, an
attempt by P. H. Nowell-Smith in an attempt to establish Hume’s Law as
a special case of the supposed impossibility what is thereby illustrated.
Rynin and Prior diagnose this as a case of overfamiliarity with syllo-
gistic reasoning at the expense of the fuller picture provided by (then)
contemporary logic. Pigden [2016, p.403], turns up an appeal to this
same incorrect principle from a 1725 publication — though that is more
understandable, since the syllogism was then the only game in townﬁ

Reactions to Prior’s disjunctive syllogism argument naturally include
whose querying the underlying logic assumed in delivering the claimed
consequences — the V introduction step in passing from F to F V F
(queried in [Beall, 2014]) or the disjunctive syllogism step taking us from
EV F and —F to E (queried in [Mares, 2010]); the Postscript to this
section begins by taking up the second of these reactions, which urges as
a remedy for this unfortunate malady: a shift from classical to relevant
logicE The first response will be touched on at the end of Postscript (i)

13The relevant considerations do appear to take some time to absorb. Garcia [1995)
p. 549], reconstructing Hume’s reasoning in the famous is—ought passage offers as a
version of one of its premises: “No proposition with an ‘ought’-operator governing
some element within it can be deduced from a group of propositions none of which
contains this feature.” Garcia’s comment on this is that it comes close to assuming
the desired conclusion to begin with, rather than that, taken at face value (and with
‘proposition’ corrected — so that it makes better sense — to something more linguistic,
such as ‘sentence’ or ‘statement’) it is simply false.

!"Mares observes that the ingredients in Prior’s argument — V-introduction (or
“addition” as some of those in our bibliography say) along with disjunctive syllogism
— are those involved in the C. I. Lewis/Albert of Saxony demonstration [Anderson
and Belnap, 1975, p. 164] that any contradiction has every statement as a (classical)
consequence. But care is required with this observation — the care displayed by
Mavrodes [1968| as he considers what he lists as Objection 5 to his/Prior’s argument.
(In Mavrodes’ presentation of the argument our F, E, become F, M, respectively, and
specific but representative choices are made as to which statements these are. F is
‘The Fisher Building is the tallest building in Detroit’, and M is ‘Men ought never to
lie’. Their disjunction is called D.) The objection says that the argument trades on the
controversial feature of classical logic that a mutally contradictory statements together
entail everything, calling only for a revision of Hume’s Law to exclude inconsistent
premises. Mavrodes (p.362) then writes concerning this objection, that “...in the
form given here it is simply mistake about the structure argument which I have
discussed. I have nowhere used or discussed any argument which includes both F
and not-F (or any other contradiction) among its premises. I have instead pointed
out that if D is normative then it is entailed by F', and hence there is a nonnormative
statement which entails a normative one. On the other hand, if D is nonnormative,
then D and not-F' together entail M, which again subverts the gap thesis. Now
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to Section [3] Turning to responses not contesting the underlying logic,
which is standardly taken to be classical logic (though for the inferences
mentioned so far — not including the point about the implicational de-
finability of disjunction, of course — could equally well be intuitionistic
logic), we have what we might call trichotomy responses. These retain
the emphasis on a failure of anything in some class — call it the ‘con-
clusion class’ — to follow from a set of statements in another class — call
it the ‘premise class’ Here, uncontroversially (or ‘basic’) ethical state-
ments are in the conclusion class, while the similarly straightforward
nonethical statements are in the premise class; but these two classes are
not jointly exhaustive of all the statementsE For instance the premise

neither of these entailments involves any self-contradictory premises. One of them
has only the single premise F', and the other has the pair of premises D and not-F.
But neither of them involves the contradictory premises F' and not-F'.”

Y5This strategy is dubbed the “No Mixed Sentences Defence” by Campbell Brown
and discussed by him in Section 3, bearing that title, of [Brown, 2014]. At least, so it
seems at the start of that section. As we proceed, however, it transpires that Brown
doesn’t mean by “mixed” what is usually meant by this: that we have some basic
ethical statements and some basic non-ethical statements, and the mixed cases arise
as combinations of the one with the other using Boolean connectives and quantifiers.
(This is what “mixed” has meant in these discussion for over fifty years, occurring
with this signification in [Atkinson, 1958 and [Schurz, 2010] from 1958 and 2010
respectively, and of course in many other contributions in between.) By the time
we get to p. 58, however, we are worrying about sentences which contain, on the one
hand no ethical, and on the other, no non-ethical predicates — as though being 'mixed’
amounted to having both ethical and non-ethical vocabulary. (Here, for Proposition
1, there is an appeal to an implicational formulation of the Halldén completeness of
first-order predicate logic without identity, to show that there are no implications
from formulas without ethical predicates to formulas in which only ethical predicates
appear, a corollary of Prop. 1 called ‘NOFI 3’ — No Ought from Is, Mark 3 — by
Brown. This corresponds to the Barrier Lemma on p. 472 of Humberstone [1982a], for
a propositional logic with two sets of sentence letters, one set for the basic ethical and
the other for the basic non-ethical case — but the latter was not envisaged to represent
statements constructed with only ethical and logical vocabulary.) Sentences entirely
devoid of non-ethical vocabulary are surely of negligible interest from the perspective
of Hume’s Law, and are certainly not basic ethical sentences. (But see also note
below.) By contrast with basic ethical statements, for Brown, “[p]urely ethical
sentences are rarely encountered in the wild, outside the philosopher’s laboratory.
Notice, for example, that even Prior’s sentence ‘All New Zealanders ought to be shot’
fails to be wholly ethical (assuming ‘New Zealander’ is non-ethical). Two oddities
with this comment: first, there is no ‘even’ about it — on the second page of [Prior,
1960], we have: “I would not count as ‘ethical’ a statement in which only ethical
and logical expressions occurred essentially” Secondly, why is only ‘New Zealander’
mentioned and not also ‘(are) shot’ as non-ethical vocabulary — albeit non-ethical
vocabulary embedded in the scope of a deontic operator making the whole of “ought
to be shot” an ethical — though not what Brown calls a ‘purely ethical’ — expression?
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class might be described as factual, the conclusion class as ethicalm and
the rest mizxed. The contrasting dichotomy responsdﬂ aims at a formu-
lation of Hume’s Law in which every statement gets to be in either the
premise class or the conclusion class. That seems closer to the letter
of Hume’s own formulation about conclusions containing ‘ought’ being
claimed to be derivable on the basis of premises not containing ‘ought’,
even if such an overly syntactic characterization would be a hopeless
first stab at a precise articulation of the spirit of Hume’s discussion.
Still, one would like some exhaustive non-ethical/ethical division with
a significant inferential relation that can be seen never to take us from
the former to the latter. Differently put, a dichotomous approach aims
at a claim of closure: the class of non-ethical statements is closed under
something like entailment. Prior’s V-introduction + disjunctive syllo-
gism argument shows that any once-and-for-all way of redistributing
the slack the mixed cases comprise into the one of the two classes to ob-
tain such a dichotomy approach cannot succeed, when that inferential

180r perhaps evaluative or normative, though these terms are generally understood
to encompass much more than the specifically ethical or moral. These broader notions
create a potential problem of their own for the present discussion of the validity of
arguments with such-and-such premises and so-and-so conclusions, if they treat valid
itself as an evaluative terms, as does Urmson [1953, p. 223]: “to call an argument valid
is not merely to classify it logically, as when we say it is a syllogism or modus ponens;
it is at least in part to evaluate or appraise it; it is to signify approval of it.” See also,
in this connection, Shaw [1965|, where considerable play is made of seemingly valid
arguments about arguments which conclude with verdicts on the latter arguments’
validity or invalidity, despite not having any of their premises evaluative. One might
try to abstract from any such evaluativity, saying that for logical purposes validity
is to be understood as no more than the necessary, a priori, or formally secured
(depending on the purposes at hand) preservation of truth, but even truth itself has
been held to be an evaluative or normative notion: see Horwich [2018] for a discussion
of several thinkers (which do not include Horwich himself) inclined to say such things.
Certainly at some point along the line from ‘Snow is white’ through ‘The proposition
that snow is white is true’ to ‘The belief that snow is white is correct’, we seem to
have gone from the non-normative to the normative. This calls for comment even if
the normativity is not ethical: the puzzle is formulated and addressed in |Gibbard,
2005].

'"The dichotomy /trichotomy terminology for marking this contrast appears in
[Schurz, 1997] and [Schurz, 2010]. A dichotomous version of Hume’s Law is called the
Special Hume thesis (or ‘SH’) in these publications (and in [Schurz, 1994]), in which
Schurz looks at conditions on bimodal alethic—deontic logics necessary and sufficient
for them to satisfy SH. The simpler monomodal version of such results appears as
Lemma 5.6 in |Zolin, 2000]; further characterizations of the class of logics concerned,
called (fully) modalized logics, can be found in [Humberstone, 2016} §4.6]. Potentially
confusingly, Morscher [2016] uses the term dichotomy for the (as [Morscher, 2016] puts
it) descriptive/normative contrast even when summarizing Schurz’s trichotomous SH
findings.
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relation is taken to be entailment; for a more precise statement, see the
Postscript. We should be alive the possibility that the way that redistri-
bution is effected may need to influence the replacement of entailment
proper — even when the latter is subject to the further requirement that
the premises are consistent (‘closure under consistent consequence’ as it
is put in the Postscript). A more promising candidate will emerge in
Section 21

This issue of how to distribute the slack is in large part a technical
problem rather than one of special meta-ethical significance, the latter
more aptly applying to the unmixed cases in the trichotomous approach:
the basic ethical and basic non-ethical cases. Even the significance of
the latter (non-exhaustive) division was subjected to serious question-
ing by Peter Singer in [1973], where the serious gap is taken to be that
between recognising that things are thus-and-so in the world on the one
hand and taking this as a reason for acting a certain way, on the other.
It is not so important whether what is considered one’s moral beliefs are
taken as tied to the former recognition or to the latter acknowledgment —
assimilations associated in the 1960s with Philippa Foot and R. M. Hare
respectively, and called non-neutralism and neutralism by Singer@ The
focus in what follows is mostly on moral language of the deontic rather
than the axiological kind, and even here one faces a choice as to whether
to concentrate, for example, on unnegated — or more generally unem-
bedded — ought-judgments, or to include also negated such judgments,
often spoken of (in the distinctive English associated with deontic logic)
in terms of permissibilitym The latter will be the policy here: a claim

8Singer cites Hare explicitly though not Foot, but p. 52, left column, lines 5-6,
makes it clear he has Foot in mind by illustrating it with a principle about clasping
one’s hands three times an hour as, according to the neutralist, a candidate moral
principle, held as such a principle by those ordering their lives by resolutely acting in
accordance with it. The same point was later made in [Jaggar, 1974], esp. Section V.
Neutralism about the content of morality is evidently more congenial to of an inter-
nalist inclination, wanting to minimize the step from moral judgment to disposition
to act.

19 The standardly quoted passage from Hume’s Treatise — to be found in many of
the entries in our bibliography — is open to a respectable interpretation as specifically
focusing on unnegated (etc.) ought-conclusions, and, for instance, the opening page
of [Mares, 2010] takes Hume’s Law specifically to pertain to the underivability of
formulas of the form OA from sets of formulas free of deontic vocabulary. (However,
in mid-p. 123, Wolf [2015] cites a case from the Treatise in which Hume queries an
inference from premises about human nature to a permissibility conclusion — i.e., to
a negated ought judgment.) This includes the cases in which A itself contains further
deontic vocabulary, excluded under the rubric ‘single-main-occurring O-conclusion’
below. See also Mares [1992], where it is shown for a relevant deontic logic favoured
there that for deontic-free A, B, the implication A — OB is never provable: see what
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that such and such is, for example, not morally required is just as much a
moral claim as the claim that whatever is under consideration s morally
required@ Those favouring a normal deontic logic will not need to as
a further as a case to consider that of conjunctions of ought-judgments,
in view of the equivalence in such a logic of OA A OB with O(A A B)E

Another case worthy of consideration is the disjunction of two ought-
statements, as Daniel Singer (2015, p.196) reminds us, saying of a pro-
posal from Gibbard [2012] to consider only straight unembedded occur-
rences of “O”g “It is too strong because it excludes some arguments
from the purview of the is-ought gap that it should not. For instance,
it excludes an argument with the conclusion ‘Either Jane ought to eat
tomato soup, or Ange ought to buy garlic bread’” Here, an argument
with this conclusion normal (indeed, more generally, monotone) deontic
logics would have O(A V B) as a consequence of OA V OB despite the
failure of the converse implication so typically one could still conclude to
a single-main-occurring O-conclusion, but (7) this might end us up with
a conclusion that few would consider ethical despite the main O (e.g.,
if B is =A) and (i9) this would not work with agent-relative or agent-
implicating deontic operators (as arguably in the example of Jane and

Mares calls Lemma 2.5 (though it is not actually used to prove anything else) on p. 14;
on the other hand, the logic in question does contain theorems of the form A — -OB
for deontic-free A, B, such as O-p — —Op — contraposing an observation from the
base of p. 15. Thus here it is only the ‘main O in the conclusion’ form of Hume’s Law
that holds (and indeed the single-main-O form that is being shown to hold).

29Space considerations preclude a discussion of the question of moral nihilism
here, which this cursory remark raises — a topic arising in several of the publications
referred to; in particular: [Maitzen, 1998; Maitzen, 20105 Hill, 2008; Nelson, 1995;
Pigden, 2007], and the final section (headed §8.6) of Maguire [2015]; also relevant
is the discussion of ‘positively ethical’ sentences in the §5 of Brown [2014]. (There
is a typo in the first new paragraph of p.68 here, with “any sentence implied by
an inconsistent sentence is inconsistent”, presumably intended to read “any sentence
implying an inconsistent sentence is inconsistent.”) Maitzen (2010, p.307f.) regards
the Disjunctive Syllogism part of Prior’s argument, the transition from E V F and
—F to E as straightforwardly refuting Hume’s Law since each of the premises, but
not the conclusion, is ethical by the following criterion: each is capable of being
accepted by a moral nihilist (which doesn’t mean, we may take it, that both could be
simultaneously accepted by such a nihilist.) Sinnott-Armstrong [2000, p.161 second
paragraph], endorses a similar principle.

2'Barly opposition to this equivalence can be found in [Schotch and Jennings,
1981]; for other references, see the index entries under ‘aggregation’ in Humberstone
[2016], which refers specifically to the implication from OA A OB with O(A A B),
though even the converse implication has been contested — e.g. in Jackson [1985].

22Maitzen [2010] recalls with approval a broadly similar suggestion from Gewirth
[1979].
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Ange) — though for simplicity we ignore such operators in what follows@
Finally, let us the case of conditionals — which to avoid the complications
alluded to above — we may take to involve material implication of the
form OA — OB. We saw these emerge, above, from the ‘conditional
proof’ move made in Rynin’s dialectic from [Rynin, 1957, and we can
also see them in play in [Sen, 1966], which is of some interest in having
prompted Hare to write (replying to Geach [1976a]) the following [Hare,
1977, p. 469]:

I have indeed been persuaded, not by Geach but by Professor
Amartya Sen, that my own thesis of universalizability commits
me to allowing valid inferences from non-evaluative premises to
logically complex evaluative conclusions.

Sen [1966, esp. p. 76] is mostly concerned with good rather than ought,
and with inferences from “A and B are descriptively alike” to “A being
good implies B being good”, though the latter can be reformulated with
a slight change of meaning so the that conclusion is instead “A is as
good as B,” making though less readily dismissible as a Boolean com-
pound of evaluative sentences by anyone not considering such cases to
fall within the basic ethical category (not that specifically moral good-
ness is at issue in the cases discussed by Sen, who also presents similar
examples involving ought). Here we are in the vicinity of the issue of
the supervenience of the ethical on the non-ethical, whose connection to
Hume’s Law is a much discussed matter, the discussion using requiring
a consideration of contrasts between metaphysical and logical (or more
broadly, conceptual) necessity that it is accordingly preferable to avoid
here

Here we take the ‘generous’ line that all of these Boolean compounds
are candidates for being ‘basic ethical’, even if some (as in the OAV-0A
case no less than the non-embedded O(A V —A) case mentioned above)
warrant exclusion, a topic to which we return in the Postscript to this
section, after Propositionthere. (Recall that the Boolean compounds
at issue here do not include the problematic ‘mixed’ compounds.) In par-
ticular, the case of negated ought-judgments this has the effect that any

23For references to the extensive literature on them, see [Humberstone, 2016],
p.-251. As to the “single” in “single-main-occurring”, the intention is to set aside
encoding, for example “OA or OA V OB as of the desired simple form by rewriting
them as O—0OA or O(OAV OB) (or even O(OAV B)) to which they would be equiv-
alent in the logic KD45, for instance. For more details and qualifications concerning
Gibbard on the present issue, see Singer’s discussion, including note 9 on p. 196 of
[Singer, 2015].

Z¥An airing of some of the relevant considerations and a look at the main literature
can be found in Section 8 of [Humberstone, 2019].
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one-premise inference from an ought-premise to a non-ethical conclusion
will contrapose to an inference, valid if and only the original is, from a
non-ethical premise to a basic ethical conclusion, as is often remarked
in the case of the ‘ought’-implies-‘can’ principle, contraposing to such
things as ‘Sylvie is unable to attend her mother’s funeral’ to ‘it is permis-
sible for Sylvie not to attend her mother’s funeral’. The point is hinted
at on p. 313 of [Rynin, 1957, where Rynin suggests that “[ijn fact, most
people hold many views similar in nature so far as entailment of factual
by normative or normative by factual statements is concerned. In saying
this I do not mean to assert that most people use the word ‘entails’ or
have ever heard it used, but that they would agree, say, that no one
is under any obligation to do what he cannot do.” Though Rynin had
earlier (p.309) noted the general point about contraposition, it is more
explicitly brought to bear with ought-implies-can in the contraposition
point is more was made more explicitly in [Mavrodes, 1964] E A minimal
pertinent observation would be that while contraposing the conclusion
of an argument with one of its premises preserves validity, it does not
preserve the property of being a potentially explanatory argument, or
the property of recording a justification for accepting the conclusion on
the basis of the premises (cf. note [33| below); a good discussion of these
issues is provided by Basl and Coons [2017].

Section Postscript: Logical Considerations Arising. Apropos of
the emphasis on disjunctive syllogism in Mares — and indeed the title
of — [Mares, 2010], we should recall, in addition to the remarks from
Mavrodes quoted in note the following@ If the class of ethical
statements, or indeed any class of statements whatever, is deemed to
be closed under taking negations and under converse entailment, then
it can be shown to contain all statements if it contains any, by means
of a chain of reasoning appearing in diagrammatic form as Figure 3 on

25 A (comparatively) recent discussion of the Ought-implies-Can thesis with Hume’s
Law very much in mind can be found in [Vranas, 2007|, which also provides an
extensive survey of the literature, including its pre-history (see note 3 there). Heading
(2) under note 1 of [Vranas, 2007] lists in chronological order many who have suggested
that the ‘implies’ in Ought-implies-Can should really be ‘(semantically) presupposes’,
in which case the contraposition step fails. The list begins with |Atkinson, 1958], to
which we can add (from the following year) [Remnant, 1959]. The still more recent
[Vranas, 2018] on Ought-implies-Can bears less closely on our current concerns.

“Maitzen (1998| note 11), also recognises the potential for an objection to such
disjunctive syllogism moves on relevant-logical grounds but takes it that the particular
use he wants to make of such a move will not be one that will raises relevantist
objections.
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p. 135 of [Humberstone, 1996], headed “A Lewis-like argument immune
to relevance objections,” rather than “A Prior-like argument immune
to relevance objections”. That is because of the connections (much em-
phasized in [Humberstone, 1996]) between the material under consider-
ations here and the treatment of subject matters presented in [Lewis,
1988], touched on below in the Postscript to Section This argu-
ment can also be found in note 5 (p.192) of [Maguire, 2015, and on
p. 153 of |Russell, 2010]@ The caption reference to Lewis rather than
Prior arises the argument here alluded to because if one thinks of the
task at hand as that of moving from a trichotomous basic-ethical /basic-
nonethical /remainder to a dichotomous ethical/nonethical division for
a formulation of Hume’s Law, then the assumption that the ethical cat-
egory in the two-block division — subsuming now many mixed cases
formerly housed in the ‘remainder’ category — will be closed both under
negation and under converse entailment lacks the appeal that such a clo-
sure assumption might have for the initial ‘basic’ ethical class and factual
classes. Indeed, we do not need even that assumption for the disjunctive
syllogism case. We just need, to recall our EV F case, just a single non-
ethical statement F with a non-ethical negation, in order to pass from
the ethical F'V E (so classified because if it were ethical, by the converse
entailment condition — alias the one-premise version of Hume’s Law — F’
some chosen non-ethical statement would be ethical after all) together
with the ex hypothesi —F, to E, given the counterexample to Hume’s
Law in its two-premise form. No general ‘closure under negation’ princi-
ple is appealed to here, just the assumption that some basic non-ethical

2T Russell remarks (p. 160, note 3) that she “came across this argument in Gideon
Rosen’s Spring 2001 graduate seminar at Princeton.” Instead of trotting it out again
here, I will give a variant. Suppose we have a non-empty class of statements closed
under taking negations and under converse entailment. Let A be an element of this
class, and B be an arbitrary statement, with a view to showing that B is also an
element of the class and hence that from its non-emptiness it follows that the class
contains all statements. By the negation condition —A is in (the class) since A is.
So by the converse entailment condition A A =B is in; so by the negation condition
—(=A A =B) is in; (a redundant step this next one, to make the reasoning easier to
follow) so by the converse entailment condition A V B is in; and so, finally, by the
converse entailment condition again, B is in. All of this reasoning is fine in the system
FDE of first-degree entailment, with — taken as the favoured De Morgan negation, a
common core of relevantly accepted principles before one even considers the addition
of a relevant implicational connective to the language and what its logical properties
might be: see [Anderson and Belnap, 1975, §15]. (As Guevara [2008] mentions, an
argument along these lines, with the specific is—ought case in mind, appears already
on p. 468 of [Humberstone, 1982a].)
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statement has a non-ethical negation@ By contrast, it turns out, as we
shall see in Proposition that Prior style arguments make essential
appeal to a two-premise rule (disjunctive syllogism or some substitute),
whereas the ‘linear’ Lewis-like arguments from [Humberstone, 1996] and
note [27] assume negating mixed conjunctions and disjunctions keeps us
on the same side of the extended ethical /nonethical divide, but appeals
only to one-premise inference rules.

This last point was insufficiently emphasized in Humberstone [1996],
especially as the re-worked version of the account in [Humberstone,
1982a is there explicitly noted not to satisfy the general condition that
the negation of anything ethical (in a world — since this is a world-
relative taxonomy) is again ethical in that WOI‘ld@ In view of that and
also in view of Theorem 2 — labelled ‘Prior’s Dilemma’ — in the Formal
Appendix to Fine [2018], which gives something like Prior’s argument
in the setting of an abstract theory of propositions rather than of sen-
tences of a formal or natural language, and explicitly assumes that the
classes of descriptive and normative propositions are each closed under
negations, it would seem worthwhile here to show that such global as-
sumptions are not needed for at least the version of the argument as it
appears in Prior [1960]. Certain aspects of the argument that were left
tacit in the summary given above — and indeed are left tacit in [Prior,
1960] — are made explicit, very much along the lines of Fine’s discussion
(except for the closure-under-negation assumption). It should be added
also Mares is quite right to observe that this reasoning would not go

28Guevara [2008], p. 55, writes: “It is widely held that sentences containing ‘ought,’
or other normative terms, are closed under negation. But I show that this is question-
able.” But of course the class of sentences containing expressions on any list you care
to care to come up with s closed under negation, because the negating the sentence
leaves whatever vocabulary the original sentence contained still intact — at least for
a large class of natural languages, of which English is one (with the exception of few
expressions — the ‘positive polarity’ items). It turns out that what Guevara has in
mind is that the class of normative sentences is not closed under negation, where
containing ‘ought’ and the like is not sufficient for normativity. In pointing forward
(p-46) to the passage just quoted, Guevara remarks similarly that “the concept of
guidance I press throughout also calls into doubt an assumption — widely held — that
sentences containing ‘ought’ or other normative terms are closed under negation,”
meaning that an ought-judgment’s ability to guide the agent to a specific action type
is not inherited by the permissibility judgment which results from negating it.

2Nor is mentioned in the earlier Geach [1979] where (p. 229) Prior’s V-Introduction
+ disjunctive syllogism argument is given but with the gratuitously strong assumption
that the premise class is closed under negation. (In fact Geach assumes this about
the conclusion class as well, treating the two classes symmetrically from the start
and thereby disposing of what he calls the theory — or range of theories — of logical
islands.)
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through in relevant logic (say, putting Frpg — see note 27| — in place of
FcL below).

Consider the following suppositions we might make concerning a class
of statements F:

(la) F eFand (lb) -FeF

and we have another statement F about whose membership in F we
make no assumption, but we do suppose,

(2) E and F' are logically independent according to the consequence
relation k¢ of classical propositional logic, in the sense that for no
binary truth-function # — notation we use now for the associated (not
necessarily primitive) connective — do we have ¢ E # F.

(3) F is closed under ‘consistent consequence’ in the sense for any CL-
consistent {Ay,...,A,} C F,if Ay,..., A, FcL B then B € F. (The
consistency condition can be taken to mean that Ay,..., A, ¥c_ C for
some C, or equivalently, given that Ay,..., A, FcL B, that we do not
also have Ay,..., A, FcL —B.)

The letters E and F are intended to recall ethical and factual (or non-
ethical), as in the presentation of Prior’s argument in the main body of
this section, and condition (3) with its consistency rider is taken from
Prior [1960] too — pace ‘Objection 5’ considered in Mavrodes [1968],
mentioned in note (2) packs a lot into it, since (considering # and
the binary first projection and negated first projection functions and
likewise for the second coordinate) it implies that

J’ACL F and JF‘CL —\F; and J’ZCL FE and JféCL —|E,

as well as ruling out essentially binary relations: E Fc F etc. (taking #
as —>)l§| Finally, although we presume available the logical apparatus of
classical propositional logic, any extension of that logic (by quantifiers,
modal — e.g., deontic — operators, or whatever), is fine, and for sentences

Ci,...,Cy, Cpyq of some such richer language, “Cy,...,Cp FcoL Cpt1”
means that there is a substitution s and there are formulas of the
language of classical propositional logic proper, A1,..., Ay, Ayt with

S(Al) = Cz (1 < ) <n+ 1) and Al,...,An l_CL An+1.

Proposition 1.1. From assumptions (1)-(3) above, it follows tha
tEcl.

39This criterion of logical independence is that employed in Lemmon [1965]; a
discussion of how to adapt it to independence relative to non-classical logics can be
found in Humberstone [2020].
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Proof. Since F' € F by (la) and {F'} is consistent (by (2)), by (3) we
have EV F € F. Now {E V F,—F} is also consistent, since otherwise
EV F FcL F and so F ¢ F violating assumption (2). Therefore, since
EV F,—F FcL E, and we have not only £V F € F but also (by (1b))
-F €F, by (3) we have E € F. O

The consistent closure condition (3) above is formulated by Prior
[1960, p.201] in terms of excluding ‘self-contradictory’ premises in a pu-
tative counterexample to Hume’s Law, because from such premises “one
could deduce not only ethical conclusions but any conclusions whatever,
trivially,” which will again invoke suspicions that k¢ is showing its
weakness here, but here we raise the issue to observe that, unlike some
(e.g., Fine [2018]) there is no corresponding exclusion on the ‘conclusion’
side of conclusions B for which - B (or F=F¢| or again, any desired
extension thereof): (3) does not have a further condition that B is not
such a formula, even though that too would have trivialized the claim
that it is a consequence of any {A1,..., A,}. The reason is that Prior
is taking it that any such B is automatically on the ‘non-ethical’ side
of the fence (in our F, that is), as he indicates on the previous page
of [Prior, 1960], with the classification as non-ethical of such things as
“It either is or is not the case that I should fight for my country” in
which the ethical vocabulary occurs inessentially (Op V —=Op being such
a special case of AV —~A with O replaceable by any sentence opera-
tor). As was mentioned in note Prior goes on to add that not only
should a statement to be classed as ethical contain ethical expressions
(such as ‘O’ or ought, in the intended sense) essentially, but it should
not contain, logical vocabulary aside, only such expressions, as in ‘It is
obligatory that what is obligatory be done’ — one of Prior’s favourite
deontic principles, schematically: O(OA — A), the subject of Example
[[.2] below. — though this is cited along with other popular candidate
deontic axioms, so it is not completely clear whether here we are trad-
ing on their status as logical truths (those B for which - B, with - a
favoured consequence relation) or on the constituent vocabulary point
officially being illustrated. For that we would have needed some such
example as “It is obligatory that what is obligatory not be done,” “If
anything is permissible it is obligatory,” the converse of another example
Prior gives here (a vernacularized form of the famous D-for-‘Deontic’ ax-
iom). Whereas the vernacular versions of candidate principles of deontic
logic are explicitly on Prior’s list of statements in which the presence of
moral language does not occasion classification as ethical, we need to
cases in which such language is ‘de-activated’ by appearing within belief
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and indirect speech contextsPT| Tn one sense, the statement that Jane
feared that she had done the wrong thing is ethical in content, namely
in the sense that grasping its content requires the possession of ethical
concepts. But this is not the notion of ethicality that is at issue with
Hume’s Law. Finally, let us put on the record an important point, due to
Campbell Brown [2015]: the use of something like disjunctive syllogism
is essential to refuting Hume’s Law with the likes of Proposition [I.1]
where “something like” disjunctive syllogism means: like it in respect
of being an at least two-premise rule of inference. We return to this in
Proposition in Postscript (i) to Section |3 We conclude with some
words on what was described above as a favourite deontic principle of
Prior’s.

Example 1.2. Concerning the schema O(OA — A), or more accurately
the claim that all instances of this schema are true, Prior tells use at
p. 229 of [Prior, 1962] it “was originally suggested to me by Mrs. J. F.
Bennett (in 1953 or 1954) as an example of a synthetic a priori propo-
sition.” For reasons of space, it has not been possible to discuss the
Gideon Rosen’s now well-known flurg argument (which can be found
in Russell [2010], Guevara [2008], Singer [2015]), but the following sim-
plified variant of the definition of flurg is presented by Guevara [2008,
p. 48]:

We might just as well have coined the term ‘blurg’ to mean ‘to do
something one ought not to do in any actual circumstances.” This
yields another valid inference from ‘is’ to ‘ought’ (...): ‘Jones is in
some actual circumstances. Therefore, Jones ought not to blurg.
Here we derive, apparently, a kind of categorical imperative against
blurging. This confirms our sense that there is something shady
about the style of counterexample, and that the problem with it
must lie at least in part in the arbitrariness of the stipulated terms.

Since the reference to actual circumstances is vacuous here, let us write
‘a performs action z’ as ‘Daz’, so that ‘a blurgs’ is in effect defined
to mean Jz(Dax A O—Dazx). Thus to say that a ought not to blurg is
to say: O—3z(Dax AN O—Dazx), or, with some processing, OVx(Dax —
—O-Dax), or again, OVx(O—-~Dax — —Daz), and instantiating the Vz

31The active/inactive terminology here is taken from p.201 of [Schurz, 2010] in
connection with what Schurz calls the Max Weber Thesis (the fortunes of which he
charts through a range of deontic-doxastic logics in §7.1 of [Schurz, 1997]); of course,
the classification of contexts which are de-activating — or as it is put in Humber-
stone [1997], ‘protective’ — needs careful attention: doxastic contexts, yes, epistemic
contexts, no (and so on).
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to b, say, we have O(O—Dab — —Dab): so Guevara’s categorical imper-
ative emerges as a particular case of Mrs Bennett’s synthetic a priori
principle — all very Kantian rather than evidently calamitous, so perhaps
not the reductio Guevera was hoping for. (For more on this principle,
as a candidate modal axiom, see the index entry “U” in Humberstone
[Humberstone, 2016] — that being the label associated with this axiom by
Lemmon and Scott.) Similar considerations are raised by what turned
out to be a contentious example in Geach [1977, p.474f], that of Evan
and Dewi Williams in which a crucial (though Geach says ‘vacuous’)
premise is “Nobody ought to adopt the practice of doing something he
ought not to at least twice every day.” The example and the description of
this premise as vacuous certainly seemed to puzzle Hurka and Borowski
in [1980] and [1980], respectively; communication is then further ham-
pered by an impatient reply, [Geach, 1982], on Geach’s part, affecting
bafflement at Borowski’s (fairly standard) deontic notation and citing
in its note 4 the title of Borowski [1980] alongside with the publication
details of Borowski [1976]. <

2 Karmo Recalled

The proposal of Karmo [1988] is in what we might call the Shorter-
inspired family of responses to the problem of extending the ethical /non-
ethical taxonomy from the basic cases so as to subsume the mixed cases
in such a way that we end up with everything falling in line with the ba-
sic ethical statements or with the basic non-ethical statements, though
which side they fall into line with depends on which contingent facts
obtain. So we end up with a world-relative taxonomy which, relative
to any given world, is a two-block partition and is to that extent a
dichotomy style approach, though one which is, as we shall see, world-
variably dichotomous. Coupled with this, one backs off from attention
to arguments with the world-invariant property of validity to those with
the world-relative property of soundness@ Shorter [1961] does not ac-
tually put matters in these terms and writes of futility or uselessness

32Here a sound argument is a valid argument with true premises (and, therefore, a
true conclusion). When the premises are contingent premises, this makes the sound-
ness of a valid argument from them to a conclusion a contingent matter. This is not
the only use of the term sound (as applied to arguments or inferences) one will find
in the literature. For example, in Chapter 1 of Lemmon [1965] “sound” is used to
mean “valid”; a related example from the same period would be Shaw [1965]. (In
fact, Shaw uses “sound” as replacement for “valid” in case the application of latter
term should be held to be an entirely non-evaluative matter: see note )
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rather than unsoundness, and others (perhaps Karmo, even) may find
this attribution of the approach to him contentious, so we devote a foot-
note to its defence@ The attribution in question was originally made
in [Humberstone, 1982a] where an earlier world-relative taxonomy, per-
haps less satisfactory than Karmo’s (for reasons given in note 58 below),

33Shorter writes [1961, p.286f], “In A [[an F to FV E inference, where Al is the F
premise and A2 the disjunctive conclusion]] it is clear that a specific ethical duty can
be derived from A2 [[the conclusion of the inference]] only if we know that the first
half of the disjunction is in fact false. If it is false then we can derive the duty (...)
If it is true, then A2 is of no help to us in deciding whether [[the duty in question
exists]]. But if the first half of A2 is false, then A1 is false; and if Al is false then the
inference A lends no support to the conclusion A2.” So there is no world in which both
the V-introduction inference and the disjunctive syllogism inference are sound. (We
know this a priori, but of course it will typically be an a posteriori matter where the
unsoundness lies; for example in the concrete version discussed by Mavrodes — see note
7 the V-Introduction inference from F' to F'V M is certainly unsound, whether or
not the disjunctive syllogism inference is also unsound: the tallest building in Detroit
at the time Mavrodes was writing [Mavrodes, 1968] was the Penobscot Building,
not the Fisher Building.) But knowledge and its absence are mentioned in as well
as the mere truth of the premises, though in his discussion of a second example
on p.287, Shorter stresses the role of knowledge. In this connection, it is worth
recalling something said by Mavrodes (p.363f.) after he wields Prior’s argument to
show, as Prior had done, that Hume’s Law (put in terms of entailment or logical
consequence) is mistaken “I have not even attempted to establish the corresponding
epistemological thesis, i.e., that we could come to know some normative statement
on the basis of some nonnormative statement. Nor will I attempt to do so here.”
One explanation of this is that to acquire knowledge of one thing on the basis of
knowledge of another the inference in question would need to be sound and not
just valid — which is not to say that soundness would suffice in this connection: see
the last sentence of (the main body of) Section [I| above. Sinnott-Armstrong [2000]
also repeatedly raises the issue of the soundness as opposed to the mere validity of
arguments violating Hume’s Law (apparently unaware — see notef of Prior, Shorter,
Karmo or anyone other than Nelson [1995], who is similarly unaware of Karmo’s
earlier discussion of essentially his main argument), though again his chief concern is
which the justificatory efficacy of such arguments, remarking at p. 167: “Thus, even if
Hume’s doctrine fails logically, if it works epistemologically, then that might be enough
to serve the primary purposes of many defenders of the doctrine.” Similarly Heathcote
is apparently similarly unaware of the attempts to use this consideration to adjust the
version of ‘Hume’s Law’ facing Prior-style difficulties; not this undermines the content
of what he says, writing [Heathcote, 2010, p.94]: “[N]ote that Hume is concerned
with what can be discovered through reasoning: thus his division is a division of
sound deductive inference, not of merely valid deductive inference. Nowhere does
Hume imply that his division corresponds to what we think of as valid deductive
inference.” In the present discussion, to avoid over-use of the term ‘argument’ since
what Prior gives us is an argument (in part) about arguments, the term inference is
used as a substitute for the ‘inner’ arguments or the associated argument forms (V-
introduction and disjunctive syllogism), rather than to suggest that their conclusions
might characteristically be arrived at by inference from their premises.
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and about which Karmo makes some comparative remarks in note 7 of
[Karmo, 1988]. (The passage in question is quoted at the start of the
Postscript to this section.) The suggestion from [Humberstone, 1982a]
is briefly recalled at the end of Postscript (ii) to Section 3 below.

There may even be a semi-conscious anticipation of the world-relative
approach — or the rejection of taxonomic essentialism, as Maitzen [2010]
calls it — in Prior [1960, p. 204]

If a conclusion containing an expression E is validly inferred from
a certain premise or set of premises, and the inference would re-
main valid if E' were replaced by any expression whatever of the
same grammatical type, then I say that in that inference the ex-
pression E is contingently vacuous. The expression “ought to” is
in this sense contingently vacuous in the inferences “Tea-drinking
is common in England, therefore either tea-drinking is common in
England or all New Zealanders ought to be shot”(...)

Attention to the replaceability salva validitate of ethical vocabulary has
been the focus of much subsequent work on Hume’s Law — Jackson
[1974], Pigden [1989] and [2010], Schurz [1994], Chapter 4 of [Schurz,
1997], and [Schurz, 2010|, for example — but the point of current in-
terest is not how precisely to formulate the relevant considerations or
how they bear on apparent counterexamples (whether defusing them as
objections or acknowledging them as counterexamples). The issue is,
rather, Prior’s choice of terminology: what is contingent about Prior’s
contingent vacuity? Of course it is contingent which expressions are of
what Prior calls the same grammatical type, but this seems no more
to warrant calling the occurrence of a token of such a type, relative to
a given inference, ‘contingently vacuous’ than the fact that if the ex-
pression featuring in an inference has meant something different — as
they might well have done — would warrant calling the inference ‘contin-
gently valid’. What is contingent here is the truth of the premise about
tea-drinking, sufficing for the truth of any disjunction in which it is a
disjunct, thereby nullifying the bearing of any ethical vocabulary in the
remaining disjunct on the truth-value of the disjunction: the truth of
the disjunction under these circumstances in no way hangs on how the
application of that vocabulary. But had the first disjunct been false,
everything would depend on how that vocabulary applied. ..

Similarly, Prior is hovering in the vicinity of a Shorter-style reaction
when he writes (p.201):

Finally, in case my conditions are not stringent enough, I shall
with all my examples proceed as follows: Wherever I claim that a
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certain statement is an ethical conclusion, and give a deduction of
it from purely non-ethical premises, I shall also give a deduction of
the same conclusion from premises which are not all non-ethical,
and the deduction will be of a sort generally recognised as leading
to an ethical conclusion. That is, to anyone tempted to query the
“ethical” status of my conclusion, I shall say “Look, you can also
get it this way”; and if that was where you had first met with it,
you wouldn’t have dreamed of denying its ‘ethical’ character”.

But what is ‘getting’ the conclusion in this or that way? For his official
position, this needs to be ‘validly infer’ — yet the persuasive effect of the
examples could be due entirely to our understanding this as ‘soundly
infer’: faced with the argument, we imagine that the premises are true
and take it from there. The validity of the argument takes us overtly to
the truth of the conclusion in the circumstances imagined, but perhaps
more covertly to a particular verdict as to the ethicality of the conclusion
in those circumstances 7

We need to hear from Karmo himself on all this. The references, in
the following quotation, to what all parties to the debate would agree
on calling ethical or agree on calling non-ethical may be taken as ref-
erences to what we have been calling the basic ethical or non-ethical
cases, respectively, and the examples alluded to were presented before
this passage in [Karmo, 1988], two of them originating in Prior [1960]:

To deal with such examples, we define a sentence S to be ethical
in a possible world w just in case S is true in w with respect to
one ethical standard, and false in w with respect to another ethical
standard.

We explain the term ‘ethical standard’ as follows. Call a
sentence ‘uncontroversially ethical’ just in case all parties to the

34Gimilarly, Pigden, whose is—ought work has concentrated, like the others men-
tioned alongside him in the precedent paragraph, on replaceability salva wvaliditate
of ethical vocabulary in the conclusions of putative counterexamples exceptions to
Hume’s Law, quietly shifts the focus from validity to soundness at p.221f. of [Pig-
den, 2010 in remarking that when we look at the conclusions on their own we agree
that they may contain moral vocabulary essentially (“in a certain sense” — which I
take to be the sense that they are not logically or a priori equivalent to sentences lack-
ing the vocabulary in question) but under certain conditions such an equivalence does
hold with arbitrary same-category replacements: “namely,” Pigden writes, “when the
premises of the arguments are true” (In fact, with the concrete examples, Pigden
substitutes the predicate “hedgehog” for the moral vocabulary, as in his [Pigden,
1989], in order to underline the fact that a purely general logical point is involved
here.) Pigden is picking up on the discussion at pp. 202-203 of Schurz [2010| in which
(in)essentiality figures only in an argument-relative way and there is no move from
validity to soundness.
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logical-autonomy-of-ethics debate would unite in calling it ethical.
(There surely are sentences of this kind, for example, ‘It ought to
be the case that all New Zealanders are shot. ‘Everything that
Alfie says is true’ and ‘Either tea-drinking is common in England
or it ought to be the case that all New Zealanders are shot’, on
the other hand, are presumably not sentences of this kind: for
agreement is presumably lacking on their status.) Then the ethi-
cal standard subscribed to by a person is completely determined
once it is determined what truth values he assigns to all uncontro-
versially ethical sentences.

We take it that any possible world can be uniquely picked out
with some assignment of truth values to those sentences which
the parties to the logical-autonomy-of-ethics debate would unite
in calling non-ethical. We take it that just as some one possible
world is the actual world, so some one ethical standard is the
correct ethical standard. When people simply say, ‘Sentence S is
true’, we take them to mean ‘S is true in the actual world with
respect to the correct ethical standard’. When people simply say,
‘S is true in world w’, we take them to mean ‘S is true in w with
respect to the correct ethical standard’P|

In a footnote (note 6) appended to this passage, Karmo suggests that
for heuristic purposes we might think of the ethical standard as given by
a set of ideal or perfect worlds in a simplified Kripke model for deontic
logic, or more generally, one might add, the accessibility relation of a
such a model ] What ought to be the case is what is the case in all the
ideal (more generally, in all the accessible) worlds. Such models can be
thought of simply as triples (W, X, V') with X C W in the simplified case
(or with X replaced by R C W x W in the general case), and V assigning
appropriate semantic values to the non-logical Vocabularyﬂ The reader
is assumed to be comfortable with the inductively defined notion of the
truth of a formula A at a point w € W in such a model, notated (for
approximate conformity with Restall and Russell in [2010]) by writing

35Karmo [1988], p. 254]; I have added italics to ‘ethical’ in the first paragraph since
this is where the term is being defined, and also italicized the world variable “w”.

36We can make the simplification to a subset containing the ideal worlds when
any two worlds have he same worlds accessible to them, in which case that common
set will serve as the set of ideal worlds in one of the simplified — or as it is put in
[Humberstone, 2016|, semi-simplified — Kripke models. If this set is required to be
non-empty, then the deontic logic determined by the collection of such models is that
known as KD45.

37 For example, in the case of propositional logic, V would map each sentence
letter (or propositional variable) to a subset of W, an outright stipulation as to which
worlds it is true at.
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M =, A, where M is, say, (W, X, V) and w € W@ X would of course
be replaced by R C W x W for the general case in with the simplification
is not wanted. For Karmo’s purposes the simplified version is very much
what is wanted, though, because it secures the desired independence of
the ethical standard and the non-moral facts taken to distinguish one
world from another Y

Definition 2.1. For any formula A, any model M = (W, X, V') and any
w € W, A is ethical at w in MM if and only if for some X' C W with
M = (W, X', V), exactly one of the following is the case: M =, A,
M =, A

This definition of ethicality adapts the informal characterization
given in the opening sentence of the passage quoted from Karmo above.
(Following Karmo, when we are not explicitly relativizing to a model,
we say “ethical in world such-and-such, but to avoid doubling the “in”,
when that relativization is in force, we say “ethical at such-and-such

381n fact Restall and Russell omit the valuation component V of the models, with
the result that what are supposed to be models look more like frames, though since
their discussion is in terms of truth rather than just validity they must be somehow
thinking of the elements of a model as carrying with them the kind of semantic
properties normally regarded as conferred on them by V. (Many others avoid a model
component like V| which is specifically there to make semantic assignments to atomic
expression, and instead incorporate in its place the satisfaction relation [= itself, or
some equivalent, such as || - ||, assigning semantic values to all expressions, including
formulas/sentences. But Restall and Russell include no such device, though on pp. 21
and 253, at one point they use the notation “w IF p” without making it clear how this
is supposed to be construed, given their official notion of a model. Another option,
often followed in computer science and Al-related applications of Kripke semantics,
is to think of the points in a model as sets of sentence letters, or the associated
characteristic functions, to start with. But whatever one thinks of the merits of this
for alethic and deontic interpretations of modal logic, for the common tense-logical
interpretation in which the points are moments of time, it leaves no room for the idea
that two moments, one strictly later than the other, might verify precisely the same
atomic sentences; Section 5.3 of |Restall and Russell, 2010| appeals to essentially
this interpretation. It is for this extra flexibility that, when Scott [1974] explains
the transition from matrix methodology to model-theoretic semantics using indexed
bivalent valuations, it is the indices, not the valuations, that play the role of points a
model.) Also, |Restall and Russell, 2010] uses, not the present models, which underlie
the model-theoretic version of Karmo’s discussion, but pointed models (and the above
reference to frames should really be to pointed frames): we return to this in Section

39Desired’ here means: required for Karmo’s project. As we shall see below, in
discussing Daniel Singer’s independent rediscovery of this way of handling matters,
Woods and Maguire [2017] are highly critical of building in such an independence
at this fundamental level, wanting an account that would leave open potentially
contested meta-ethical perspectives.
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world in so-and-so model”.) A more direct adaptation would put after
the ‘if and only if’ the following:

for some X', X" C W with 9 = (W, X", V), mM" = (W, X",
V) and exactly one of the following is the case: M =, A,
m’ e, A.

But this is equivalent to ethicality as per Definition [2.1] since given the
latter we get this variant by taking 91" as 91 and given the variant we
get the original back by noting that if 9t and 9" differ in respect of
verifying A at w, one of them must agree in that respect with 9U’s treat-
ment of A at w. Non-ethicality at w in 97 is of course just the negation
of this, and so amounts to a formula’s having the same truth value at w
however X — our current simple-minded incarnation of the model’s eth-
ical standard — is varied®¥ The informal use made in Section [1] of talk
of basic ethical and basic non-ethical statements can be understood as
represented here, for a given model, as meaning ethicality at all worlds
in the model and ethicality at none of them, respectively@

Karmo’s own characterization of world-relative ethicality should be
taken as the analogue of Definition for natural language declara-
tive sentences in place of formulas of a formal language, with respect to
something playing the role of an intended model. The more formalized
version is presented here to aid comparison in the following section with
the similarly model-theoretic discussion in Restall and Russell [2010].

4OKarmo [1988], at the end of note 6 there, mentions the richer option of using
instead a betterness relation on the worlds as playing the ethical standard role, in order
to handle conditional obligation statements, and yet further variations would need to
be incorporated to handle not only deontic but axiological vocabulary (‘morally good’
etc.), where the standard would specify the application-conditions for the predicates
concerned in terms of non-moral features of the individuals or actions they apply to.
But here we are concerned with the fundamental ideas of Karmo’s picture and how
they bear on the debate over Hume’s Law (which was itself similarly formulated by
Hume in deontic terms — ought and ought not).

41 Admittedly this may not sit well with Karmo’s gloss ‘uncontroversially ethical’,
since such things as “James should visit his mother in hospital” can be understood
as uncontroversially ethical — deemed ethical by all parties to the is—ought debate,
that is — though obviously not true in all ideals worlds, in some if not all of which
James’ mother is not in hospital to begin with. It would perhaps be better to speak of
fundamental moral principles rather than uncontroversially ethical statements, in this
case; the ‘M-class’ as opposed to ‘m-class’ statements of Basl and Coons [2017] would
be another contender (to the extent that it differs from the basic principles/derived
judgments distinction). A fully developed version of Karmo’s position would need to
address this matter more thoroughly than the rather sketchy treatment in [Karmo,
1988| does.
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And, as just mentioned, the only reference to the sets of ideal or per-
missible worlds in Karmo’s suggestion in his note 6, as a simple concrete
realization of the concept of an ethical standard, the main discussion be-
ing cast in the latter terminology, somewhat abstractly conceived. We
stick with the concrete suggestion here, in part so that it the concepts
in play can be clearly illustrated in Examples For these illustrations
we concentrate on a simple deontic incarnation of the schematically pre-
sented E'V F case from the second paragraph of Section I} F was to be
‘basic’ non-ethical, so we take it as a sentence letter p, and F, basic eth-
ical, so let it be Og (g another sentence letter, O our deontic box-style
operator, as in Section [1|) — these choices will work for the model in play
in the examples@ We will actually work with the disjuncts reversed
(i.e., using F'V E), to avoid any risk that a reader might think of O as
the main connective in Oq V p:

Examples 2.2. (i) Suppose M is (W, X, V') where W = {wp, w1, wa, w3}
with X = {ws, w3}, and V(p) = {wo} while V(q) = {wo, w2, w3}. Then
(relative to M) p V Ogq is non-ethical at w; because however we vary
X to X', calling the model resulting from such a change M’, we have
M Euw, pV Oq iff M =y, pV Oq, because, since wy € V(p), we shall
always have both M =y, pV Oq and M =y, pV Og, in virtue of the
first disjunct’s truth at wg. The same verdicts would be returned for
the same reason had the second disjunct been any one of ~Oq, O—q or
-0—gq.

(7i) Changing the example to —p A Og, we get another formula non-
ethical at wg because M =y, —p A Og iff M =, —p A Og, however
we adjust the set of ideal worlds to obtain 9, though now this in turn
holds because we have neither M =y, —p A Oq nor M’ =, —p A Oq.

(7i1) Returning to the disjunctive formula in (i), but now shifting our
attention to wy, we find that, since wy ¢ V(p), whether or not M =,
p V Oq depends on whether or not V(q) is a subset of the set of ideal
worlds, so since V(q) C X, we do have 9 [=,, pV Og, thanks to the
second disjunct, whereas shifting X to X’ = {wy,wa} gives V(¢q) € X’

42 One may initially think that something like Og — admittedly not for OA in
general (consider A = g — q), but for A = g, surely? — should count as ethical at
all worlds in all models. But no: in models (W, X, V) with V(q) = W, Oq is true at
each w € W regardless of which subset of X is, so this formula counts as non-ethical.
(The corresponding point is made in lines 8-4 from the base of p.254 in Restall and
Russell [2010], whose approach will be related to Karmo’s in the following section.)
See also Example The same goes for the case of V(q) = @, at least if we are
restricting attention, as |Restall and Russell, 2010] suggests, models (on frames) for
KD45.
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and so M =y, pV Oq. Thus the truth of our disjunction is sensitive to
what the set of ideal worlds and the disjunction is accordingly ethical at
wi in M. <

Ethicality on Karmo’s account, as well as being literally contingent
or World—relative@ is also a property analogous to contingency itself: for
contingency proper we have variation depending on which world is under
consideration, while for ethicality we must have variation depending
on the ethical standard in play. ‘Variation’ here means in each case
that there is some way of varying the parameter concerned — world
of evaluation or ethical standard — which results in a change in truth-
value, not, of course (since there are only two truth-values to go round)
that every way of varying the given parameter results in such a change
(exactly as with contingency itself, indeed).

Karmo then proves (a slightly less formal version of) Proposition
below, for which we need to introduce the notation [=x¢ for what is
sometimes called the local consequence relation determined by the class

M of models ]

Definition 2.3. Ay,..., A, =xm B if and only if for all M € M, where
M= (W, X,V), for allw € W, if M =y, A1, and ..., M =y Ay, then
M =y B.

Karmo’s soundness-based version of Hume’s Law is then as follows:

Proposition 2.4. For any formulas Ay,..., A, Em B then for any
model M € M with M = W, X, V) and w € W, if M =, 4; (i =
1,...,n) and B is ethical at w in M, then some A; is ethical at w in

m.

As with Definition [2.1] of course, Karmo’s own formulation makes
no reference to models@ However, the simple proof Karmo gives of
the result carries over to the present formulation without difficulty. Of

43No distinction is here intended between these two descriptions, though for other
purposes one might want to contrast world-relativity (in the sense of not being world-
invariant) with contingency, distinguishing, a la McTaggart, a ‘B-theory’ of modality
from an ‘A-theory’.

44With the notation “M” for a class of models 9, we continue to follow Restall
and Russell [2010].

45What Karmo has [1988| p. 256], reads as follows: “In general, if sentences S1,. . .,
Sn (where n > 0) entail sentence S(n + 1), then for any possible world w in which
S(n + 1) is ethical, if all of S1,..., Sn are true in w, then at least one of S1,..., Sn is
ethical in w. (I have added some italics here but resisted the temptation to put the
indices into subscript position.) Proposition does not include the n > 0 condition
because it is not needed: we can’t have F=aq B (i.e., @ =aq B) for B ethical at a world
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course, the approach has not found universal favour and Maitzen [1998]
in particular develops several criticisms, to which (as well as the other
sources listed in note [1)) the interested reader is referred. though here
we are more concerned to call attention to connections between the
ingredients of Karmo’s account and ideas in play elsewhere. We turn
in a moment to something of a rediscovery, in (Daniel) Singer [2015],
of some of those ingredients — though the recipe in which he combines
these ingredient for rescuing a version of Hume’s Law turns out not to
be quite Karmo’s, after illustrating how Karmo’s approach handles an
objection by Geach, whose own discussion comes closed to anticipating
and rejecting that approach — or Shorter-style approaches in general.

Example 2.5. The present example comes from the hard to get hold of
Geach [Geach, 1976]. The journal ‘Open Mind’ was associated with the
UK’s Open University philosophy course and is not to be confused with
the 2017-founded MIT-based cognitive science journal of the same name.
Details of the example were included on the second page of Borowski
[1976]. Geach is concerned with a version of Hume’s Law according to
which what he calls morally significant conclusions never follows logically
from premises none of which is morally significant, and remarks of his
refutation of this principle that “the style of argument is not at all new;
I am only refurbishing a weapon already used by Prior, Mavrodes, and
others” For Geach’s version, we let Y be the last year in which sodomy
was illegal in England and are then to consider:

1 Sodomy is either wrong or at least is illegal in England in the year
Y.

2 Sodomy is either wrong or at least is illegal in England in the year
Y +1.

In reproducing these ‘mixed disjunctions’, Borowski puts ‘1967 and
‘1968’ in place of ‘Y’ and ‘Y 4 1’, which makes the example easier to
think about in the absence of what at least look like variables@ (This
is of some incidental interest because Geach, before introducing ‘Y’ has

in and model, since B can’t be false at any world in any model, so its truth-value is
never sensitive to a particular ethical standard (or choice of which worlds are ideal,
in the current incarnation of that notion).

46They also make the example sound more like something someone might actually
say, and it was perhaps with a view to increasing naturalness on this front that Geach
included the words “at least” — though this addition adds a complication. Disjunctions
in which the second disjunct is prefaced by “at least” or “anyway” often present it
as a fallback position introduced in the face of diminishing confidence in asserting
the first disjunct outright. Jackson [1987, p.27], gives the example: “George lives in
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)

said “[t|he English law against sodomy might well change,” as though
any such change was in the future, as of 1976 — by which time the Sexual
Offences Act had already passed into law nine years previously.) Noting
that if both 1 and 2 are morally significant then since 1 follows from
its second disjunct we have a counterexample to Hume’s Law (not that
Geach uses any such crass phrase), and that if neither is morally signif-
icant, then from 2 together with the negation of its second disjunct we
get a counterexample. Accordingly, Geach continues [1976, p. 12]:

The only hope of saving the ‘No ought from an is’ principle is to
say that of the pair 1, 2, one is morally significant and the other is
not; in fact, that 1 is not morally significant, since it would be in-
ferable from a true premiss that is not morally significant, whereas
2 is morally significant, since from 2 together with a true but not
morally significant premiss a morally significant conclusion would
follow. This would already be very odd; 1 and 2 differ as regards
the date mentioned, and how can that make one morally signifi-
cant and the other not? But the case again the rule is indeed now
much weightier than this. To defend the rule it was necessary to
supposed that whether moral significance does or does not attach
to a thesis depends not just on the logical structure and sense and
force the thesis, but on such grossly empirical matters as the laws
recently passed by Parliament. Clearly such considerations cannot
affect the application of a proper logical rule.

The defence Geach here envisions (and rejects) on behalf of the differen-
tial classification of 1 and 2 is more is in tune with the ‘enthymematic’
account summarised at the end of Postscript (ii) to Section |3| than with
that of Karmo [1988], but let us look at how 1 and 2 fare on the latter’s
taxonomy. Whether the correct ethical standard endorses the first dis-
junct of 1 does not affect its truth-value since it is true (in the actual
world) in virtue of the truth of its second disjunct however we imagine
varying that ethical standard. On the other hand, since the second dis-
junct of 2 is false (in the actual world), the truth value of 2 depends on

Boston or anyway somewhere in New England,” — which would no doubt benefit from
some additional punctuation (a comma before “or” at the very least) — and points out
that learning that the first disjunct was false would not (by contrast with the case of
the second disjunct, equally well introduced by at least in place of anyway) lead the
speaker to retract the assertion. The at least pragmatic failure of commutativity here
shows that these are no ordinary disjunctions, and so, not the clear counterexamples
they might have seemed to be to ‘Hurford’s Constraint’ (note |56| below). In Geach’s
case, though, neither disjunct entails (or even ‘contextually implies’, in the style of
Ciardelli and Roelofsen [2017]) the other, so the the order the ‘at least’ invokes is not
one of logical strength; perhaps we are invited to think of the relative seriousness of
moral and legal obligations.

99



Humberstone

the ethical standard. So 1 is non-ethical and 2 is ethical, on Karmo’s
account. The rhetorical devices Geach employs to make this look like
an untenable position are as follows. He introduces the phrase ‘morally
significant’ in such a way that we are not quite clear as whether it is to
apply to the basic ethical statements which are indeed settled in world-
invariant way by the ethical standard, or to various mixed cases to the
ethical /nonethical distinction has to extend to make the treatment di-
chotomous. In the latter case there seems nothing untoward about a
statement’s being de facto morally significant. Then there is the talk
of grossly empirical matters not being the kind of thing that can affect
a “proper logical rule,” a phrase designed to call to mind rules of in-
ference, perhaps, though Hume’s Law is no such thing. Still, Hume’s
Law does concern itself with the validity of inferences, so perhaps this
is not too unfair. We need to recall that Karmo is not emending rather
than defending Hume’s Law so understood, in replacing the reference to
validity with one to soundness — a move Geach’s imaginary interlocutor
does not quite get round to making — something whose evident depen-
dence on the grossly empirical vicissitudes of life exactly matches that
of the contingent taxonomy. <

We turn now to Singer [2015] as well as some criticism that has been
made of that paper. As already mentioned, Singer (unknowingly) follows
Karmo not only in using some contingent ethical/nonethical taxonomy
— the basic Shorter strategy — but in drawing this binary distinction
in essentially the same way. What he does not do, as we shall see in
detail presently, is make the shift from validity to soundness — though
unlike Geach’s imaginary interlocutor in Example [2.5] he does make a
compensatory adjustment to the conclusions of the arguments on which
Hume’s Law gears. Nor is the vocabulary in which Singer’s discussion
is couched quite the same as Karmo’s, as we have normative and non-
normative rather than ethical and non-ethical, which is, as mentioned in
note [I6] above somewhat different, though not in ways that will prevent
us from seeing the connection with Karmo’s treatment. It is in these
rather different terms that Singer [2015, p. 200] presents his formulation
of Hume’s Law:

IS-OUGHT GAP: There are no valid arguments from non-normative
premises to a relevantly normative conclusion,

and concerning which, where, Singer explains, “a conclusion of an argu-
ment is relevantly normative when it has substantive normative implica-
tions for the possibilities described by the premises (assuming there are
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some such possibilities).’ﬂ We need this to follow the positive proposal,
articulated on p.201:

Hume gave us an intuitive motivation for 1S-OUGHT GAP. Here
I take the case one step further by showing that 1S-OUGHT GAP,
when properly formalized, should be seen as a theorem of nor-
mative semantics. If that is correct, the is-ought gap is not sub-
ject to Prior’s or any other counterexamples. To show this, I as-
sume that normative sentences/utterances are interpreted with re-
spect to points of evaluation that consist of (perhaps among other
things) an ordinary possible world and a normative standard.

This will be have a familiar sound to it. It is of course exactly the
apparatus we have seen Karmo [1988] introduce to formulate and justify
a satisfactory version of Hume’s Law (Proposition in our somewhat
formalized version). Singer remarks that the role of the normative stan-
dard — or ethical standard, as Karmo says — can be played by plans
in the normative semantics (as Singer calls it) in Gibbard [2003]. The
happy consilience between Karmo’s approach and Gibbard’s had been
pointed out by James Dreier twenty years before (see [Humberstone,
1996, p.153]), at which time [Gibbard, 2003] had not appeared but
|Gibbard, 1990| had, in which already we see this normative parameter
in play, though without the somewhat de-ethicizing expository shift to
talk of plans (and without Hume’s Law specifically in mind).

How does Singer apply this concept in a repaired version of Hume’s
Law? First, on p.202 he introduces the term norm-invariant in what
a footnote says is to be as understood as in an unpublished paper by
Mark Schroeder; this turns out to be simply Karmo’s non-ethicality
in all worlds. Immediately passing to the ‘all worlds’ case does not
seem promising but instead of what in the following section we shall call
de-universalizing the notion w.r.t. worlds (though still quantifying over
norms or standards). We have this on p. 203:

4TIn further elaboration of this talk of substantive normative implications from
later in [Singer, 2015] (p. 205 to be precise), we have the following, to which I have
added italics at one point as a reminder of the — admittedly in need of further pre-
cisification — ‘guidance’ criterion we saw in note 2§ had been suggested in Guevara
[2008]: “The key claim of 1S-OUGHT GAP is this: for arguments from nonnormative
premises to a normative conclusion, none of the genuinely normative aspects of the
conclusion can be relevant to the possibilities described by the premises. But, since
a deductive argument could only help us learn something about how things ought to
be insomuch as we accept the premises, any potential normative guidance that could
be derived from non-normative premises must only apply in possibilities where the
premises fail.
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The solution then is to restrict the domain of the is-ought gap
to arguments in which the normative aspect of the conclusion is
relevant to the possibilities being reasoned about. We can for-
malize this intuition in our semantic framework easily. To decide
whether the conclusion of an argument makes a claim about how
things ought to be in the worlds described by the premises, we
decide whether the conclusion is norm-invariant when restricted
only to the worlds compatible with the premises.

What is it for a world to be ‘compatible’ with the premises of an ar-
gument? This can only mean that we are restricting attention to worlds
in which the premises are true. So it looks as though we are in for a
Shorter-style shift of attention from valid arguments to arguments which
are sound in a given world, and are headed towards exactly Karmo’s po-
sition. But that is not quite how Singer proceeds (still p. 203):

In our semantics, when the premises are norm-invariant, decid-
ing this is equivalent to deciding whether the conjunction of the
conclusion and the premises is norm-invariant. This then is a re-
formulated version of 1S-OUGHT GAP in Gibbard’s semantics:

WORLD-NORM GAP: If {P;} F C, each of {P;} is norm-
invariant, and P; A P> A. .. is satisfiable, then P; A Py A
... A C is norm-invariant.

Intuitively, WORLD-NORM GAP tells us that if the premises of an
argument are norm-invariant, then the set of all world-norm pairs
compatible with the conclusion and the premises is also norm-
invariant. By checking the conclusion conjoined with the premises
for norm-invariance, we restrict our attention to only those worlds
where the premises are true.

The condition that the conjunction of the premises should be satisfi-
able has been included, Singer tells us, “to avoid the special case where
non-norm-invariant claims follow trivially from contradictory premises.”
But there is no point in doing this because WORLD-NORM GAP as writ-
ten is equivalent to the version without the satisfiability condition, as
the consequent (“P; A Py A...AC' is norm-invariant.”) would automati-
cally be correct whatever the norm-invariance status of what we thought
the conclusion of the original argument (namely C') might have been.
Eliminating this extra condition brings us closer to a Karmo style for-
mulation (Proposition , but there is still this awkward feature that
we were interested in the status of the argument with premises P; and
conclusion C, and are being told to attend instead to this new argument
whose conclusion conjoins the premises with C'; a conjunction which is
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not in general equivalent to C' itself@ The interested reader is invited
to ponder the persuasiveness of Singer’s own explanation as to why this
aspect of his approach is, as he goes on (p.204) to argue, “a feature, not
a bug,” and to decide whether or not the suggestion is in the end best
seen as a rather complicated variation on Karmo’s approach.

It is evident that Singer is not himself familiar with Karmo [1988],
or he would not have written on the second page of [Singer, 2015] that
this was a “rough first pass as the is—ought gap”:

“No normative truth is determined by any non-normative truths,”

and added in a footnote “I formulate the simple version of the claim here
in terms of normative and nonnormative truths. It is thus formulated to
mirror Hume’s talk of propositions, which I take to be bearers of truth-
values, though the use of ‘truth’ in the claim is unnecessary.” The ‘rough
first pass’ is indeed rough, but this is a matter of trading in the vague
talk of one thing determining another for talk of one statement having
another as a consequence, and the unwanted focus, when thus revised, on
single-premise arguments; what is not rough but — as anyone impressed
by Karmo’s version of Hume’s Law will think — highly sophisticated is
that the premises in question should be restricted to truths for purposes
of invoking that law.

In view of the similarities, the contrasting treatment provided by
Woods and Maguire [2017] of Karmo and Singer is little surprising. Ap-
pended to a sentence (p.420) which reads “A generation of theorists
attempted to characterize the intuitive thesis with increasingly sophisti-
cated logical versions of Hume’s dictum,” is a footnote describing Pigden
[2010] as a “locus classicus for these discussions” emphasizing in partic-
ular Pigden and Schurz’s contributions and adding references to Karmo
[1988], Brown [2014], Maguire [2015] as offering “further critique”. That
is the only reference to Karmo in [Woods and Maguire, 2017], though
Singer [2015] comes in for extensive criticism. Before indicating the
general drift of that criticism, it should be mentioned that Woods and

48 A similarly disconcerting shift from one argument to another arises in Borowski
(1976} [1980] in which the V-introduction inference from A to AV B figuring in Prior’s
discussion is replaced by what Borowski calls its (without clearly defining it) that
inference’s ‘canonical form’, which is said to be the inference from A, —A to B. (The
would-be definition of the canonical form of an inference at p. 463 involves talk of re-
placing its conclusion by “the simplest equivalent proposition whose major connective
is implication,” as though this conveyed a definite instruction, even once the reference
to propositions is replaced by a reference to the kind of thing that might have a major
connective, and a specification of what the available logical primitives were taken to
be.)
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Maguire frequently quote Cuneo and Shafer-Landau [2014] with approval
on the idea that there are — or at least we should take seriously the pos-
sibility that there are — ‘moral fixed points’: some substantive moral
principles have the status of conceptual truths. Now as Fine on the
third page of his [2018] notes, “it is important, if the gap principle is to
have any chance of being true, that there be no normatively substantive
necessities,” since this would make any argument with one of them as
a conclusion — certainly if the necessity is conceptual — at least infor-
mally valid, even with as uncontroversially non-ethical premises as you
like@ Of course some of those who would posit such necessities have
no intention of saving Hume’s Law (the ‘gap principle’). Judith Jarvis
Thomson suggested that ‘Other things being equal, one ought not [to]
cause others pain’ is a necessary truth and if the necessity is supposed to

“This consideration is complicated in Singer’s case by the fact that he trans-
forms the original potentially normative conclusion into the conjunction of it with
the premises. Fine’s reference to ‘the gap’ here is to the [s-Ought gap rather than to
the specific WORLD-NORM GAP of Singer’s discussion. Further complicating the dis-
cussion are some remarks made by Cuneo and Shafer-Landau, not echoed by Woods
and Maguire, that suggest that something’s being conceptually necessary does not
in fact guarantee that it is true. These conceptual truths, we are told [Cueno and
Shafer-Landau, 2014, p.410f], “hold in virtue of the essences of their constituent
concepts” but on p.413 we read “If the moral fixed points are true, then they are
true of conceptual necessity,” where the “if” is hard to fathom. There is no Modus
Ponens in the offing, so the question of their truth seems to be left open. They follow
this conditional formulation with the words: “That is, if we hold certain descriptive
information fixed-such as our present human constitution and environment-the con-
cept ‘being wrong’ is such that it belongs to its essence that, necessarily, if anything
falls under the concept ‘recreational slaughter’ (of a fellow person), then it also falls
under it.” It is not clear how that something can belong to the essence of a concept
conditionally on the state of people and their environment in the way envisaged. The
unexpectedly conditional formulation recalls Maitzen’s premise in a putative coun-
terexample to Hume’s Law in [Maitzen, 1998] p. 354]: “If any ethical sentence is true,
torturing babies just for fun is morally wrong.” In fact Maitzen gives a disjunctive
formulation: Either no ethical sentence, standardly construed, is true, or torturing
babies just for fun is morally wrong. (The naturalness of the conditional reformula-
tion here contrasts markedly with that of the Maitzen disjunction featuring in note
below, and the text to which that note is appended.) and The other premise is
“Some ethical sentences, standardly construed, are true,” and the conclusion is the
second disjunct of the disjunctive premise. A variation is used in Maitzen [Maitzen,
2010] in which the ‘other’ premise is instead “At least one (non-negative, atomic)
moral proposition is true.” Of course, if propositions are to be the common content of
logically equivalent sentences, they do not come dressed as negative or non-negative
— or even as atomic vs. non-atomic. The difficulties posed by familiar deontic interde-
finabilities for any such quasi-syntactic characterization of what it that moral nihilist
is not to be believe was recognised are recognised in Pigden [2007, p.452] (though
Pigden think they are surmountable and himself seems to want to speak similarly of
“non-negative atomic moral propositions”).
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be conceptual (or analytic), will yield Hume-violating arguments from
non-moral premises about actions causing pain to moral conclusions as
to their wrongness (other things being equal). References, details and
discussion can be found at p. 93 of Sinnott- Armstrong [2000] (or p. 138ff.
of the book version: [Sinnott-Armstrong, 2006]). Indeed, we already had
a foretaste of this from Rynin [1957] in Section |1}, note @ See §2.2 of
Sobel [2003] for a discussion of G. E. Moore’s view of the (non-analytic)
necessity of certain fundamental moral principles.

Woods and Maguire are also sympathetic to Searle [1969]’s famous
(putative) derivation — or at least think that it should not be dismissed
out of hand — of what someone ought to pay someone five dollars on
the basis of premises about what the person said to have the obligation
has said, and how linguistic conventions come to constitute this as a
promise — premises one would normally take to be on the non-ethical
side of the divide, with a conclusion on the ethical side. They accept
the formal proof that norm-invariance is passed from the premises to
the conclusion of a valid argument (at least in the way Singer makes
his case, beefing up the conclusion by conjoining it with the premises,
though they could equally well have discussed Karmo’s version in which
the argument is supposed to be sound and can leave its original con-
clusion unmolested), and take this to show that norm-invariance is a
bad guide to non—ethicalityﬂ the premises should be acknowledged to
be non-ethical, say Woods and Maguire, even if they are not norm-
invariantﬂ It is not entirely clear how neutral on such meta-ethical
questions Woods and Maguire are entitled to insist someone drawing
an ethical /non-ethical distinction has to be, though. The taxonomy is
drawn up with a view to having something like Hume’s Law be demon-
strably correct with respect to it, so it is not surprising that it won’t
suit the purposes of those with no interest in salvaging a repaired ver-
sion of Hume’s Law. We should not think of ventures such as Singer’s
and Karmo’s (or Russell and Restall’s, reviewed in the following section,

50There are some very relaxed formulations in the discussion here: on p.426 of
[Woods and Maguire, 2017] we read “The key fact here is that promissory behavior,
given the analytic connection between it and our obligations, is not norm invariant
for Searle.” (Behaviour itself — as opposed to descriptions or reports of behaviour —
is not the kind of thing in the running for being norm invariant.)

51Reading [Woods and Maguire, 2017] is further complicated by the fact that
Woods and Maguire refer (mid p.427) to Singer’s definition “of ethical facts as just
those which are norm-invariant” (their italics), which needs “ethical” to be changed
to “non-ethical”, or to have a “not” inserted before “norm-invariant”. This slip occurs
several times, including in the subsection titles of 2.3 and 2.4, both of which begin
with “Specific Worries about Ethicality as Norm Invariance”.
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a Postscript to which looks at some aspects of Woods and Maguire’s
discussion of it) as suasive but rather as explanatory, to use Dummett’s
terminology (from [Dummett, 1978]) for marking the distinction which
in the present instance is that between showing a doubter that a ver-
sion of Hume’s Law is correct on the one hand, and showing a potential
sympathiser why it is correct, on the other.

Woods and Maguire make numerous criticisms of Singer’s approach
which readily transmute into criticisms of Karmo’s, including worrying
(p-430) about allowing w and n to vary independently to arrive at the
constellation of all (w,n) pairs, which would correspond to having what
Karmo calls the ethical standard under consideration be determined
in part by the world (and such norms as may be endorsed in it) with
which it is paired, in accordance with what our authors call (p.427)
“conventionalist metasemantic views” and feel should be taken seriously.
Such a view seems so alien to what Karmo, Gibbard and Singer are doing
with the world-norm pairs that it is hard to take to take is seriously in
the present setting, though. An ethical standard may dictate that only
what is taken to be permissible according to the locally prevailing norms
is genuinely permissible, and of course the former will vary — not exactly
from world to world since there is not in general one single normative
culture (for them to prevail in) per world, but the ‘norm’ (which is really
a normative system or normative standard in Singer’s less abbreviated
formulations) in a world-norm pair refers to this transcendent set of
principles rather than to the any of the prevalent norms by reference to
which it fixes the set of actions that are morally permissible.

On their p. 424 Woods and Maguire state the Singer-modified Hume’s
Law as World-Norm Gap and then parody it with a corresponding
World-Octopus Gap@ One’s immediate reaction to this is perhaps that
it is just silly, since the octopus in question is (presumably) already
part of the world and so plays no role in the envisaged world-octopus
pairs. But it seems that Woods and Maguire’s position is that exactly
this reaction is not legitimately available, if the account on offer is sup-
posed to be neutral between alternative meta-ethical positions, since
it presupposes that the ethical dimension of reality can be segregated

52Note the effect achieved by using an animal we find faintly amusing — a bit
goofy but potentially endearing — just as with Pigden’s references to the hedgehog
(note . A special gold star should be awarded to Maguire [2015] for managing
in a single paper to cite not only Pigden’s hedgehog examples but also Dworkin’s
book Justice for Hedgehogs [Dworkin, 2012]. (The book turns out not to be a protest
at their ignominious treatment in being so used in the is—ought literature. Instead
it discusses justice in general, the title picking up on the hedgehog/fox contrast in
intellectual temperament made famous by Isaiah Berlin.)
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out from everything, but not every meta-ethical position does allow for
such segregation, since there may be conceptual (or even metaphysi-
cal) connections between the descriptive and the ethical@ If Woods
and Maguire had been discussing Karmo himself, they would presum-
ably trace this ‘non-neutrality’ flaw encapsulated in a single comment,
already quoted above, [Karmo, 1988]: “We take it that any possible
world can be uniquely picked out with some assignment of truth values
to those sentences which the parties to the logical-autonomy-of-ethics
debate would unite in calling non-ethical.”

Another objection, returning to Singer’s discussion, is raised by
Woods and Maguire in the following passage, from p.429 of [Woods
and Maguire, 2017]:

Now, assuming supervenience, let W be the conjunction of all the
worldly facts about a possible world w. Let IV be some norm that
holds in some pair (w,n) in our set of factual-ethical pairs. Since
we’ve assumed supervenience, there will be no pair (w,n) in our
set such that N is not in n. Since this means that N is entailed by
W, just as above, either N is descriptive or W is ethical. Neither
conclusion is palatable.

First, clarifying the point being made, since we have identified N via
the n of an initially given world-norm pair (w,n), it would be better to
proceed by saying that there will be no pair (w’, n) in “our set of factual-
ethical pairs” (as Woods and Maguire put it), such that N is not in n.
So holding n fixed, it would be correct to say that W strictly implies
N. But, whatever the Gibbard line on such matters might be, treating
this as a potential problem for Karmo’s conceptual apparatus (in which
n is an ethical standard, oversimplifyingly identified with a set of ideal
worlds) N is a necessary truth and so strictly implied by anything you
like — but not entailed, since for entailment, the relation we require to
hold between the conjunction of the premises of an argument on the one
hand, and its conclusion on the other, for that argument to be valid, one
needs truth relative to every (w”,n”) pair to be preserved by entailment,

53 Compare the following passage, with which Section 5 of Fine [2018] ends: “A
related idea is implicit in the treatment in Gibbard [2003] of worlds as divisible into a
descriptive and a purely normative component. But, as we have seen, there is no need
for us to go along with this common line of thought. For the truth of the gap principle,
as we have formulated it, does not require a clean separation between the normative
and descriptive facts; and we may even allow every normative truthmaker will contain
a nontrivial descriptive state as a proper part.” Other criticisms of Gibbard’s proposed
semantics for normative language (designed more for grappling with Frege-Geach
than for addressing Hume) can be found in pp. 24-26 of Sinnott-Armstrong [2006].
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not just for a particular choice of n” (such as that called by Karmo the
correct ethical standard).

Fine [2018] takes up with approval several of the points made by
Woods and Maguire, his remarks, quoted above, against the ‘moral fixed
points’ endorsed in [Woods and Maguire, 2017], notwithstanding; an ex-
ample was given in note Fine [2018] makes an elaborate application
to the Is—Ought issue, of a truthmaker-based theory of hyperintension-
ally individuated propositions, about which very little can be said here,
where it will serve to round off this section as well as to provide back-
ground for a further brief mention in the Postscript. Fine is on the same
page as Woods and Maguire in respect of the need not to rule out Searle-
style ‘promising’ arguments, and the account he presents allows one to
hold that the conjunction of the premises of such an argument might
express a descriptive (or as we would put it, non-ethical) proposition —
Promise, let’s call it, which has as a logical consequence a normative (or
‘ethical’) conclusion — ShouldPay, let’s say. The premise is accordingly
logically equivalent to the, again normative, Promise A ShouldPay, but
though equivalent, this is a distinct proposition from Promise, enabling
us consistently to classify the latter as descriptive even though the for-
mer is normative (and these classes are mutually exclusive). Hence the
need for a hyperintensional account@ The details of the account are
somewhat provisional in [Fine, 2018], with Fine frankly noting occasional
anomalies and possible repairs@

540ne might think, for all that has been said about Rynin [1957] here, that when
Remnant remarks of Rynin in the opening paragraph of [Remnant, 1959] that “[h]e
maintains furthermore that some factual and some moral statements entail each
other” what Remnant means is just that according to Rynin, some factual state-
ments entail moral statements and some moral statements entail factual statements,
and not literally that according to Rynin there is some pair of statements, one eth-
ical and the other factual, which entail each other. But no, Rynin on p.317 seems
to go somewhat off the rails in the case he makes for exactly this stronger claim.
I am not saying that Fine himself is similarly confused with the analogous claim —
substituting ‘proposition’ for ‘statement’ — but that he is not the first person to have
held the moral/normative vs. factual/descriptive distinction to be what we now call
hyperintensional.

55«There is an awkwardness in the present case which did not arise in the previous
case. For in referring to the negative propositions =@ and —P we have appealed,
in effect, to the falsity-makers of P and @ and it would be desirable if we could
somehow say what they are in terms of the truth-makers.” But at the present stage
of the development of Fine’s theory, this is not possible. In the middle of p.564 of
[Fine, 2017] Fine writes: “It is important to note that within the present semantics
(and this is also true of a number of variants), two formulas A and B may have the
same verifiers while = A and —B do not have the same verifiers. For let A be the
formula p A (¢ V r) and B the formula (p A q) V (p Ar)...” (Here I have italicized
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Maguire [2015], p. 201, mentions another hyperintensionality exam-
ple suggested to him by Fine concerning the absorption laws. I will
re-notate the statements concerned so as to match the E and F (basic
ethical and basic nonethical) notation from Section [I} with that change,
what Maguire writes is: “Compare F' with F'V(FAFE). They are logically
equivalent. F' is non-ethical. But in the world in which F obtains, F is
one of the grounds of F'A E and of F'V (F A E), which by CONVERSE
METAPHYSICAL AUTONOMY is ethical.%] Note that by contrast with
Fine’s position in [Fine, 2018|, touched on above and in the Postscript
below, we seem to have some world-relativity coming in here — not quite
of Karmo’s kind, though, if F is in the basic ethical category since that
would be fixed by the ethical standard and not subject to world-to-
world variation. The world-relativity gets into Maguire’s version of the
truthmaker account because he takes it (p.196) that

...grounding is factive. Non-obtaining facts cannot ground any-
thing. False propositions cannot ground anything.

Although Maguire is officially interested in the metaphysical autonomy
rather than the logical autonomy of ethics, in that it is grounding that

the sentence letters which are deliberately left roman in the source, as the italic
versions are used as variables over states, sets of which constitute propositions.) In
fact, it is not only negation that is a bit peculiar in this semantic account, but even
one aspect of conjunction, as is mentioned on the previous page of [Fine, 2017],
but which I will put here in terms of the non-linguistic theory of propositions that
takes centre stage in [Fine, 2018]: a proposition P and the proposition P A P may
be different (albeit equivalent) propositions. The hyperintensionality seems to have
got a bit out of control here, though Fine has suggestions as to how to fix this if
it should turn out intolerable for some applications of the machinery. The issue
with the P A P example arises, as explained in Gautam [1057], from the fact that
idempotence for A is not, by contrast with commutativity and associativity, expressed
by a linear identity (sometimes called a regular linear identity): an equation in which
each variable occurs exactly once on each side of the “="; for more information, see
note 10 of [Humberstone, 2014].

56The content of this principle, given on the preceding page of [Maguire, 2015],
is: Any fact partly grounded by an ethical fact is an ethical fact. For the way
this is reflected in Fine’s account, see the text to which note is appended in the
Postscript to this section. One thing making examples involving disjunctions like
F Vv (F A E) here hard to think about in general — never mind what F' and E are —
is that they involve violations of what has come to be called Hurford’s Constraint,
whether one thinks of this as making for utterance unacceptability (one could not say:
sentence ungrammaticality), or just for cognitive processing difficulty; see Ciardelli
and Roelofsen [2017] and references there for discussion. (Strictly, in respect of Fine,
this issue about the absorption law in question bears not so much on the material in
[Fine, 2018], in which V and A are operations on propositions, as that in [Fine, 2017],
in which they appear as sentence connectives.)
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matters rather than entailment, because of this factivity requirement,
the account looks close to a Shorter-style account in which entailment is
replaced by sound entailment. But I leave the interested reader to sur-
vey Maguire’s diagnostic discussion (p.200f.) in terms of grounding of
Prior’s V-introduction + disjunctive syllogism argument and decide how
significantly it differs from the Shorteresque response. The suggestion
would be, as with stressing what can be known on the basis of what — see
note |33| — what is doing the work is not any deep epistemological (with
knows) or metaphysical (with grounds) issue, but simply the factivity of
these notions. We return for a moment to the hyperintensionality issue.

Coincidentally, Maguire quotes a passage from Maitzen |[Maitzen,
2010], p.303 for a different purpose from that for which I would like
to draw attention to it — or in fact a slightly longer passage — here;
Maitzen is arguing against the world-relativity /contingency aspect of
Shorter-inspired positions like Karmo’s:

The contingency thesis makes us implausibly ignorant of the cor-
rect classification of disjunctions such as

(GR) Goldbach’s Conjecture is true, or Rothenberg’s setting his
son on fire was morally wrong,

since we don’t, and perhaps can’t, know the truth-value of one of
the disjuncts. The contingency thesis, therefore, implies that we
don’t, and perhaps can’t, know whether GR is moral. Possibly
(if implausibly) only its first disjunct is true, in which case GR
turns out mathematical and non-moral. Perhaps only its second
disjunct is true, in which case GR turns out moral and nonmath-
ematical. Perhaps, instead, the truth of GR is overdetermined by
the truth of each disjunct; what is its classification then? It seems
odd to say that we can’t classify a proposition all of whose compo-
nents we understand without first knowing which, if any, of those
components makes it true.

Whatever the complaint about (GR) is here, it can’t be one about the
contingency thesis, since the non-moral first disjunct is not contingent.
If that disjunct is true, GR is necessarily true and if that disjunct is
false (GR) necessarily equivalent to its second disjunctﬂ Since Maitzen

5"The second disjunct alludes to a real life incident from 1983 in California, in
which a Charles Rothenberg deliberately set fire to his six-year-old son David, with
near fatal consequences. Maitzen is assuming this will be familiar to readers who
accordingly won’t be slowed down by the presupposed — or at least backgrounded —
non-moral content in this disjunct, and will realise that it is the other disjunct Maitzen
has in mind when he says “can’t know the truth-value of one of the disjuncts.”
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seems to want to classify the disjunction differently from its second dis-
junct whether or not the first disjunct turns out to be false, he is adopting
a hyperintensional position of sorts, since even if GR turns out equiva-
lent to its second disjunct, he does not want to be forced to conceded
that they agree in respect of ethicality. (I say “of sorts” since the equiv-
alence involved here is necessary equivalence but some may object that
this doesn’t make is logical equivalence, thereby distinguishing this case
from the Fine-Maguire cases of hyperintensionality.)

Section Postscript: Committing Oneself The idea of making a
statement which is ethical (in the world in which it is made) seems in-
timately connected the idea that the class of ethical-in-w statements
should be closed under the relation #s entailed by: this is the converse
entailment closure condition in play in the Postscript to Section [1} This
is because if assenting to a claim involved committing oneself morally,
then assenting to any claim entailing that claim would also involve com-
mitting oneself to at least the same extent on at least the same issue as
the original claim did. We will look as such special cases of this idea as
the case of a conjunct B, entailed by the conjunction A A B, so that if
B de facto (i.e. in the world in question) committed one morally and so
counted as ethical in w, then so should the stronger claim with content
AN B. This was a feature of the world-relative ethical /non-ethical tax-
onomy in Humberstone [1982a], the details of which (see Postscript (ii)
to Section [3) are not important hereﬂ but as Karmo explains in these
comparative remarks in note 7 of [Karmo, 1988|:

The present account, unlike Humberstone’s, has the appealing fea-
ture that if it makes a sentence S ethical at a world w, then it makes
the negation of S ethical at w also. On the other hand, Humber-
stone’s account possesses, while the present one lacks, a different
appealing feature: if a sentence S entails a sentence S’, and S’ is
ethical in w, then so is S. (Consider the conjunction ‘Some pigs
have wings, and it ought to be the case that all New Zealanders
are shot’. On the present account, this sentence will be non-ethical
in any world in which no pigs have wings, and this even though

58 As noted there on p. 475 (and in [Humberstone, 1996]), the account there implau-
sibly classifies every false statement as ethical, though this is not as bad as it might
seem given that, in Shorter’s wake, only sound arguments are of concern. Dreier notes
[2002} p.247] what may seem a similar if somewhat less serious anomaly for Karmo:
“All false statements will have Karmo-moral consequences,” though again with this
soundness perspective in mind one might take a ‘who cares?’ attitude to the conse-
quences of false statements, and what is ethical in a world, on Karmo’s account, is
not closed under converse entailment, as the quotation about to be given emphasizes.
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it entails the ethical ‘It ought to be the case that all New Zealan-
ders are shot’.)—Exercise: show that a theory having both features
will make ethics non-autonomous, in the sense of admitting sound
arguments from non-ethical premises to ethical conclusions.

An incidental observation: the ‘Exercise’ makes it sound as though
an account combining the features will have both ethical and non-ethical
statements (in world-relative way) but allow conclusions of the former
class to be soundly implied by (sets of) premises from the latter class,
whereas in fact, as was mentioned in the Postscript to Section [1} and
shown in note [27] if either of these classes is non-empty, the other is
empty, so no such arguments as seem to be under discussion in the final
sentence of the passage just quoted can exist@ But let us return to the
issue of commitment. The feature of his own account to which Karmo
draws adverse attention here, namely that we can have a non-ethical
(at w) conjunction even when one of its conjuncts is ethical (at w) is
something that can get people — even Karmo himself — a bit confused.
Consider, for example, this passage from p. 255 of Karmo’s [1988]:

But suppose Alfie to have issued just one sentence in w, and let
this sentence be uncontroversially ethical — let the sentence be ‘It
ought to be the case that all philosophers are vegetarians’. There
will then be two ethical standards E and E’, such that with respect
to E, ‘Everything that Alfie says is true’ is itself true in w, and
with respect to E’, ‘Everything that Alfie says is true’ is itself
false in w. (Let E prohibit meat-eating among philosophers, and
let E' refrain from prohibiting meat-eating among philosophers.)
No matter what is, in fact, the correct ethical standard—whether
E, or E/, or something else altogether—‘Everything that Alfie says
is true’ will be ethical in w. This is an intuitively agreeable result.
If Alfie has indeed issued just one sentence, namely ‘It ought to be
the case that all philosophers are vegetarians’, then someone who
says that everything that Alfie says is true is himself taking on
an ethical commitment (whether he is aware of this or not): the
truth value of his comment on Alfie turns on a substantive ethical
matter, namely on the permissibility or otherwise of meat-eating
among philosophers.

The worry about this passage — from Karmo’s own perspective —
comes from the talk of commitment. The person who is imagined to
claim that everything that Alfie says is true is has supposedly taken on,
perhaps unknowingly, an ethical commitment, because the truth-value

59Essentially this point was made in [Humberstone, 1996| p. 150, second half].
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of the claim about Alfie “turns on a substantive ethical matter, namely
on the permissibility or otherwise of meat-eating among philosophers.’@
But wouldn’t we regard taking on an ethical commitment as something,
whose truth requires ethical matters to be a certain way, rather than, less
selectively, something whose truth-value turns on their being a certain
way? With Karmo’s footnote 7 example “Some pigs have wings, and it
ought to be the case that all New Zealanders are shot”, hasn’t the envis-
aged speaker — whether or not pigs fly — taken on an ethical commitment
in respect of the treatment of New Zealanders, even if the truth-value
of the whole conjunction does not turn on which ethical standard is in
play (it being doomed by its first conjunct to falsity in worlds in which
pigs do not fly)?

While Karmo’s ‘Alfie’ example is still fresh in our minds, it is only
fitting to observe that an essentially similar case has attracted some
attention among those unfamiliar with Karmo’s discussion:

Example 2.6. Nelson [1995, p.555] raises, as a serious potential
problem for Hume’s Law as standardly formulated, the argument from
(slightly paraphrasing here) premises (1) Aunt Dahlia believes that
Bertie ought to marry Madeline, and (2) All of Aunt Dahlia’s beliefs
are true, to the conclusion: Bertie ought to marry Madeline. (We meet
Aunt Dahlia again in Nelson [2003]. Sinnott-Armstrong [2000] discusses
thus current example at length, and seems to think it has something
to do with Aunt Dahlia being a reliable authority. But the relevant
point is made by changing the premises to “Aunt Dahlia expressed one
of her beliefs at time ¢t and what she said then was true” and “Aunt
Dahlia expressed the belief at ¢ that Bertie ought to marry Madeline.”
Or again, change “true” in the new first premise to “false” and change
the second premise to “Aunt Dahlia expressed the belief at ¢ that it was
not the case that Bertie ought to marry Madeline.” Issues of reliability
and arguments to authority are beside the point.) Nelson suggests that
the conclusion but neither of the premises is ethical, since on the tra-
ditional dichotomous and once-and-for-all ethical /non-ethical approach,
classifying (2) as ethical would seem bizarre. (For instance, one might
add, suppose the premises had been (1) All of Aunt Dahlia’s beliefs are
consequences of the proposition that there are rabbits in Australia, (2')
There are rabbits in Australia, and the conclusion had been (2): if (2)

50Tt was because of examples of this kind in Karmo’s discussion, that noteurged
that to avoid entanglement in the issue of whether all ascriptions of truth are somehow
normative, that we concentrate on the ethical or moral rather than the normative in
any sense broad enough to subsume such ascriptions.
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were classified as ethical, we would now have a different counterexample
to Hume.) What Nelson does not think to do is what Karmo does, and
make the classification of (2) as ethical or otherwise depend on what
Aunt Dahlia believes, about which (1), taken as true, gives us crucial in-
formation. (Oddly, Wolf [2015] p. 117], cites Pigden, in the introduction
to [Pigden, 2010| for such examples, where Pigden explicitly credits them
to Nelson [1995], and they were discussed already — the Alfie example —
in Karmo [1988], which Wolf discusses elsewhere in [Wolf, 2015].) <

Though without the explicit connection to commitment, the idea
that an ethical conjunct should make a conjunction ethical surfaces in
as different an account as that in Fine [2018], mentioned at the end of
the main body of this section, in which the taxonomy applies not to
linguistic expressions directly but to propositions conceived as sets of
things called states, the states which are members of a given proposition
being thought of as candidate truth-makers (more specifically, what Fine
calls exact truth-makers) for that proposition. The states themselves
come in two flavours, descriptive and normative, as well standing in a
quasi-mereological containment relation to other states. This is from
Section 3 of the paper:

No descriptive state can contain a normative state. It must, in
other words, be purely descriptive. However, there is no corre-
sponding requirement be purely normative, i.e., contain no non-
null descriptive state@

Returning to the linguistic setting and to the commitment issue,

51This is Fine’s version of the asymmetry — as it is called in mid-p. 142 of Hum-
berstone [1996] — needed for commitment-oriented approaches to Hume’s Law. But
a few lines below the passage from Fine quoted above, the theme of normativity as
dominant and descriptivity as recessive arises again at the level of propositions them-
selves and Fine writes: “We will take a proposition, considered as a set of states,
to be descriptive if all its member states are descriptive and to be normative if at
least one of its member states is normative.” This is a very different matter, since
while at the level of states, contained states, speaking very loosely, behave rather
in the manner of conjuncts, all of them required for the state to obtain, whereas at
the level of propositions member states behave in the manner of disjuncts, any one
of them sufficing for the truth of the proposition concerned. This has nothing to
do with whether or not assent registers a normative commitment, and renders the
propositional analogues of ‘mixed disjunctive’ sentences all normative (or ‘ethical’, in
our more customary terminology). Nor would it to say that since the latter are the
essentially the negations of the conjunctive cases, they must be treated similarly, since
on commitment-oriented accounts (such as that of Humberstone [1982al: see the end
of Postscript (ii) to Section [3] where as well as that, we also have the world-invariant
‘partly about M)’ proposal) one does not, pace Fine, have closure under negation
for the non-basic ethical or non-ethical classes.
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Maitzen also has the reaction voiced above, and writing on p. 352 of
[Maitzen, 1998], after noting precisely this earlier ‘commitment,” men-
tioning the above passage of Karmo’s and its lack of fit with the point
about conjunction:

Consider, for instance, a sentence that conjoins an uncontrover-
sially ethical clause and an uncontroversially non-ethical falsehood:
‘Capital punishment is morally wrong, and Montreal is south of
New York. I would classify that sentence as ethical: anyone who
assents to the sentence takes on two commitments, one of them
ethical. In spite of that commitment, though, Karmo’s taxonomy
has the sentence come out non-ethical, since the sentence is (actu-
ally) false regardless of what the correct ethical standard is.

What is strange, in view of this, is that on p.350 of the same paper,
Maitzen remarks apropos of whether or not “Everything that Alfie says
is true” ( = A1) is an ethical premise (in the argument from it and
“Alfie says that it ought to be the case that everyone is sincere” to the
conclusion “It ought to be the case that everyone is sincere”) that the
answer

...depends on the contingent matter of whether Alfie has, in fact,
asserted any ethical sentences: if Alfie has, then Al is an ethical
premise, since anyone who accepts Al is committed, knowingly or
not, to the truth of at least one particular ethical sentence. As
Karmo himself puts it, if Alfie has in fact asserted some ethical
sentence or other, then Al is an ethical sentence because its truth
or falsity ‘turns on a substantive ethical matter’.

Despite Karmo’s ‘off message’ remark about commitment, Maitzen’s
report on Karmo here overlooks the point that that comment was ill-
advised precisely because of the actual details of Karmo’s treatment:
from Alfie’s having asserted as many ethical sentences as you like, it
does not on that account follow that Al is an ethical premise, since
Alfie may also have made a false non-ethical assertion, in which case
the truth-value of Al is settled — it is false — regardless of the ethical
standard in play. This point is illustrated by a minimal variation on
Karmo’s example “Some pigs have wings, and it ought to be the case
that all New Zealanders are shot”: just imagine that Alfie makes not
this assertion but the two assertions “Some pigs have wings,” and “It
ought to be the case that all New Zealanders are shot”. Thus, this aspect
of Karmo’s position requires considerable care@

52 Another issue is also raised by the parenthetical comment in “someone who says
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These occasional slips by himself and commentators on it notwith-
standing, Karmo seems right to say that his treatment can classify a
statement as non-ethical (in a world) despite its entailing — as with a
conjunction and either of its conjuncts — something ethical at that world,
and that this is a prima facie disadvantage of the treatment. And he
is right to say that it offers a compensatory advantage: that the nega-
tion of each statement ethical in a given world is again ethical in that
world. The disadvantage, as a failure of ethicality to connect with what
is seen as morally committal, we saw, led Dreier to discard the Karmo
taxonomy, and similar considerations are perhaps at work in the objec-
tions raised by Wolf [2015] against Karmo’s taxonomy. Wolf invites us
(p. 118) to consider the examples:

(BILL) Bill was right to tell the truth about Monica.
(BILL*) Bill was right not to tell the truth about Monica.

In particular, we are to consider first the normativity/ethicality status
of BILL relative to a world in which Bill lies about Monica. Brushing
aside in a footnote the suggestion that what we have here is a case
in which “Bill told the truth about Monica” is presupposed by BILL
— taking presupposition as the semantic relation last encountered in
note — Wolf quickly replaces BILL with the explicitly conjunctive
Bill told the truth about Monica and Bill ought to tell the truth about
Momnica, though perhaps that should be “ought to have told” rather than
“ought to tell” (the implicature from “ought to have ged” to “did not
¢©” being readily cancellable). He reminds us that this comes out on
Karmo’s account as descriptive, rather than normative, since no change

that everything that Alfie says is true is himself taking on an ethical commitment
(whether he is aware of this or not). If we were interested in tracking ethical the com-
mitments of a subject, wouldn’t it be the subjects beliefs about was the case, rather
than what was in fact the case, that were relevant. So argues Dreier [2002]. First
(p. 246), he illustrates his dissatisfaction with the failure of the converse entailment
closure condition on statements ethical-in-w with a disjunct to disjunction entailment
rather than a conjunction to conjunct entailment: “Benito is evil or New Zealand is
a Communist Republic” emerging as ethical in the actual world even though it is en-
tailed by its non-ethical second disjunct. (This of course is a version of the motivating
consideration — the status of £V F' in our opening discussion — behind Shorter-style
revisions of Hume’s Law: the disjunction is entailed, yes, but soundly entailed, no.)
Adapting a later example (p.252) of Dreier’s, if we were wanting our taxonomy to
mirror ethical commitment and we knew that the speaker believed, firmly though
falsely, that New Zealand was a communist republic and asserted the Benito dis-
junction on that basis, we would no doubt be dissatisfied with its classification as
ethical.

116



Recent Thought on Is and Ought

in the ethical standard can change its truth-value (given the false first
conjunct). Wolf regards this as obviously misclassifying BILL. Here
we have the observation, conceded in the second paragraph of the first
passage quote from Karmo at the start of this Postscript: it would be
nice to have the normatives-in-w closed under converse entailment. The
‘commitment’ aspect of this is especially in evidence when what’s being
entailed is one conjunct of a conjunction, since that conjunct is explicitly
there in the premise. (A similar sentiment can be found in |Brown,
2015, discussed at the end of Postscript (i) to Section ) In fact the
normative conjunct in Wolf’s conjunctive reformulation of BILL is even
more heavily present in BILL itself, since even if one does not have to
buy into the presupposition as a semantic ( = truth-condition affecting)
phenomenon to concede that this normative component is foregrounded
in BILL and the descriptive component backgrounded@
Wolf continues (p. 118f.):

Parallel reasons show that BILL* is normative anywhere that
Bill doesn’t tell the truth. But there is no normatively significant
difference between the two—each makes a clear moral evaluation.
The only difference is that at some worlds the sentences correctly
describe Bill’s action and in others they don’t. Yet it’s difficult
to see how this would be relevant to assessing normativity. If it
isn’t relevant, Karmo’s approach doesn’t accurately model natural
language.

Some might argue that correctly describing Bill’s action is nor-
matively relevant, by comparing these cases with Prior’s disjunc-
tion. Because the disjunction would be descriptive when it de-
scribes the facts about tea-drinking correctly, and normative when
it doesn’t, it gets a mixed treatment, like BILL and BILL*. If it’s
acceptable for Prior’s disjunction to vary with correctness, then
perhaps it really is relevant to whether a sentence is normative.

Yet even if we accept the mixed treatment of Prior’s dis-
junction—and we needn’t—that would show that correct descrip-
tion is normatively relevant only if correctness does some work
toward explaining why we accept different verdicts. Otherwise,
correctness might have nothing to do with normativity. Other ex-
planations are plausible: the mixed treatment of Prior’s disjunc-
tiorﬁ is tolerable because of what asserting it would commit us

53Discussion and references concerning the various contrasts alluded to here can
be found in Biiring [2007]; alternatively, instead of saying ‘foregrounded’ — a term
the present author regards as preferable to ‘focused’ since the distinctive aspects of
focus particles need not be involved — one could follow Potts [2005] and say that the
normative component is at-issue entailed by BILL.

54That is, the disjunction from [Prior, 1960]: “Either tea-drinking is common in
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to at different worlds. At worlds where we know that tea-drinking
is common in England, we can assert the disjunction while deny-
ing that New Zealanders ought to be shot. But when we consider
worlds where we know that tea-drinking is not common, assert-
ing the disjunction commits us to saying that all New Zealanders
should in fact be shot. Karmo’s relativity approach reflects the
fact that at some worlds we would be committed to obviously nor-
mative claims, but not so at other worlds.

Notice there is no similar change in our commitments when
we assert BILL or BILL*. Whatever the world, saying that Bill
was right to tell the truth about Monica means that Bill ought to
tell the truth about Monica. That’s a reason for thinking at least
some normative sentences stay that way across worlds.

Yes, one could, under pressure from these considerations about com-
mitment, treat the mixed conjunctive cases and the mixed disjunctive
cases differently, despite the fact that negation toggles us between the
two, as was done in Humberstone [1982a]. That was what Karmo was
offering an alternative to, which would preserve closure under negation
for the statements deemed ethical in a given world, at the cost of sac-
rificing closure under converse entailment. These are really not two
alternative opinions, but two taxonomies concerning which one might
sensibly react as Lewis does when considering precisifications of
the observational /non-observational contrast: you can have a notion
of observationality which is closed under converse entailment (so that
one observational conjunct observationalizes a conjunction) and you can
have a notion of observationality which is closed under negation (so that
negating an observational statement gives another observational state-
ment): but if you try for a notion of observationality with both features,
things will not go Wellﬁ These are not world-relative notions in Lewis’s
case, though they have world-relative analogues, as described in

Britain or all New Zealanders ought to be shot.’

°° Another, earlier, venture into philosophical taxonomy prompted, like Lewis’s,
by logical positivism and the verification principle, not mentioned (though it should
have been for the sake of comprehensiveness) in Humberstone [1996] is Morgan [1973],
especially as its final paragraph alludes to the normative/non-normative dichotomy.
Morgan says on p.217 “For the sake of this discussion I will assume that we are
|concerned with a language with the syntactical structure of first order predicate cal
|culus, which may include functions, and which includes the usual connectives”, and|
|the mention of function symbols suggests without actually entailing that we are con-|
|sidering first-order logic with identity, whose presence would vitiate some of the claim|
|made — such as Lemma 1 on p. 220 which says that the disjunction and conjunction|
of two formulas sharing no predicate letters are both LC if each of the two formulas
is LC, where LC (‘logically contingent’) formulas are those which are satisfiable and
have satisfiable negations. But the disjunction of the predicate-disjoint Fla — F
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berstone, 1996] and briefly touched on in Postscript (ii) to Section
below.

Wolf’s own conclusion after presenting difficulties for Karmo’s and
other responses to Prior’s argument is summarised thus:

The general problem comes from attempting to frame a philosoph-
ically significant inference barrier around the distinction between
normative and descriptive sentences, which is difficult to pin down.
Moore’s Law steers clear of these problems because itSs a seman-
tic barrier: no atomic normative terms are synonymous with any
atomic descriptive terms, either directly or by substitution. I think
MooreSs Law can both stand in for the Guillotine and improve on
it in an important way.

A similar principle — to the effect that moral concepts cannot be analysed
or expressed in entirely nonmoral terms — is called the Moore—Price Law
in Sobel [2003], where its logical relations to Hume’s Law are examined
in some detail. Whether or not Sobel’s principle coincides with that
favoured by Wolf, his name for it is certainly better, as it does not
evoke thoughts of the ‘Moore’s Law’ of computing hardware fame — an
unnecessary (and perhaps demeaning) distraction — especially since Wolf
doesn’t even use the contrasting phrase ‘Hume’s Law’ for what he wants
this principle to displace (preferring instead Max Black’s terminology:
Hume’s Guillotine). While Sobel’s discussion will not be covered in
the present survey, it must be mentioned that it opens with a splendid
quotation from Richard Price in which what is mostly known today as
Moore’s Open Question argument is shown to be have been already alive
and well in the eighteenth century.

3 The Restall-Russell Approach

In [2010], Restall and Russell are concerned with classes of models of
various types, including in particular models (or interpretations, struc-
tures,...) for first order languages, Kripke models for intensional lan-
guages, and, potentially, models of other kinds also. What is important

and JyJy(x # y) is not LC even though its disjuncts are. (The criticism of §3 of
Brown [Brown, 2014] in note above notwithstanding, Brown is there is alert to
the sensitivity of Halldén completeness to the presence or absence of identity. Special
attention is paid to the Is—Ought implications of Halldén completeness in §5.1 and
Appendix A12 of Schurz [1997].) A more recent discussion prompted by the posi-
tivist motivated discussions of demarcating the empirical, which similarly notes the
connection with Hume’s Law considerations can be found in Diller [2003].
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about such models is that they make true, satisfy, or verify certain for-
mulas (or sentences, as we will often say here to follow the usage in
[Restall and Russell, 2010]) and not others. If 9 is such a model and
A is a formula, we write 9 = A to indicate that A is true in the model
M. One can make sense of this using the kind of Kripke models we
have been mentioning in which a non-empty set W (say) is tupled up
with a bit of apparatus for interpreting the intensional vocabulary — a
binary accessibility relation in the case of standard Kripke models, or a
distinguished subset of W in the case of the simplified Kripke models
of the preceding section, or (increasing rather than reducing generality)
a function assigning sets of neighbourhoods to the points, etc., — and
a valuation function V to assign semantic values to the atomic non-
logical expressions (in the propositional case, assigning subsets of W to
the sentence letters, though, as explained in note [Restall and Rus-
sell, 2010] does not follow this practice). While one can speak of truth
in a model so conceived, and this would be taken to amount to truth
throughout the model, for many purposes, including Restall and Rus-
sell’s, it is better to take a Kripke-style model to be a pointed model,
in which also a particular element of W is singled out, and truth in the
model is taken to amount to truth at that distinguished point (relative
to the model concerned)ﬁ] Thus the simplified Kripke models of the
previous section above, (W, X, V) would become instead (W, X, w, V)
where w € W (or, if preferred, (W, X, V,w)), so that what was formerly
written as “(W, X, V) =, A” now becomes “(W, X,w,V) = A” In the
more general case suited to a normal monomodal logic — as in the case
of traditional deontic logic — in place of X here we would have a bi-
nary relation on W. Notice that although in the preceding section we
found the models without distinguished elements to be easier to use for
such purposes as Examples in fact Karmo’s own informal discussion
would favour a formal rendering using the pointed models since it places
the correct moral standard, which we can think of as the X of the in-
tended model, and the actual world, which we can (now) think of as the
distinguished point of the intended model, completely on a par.
Continuing our exposition of Restall and Russell, suppose, next, that
we have a collection M of such pointed models and a relation R C
M x M. This is not quite the notation used in [Restall and Russell,
2010] but we choose a different font for the relation symbol to minimize
the danger of confusing the inter-model relations R with the intra-model

56Pointed models in which the model is generated by the distinguished point are
often called rooted models, but this further condition is not imposed here.
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accessibility relations. In this notation, Definitions 3 and 4 from |[Restall
and Russell, 2010] become[3.1{(4) and (ii) here, in which M is a collection
of models:

Definitions 3.1. A formula A of the language interpreted by M
(i) R-preserved over M iff:

VM e MM = A= VI € MR = M = A)).
(i1) R-fragile over M iff:
VI e MM E A= IM € M(MMRM' & M |~ A)).

As the very general terminology suggests, Restall and Russell are
not concerned specifically with deontic logic and Hume’s Law, but with
analogous ‘barriers to implication’ generally (‘inferential barriers’ in the
terminology of [Humberstone, 1982a) and [Fine, 2018]). These they take
pairs of sets of sentences from some language satisfying a condition for-
mulated by reference to the consequence relation =4 of Definition
though dropping the quantifier over w € W and its later subscripted
appearances (since we are now working with pointed models or indeed
of models as the familiar structures or interpretation in first-order model
theory in which there is nothing corresponding to such internal evalua-
tion points for formulas anyway). The condition in question for (I', ¥)
to be a barrier is that no satisfiable subset of I' has an element of ¥ as a
= p-consequence, where ‘satisfiable’” means simultaneously true in some
M € M: we will call this M-satisfiability for greater explicitnessﬁ] The
main observation is proved without using this terminology however, as
Theorem 516_8] What follows is a mildly reformulated version of this re-
sult (also dubbed the ‘Barrier Construction Theorem’ in [Restall and
Russell, 2010, p. 248]:

Proposition 3.2. For any class of models M, if Ay,..., A, Em B,
and the set {Ay, ..., A,} is M-satisfiable, then there is no R C M x M
for which all the A; are R-preserved while B is R-fragile.

Restall and Russell apply this general result to standard first-order
structures with R as the substructure relation, to conclude that no satis-
fiable set of substructure-preserved sentences have as a first-order conse-
quence a substructure-fragile sentence, which they regard as vindicating

57This is Definition 6 on p. 249 of |Restall and Russell, 2010]; the “B € I'” appear-
ing there is a typo for B € X.

58The point of introducing the notion of barrier is to facilitate is to show — the au-
thors’ Theorem 7 — that any barrier thesis can be seen as arising from the preservation
and fragility conditions in Theorem 5: a suitable /R can always be found.
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a claim of (Bertrand) Russell’s to the effect that from no (satisfiable)
set of particular premises can one validly infer a universal conclusionﬁ
as well as an alethic modal analogue of this which they associated with
Kant, in which R is taken as the submodel relationm and for which re-
lation the corresponding notions of preservation and fragility are called
modal particularity and modal generality (rather than modal universal-
ity, for some reason)ﬂ There is also a tense-logical application, touched

59Restall and Russell in fact say, in the first order case, “semantically particular”
and “semantically universal,” the adverb being omitted here as all of the notions in
play in the discussion are characterized semantically. (Russell 2011} p. 150], replaces
this adverb with “genuinely”.) Restall and Russell, pp. 248 and 250, give the following
simple example of a sentence that is neither universal nor particular: Fa V Vz(Gz).

OFor Restall and Russell, one Kripke model 90 is a submodel of another, M —
equivalently 9V is an extension of the 9t — if they have the same distinguished point,
and, using the obvious notation, W C W, R C R" and V is the restrictions to W
(V(pi) = V' (p;) N W for each sentence letter p;). The authors do not require that,
similarly, R = Rt NW x W —i.e. do not require that 9 is the submodel of 9™
generated by W. That would give a different inter-model relation but would not, as
far as I can see, make a difference to which sentences were preserved or fragile w.r.t.
the relation in question.

"'The conspicuously missing reference here would be: Routley and Routley [1969);
cf. also the subsequent discussion in Anderson and Belnap [1975], §§ 5.2.1 and 22.1.2
(the latter by J. A. Coffa). Humberstone [1982] experiments tentatively with the
idea of adapting to modal ends, not the “fragile upwards” conception of universal-
ity favoured by Restall and Russell, but the “preserved downwards” characterization
familiar from the Los—Tarski Preservation Theorem to the effect that the sentences
whose truth is preserved on passage from a first-order structure to an arbitrary sub-
structure thereof are precisely those equivalent to formulas which when written in
prenex normal form have all their quantifiers universal. An alethic modal analogue
of universality of this kind is called globality in [Humberstone, 1982]. Of course, we
again have a Restall-Russell barrier result for the L.os—Tarski notion of universal-
ity: no satisfiable set of such sentences can have a substructure-fragile consequence
(though [Restall and Russell, 2010] does not isolate these notions). It does not seem
unreasonable as a notion of universality for sentences, which applies to cases such as
Vz(x = ) which do not count as universal in the nomenclature of Restall and Russell.
Russell [2011} p. 147] herself mentions the ‘upward’ version of Los-Tarski, for formu-
las with only “3” in prenex normal form since it is formulas with such equivalents
that are preserved under extensions that count as ‘particular’ in the Restall-Russell
classification. (|[Russell, 2011] even at one point (p.146) uses the term global — but
to characterize Restall-Russell universality rather than Y.os-Tarski universality. The
main applications of the Barrier Construction Theorem from |Restall and Russell,
2010] are conveniently summarized in §3 of [Russell, 2011], before the main business
is under way: finding an appropriate barrier separating indexical conclusions from
the non-indexical premises. The eventual solution is a variation on what Pigden [Pig-
den, 1989|, p. 136f. calls the conservativeness of logic and regards as trivializing such
barrier theses: this is essentially what the “unless” clause does in Russell’s Theorem
5: “No consistent set of constant sentences X entails an indexical sentence A unless
X also entails all of A’s complete indexical generalisations.”)
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on in note [73 below, and there are two applications to deontic logic, one
of them along the same lines as the alethic modal case and another which
is of special current relevance to usm In all cases, since, as Restall and
Russell point out, there are formulas that are neither R-preserved over
R-fragile, what Proposition delivers are Hume-like barrier theses
for (setting aside the unsatisfiable cases) threefold rather than twofold
classifications: we are in the heart — and perhaps close to the technical
summit — of trichotomy territory. So it will take us some further work to
see how this connects up with Karmo’s dichotomous approach, at least
world-by-world, in which the target thesis is a closure-under-consequence
condition on the set of nonethical-at-w truths.

Restall and Russell denote by () the relation, called by them nor-
mative translation, defined thus: 2 () ' iff 9 and M’ differ at most
in respect of their accessibility relations. In the simplified presentation
of the models with distinguished subset X this amounts to differing at
most over what the distinguished subset is (since the implicit accessibil-
ity relation is W x X, where W is the universe of the model).

Proposition now tells us that no satisfiable set of (-preserved
formulas can have as a consequence a (-fragile formula. Of course for
a precise statement of the applications of Proposition this one and
those alluded to in the previous paragraph, we need to know about the
underlying M and for the present application Restall and Russell suggest
[2010, p.253] that we should consider (pointed) models whose accessi-
bility relations are transitive, Euclidean, and serialﬂ which makes =

"Both deontic applications appear in §5.4, headed ‘Normativity I’ §5.5 (‘Norma-
tivity II’), not discussed here, does not pretend to be anything more than suggestive
and envisages an extension relation on ‘situations’ conceived as a partial version of
possible worlds, and of the fragility of normative judgments about them as one passes
from a situation to one extending it. The issue seems reminiscent of W. D. Ross’s
parti-resultant/toti-resultant distinction: additional considerations of any kind, and
not just the consideration of additional objects, have the potential to change one’s
moral assessment of a situation.

They add to this list the condition they call secondary reflexivity, which means
that any point accessible to anything is accessible to itself, but this is redundant,
following immediately from the Euclidean condition (which says, using S for the
accessibility relation as they do, for all model elements x, y, z if Sxy and Sxz, then Syz
— so taking z as z we get the redundant condition ). The associated deontic schema
(the last of those listed on p. 253 and encountered above in Example would also be
correspondingly also redundant, given the earlier listed = OA — O—-0OA, not that the
authors claim otherwise. Singer, discussing Restall and Russell [Singer, 2015, p. 207],
writes “They also assume that S is transitive, Euclidean, serial, and secondarily
reflexive, though not all of these assumptions are necessary for their proof.” Well,
in view of the redundancy, not all of these assumptions are necessary for any proof
of anything, but when it comes specifically to Restall and Russell’s proof(s), none of
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the local consequence relation of the logic KD45. As is well known, this
is also the logic determined by a proper subset of that class of models,
namely those (W, S, w, V) for which there is X with @ # X C W and
S = W x X. As is also well known, we get the same logic by reducing
the class of models even further — though this is not something to be
exploited here — taking the w-generated submodels of such models, in
which case we get the further condition satisfied that W = X U {w}, so
that we never have more than one non-ideal world in a model.
(Readers not familiar with tense logic might skip this paragraph.)
The simplifications just alluded to assumes that the only modal opera-
tors — understood in the broadest sense — are the deontic O, P; we may
have additional alethic — or suchlike — operators O, ¢ which, when em-
bedded may direct us from a world in X back out to any point in W~ X,
so we can’t afford to throw away all but the initial point of evaluation
from among W ~\. X. Such additions arise in Example below. And in
any Kripke model for deontic with an accessibility relation, that relation
has a converse and the option arises of introducing operators O~ and
P~ which quantify universally and existentially quantify over points
to which the current point bears the latter relation as O and P do in
the case of the former, validating Hume-inimical ‘bridging principle’ as
it is put in Schurz [1997; 1994, and [2010]: p — OP~1p. (Note that
this is just the familiar tense-logical principle p — GPp, with P now a
past tense O-operator whose consequent put in an appearance in note

these assumptions is necessary since Proposition [3.2] is simply being applied to the
case of a particular choice of M and R, and that general result is indifferent to how
M and R are chosen. Another strange redundancy occurs in the middle of p. 252 of
[Restall and Russell, 2010], where the authors are discussing the accessibility relations
of their tense-logical models, and ask us to suppose that this (‘earlier than’) relation
is transitive, irreflexive and antisymmetric. It is already odd to see antisymmetry
mentioned in connection with an irreflexive relation, since it is usually cited when
one wants to get as close to asymmetry as is possible for a reflexive relation. But
since any irreflexive transitive relation is asymmetric, and any asymmetric relation is
(‘vacuously’) antisymmetric, the third condition in their list is redundant either way.
(This is not to say that the conditions given suffice for the correctness of the claims
they make about them. In mid p.252 p, Pp, Hp and GPp — in Prior’s tense-logical
notation — are said to be semantically historic, which is not true in the case of GPp. If
the valuation functions, V', V' of two models 9,9 on a frame consisting of the real
numbers with 0 as distinguished point, the usual < as accessibility relation, but with
V(p) as the set of positive reals and V' (p) as @, then we shall have M |= G Pp because
every point ¢ later than 0 has an earlier point — between ¢ and 0 — verifying p, whereas
9’ = GPp since 0 does have points later than it but p is true at no predecessor of
any of them. Yet 91 and 9’ stand in the inter-model relation — V, V' agreeing on the
distinguished point and all earlier points — preservation of which makes a sentence
semantically historic.)

124



Recent Thought on Is and Ought

[73], though we could equally have cited the other ‘Lemmon bridging ax-
iom’, p — HFp). This issue is raised in Example 4.4.29 in Humberstone
[2016]. Schurz’s own study, as reported in the references just cited, was
mainly of mixed deontic—alethic modal logic and so again, does not in
general permit of the simplified models even when the deontic fragment
is given by KD45.

Let us return to our current concern, which consists in displaying
the connections between Russell and Restall’s approach and Karmo’s@
So far, we have seen that both are concentrating on the same class of
models. To proceed further it will help to have some terminology more
vivid than that used in the opening sentence of this paragraph.

Definition 21 of |[Restall and Russell, 2010, p.254] introduces the
term descriptive to apply to those sentences which are (-preserved over
the class M, which is a promising start. We then expect a similarly
evocative label for the (-fragile cases. But Restall and Russell’s Defini-
tion 22, which announces itself as ‘Normativity (Sufficient Condition)’
tells us just that being (-fragile is a sufficient condition for counting as
a normative sentence. Thus, we don’t really have a definition at allm
One can see the reason for this: the real definition of normativity comes
on the following page, in Definition 23 (see also note [78| below), which
is styled simply ‘Normativity’ and gives as necessary and sufficient for
a sentence be normative that it be either (-fragile or €-fragile, where &€
is the submodel relation (as defined in note m Restall and Russell

"Imposing this as a condition would also block one of Russell and Restall’s proofs,
namely that of Lemma 26 (whose content is described in note [79| below).

">Though we are at least half way to having one, which is more than can be
said for the earlier Definition 2 on p.247, which purports to define satisfaction (or
verification) and reads: Definition 1 (Satisfaction): “Given a formal language L, for
each formula A in L, the model 9 will either satisfy that formula (written ‘M = A”)
or it will not satisfy that formula (‘O &= A’).” This is just an instance of the law
of excluded middle in the metalanguage, and not in the running to be a definition
of anything. It’s as though the authors had been contemplating the usual kind of
inductive definition of = but decided not to get bogged down in the details, without
realising that what they left behind then had no content.

7®In their summary of this discussion, Woods and Maguire [2017} p.431] say that
Restall and Russell “define descriptive sentences as those not ethically fragile in ei-
ther sense,” though, as reported above, |Restall and Russell, 2010)’s Definition 21
defines descriptiveness simply as (-preservation. And, leaving € out of it, this is
not equivalent to the absence of (-preservation (even if, for satisfiable sentences, it
implies it). We can bring in €-preservation if we want, by appealing to Lemma 26
of |Restall and Russell, 2010] — see note below — which allows us to rewrite “{-
preserved” to the equivalent “(-preserved and €-preserved,” but takes us no closer to
something equivalent to “not ethically fragile in either sense”, i.e., “not (-fragile and
not €-fragile”.
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never actually introduce a more user-friendly term for (-fragility, using
the expression “(-fragile” itself in the course of proving (on p.256) of
what they call the ‘normativity formulation’ of Hume’s Law, the lat-
ter being Corollary 25 (from the previous page), which reads: If ¥ is a
satisfiable set of sentences, each of which is descriptive, and A is nor-
mative, then ¥ & Am Since the concept of normativity has been given
a disjunctive definition using both (-fragility and @—fragilitym it seems
for present purposes cleaner and more instructive to isolate the (j-based
concepts both without bringing &-fragility into the picturem and define
them separately, for which purposes we put an asterisk by the word ‘nor-
mative’ to distinguish it from the €-entangled Restall-Russell concept
of that name.

Definitions 3.3. (i) A is descriptive iff A is ()-preserved over (the cur-
rent) M.

(13) A is normative® iff A is ()-fragile over M.

Then we can extract from the materials of [Restall and Russell, 2010)
a direct analogue of the other applications of Proposition 3.2

Corollary 3.4. If Ay,..., A, Em B, and the set {Ay,...,A,} is a
satisfiable set of descriptive sentences, then B is not normative*.

As with the various R-preservation-vs.-fragile contrasts explicitly in
play in [Restall and Russell, 2010|, there are sentences which fall into
neither category and so we cannot treat Coro. as telling us that any

" Corollary 24 gave what they call the ‘Ought’-formulation of Hume’s Law, which
applies the &-based concepts of normative particularity and normative generality
( = preservation and &-fragility), which does not bear so directly on our theme,
since we are taking a negated Ought-judgment to be just as much a potential ethical
conclusion as an unnegated Ought-judgment. See note [I9]and the text to which it is
appended, above.

"®Restall and Russell write “-fragile” in Definitions 19 and 20 on p. 254, and
in Definition 23 on p.255 (where also the “O’ = A” in the third line is a typo
for “9" p= A”), which is understandable since it is fragility travelling upward to
extensions, but by the letter of the generic definitions of R-preservation and R-
fragility in Defs. 3 and 4 on p.248, reproduced in our Definitions z) and (i),
the correct formulation demands &-fragility, and, where they write “>-preservation”,
E-preservation. The pre-hyphenated inter-model relation symbols in Restall and
Russell’s Definitions 8 and 9 (p. 250), 11 and 12 (p.251) are all the wrong way round
for the same reason. Fortunately, since we are concentrating on the symmetric {j, no
such correction is required in the cases of present interest.

The fact notwithstanding that, according to the interesting Lemma 26 of |Re-
stall and Russell, 2010|, all descriptive sentences are normatively particular — i.e.,
(-preservation implies €-preservation.
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satisfiable set of descriptive premises has only descriptive conclusions as
consequences. For instance, p V Op is a consequence of the descriptive
p but is not itself descriptive since if we take 9t with 9t = p although
M = Op, we have M verifying the disjunction despite having a (-related
9 which consists in adding the distinguished point to the set of ideal
worlds of 9, with the effect that 9 £ pV Op. (Note that the ‘transla-
tion’ relation () does not change the distinguished point of these pointed
models.)@ Nor is p V Op normative*: (-fragility is out for the same
reasons as in the alethic and quantificational cases mentioned in the
preceding note: no adjustments to the set of ideal worlds (or the acces-
sibility relation) will take 9t to a 9" with 9 £ p V Op, if the reason
we have M = pV Op is that M’ = p vV Op. Accordingly, as already
stressed, what we get is not a Humean dichotomy, but a quasi-Humean
trichotomy.

In view of such considerations, it is somewhat surprising to read
Mares [2010, p.283] saying in what purports to be a summary of the
Restall-Russell account “A formula is fragile if and only if it is not pre-
served.” Even if Restall and Russell had not explicitly disavowed any
such claim (as they do: see note [69| above, for instance) — since, as one
can see from Definitions ‘R-preservation and R-fragility are respec-
tively ¥V and V3 notions, it would only be under exceptional circum-
stances that they could end up being complementary. Probably what
Mares was thinking of was not the properties of sentences or formulas of
being R-preserved or being R-fragile, but the relations between formu-
las and models that results from removing the initial universal quantifier
“YON” from the Definitions [3.1)(¢) and (i) — or more precisely from the
definientia involved (i.e., the parts after the “iff”); this would turn the
definitions into (¢) and (ii) here:

Definitions 3.5. For any class of models M and any sentence A which
can be interpreted in M:

(i) A is R-preserved from 9 € M (over M) iff
ME= A= VI € MOMNRM = M = A).

(ii) A is R-fragile from M € M (over M) iff

89We could have used instead the case of p V Ogq to illustrate this point, with
a suitable choice of V(g), but give the present example because of its novelty as
compared with the universal and modally general examples from Restall and Russell:
in those cases the point could not have been made with Fa V Vz(Fz) or p V Op,
because these disjunctions are equivalent to their first disjuncts.
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M= A= IN € MOTRI & M’ £ A).

Since the parts following the “Ot = A =7 in the defining conditions
in (¢7) and (é7) here are equivalent to each other’s negations, this would
then give a two-block partition of the formulas true in 9%; such truths,
that is, would then fall into exactly one of the categories: R-preserved
from M, R-fragile from 9, and Mares’s comment so reinterpreted would
be correct. Further, since we are concentrating on the truths (in some
pointed model, in the deontic application of this), we might well be in
business for some kind of Shorter-inspired soundness version of Hume’s
Law. Before pondering the deontic/ethical case specifically, though, let
us state the general (and easily proved) ‘Shorterized’ version of Restall
and Russell; here M and Aq,...,A,, B are related as are M and A in
Definitions [3.5

Proposition 3.6. If Ay,..., A, Em B, and for M € M we have
M = A; (each i =1,...,n), then there is no R C M x M for which
all the A; are R-preserved from O while B is R-fragile from M.

Now specializing the discussion back to the ethical case and taking R
as Restall and Russell’s {§, we note that in terms of the unpointed models
(W, X,V) in play in Definition A’s being non-ethical at w € W in
such a model amounts A’s having the same truth-value at w in all of
the models (W, X', V) varying the ethical standard X. Transferring
this across to the framework of Restall and Russell, but with the de-
universalized model-specific (or model relativized) notions of Definitions
in place, we get that being non-ethical in the pointed model, 91 =
(W, X, w, V) amounts to A’s having the same truth-value in all 9" which
are (-related to 9. But this isn’t quite what Definition [3.5(7) itself says
being R-preserved from O consists in, when R is taken as . Rather,
being (-preserved from 91 is a matter of being true in all 9 which are
(-related to M if A is true in 9, and this does not address the question
of what happens if 91 = A.

To arrive, as we shall after Definition (zz) below, at a de-univers-
alized Restall-Russell formulation matching Karmo’s, we need to back
up for a moment with a few general remarks about the general process
involved. Consider two first-order sentences:

VaVy(Sxy — Syz) VaVy(Syxr — Szy)

They are just two ways of saying that (the binary relation interpret-
ing) S is symmetric. Removing from each of them the initial universal
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quantifier binding x gives two non-equivalent conditions for an individ-
ual (value of) z to satisfy, which we could denote by lambda expressions
in an obvious way: AzVy(Szy — Syz) — standing for the property of
being, as we might say, an S-reciprocatee, and A\xVy(Syz — Szy) — for
the property of being an S—reciprocaterﬂ This is illustrates the fact
that there is no such thing as the property predicated of everything by a
closed sentence of the form Vx(p(z)), if we want the property concerned
not to depend on the syntactic shape of the sentence but to be shared
by all logically equivalent sentences, in much the same way as there is no
such thing as the property predicated of a by a sentence ¢(a) (a being
an individual constant), which was illustrated in [Humberstone, 2000]
for the case of ¢(a) = Fa (F a monadic predicate letter).

Intermission. Given that the example just given by ‘de-universalizing’
the claim that a binary relation was symmetric — though such a descrip-
tion must be understood to denote removing only the outermost uni-
versal quantifier, rather than all of them — one may wonder if a similar
possibility arises with a universally quantified monadic predication. The
answer is that it does:

Example 3.7. Take the sentence Vz(F'z), which says that everything
satisfies the condition Az(Fz). Can we find a condition which is not
equivalent to this which is such that the sentence that everything satisfies
that other condition is equivalent to Va(Fx)? In classical first-order logic
with identity certainly we can. On which comes to mind is the following;:

Ae(Fy(Fy) ANVz(z # x — Fz)).

The reader is invited to that putting V in place of A gives an equivalent
of Vz(Fz), while predicating the two properties involved of a given in-
dividual (we again use the constant a) gives the non-equivalent Fa and
Jy(Fy) AVz(z # a — Fz). <

It would be interesting to have some idea of the what the inverse
image of a given universal formula is, in the sense of knowing what the
set of open formulas ¢(x) (as we may as well write in place of “Az(p(z))”)
looks like for a given closed universal formula Vz(¢(x)), all of them
equivalent to that V-formula. A similar line of enquiry is opened up for
the case of O-formulas in modal logic in [Humberstone, 2013|, where
of course the set of formulas whose necessitations are equivalent to a

81Points in a Kripke frame with S as accessibility relation are called 1-symmetric
and 2-symmetric respectively in [Humberstone, 2016|, p. 188ff. with a similar — though
three-way — distinction in the case of transitivity (p. 185fF.).
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given O-formula will vary from one to another modal logic. End of
Intermission.

Here we concern ourselves with some specific cases of de-univers-
alizing bearing on the Hume’s Law theme, another such case being
addressed in Postscript (ii) to this section. We continue to think of
de-universalizing as a syntactic process of removing the main universal
quantifier from an V-formula (binding with a ‘\’, if desired, the variable
thus freed[?]): applying this syntactic operation to all formulas equiva-
lent to the that formula yields the members of its inverse V-image. So for
a closer rapprochement with Karmo, we need go to back and replace the
“preserves R” idea with something that alludes to both preserving and
reflecting (as it is sometimes put) the property of being true in a model.
We will use the word copied for this stronger property. The definiens in
Definition (z) for R-preservation can be re-expressed, after shifting a
quantifier and ‘permuting antecedents’ so that it looks like this:

VO, M € MR = (M = A = M |= A)).

So all we have to do is to boost the last “=" to a “<” to get a
Restall-Russell style condition (3.8(¢) here) and then de-universalize
again ([3.8{(7)) to get the model-specific version:

Definitions 3.8. (i) A is R-copied over M iff:
VLN € MR = (M E= A M E A));
(ii) A is R-copied from M (over M) iff:
M e MOMRM = (ME A M E A).

In general, being R-copied is a very different property of formulas
from being R-preserved, so there may be a feeling that we are relying
only on a loose analogy in connecting Restall and Russell’s approach
to Karmo’s, but note that for symmetric R, being R-copied and being
‘R-preserved completely coincide, and {) is a symmetric relation (indeed,
an equivalence relation). So if Restall and Russell had chosen simply to
address Hume’s Law in [Restall and Russell, 2010] and to do so in the
pure (-based setting, they could equally well have done so by defining
the descriptive sentences to be those (-copied over the relevant M as
they do by defining them to be those sentences which are (-preserved
over class M: these are just two characterizations of the same set of

82What if no occurrences of the quantified variable are thus freed? It is perhaps
not immediately clear whether vacuous universal quantifiers should be excluded here.
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sentences@ As with the cases touched on above, de-universalizing gives
non-equivalent results and in particular de-universalizing in the (-copied
case gives Definition (zz), yielding Karmo-style non-ethicality in 9t
(or: at w in the ‘unpointed’ reduct of the pointed model M, where w
is the distinguished point of 9t). Since Karmo’s discussion has a very
clear conception of an intended model (with the actual world as distin-
guished point and the correct ethical standard as the ethical standard
in place), de-universalizing the general notion to focus on relativity to
this intended model, 9T, say is close to irresistible: ethicality at the
actual world is (-fragility from 9t*. With these move, then, we remove
the appearance of a discontinuity between Karmo’s treatment and the
de-universalized model-relative version of the Restall-Russell account.

Corresponding to what was described after Definition [2.1] as a more
direct adaptation of one of Karmo’s formulations — though negating it,
since it is now nomn-ethicality that is at issue, instead of defining this
model-relative notion of descriptiveness or non-ethicality by saying that
A has this property relative to 9t just in case:

VI e MMM = (M E A<M E A),

we can equivalently put this as follows, for the reasons given in the
discussion after Definition 2T}

VO, M € M((ON ] I &M M) = (M = A<M = A)).

Aside from considering such de-universalized versions of the Restall
and Russell concepts to make contact with Karmo’s approach to Hume’s
Law, it is worth spending a moment on their role in [Restall and Russell,
2010] without reference to Karmo. In the first place, Restall and Rus-
sell in fact help themselves occasionally to these model-relative notions

831t is therefore surprising to read Russell [2011) in Remark 1 on p. 157 contrasting
her approach there with the earlier Barrier Theorem work: “Instead of looking at
whether the truth of a sentence is always preserved over changes, the definitions
of constant and indexical sentences look at whether truth-value is preserved over
changes.” But this is no contrast at all when the changes are all reversible, as changes
to R-related structures for symmetric R are — the structures here being models paired
with contexts and K relates any two agreeing on the model component of the pair:
a symmetric relation. Indeed on p. 159 Russell writes “On our new approach to the
indexical barrier theorem, the relation remains symmetric,” discussing the bearing of
this on another aspect of her treatment: whether the barrier operates in the reverse
direction also — not quite the same issue. The treatment in [Russell, 2011] is indeed a
new departure, since while the constant sentences are those preserved by the R just
mentioned, the indexicals comprise simply just the complementary class, rather than
being given the fragility treatment (and there is consequently another wrinkle in the
treatment — mentioned at the end of note .

131



Humberstone

without explicit acknowledgement, for the sake of heuristic remarks. On
p. 248, the authors are considering the inter-model relation R (as we
shall write it, though they write simply ‘R’) as the substructure relation
as the substructure relation, writing:

Take the example of Fa V Va(Gz). This is sometimes R-
preserved (if you have a model in which Fla is satisfied, FaV
Vx(Gz) is satisfied in any extension of it). However, it is
sometimes not (take a model in which Fa is false, but Va(F'z)
is true — extend it to a model in which G is fails of some

objects)@

Of course, there isn’t literally such a thing as being “sometimes R-
preserved”; the more careful way of saying this is that Fa is true in a
model, then Fa V Vz(Gz) is substructure-preserved from that model,
whereas if Fa is false, it is not. (Note the similarity to the deontic
‘mixed disjunctions’ of Prior’s argument.) Similarly, Wolf [2015} p. 119]
says at the start of his summary of what he calls the fragility approach
of Restall and Russell that “it designates a sentence as normative if just
in case there is at least one modal where replacements and additions to
the set of satisfactory worlds changes its truth-value”, so here was have
lost the V from the authors’ official V3 definition and are working with
fragility from a given model — essentially, in other words, with Karmo’s
ethicality at a world in a model (not fussing here too much about the
“replacements and additions” formulation and taking it to amount to
“changes”).

Another issue with which the more refined concepts introduced in
Definitions (or the similarly model-relative variant in definition
(ii)) promise assistance is in dealing with an objection to [Restall and
Russell, 2010] from Vranas [2010], p.263. Vranas puts his objection
in terms of Restall-Russell normativity rather than what was called
normativity® in Definition (m), but here, to avoid complications, we
present it in the latter (purely (-involving) concept:

Example 3.9. Suppose we have an alethic modal operator present O
interpreted in the deontic models under consideration by Restall and
Russell, though (as Vranas acknowledges) not present in the object lan-
guage they use such models to interpret, and we interpret it by universal

841 have changed the notation to match that in use here turn the authors’ “R”
becoming “R” and their “(Vx)Fz” becoming “Vz(Fz)”. Before the passage quoted
here, Restall and Russell describe the inter-model relation involved as the relation of
model extension, rather than substructure. This is the mistake mentioned in note [7§]
surfacing again.
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quantification over all the model elements (not just the ideal points, as
with O). Then, contrary to the application of the Barrier Construction
Theorem — Proposition [3.2]in our development — the valid inference from
Op to Op takes us from the descriptive to the normative®, i.e. from the
(-preserved to the (-fragile. (Vranas is concerned with the passage from
the descriptive to the normative — no asterisk — the latter concept involv-
ing also &-fragility, and has a diagnosis of what goes wrong involving
this aspect of the case, but let’s stick with the simple purely (-based
version.) Op is certainly (-preserved: shifting around the set of ideal
worlds does nothing to change the universe (W) of the models so if a
model verifies Op before the shift (or the translation, to use Restall and
Russell’s favoured geometric metaphor), the same will be so after the
shift. But Op is not (-fragile, as we saw — and observed that Restall and
Russell had already seen — in note (where the example was actually
Oq). That much can be said in terms of the concepts officially avail-
able in [Restall and Russell, 2010|, where the issue is raised on p.254
with the words “Oddly enough, important normatively general sentences
such as Op are not (-fragile,” the explanation being as given in note
above, which does not entirely deal with the “oddly enough” aspect of
the situation. This issue is touched on in Schurz’s comments on Restall
and Russell (and Vranas) [Schurz, 2010a], p.271, with the observation
that if you want to the implication from Op to Op to be respected by
your logic, you need to restrict the class of models M for which you are
taking the consequence relation |=aq as your logic, you have insist that
the O-pertinent alternatives include all the O-pertinent alternatives (in
the simplified case: that W 2 X) and you lose (-fragility, whereas if you
want (-fragility you need to exclude models meeting this condition and
then your consequence relation will not deliver Op as a consequence of
Op. One can make a somewhat finer-grained response, though, with the
model-relative notions to hand: suppose 9 = Op; then we know not
just that Op is not (-fragile — a general claim — but that, though this is
not a (-preserved formula, it is (-preserved from 9. <

The implication from Op to Op, or more generally from OA to OA
under discussion in Example has been the subject of strong hostility
— with objections to the provability of such things as O(p V —p) in even
monomodal deontic logic (i.e. without an additional primitive O). Per-
tinent quotations from Jonathan Harrison and Chares Pigden, as well as
pointers to suggested remedies, can be found in Remark 4.4.9 in Hum-
berstone [2016]. The implication is often called Must-implies-Ought by
analogy with Ought-implies-Can, but this is potentially confusing be-
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cause there is also the deontic ‘must’ to contend withP?] - which is what
is meant in the title of Vranas [2018], as well as that of Jones and Porn
[1986] — one of the places just alluded to as offering a remedy, in fact,
for the deontic operator (written as ‘Ought’) defined at the top of their
p-92.

This completes our guided tour through the recent post-Prior lit-
erature. In Section 2 we found aspects of Karmo [1988|, developing a
Shorter-style response to the difficulties Prior raised for Hume’s Law by
working with soundness and a world-relative dichotomous taxonomy, re-
surfacing in Singer [2015], though we also sampled criticisms of Karmo
and of Singer by Maitzen and by Woods and Maguire, respectively, and
briefly touched on Fine [2018]’s distinctive hyperintensional approach
to the issues. (Some indication of how Fine approaches Hume’s Law
itself is given at the end of Postscript (i) to this section.) In this sec-
tion we have seen that treatment of Hume’s Law by Restall and Russell
as a special case of their general account of barrier theses in various
areas. While, again, the reception has not been uniformly favourable,
we have concentrated less on the criticisms than on the connections
which arise with Karmo’s approach in particular, once their key con-
cepts (of (-preservation and (-fragility) are simplified in a certain way
— de-universalized, as we put it; further connections with work of David
Lewis come up in Postscript (ii) below. Of course, the views of numer-
ous others — and not even just those named in the opening paragraph of
Section [I] have also been brought into the mix, but that will do by way
of a concluding paragraph.

Section Postscript (i): Woods and Maguire on Restall and Rus-
sell We pick up the discussion in Section 3 [Woods and Maguire, 2017]
of Restall and Russell from note The second paragraph of [Woods
and Maguire, 2017]’s §3.1 includes a proof of what looks vaguely like
the main result in [Restall and Russell, 2010], their Barrier Construction
Theorem (Theorem 5 in their paper, a formulation of which appeared as
Proposition here), though on closer inspection turns out not to be.
Recall that according to that result for any class of models M, if B is
a semantic consequence of A1, ..., A, over M, then for no R C M x M
can it be that all the A; are R-preserved while B is R-fragile. The
definition of R-fragility given by Woods and Maguire in the second
paragraph of 3.1 of [Woods and Maguire, 2017] correctly captures the
notion in play in Restall and Russell’s discussion, but they do introduce

85To say nothing of the epistemic ‘must’: “It must have rained in the night.”
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the concept of being R-preserved here, instead defining a sentence to be
R-stable iff it is not R-fragile. This is a clue that we are not going to
be shown Restall and Russell’s main result, or a simplified version (with
the same range of application), in case that is what Woods and Maguire
hoped to do, in avoiding the concept of R-preservation. What claim to
be proving is the following on p. 431 of Woods and Maguire [2017:

“An R-stable sentence does not imply any sentence that is R-fragile.”

Compare the Restall and Russell version, re-worded into talk of impli-
cation: “A satisfiable set of R-preserved sentences does not imply any
sentence that is R-fragile.”

Concerning their own claim, Woods and Maguire say “The proof is
easy.” There is indeed a simple proof, but Woods and Maguire’s proof
is not easy to follow at all; comments indicating why are included here
in doubled brackets; the authors’ use of @, as schematic letters is
followed to facilitate checking that the source text has been accurately
reproduced here (except for the R which here appears — as above — as

R):

Let ¢ be R-stable and ¢ be R-fragile. R-stable sentences are
consistent by definition. [[That step is correct, since being stable
means that there is a model verifying the sentence — so the sentence
is consistent — and every model it bears the relation R to also
verifies the sentence.]] If ¢ and ¢ are not jointly inconsistent
[[that should be “not jointly consistent”]], then any model of ¢
witnesses the failure of the implication of ¢ from ¢. If they're
jointly consistent, we have a model )t of both ¢ and . Since 9 is
‘R-fragile, we can extend [[here meaning: pass to some R-related
model]] the model to some OM* where v is false. Since R-stable
sentences true in M are true in M*, ¢ is true in M* and we have
our counterexample. [[If ¢ had been assumed to be R-preserved,
we could argue that way — “/R-stable sentences true in 91 are true
in 9*” would follow, but not with the mere assumption of R-
stability. All the latter means is that there is some model, 9,
say, verifying ¢ with every model R-related to 9y, also verifying
. But who says that the 9t introduced in the course of the proof
to be some model verifying both ¢ and 9 (assumed consistent) is
such an My, all models R-related to which continue to verify ¢?]]

In short, this would-be proof of a result which isn’t Restall and Russell’s
anyway, is not a great success, though the result in question is not in
doubt. To see that, for the record, let us pick up the proof from the
correct initial step, inferring from the R stability of ¢ — an 3V property,
since R-fragility is an V3-property — that there is a model 91 such that
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(1) MEe and (2) for all M such that MR, M’ |= .

By (1) and the assumption that ¢ |=ap ¢ (for some unspecified M
containing all models under consideration in this proof), we conclude
that 9 = . Now, 1 is supposed to be R-fragile (over M), so there
is some 9M* R-related to M for which IM* (= 4. In that case, since
© Em ¢, we have IM* £ ¢. But, given (1), this contradicts (2), and
this contradiction shows that we could not have ¢ implying ¢ with ¢
R-stable and 1) R-fragile after all.

To see us now see how this result differs from Restall and Russell’s,
recall that the latters’ Barrier Construction Theorem — our formulation
of which appeared as Proposition[3.2]— addresses the consequences of sets
of sentences rather than of individual sentences, so Woods and Maguire
were hoping for a simplified version of that result which did not use
preservation, in their way of setting things out, what Woods and Maguire
should have gone for a proof of was this (taking some M for granted in
the background, with implication understood as = ):

“A set of R-stable sentences does not imply any sentence that is
R-fragile,"

or perhaps this with the additional qualifier ‘satisfiable’ (or ‘consistent’)
on the set of R-stable sentences. But we can easily give a ‘disjunctive
syllogism’ counterexample to this, remembering that R-stable simply
means not R-fragile; of course for a concrete counterexample, it will
help to supply a definite choice of /R, so let this be the substructure
relation. For this choice of R, R-fragility corresponds to Restall-Russell
universality — any model verifying a sentence with this property can
be extended to a model not verifying it. As we recall from Restall
and Russell’s discussion Fa V Va(Gx) is not fragile with respect to this
relation (and not preserved by it either, as they also remarked), since a
model verifying the first disjunct cannot be extended to one which does
not verify that disjunct however many new object you add (and keep
outside of the extension of G). Thus FaVVx(Gx) is R-stable, as is ~Fa;
this pair of sentence is consistent/satisfiable. But together they imply
Vz(Gx), which is R-fragile, contrary to the would-be theorem. (Thus
by the correctness of the Woods—Maguire result, not for arbitrary n, but
for the n = 1 case of “For any M and R C M x M, if p1,...,0n Erm ¥,
then we cannot have all the ¢; R-stable and 1) R-fragile,” one sees that
the conjunction of two /R-stable formulas is not in general R-stable: as
a counterexample take the conjunction of the two formulas just in play:
FaVvVz(Gz) and —Fa.)
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Indeed we knew a priori — which, after all, originally meant “accord-
ing to Prior” — that we could not have a class of sentences X to which
some sentence and its negation both belong and such that whenever ¥
is a consistent subset of ¥ with B as a consequence, B € Y, without
Y being the class of all sentences. (At least we have this subject to
very weak assumptions about the existence of independent sentences,
as detailed in Proposition [1.1}) This is the same reason that Russell
[2011] gets only the result mentioned at the end of note 71| and not an
unconditional barrier theorem in the style of Restall and Russell [2010].
Woods and Maguire go for a dichotomous classification by starting with
a fragility notion for the ‘conclusion class’ and taking its complement,
stability, for the premise class, respectively, as remarked, V3 and 3V
notions, whereas Russell’s ‘premise class’ comprises the sentences that
are preserved by a context-shift relation (‘constant sentences: an VV
notion) and takes its complement (‘indexical sentences’: an 33 notion)
as the conclusion class — again a two-block partition and so by Prior’s
observation, no straight barrier thesis to be had.

We return to one aspect of Woods and Maguire’s formal discussion in
the following paragraph, here noting that Woods and Maguire, although
[Woods and Maguire, 2017] does not quite convey them accurately, do
not contest Restall and Russell’s technical results, and worrying mainly,
as in the case of Singer touched on in Section [2| that the fragility no-
tions in play — our discussion having concentrated on translation (“()”)
fragility to the exclusion of what [Restall and Russell, 2010] calls nor-
mative extension — cannot be capturing any intuitive idea of ethicality
or normativity. The interested reader is invited to look at the first two
paragraphs of §3.3 of [Woods and Maguire, 2017 to see the examples in-
tended to illustrate this charge. The authors then turn to the Op — Op
issue which exercised Vranas and Schurz, as cited in Example Here
again the interested (and preferably patient) reader is referred to their
take on what the example shows, since the discussion aims to reveal
inappropriate verdicts of descriptiveness delivered by the apparatus of
[Restall and Russell, 2010], but uses the mischaracterization mentioned
in note [76] of what descriptive sentence are according to Restall and
Russell (which is not unconnected with the idea, above, of trying to run
the basic Restall-Russell proof using stability, i.e., failure of fragility, in
place of preservation).

On the subject of stability, it is instructive to pause over the fact
that the conjunction of two R-stable sentences need not be R-stable,
and that Woods and Maguire’s variation on Restall and Russell does
not deliver the general multi-premise version of the latters’ barrier the-
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sis (or Barrier Construction Theorem: Proposition above). Brown
[2015] rightly makes the ‘trichotomy’ point: that this does not vindi-
cate the similarly general version of Hume’s Law — |[Restall and Russell,
2010]’s Corollaries 24 and 25 — because “Prior is concerned with argu-
ments from the nonmoral to the moral (...) where these are assumed
to be exhaustive categories” (p.3). But he also makes the useful ob-
servation that there is nothing like Prior’s argument which would make
corresponding difficulty for a restricted version of Hume’s Law — in a
genuinely dichotomous form — where the restriction is to single-premise
arguments. Note that instead of saying that that we have a dichotomous
‘validity’ (as opposed to ‘soundness’) version of Hume’s Law applying to
single-premise arguments, we can put this by saying in the terminology
used in the Postscripts to Sections [1| and [2] that we can extend a basic
ethical /nonethical division so that it becomes exhaustive and still sat-
isfies the condition that the class of ethical statements are closed under
converse entailment — the convers of the binary relation of entailment
between statements. For our purposes, we can state Brown’s observa-
tion as a comment on the earlier distillation of Prior’s argument in the
following way:

Proposition 3.10. Proposition becomes false if, keeping the con-
ditions (1) and (2) there as they are but restricting (3) to the case of
n=1.

Proof. We must show that we can find F, F', and F such that (condition
(1)) F,—F € F, and (condition (2)) F is (classically) independent of
another sentence E, and also (condition (37), say): for any CL-consistent
A e F,if Abc. B then B € F, and yet, by contrast with Prop.
we have E ¢ F. No problem: just let E, F be distinct sentence letters
(p,q, say) and define F = {A| A V¢ E} — in other words the element
of F are just those formulas that do not by themselves classically imply
g. Conditions (1) and (2) are evidently satisfied by the choice of E, F'.
Checking condition (37), suppose for a contradiction that (i) A € T,
(i) if A FcL B but (iii) B ¢ F. (i) means that A ¥cL E, and (i)
means that B FcL E: but these together clearly contradict (iz). Finally,
since E ¢ E, we do have E ¢ F, as desired. O

The proof given here is what might be called a ‘proof of concept’
demonstration that no amount of piling up of one-premise inferences
can achieve the same counter-Humean effect as Prior’s argument with
the one-premise rule of V-introduction and the two-premise disjunctive
syllogism rule. If we wanted a more realistic way of setting up our
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class F of (‘factual’ or) non-ethical sentences we would collect all of its
intended non-members rather than just one of them, and take E (let’s
call it) to be the set of all basic ethical sentences — the recalling the
technical project as described in Section (1] of carving up the terrain of
the neither-basic-ethical-nor-basic-nonethical — and setting I to be

{A] forall E€E: A¥Fc_ E}.

The above proof of Proposition [3.10] easily adapts to this more realistic
setting. (Very little specific to classical logic was used here — basically
just the notions of consistency and independence and the relation be-
tween them.)

A question is raised by fact that a dichotomous version of Hume’s
Law not requiring us to trade in validity for soundness, or to make spe-
cial exception concern vacuous occurrences of expressions, is available
when restricted to one-premiss inferences even though it is not available
when to such inferences we add those licensed by disjunctive syllogism
are permitted. Since classically, disjunctive syllogism is essentially, give
or take a double negation equivalence. Modus Ponens for the mate-
rial conditional, the question arises as to how what has just been said
can survive the observation that Modus Ponens (and in fact more than
one-premise rules generally) can be replaced by one-premise rules in an
axiomatic presentation of a good many logics, classical logic included@
Readers for whom this question is of interest will be able to extract an
answer from the either of the papers cited in the footnote just flagged,
in the case of the first reference by attending to the passage indicated by
the ellipsis in the above quotation, and in the second by looking at the
discussion of a number of different rules going under the name 'Modus
Ponens’.

Returning more directly to Brown’s discussion, recall that in Sec-
tion |2, we raised an eyebrow at the World-Norm Gap thesis from Singer
[2015], because according to that thesis if we have Py,..., P, - C for
a suitable (and indeed, we may suppose, classical) consequence relation
) where each P; is norm-invariant and their conjunction is satisfiable/-
consistent, then Py A P, A ... A P, A C is norm-invariant. The issue was
that we wanted to talk about the conclusion of the original argument

86 Here is how Herrmann and Rautenberg [1990] put this at their p.334: “As a
by-product, we obtain also the remarkable fact that the set T> of 2-valued tautologies
(...) is axiomatizable by finitely many axioms and unary rules.” A simpler proof of
this result can be found in Humberstone [2008|; as John Halleck later reminded the
author, Porte [1962] had long ago exhibited such an axiomatization (though admit-
tedly one with many more axioms).
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C, rather than this new conjunction with all the premises as further
conjuncts. However, it is less likely that one would have had this ‘some-
one changed the subject’ reaction if we had passed from the original
n-premise argument to making a comment on the conjunctive 1-premise
argument with the same conclusion C' but the new premise Py A...A P,
After all, certainly in a classical setting, whether to say the premises
together entail a conclusion or instead the conjunction of the premises
entails the conclusion — that’s not something one would normally lose
a lot of sleep over. But as Brown [2015] points out, this gives rise to
two readily distinguishable things to mean by Hume’s Law, not because
the multi-premise and single conjunctive premise arguments differ as to
validity, but because whatever criterion of non-ethicality we are using
has to be applied in the one case to each of the several premises and
in the other to the single conjunctive premise, and thus the arguments
may differ in respect of whether they conform to or violate Hume’s Law.

By way of explanation as to why it might be plausible to hold, as
an account along the above lines must, that two non-ethical statements
can have an ethical conjunction, Brown writes (2015, p. 4]:

To illustrate, consider the property of being offensive. The sen-
tence “You are either a genius or an idiot” is not offensive. Nor
is the sentence “You are no genius”; it is compatible with your
being of quite respectable intelligence. But the conjunction, “You
are either a genius or an idiot, and you are no genius,” is offen-
sive. The reason is that the conjunction says something extra,
over and above what is said by either conjunct, namely, that you
are an idiot. The offensiveness results only from the two conjuncts
combining together; it is not present in either on its own.

Brown goes on to point out that a conjunction, one conjunct of which is
offensive, is itself offensive, whatever the other conjunct may be. In that
respect as well as in those evident in the above passage, offensiveness is
like ethicality on a commitment based view — the kind of view discussed
especially in the Postscript to Section 2] We should note, though that
there are several ways of giving offence, and apart from being offensive
by being insulting, as in the above passage, there is the use of language
found offensive by an addressee — for example by swearing, of this or
that kind. A disjunction in which one disjunct is offensive in any such
way is itself offensive, and one can imagine someone thinking of this as
a the more appropriate parallel. The ethicality of a component would
infect any compound containing it.

Indeed we do not have to imagine such a position, we can read about
it in print: in their very different ways Beall [2014] and Fine [2018] make
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suggestions of this kind. In Beall’s case the idea, perhaps proposed some-
what facetiously, is that one use the three-valued truth-tables associated
with Dmitri Bochvar and known also under the rubric ‘Weak Kleene’,
in which classically behaving truth and falsity is joined by a third value
that infects any compound once a component has that value — and that
third value will serve as a marker for ethicality. The new value is undes-
ignated, though, which may suits the moral nihilist but is out of place
in a more neutral response to Prior’s criticism of Hume’s Law. For this
reason, Beall also considers another option, at least for ethicality with
a deontic source: Kripke style models with world-relative truth in the
Bochvar three-valued scheme OA being true at a world when all acces-
sible worlds have A true, OA fals@ if all accessible worlds have A false,
and OA taking the infectious third value in all other cases — these other
cases now including cases in which A takes one or other of the ‘classical’
values at all accessible worlds, but not uniformly SOE It is not clear why
we should be forced to give up the obligatory/permissible distinction,
though.

Another option might have been to take the infectious value as des-
ignated (¢ la [Ciuni and Carrara, 2016]), but this is just as inappro-
priately unselective as the first option, now looking favourably rather
than unfavourably on all moral judgments at once. If anything finitely
many-valued might be appropriate in this area, perhaps it a variation on
the direct product of the of the two-valued Boolean matrix, whose ele-
ments we may call T"and F' with the two-valued Bochvar matrix, whose
elements we may call e and e for ethical and non-ethical, the former
being the infectious element. Thus the values (T, e) and (T, e) for the
ethical and non-ethical truths, resp., and (F, e) and (F, e) for the ethical
and non-ethical falsehoods, the designated values being the former pair
(which is why we do not here have a traditional product matrix, which
would require for designating that the first and second entries in a desig-
nated pair be designated in their respect factor matrices). All the second
coordinate is doing here is keeping track of infectious ethicality; which is
not to say that this, or the previous suggestion, would suit Beall’s pur-
poses, since they do not result in invalidating Prior’s V-introduction in-
ference. The ‘infectious’ theme we saw also with Fine’s proposal in [Fine,
2018], described above (note 61| and the text to which it is appended)
in the terminology dominant as opposed to recessive. Again there is

8"More precisely: OA having a true negation, since any undesignated value is es-
sentially a species of falsity — as Dummett, Suszko, and Scott have variously observed.
88Observe that this recipe for assigning values to OA is only consistent if every
world as at least one world accessible to it — an assumption of standard deontic logic.
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no intention to invalidate V-introduction: Fine’s way with Hume’s Law
(which he considers only in connection with one-premise inferences, or
entailments, and, it will be recalled, at the level of — albeit structured
— propositions rather than of the sentences that express them) is that
although the dominance of the normative in the construction of propo-
sitions gives us cases of a descriptive proposition entailing a normative
proposition, in such cases the former entails suitably de-normativized
core of the latter. Successive formulations (and Fine progresses through
five of these) of the resulting Humean principle further tweak the way
the de-normativized core is characterized. A representative intermediate
case, the third approximation to the final proposal (the latter involving
too many concepts to explain here) is given as:

(***) No descriptive proposition P entails a normative proposition @
unless P entails (Q)P or Q is necessary.

Here (Q)P is the current incarnation of the de-normativized core of Q
and is defined to be @ N D where D is the set of descriptive states (see
note |61) and adjacent text above)lg_gl (***) is reminiscent at the proposi-
tional level of what at the sentential level would be a kind of interpolation
theorem, specifically one promising “left uniform interpolants” (because
(Q)P is chosen independently of P, the latter being in the ‘left-hand’ —
or premise or antecedent position: for a careful definition and relevant
references, see the opening paragraph of van Gool et al. [van Gool ef
al., 2017]). The analogy is only approximate, since (Q)” may contain
descriptive material absent from P. Whether the policy of ‘normative
infection’ is pursed sententially or propositionally in the case of the fa-
miliar basic sentence connectives (or the corresponding propositional
constructions), this will surely have to stop somewhere if deactivating
— or ‘protective,’ as it is put in note [31] — contexts are on the linguistic
menu, on pain of conflating the two notions of the ethical distinguished
in that note: ethicality as potentially expressive of an ethical stance vs.
ethicality as involving the deployment of ethical concepts.

Section Postscript (ii): De-universalizing Aboutness Two ex-
amples of the syntactic process we called de-universalzing toward the
end of this section are mentioned in Humberstone [1996], the first only a
suggestive analogy to introduce the second, and both of them associated

89Fine calls (Q)D the disjunct descriptive content of @), and for a subsequent honing
of the principle we are introduced to the conjunct descriptive content (Q)p of @, which
throws out the normative components from all the consistent truthmakers for Q.
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with the work of David Lewis. For the first, consider an initial charac-
terization by Lewis, with which he was not completely satisfied (because
of its uninformative potential circularity rather than its incorrectness),
of intrinsic properties as properties w.r.t. which any two (qualitative)
duplicates agree — either both or neither having the property in ques-
tion@ The “any two” here marks an VV prefix, and removing the first
Y gives for any property P a property of having P intrinsically: = has
this new property just in case for all y, if  and y are duplicates, y has
the P. Since x is in the relevant sense a duplicate of itself, having the
property P intrinsically does imply having the property P, but it does
not imply that P is itself an intrinsic property, since there may be other
pairs of individuals which are duplicates but do not agree w.r.t. P. Thus
supposing that being circular is an intrinsic property but being within
a metre of something circular is not, a circular ring still has the latter
property intrinsically since any duplicate of it will agree with it w.r.t.
the property of being within a metre of something circular. On the other
hand, an iron nail sitting next to such a ring does not have the property
being within a metre of something circular intrinsically.

That example of de-universalizing serves as a warm-up exercise for
the case of a statement’s being entirely about a subject matter, as this
is conceived in Lewis [1988]. A subject matter here is thought of as a
partition of the set of worlds: those that are alike in respect of that sub-
ject matter. If M is a subject matter then we denote the corresponding
equivalence relation by = M@ A statement S is entirely about a subject
matter M just in case for any worlds w,w’, if w =7 w’ then S is true at
w iff S is true at w’. De-universalizing, we get the following the follow-
ing property of a world w: being such that for all w’, if w =); w’ then
S is true at w iff S is true at w’. In other words, at w the truth-value
of S is settled by the subject matter M. Just as a property possessed
intrinsically by an object need not be an intrinsic property, so such an
M-settled statement need not a statement entirely about M. One of the
subject matters mentioned by Lewis in [1988] is that of the seventeenth
century and another, that of the eighteenth century, with associated
equivalence relations of exact match of worlds over the respective time

99The details of Lewis’s various attempts at throwing light on this topic, together
with all the relevant references, can be found in Marshall and Weatherson [2018].

91 This will suit our purposes here, though as one of several refinements of Lewis’s
account, Yablo (2014} p. 36] suggests we don’t actually want partitions and equivalence
relations here, since transitivity will fail for such subject-matters as approximately how
many stars there are, even when the vagueness of “approximately” is removed (e.g.,
being replaced by “to within 1007).
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periods. The statement:

(t) There were dinosaurs in Europe in the seventeenth century but
they were all extinct by the end of the eighteenth century.

is not entirely about the seventeenth century, since worlds could be
relevantly equivalent in respect of their seventeenth centuries but differ
in respect of whether that statements was true in them: in one dinosaurs
are extinct by 1710, and in the other, not until 2010, say. But in the
actual world the truth-value of (1) is settled by the 17th century subject
matter, since equivalence w.r.t. that subject matter suffices for the falsity
of the conjunction in any 17th-century matching world. In this case the
statement is settled as false by the subject matter, or M ~-settled in the
actual world, as it is put in [Humberstone, 1996|, where M is the subject
matter in question, as opposed to M T-settled, or M-settled as true in
w.

We can think of taking the property of being M T-settled into the
object language as a modal operator, O with accessibility relation M,
which we may write as Oy;. Thus Oy/A is true at w when A is M™-
settled in w. Indeed, such an operator was suggested in Yablo [2014],
pp- 32-34, though the focus there is rather more strongly on the dual
operator <y, with Yablo’s preferred reading of $j;A being something
along the lines of A’s being true about M at the world in question,
acknowledging that this may not be of much interest if A says nothing
about M — so perhaps a safer reading would be in terms of A’s not being
false about M in w, i.e., A’s not saying anything false about M at w.
(Yablo actually writes “m” rather than “M?.)

If, as in Humberstone [1996], one wants to use this kind of machinery
to discuss statements with a Gibbard-Karmo—-Singer semantics in mind,
then since for the truth-evaluation of a sentence, one needs not only a
world a but also an ethical standard (to use Karmo’s term), the subject-
matters should be partitions of the set of ‘Gibbard-worlds’ Singer’s
(w,n) pairs. And here two especially salient subject-matters called in
[Humberstone, 1996] M,,; and M.y, force themselves on one’s atten-
tion (the subscripts suggesting 'natural(istic)’ and ‘ethical’ respectively
— though in [Humberstone, 1996] ‘eth’ appeared as ‘eval’). The associ-
ated equivalence relations =,,; and =y, relates any (w,n) to (w’,n’) if
and only if, for the former w = w’, and, for the latter, when n = n’.
As a fair approximation, the basic ethical and basic non-ethical state-
ments can be taken as those entirely about M.y, and those entirely about
M, respectively (though since anything true at every or false at ev-
ery (w,n) pair will then count as both, contrary to our expectation to

144



Recent Thought on Is and Ought

have these classes of statements disjoint). And, following Lewis’s lead in
[Lewis, 1988], we note that whereas the statements entirely about M,
are closed under negation as are those entirely about M,,,;, and indeed
those entirely about any given subject matter, and not just closed under
negation but under all Boolean operations, though not under entailment
or under converse entailment. If we want to get classes of statements
which are closed under converse entailment, we can do so by replac-
ing “is entirely about M” with “entails something contingent which is
entirely about M,” giving essentially one of Lewis’s glosses on “partly
about M ’ﬁ — though now we lose the property of being closed under
negation. Recall the first passage from Karmo quoted in the Postscript
to Section |2, noting the tension between these features. (Lewis [1988]
and Karmo [1988] both appeared in the same year: 1988.) The notion
of ethicality as entailing something entirely about M.y, is probably the
simplest such notion embodying the ‘commitment’ idea in play in that
Postscript, though the alternative to Karmo’s suggestion in the quoted
passage was, like his own, a world-relative notion. In Karmo’s case,
translated into the present concepts, non-ethicality at w is a matter of
being M, .+settled at w and thus, ethicality at w is a matter of not being
thus settled. One could equivalently say (non-)ethicality at (w,n) here,
since the this does not depend on any particular choice of n. On the
other hand, ethicality at w according to the ‘enthymematic’ proposal of
Humberstone [1982a] is a world-relativized variant on being partly about
M4, but instead of being a matter of entailing something contingent
entirely about My, is a matter of being such that it together with ad-
ditional premises true at w and entirely about M, entails something
contingent which is entirely about M,y. This gloss on [Humberstone,
1982a) is taken from Humberstone [1996], in which further details on the
relations between My, (or “Meye;”) and Mg are related. The imaginary
interlocutor summoned up by Geach in the passage quoted in Example

92The gloss in question is what Lewis calls the part-of-content notion of partial
aboutness, though he does not seem to do the equivalent in his negative way of
describing it (the content of a statement being the set of worlds at which it is false)
of inserting the word contingent, as here: since with the classical assumptions in force
here and in Lewis [1988], every statement entails any logical truth and that is entirely
about every subject matter, we need to exclude such cases when we say “entails a
statement entirely about M” if it is not to apply across the board to all statements.
Not that contingent is really the right word, in the first place because here we only
need to exclude necessary truths rather than all non-contingent statements, a and
secondly because even in making that adjust we are in the wrong modality, it being
logical truths (true at all (w,n) pairs) rather than necessary truths (true at all w)
that need to be excluded.
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with its reference to the supplementary non-ethical premise that one
could reach for in the envisaged disjunctive syllogism step there, takes
very much the line developed in [Humberstone, 1982a] — written, as it
happens, without knowledge of Geach [1976).
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ABSTRACT. Supererogation (roughly, going beyond the call
of duty or doing more than one must) is a familiar part of
moral consciousness, and it is one member of a rich fam-
ily of associated concepts that have proved challenging to
adequately model collectively in deontic logic, as well as in
ethical theory. Much of the work done, especially earlier
work, important as it is, was at the cusp of logic and ethical
theory, with this early work having only sketches of logical
frameworks and no formal semantics. Only a small body of
work from the late 1980s forward meets minimal standards
one comes to expect in deontic logic. This essay surveys
much of that earlier work in the 1960s and 1970s, regiment-
ing and developing that work, and evaluating it, and then it
turns to subsequent more sophisticated work, expositing, at
times developing, and evaluating that work. The result is an
overview of this underdeveloped area, and an invitation to
develop it further. It also serves as a case study of how work
in deontic logic can be highly relevant to ethical theory.
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Why is supererogation of interest to ethical theory and deontic logic?
First, we routinely conceptualize moral exemplars as doing more than
they are required to do. This is often their most salient mark. Secondly,
the most famous traditional approaches in normative ethical theory
(Virtue ethics, Kantian ethics, and Utilitarianism) have had trouble ei-
ther recognizing the possibility of supererogation or of giving a minimally
satisfactory account of it. Thirdly, supererogation is part of a family of
concepts that ethical theorists and deontic logicians have often failed to
account for, often stumbling around among them, conflating members of
distinct pairs with one another. Representing supererogation coherently
is hard, and it requires tackling an enriched array of moral concepts and
representing their logical relationships carefully enough to generate a co-
herent framework. This last fact is reflected in the often touted slogan
“the traditional deontic scheme must go!” allegedly backed by the claim
that supererogation conflicts with the core of deontic logic.

Consider a number of terms of normative appraisal presupposed by
common sense morality that ethicists and logicians have been hard-
pressed to represent in an integrated conceptual framework:

permissible significant

impermissible good

obligatory (required) bad

omissible (non-obligatory) praiseworthy

must blameworthy

can praise-blame-neutral
can’t action beyond the call (of duty)
ought more than you had to do
the least you can do supererogatory

the best one can do suberogatory

optional offence

indifferent

Now consider just these eight concepts: the obligatory, the least one can
do, the best one can do, action beyond the call, the morally optional,
the morally indifferent, the morally significant and the permissibly sub
optimal. The traditional framework (a pre-formal fragment of Standard
Deontic Logic), employing notions of what is obligatory and permissible,
partitions all actions into three mutually exclusive and jointly exhaus-
tive classes: those which are (overridingly) obligatory, those which are
(overridingly) impermissible and those which are neither (optional). At
most, this scheme can represent exactly two of the eight aforementioned
concepts. For from the standpoint of this scheme, the obligatory and
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the optimal can’t be distinguished, yet common sense allows something
optimal to fail to be obligatory. Although the morally optional can be
represented, the supererogatory, one of its proper subclasses, cannot be.
Neither can the supererogatory be identified with the morally optimal, for
that which is obligatory can be optimal, but not supererogatory. Simi-
larly, the morally indifferent, another proper subclass of the optional —
one obviously disjoint from the supererogatory — can’t be represented.
Ditto for the morally significant and the permissibly sub optimal. Finally,
the minimum that morality demands, a concept generally neglected in
the ethical and deontic literature, despite its importance for common
sense morality, finds no place in the traditional scheme. Thus, on the
face of it, the traditional scheme is radically incomplete. It lacks the
resources to demarcate an array of concepts of common sense morality.

In deontic logic, there has been very little formal work done on this
subject. With a few exceptions, the typical work that has been done is at
the intersection of ethical theory and deontic logic, often at best quasi-
formal, and when formal, there is rarely any model theory, just axioms
or perhaps only a series of definitions cast in some quasi-formal notation,
articulating an enrichment of the traditional conceptual scheme. In this
chapter, I try to survey some of the landscape of this work done at the
cusp of ethical theory and deontic logic, and in a number of cases, I
develop the frameworks considerably, and more formally. This seems
a necessary step, perhaps providing a shot in the arm for research in
this under-explored and underdeveloped area of deontic logic, an area
of significance to ethical theory as well, and an area where deontic logic
has much to contribute to sharpened ethical theorizing, while at the
same time receiving substantial benefit in return. I site one important
instance: the neglected difference between must and ought is highly
relevant to ethical theory, but also to practical reason and normative
reasoning. Note well that it is must not ought that is plausibly linked
to the can and can’t of permissibility and impermissibility in traditional
ways, so that the focus on ought in both ethical theory and deontic logic
does not have the continuity with traditional concerns with obligation
that has been largely presupposed throughout the twentieth century in
ethical theory and deontic logic. Yet the distinction between the two is
of the first importance in getting clear about the conceptual landscape
of supererogation [McNamara, 1994].

Sections 1 and 2 of this essay set the stage and outline some of the
conceptual landscape of what I call “the traditional deontic scheme”
and some of the intuitive expressive enrichment called for to make a
place for supererogation, as well as noting some of the intuitive logical
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connections among the enriched set of concepts. Section 3 examines
Chisholm’s important quasi-formal work in this area. Chisholm stands
alone before the 1990s in having made a sustained effort to try to make a
place for supererogation and its associated family of concepts. Although
his contribution on contrary to duty imperatives [Chisholm, 1963b] is
one of the most well-known and oft-cited landmarks in the philosophical
literature on deontic logic, his contributions on our chapter topic are
under-appreciated attempts to again contribute to deontic logic. In Sec-
tion 3 we look at one key axiological approache to the conceptual analysis
of supererogation and kindred notions, that of the influential (in ethics
primarily) and seminal “Supererogation and Offence”. We can only men-
tion in passing the related work by Chisholm and Sosa on the logic of
intrinsic value and supererogation. In Section 4, we turn to Chisholm’s
well-known and influential (in deontic logic) logic of requirement and
to its much less well-known applications to supererogation and kindred
concepts. These three approaches have not, been carefully scrutinized,
despite their being influential. We take significant steps in doing so here
for the first and third approaches, developing them carefully, albeit still
leaving much aside. In Section 5, we turn to McNamara’s Doing Well
Enough (DWE) framework developed in the late 1980s and in the 1990s,
which is the first attempt to provide a model theoretic framework de-
signed specially to account for supererogation and associated concepts
of common sense morality, as well as being a sustained examination of
these notions and the language used to express them. We also look
at a later agent-evaluative expansion of the framework. In Section 6,
we turn to other more recent work on supererogation, quickly sketching
some of these developments. Finally, in Section 7, we take stock and
briefly conclude the chapter.

Let me note that this handbook entry is extracted from a longer
manuscript that became too unwieldy for such an entry, and I regret that
this means that interesting work had to be passed over, including work
of this author, and in other places natural developments and expansions
of, as well as alternatives to, what is covered had to also be set aside.
In various places I can just give a nod to other’s work that we cannot
cover here.
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1 The Traditional Scheme & “Standard Deontic
Logic’

1.1 The Traditional Schem

The Traditional Definitional Scheme

The fundamental normative statuses of what I call “the Traditional
Scheme” (TDS) are these five:

it is obligatory that (OB) it is omissible that (OM)
it is permissible that (PE) it is optional that (OP)
it is impermissible that (IM) it is non-optional that (NO

The first three are familiar, but the fourth is widely ignored, the fifth
has regularly been conflated with “it is a matter of indifference that
¢” (more below), and the sixth, if mentioned at all, is derivatively con-
flated with non-indifference (or significance). Typically, one of the first
two (but the third or fourth would work as well) is taken as basic, and
the other five notions are defined in terms of it, but the last two cannot
serve to define any of the first four. Following many expositions in modal
and deontic logics, we’ll take the necessity operator (deontic necessity
here) as basic, and define the rest accordingly:

!The scare quotes indicate that “Standard Deontic Logic” and “SDL” function
more as proper names than descriptions, but SDL has been extensively studied, and
much work in deontic logic in cast in contrast to it.

2By the “Traditional Scheme”, I am simply referring to a bit of unsystematic
deontic folklore roughly exhausted by the mention of TDS plus DS and/or TTC
below, along with a replacement rule. See [McNamara, 1990} [McNamara, 1996a;
McNamara, 1996b]. Below, I will suggest it amounts to the classical modal system
ED.

3These abbreviations are non-standard mnemonics. We will be adding a number
of other monadic operators to this set. “O” is routinely used instead of “OB”, and
often read as “It ought to be the case that”, “P” in turn is often used instead of
“PE”, and “F” (for “forbidden”) instead of “IM”, and “I” is routinely used instead
of “OP”, and read as “It is a matter of indifference that”. Deontic non-necessity,
here denoted by “OM?” is seldom ever named. The double lettering will also facilitate
later discussion involving just what notions to take SDL and kindred systems to be
modeling. Here we choose to read the basic operator as “it is obligatory that” so
that continuity with permissibility, impermissibility, and optionality is not lost, as it
would be with the “it ought to be the case that” reading. A choice must be made. “It
is obligatory that” may also be read personally, but non-agentially as “it is obligatory
for Jones that” [Krogh and Herrestad, 1996; McNamara, 2004])
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(TDS) PE¢ <» -OB-¢ (Permissibility)
IM¢ <> OB—-¢ (Impermissibility)
OM¢ < -OB¢ (Omissiblity)
OP¢ < (-OB¢ & -OB—¢) (Optionality)
NO¢ » (OB¢ v OB-¢)f|  (Non-optionality)

Call this “The Traditional Definitional Scheme (TDS)”. Although con-
troversial, these equivalences are natural enough, and this scheme is still
often employed, with the most focus on the first two definitions, and it
is routinely presupposed in contexts of supererogation (although with
the same conflation of indifference with optionality already mentioned,
and to be discussed below).

The Traditional Threefold Classification,
and the Deontic Square (and hexagon)

In addition to the TDS, it was traditionally assumed that the following,
call it “The Traditional Threefold Classification” holds (Figure 1).

PE NO
N A
OB opP IM
Y e
NO OM

Figure 1: The Traditional Threefold Classification

The partition is the dark-lined figure. The three conditions indicated by
the internal labels are intended to be mutually exclusive and jointly ex-
haustive: every proposition is either (overridingly) obligatory, optional,
or impermissible, and no more than one of these. Let MJ3(OB¢, OMg¢,
IM¢) be shorthand for this formula:

(TTC) (OB¢ VvV OP¢ vV IM¢) & [ ~(OB¢ & OP¢) & —~(0OB¢ &
IM¢) & —(OP¢ & IM)][]

4Here such equivalences will be called “definitions”, sloughing over the distinction
between definitional abbreviations and actual equivalence axioms encoding the force
of such definitions.

5We will define MJ™ more carefully in Section 1.2. “MJ” is chosen as a mnemonic
for “mutually exclusive and jointly exhaustive”.
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“The Deontic Square” (DS)” is also part of the Traditional Scheme (Fig-

ure 2)E|

OB¢ Mg

PEg OMg

Subalternation; ——p——— Subcontraries: «««-----eeeeeeees

Contraries: — — — Contradictories: — -+ — - - —

Figure 2: The Deontic Square

As a single formula, DS amounts to this:

(DS) (OB¢ <+ ~OM¢) & (IM¢ ++ —~PE¢) & —(OB¢ & IM¢)
& (PE¢ Vv OM¢) & (OB¢p — PE¢) & (IM¢ — OM0)

This square is perfectly analogous to one often displayed for the four
alethic modalities, OJ, -, <, and {— (as well as classical quantifiers,
among many others)m If we add nodes for OP (optionality) and -OP
(non-optionality), we get a deontic hexagon (Figure 3).

An important logical feature of optionality is the indifference of option-
ality to negation:

(ION) OP¢ <+ OP—¢

ION follows from the TDS & RE (replacement of logical equivalents)
assuming a classical propositional logic (PL): for (-OB¢ & -OB-¢) «

5Recall the meaning of these oppositional relations: contraries cannot both be
true, subcontraries cannot both be false, contradictories must have opposing truth
values, and subalternation is the asymmetric relation of proper entailment—one item’s
entailing another, but not vice versa (e.g. the listing here of OB¢ — PE¢, is intended
to convey that it is a logical truth that OB¢ — PE¢, but not so for the converse,
PE¢ — OB¢).

"See |Moretti, 2009; Moretti, 2004
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Figure 3: The Deontic Hexagon

(OB~¢ & ~OB——¢), so OP¢ <+ OP—¢.

1.2 From the Traditional Scheme to Standard Deontic
Logic

The fundamental presupposition behind the
Traditional Scheme

So what basic principles might the Traditional Scheme, with its TDS,
TTC & DS, presuppose? First of all, the assumption is that the under-
lying logic is classical truth-functional propositional logic (henceforth,
just “PL”). For example, OB¢ > “PE—¢ is endorsed, but this is defi-
nitionally equivalent to OB¢ — =—0OB—-—¢, which by PL is equivalent
to OBy — OB——¢, and the latter is not tautological. Here, clearly
presupposed, is some principle of replacement of provable equivalents in
the scope of deontic operators:

(RE) If ¢ <> 1) is a theorem, then so is OB¢ <> OBy

This is deemed one of the least controversial rules of inference for deon-
tic logics, one characteristic of “classical modal logics” [Chellas, 1980].
With PL, RE and TDS, it is easy to prove the equivalences corre-
sponding to the alternative definitional schemes mentioned above (e.g.
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OB¢ <+ “PE—¢, taking now PE as basic) and thus presupposed in the
traditional scheme. What else?

The TTC and the DS expressed as formulae (above), given TDS, are
easily shown to be each tautologically equivalent to the principle that
(overriding) obligations cannot conflict,

(NC)-%OB¢&(H%¢H
and thus we record these meta-equivalences:

(EQ) Given TDS, formulas DS, TTC, and NC are tautologically
equivalent to one another

Indeed, given TDS, TTC can be seen as a disguised version of NC along
with RE:

(TD) The Traditional Scheme is essentially just the classical modal
logic ED plus TDqﬂ

As noted in [Hilpinen and McNamara, 2013, pp. 69-70], NC is not
to be confused in content with

(OD) —-OBL

OD asserts that no logical contradiction can be obligatory, whereas NC
asserts that there can never be two things that are each separately oblig-
atory, where the one obligatory thing is the negation of the other. The
presence or absence of NC arguably represents one of the most funda-
mental divisions among deontic schemes, but it is a stronger claim than
OD; and indeed almost all developments of logics for conflict-allowing
obligations (i.e. those rejecting NC) accept OD.

As with much work in the history of normative ethics, early deontic
logics presupposed that obligations could not conflict, or to put it more

8In primitive notation, DS is (OB¢ <+ ——OB¢) & (OB-¢ + ——~0B-¢) &
-(OB¢ & OB—¢) & —(=—0B-¢ & —-—0B¢) & (OB — —-OB-¢) & (OB-¢p —
—0B¢), and although the first two conjuncts are tautologies, the remaining four are
each tautologically equivalent to NC above. Similarly, TTC becomes (OB¢ V (-OB¢
& —=0B-¢) V OB-¢) & [-(OB¢ & OB-¢) & —-(OB¢ & (-OB¢ & -OB—¢)) &
—((-OB¢ & —OB-¢) & OB—¢)], and the exhaustiveness clause is tautological, as
are the last two conjuncts of the exclusiveness clause, but the first conjunct of that
clause is just NC again. Likewise for the assumptions that PE¢ < (OB¢ V OP¢)
and OM¢ + (OP¢ Vv IMg).

9See |Chellas, 1980].
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cautiously and plausibly, that the notion of obligations of importance
in ethical theory did not allow for conflicts. Although it seems to this
author, and many others, that it is obvious that there can be conflict-
ing obligations, nonetheless, in the vast majority of work in ethics on
supererogation, authors assumed they were dealing with a concept of
obligation for which NC held. I think a safe course is to assume that
when we read “OB” as “it is obligatory that” we should qualify this by
adding an adjective that guarantees no conflicts: “overridingly”. If it is
overridingly obligatory that ¢, then it is obligatory that ¢ and this obli-
gation overrides all it conflicts with, and thus not only survives in the
face of obligations it conflicts with, but it also defeats them, and thus
renders them overridden. I submit that NC is analytic if we read the
operator as “It is overridingly obligatory that”. Let us do so unless oth-
erwise stated henceforth. Theories allowing for conflicts and defeat and
overriding of one obligation by another will have the resources to define
this special subclass of obligations, and the derivability of NC should be
a desideratum for success in expressing this notion of obligation.

Standard Deontic Logic (SDL)

Standard Deontic Logic can be seen as an expansion of the Traditional
Scheme, motivated largely by analogies with (alethically interpreted)
normal modal logics. Consider the following principle first:

(C) (OB¢ & OBy) — OB(¢ & ¥) (Aggregation of OB for &)

Early systems of deontic logic endorsed this principle, which says that if
¢ and 1) are each separately obligatory, then so too is their conjunction,
¢ & 1. Although not entailed by TDS, we might say that it befits that
scheme, since it is at least natural to think that if two things are each
overridingly obligatory for me, then it is overridingly obligatory for me
that both hold. The converse was also widely endorsed:

(M) OB(¢ & ¢) — (OB¢ & OBvy) (Distribution of OB over &)

This does not seem to have a natural link to the Traditional Scheme, but
it has a certain rationale behind it. M coupled with RE, is equivalent
to this rule:
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(RM) If ¢ — ¥ is a theorem,
then so is OB¢ — OB# (Inheritance)

RM allows us to make inferences from one thing’s being obligatory
to other things being obligatory, where those others are logical conse-
quences of the former: if it is overridingly obligatory that I drive under
65 mph, then likewise for driving under 75 mph. This principle however
is fully general (too general), and so also entails that logical truths are
obligatory if anything is, since logical truths are entailed by anything.
Thus in all but empty normative systems, OBT would hold. Since deon-
tic logicians in the early years felt that empty normative systems could
be set aside as uninteresting, they were ready to endorse not only that
OBT would be true if anything was obligatory, but to treat it as a the-
orem for any logic of normative systems, thus endorsing it simpliciter:

(ON) OBT

Together, we have the following rendering of SDL:

(A0) All propositional tautologies of the language
(Al) |—OB¢) — —|OB—|¢)

(A2) F(OB¢ & OBvy) — OB(¢ & )

(A3) F(OB¢ & 1) — (OB¢ & OBv)

(A4) FOBT

(MP) IfF ¢ — ¢ and F ¢, then - o

(

RE) IfF ¢ ¢ v, then FOB¢ <> OBy

It is well known that this axiomatization of SDL is equipollent to
the normal modal system D, which is often axiomatized as follows:

A0 All propositional tautologies of the language
Al OB(¢ — ¢) — (OB¢ — OBv)
A2 OB¢ — -OB—¢

)
)
MP) Ifk ¢ — 4 and - ¢, then 1)
) Ift ¢, then - OB¢

We will let “SDL” refer to either of the above systems, and for now, we
will refer to “standard systems” as systems of deontic logic that contain
SDL, perhaps expanding on SDL (e.g. by adding OB(OB¢ — ¢). We
now turn briefly to the standard semantic treatment of SDL.

We give a standard “Kripke-style” possible world semantics for SDL.
Assume that we have a set of possible worlds or situations, W, and a
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binary relation, A, relating worlds to worlds. The intended reading is
that Aij iff j is j is deontically acceptable from the standpoint of i, or
more briefly, j is “é-acceptable” (so that no violations of the overrid-
ing obligations holding in i occur in j). We will denote i’s acceptable
worlds by A*[9] Formulae will be taken to be either true or false at a
world, never both, and when a proposition, ¢, is true at a world, we
will often indicate this by referring to that world as a “¢-world”. The
truth-functional operators have their usual behavior at each world. Our
focus will be on the contribution deontic operators are taken to make.
The truth-condition for “OB” is as follows:

[OB] E;OB¢ if and only if for every j € W, if Aij, then F; ¢

That is, it is obligatory that ¢ at 7 iff every i-acceptable world is a
¢-world.

We add one constraint on the acceptability relation, namely that it is
“serial”: for every world, ¢ in W, there is at least one world that is i-
acceptable:

(SER) For every i € W, there is a j in W such that Az'j

Following the treatment in normal modal logics, the fundamental
idea here is that the deontic status of a proposition at a given world
is determined by how that proposition fairs at the i-acceptable worlds,
as the diagrams in Figure 4 indicate. Here, we imagine that we gather
together all the i-acceptable worlds, and then the status of a deontic for-
mulae, *¢ at ¢ (where * is one of the six deontic operators) is determined
by the status of ¢ in the i-acceptable worlds. The small dot represents
the non-emptiness of A’ (SER). When a formula is true at every world
in a model it is true in the model, and when a formula is true in every
serial model, then the formula is valid. See Sections 6.1, A6.1 and A6.2
in [Hilpinen and McNamara, 2013| for a more full-bodied presentation

10The worlds related to ¢ by A are also often called “ideal worlds”, but we de-
liberately choose more neutral terminology, viewing the prevalent use of “ideal” as
potentially misleading terminology, especially in the context of issues such as su-
pererogation. (See [Hansson, 2006] for objections to invocation of ideal worlds in
deontic logic in one of that term’s senses.) Indeed, the choice of terminology in ethics
and deontic logic has often tacitly contributed to the exclusion of supererogation from
theorizing, and much confusion about it and other notions in the same family.

1 Additional constraints on A will validate stronger logics than SDL itself. See
Sections 7.1 and A7.1 of [Hilpinen and McNamara, 2013] for a sample and some
references.
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of SDL’s syntax, proof theory, and semantics, and for further references.

OBg: PEgp: IMg: OMg: OPg: NOg:
Some ¢ Allg

Allg Some ¢ No g Some —¢ & or
Some -~ All —¢

4 Y A A 4 4

Figure 4: Truth Conditions for SDL Operators

2 Supererogation, indifference, and Urmson’s
constraint.

2.1 Moral Indifference, the Strong Threefold Classifica-
tion, and Moral Rigor

Today I am wearing a pair of socks around the house, but often I go
barefoot. To me, at this time of year, it is a matter of indifference.
And as best I can tell, it is a matter of moral indifference as well. Now
note that just as optionality is logically indifferent to negation, so too
is moral indifference. For if it was a matter of moral indifference that
I wear socks, then it is a matter of moral indifference whether I do or
don’t, and so it is also a matter of moral indifference that I don’t wear
socks. Thus we endorse “The Indifference of Indifference to Negation™:

(IIN) IN¢ iff IN—¢

It should also be clear that the defining condition of optionality, namely,
being neither obligatory nor impermissible, must be met by moral indif-
ference. Thus we must endorse the “Optionality of Indifference”:

(0I) IN¢ — OP¢

Note that moral significance can be plausibly defined via indifference
(and vice versa):

(SI) SIp X -INg

where “SI” is to be read as “it is a matter of significance that”. Given the
definition of significance, it is clear that NIS entails “The Indifference of
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Significance to Negation”:
(ISN) SlI¢ < SI-¢

Reflection on the Deontic Hexagon also reveals that if we replace the
two occurrences of “OP” and “NO” there with “IN” and “SI”, all the
resulting new logical links will also be intuitively sound (Figure 5).

OBy

PEp L

Figure 5: Alternate deontic hexagon

Now consider the following near-twin of TTC, call it the “Strong Three-
fold Classification:

(STC) (OB¢ v IN¢ V IM¢) & [+(OB¢ & INg) & —(OBs & IMo)
& —(IN¢ & IM¢)]

PE SI
A N
OB IN IM
-
Y Y
SI OM

Figure 6: Strong Threefold Classification
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Figure 6 provides a diagrammatic expression of STCE Here indifference
stands in for optionality, and as with the Traditional Threefold Classi-
fication, the claim is that each alternative action falls into one of the
boxes, but no more than one. Note also that on the Traditional Scheme,
STC is easily shown to be tautologically equivalent to what I will call
“Moral Rigor”:

(MR) OP¢ « INg

Since we will need to explore a number of these mutually exclusive
and jointly exhaustive claims for increasingly rich conceptual schemes,
resulting in more complex formulas, let’s make use of the following gen-
eral shorthand henceforth:

MI?(A1, o, A AV VAL & (AL = —Ag) & (A —

—|A3) & ... & (A1 %_'An) &
(A2 — ﬁAg) & (A2 — ﬁA4)
&.oo& (Ao —-Ap) & ... &
(Ap—1 — _‘An)]lﬂ

So MJ'(OBg¢) is OBg, MJ?(OB¢,IN¢) is (OB¢ V IN¢) & (OBg —
—IN¢), and MJ?(OB¢, IN¢, IM¢) is STC above (in feeble disguise).

2.2 Supererogation, indifference, optionality,
and the Fivefold Classiﬁcationm

Consider a dramatic case of supererogationE An infant is trapped in a
burning building. The fire has reached a very dangerous stage, sections
of the building are in flames, windows are exploding, thick black smoke is
pouring out of the entrance, etc. A mailwoman fond of the child, passes
by and seeing a neighbor restraining the older sister, quickly sizes up
the situation. Charging into the building and making her way to the
top floor, she finds the infant still alive. On the verge of passing out,

2The outer labels of the diagram reflect these equivalences: PE¢ <+ (OB¢ V IN¢)
and OM¢ + (IN¢ V OM¢) and Sl¢p +» (OB¢ VvV IMg).

1380 “MJ”’s extension is a function, f, from numbers to truth-functions, and the
extension of “MJ” followed by a numeral, “n”, is that truth-function, f(n), that maps
n-tuples of truth values to true iff exactly one of the n values is true. (Thus the order
of the truth values does not matter.)

YT ater we will have cause to distinguish supererogation from action beyond the
call of duty, but for now, we will follow the literature in not differentiating them.

15¢f. |Feldman, 1978, p. 46]
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and badly burned, she lowers the child from a small shattered window
and drops him to the neighbor below.

Our mailwoman’s action is paradigmatic of the classical conception
of supererogation. We can easily imagine the fire to be such that we
would not even consider the firefighters to have been obligated to make
such a direct-entrance rescue attempt. Yet we can also imagine that,
although her action was very risky, it was not irresponsibly foolhardy
[McNamara, 1996b]. Her action exceeded any demands morality made
on her. She did more than she had to.

It is clear that the mailwoman’s action was neither obligatory nor im-
permissible. Letting “SU” stand for “It is beyond the call (for Jane Doe)
that” or “It is supererogatory that”, these two features of supererogation
can be jointly summed up as “The Optionality of Supererogation”:

(0S) SU$ — OP¢

However, the classical conception of the supererogatory is obviously
not exhausted by this feature. For despite the optionality of the mail-
woman’s action, her action was hardly a matter of moral indifference.
Thus the classical conception supports “The Non-Indifference of Su-
pererogation”:

(NIS) SU¢ — —IN¢

Together, the last two entailments yield “The Optional Non-Indifference
of Supererogation”:

(ONIS) SU¢ — (OP¢ & IN¢)

Let’s also introduce in passing an operator that will be convenient to
have later, for the non-supererogatory, the contradictory of supereroga-
tion:

(NS) NS¢ % -sU¢

Recall that we saw earlier that we must endorse the “Optionality of
Indifference”, IN¢ — OP¢. But with supererogation in focus, it should
now be apparent that the converse is problematic: to say that an ac-
tion is indifferent is to say something stronger than that it is optional.
We can easily imagine that it was a matter of moral indifference that
our rescuer wore black socks that day or not, but not so for her rescu-
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ing the infant, despite the fact that both were optional. So, replacing
“OP” with “IN” in the Traditional Threefold Classification to yield the
Strong Threefold Classification is quite contentious. STC simply makes
too harsh a taskmaster of morality. For given ONIS, those committed
to the possibility of supererogation, are thereby committed to what I’ll
call “Optionality with a Difference”:

(OWD) OP¢ & —IN¢ is satisfiable

That is, it is possible that an alternative is both morally optional and
morally significant. But STC simply rules out the possibility, and as
noted above, it entails Moral Rigor, OP¢ <+ IN¢, thus enjoining the
collapse of moral optionality and moral indifference. STC and MR each
tacitly rule out the possibility of supererogation, and surely it is not the
business of deontic logic to engage in such a substantive rejection of a
pre-theoretic category.

It should also be clear that optionality cannot be equated with non-
significance, since a supererogatory action is both morally optional and
significant. Thus, although we must endorse the “Significance of the
Non-Optional”:

(SNO) NO¢ — Sl¢p
we must reject the converse, the “Non-Optionality of the Significant”:
(NOS) SIp — NO¢

Let me plant here a question that may have already occurred to the
reader: Given the semantic difference, yet logical overlap, between in-
difference and optionality (and significance and non-optionality), is there
anything that distinguishes them at the level of logical principles? We
will return to this later on, when we begin to look at semantic models
for these notions.

So despite the fact that ethical theorists and deontic logicians have
routinely, and often still do, label the condition of being neither oblig-
atory nor impermissible as “indifference”, this is an unwarranted and
substantive conflation of two distinct and important deontic notions.
As we will see, conflation of distinct pairs of concepts has been one ma-
jor obstacle in finding a place for supererogation in deontic logic, as well
as in ethical theory.
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A preliminary extended classificational picture emerges as one to be
expected (Figure 7).

%/—/ ~

SI SI

Figure 7: The Preliminary Fivefold Classification
Call it “The Preliminary Fivefold Classification”, in symbols:
(PFC) MJ5(OB¢, INg, SUs [OP¢ & Sl¢ & NS¢], IMe)

Reflection on supererogation and kindred notions forces this extension/
enrichment of the TTC on us, whereas neglect of such notions encourages
conflations of distinct concepts, as we have already seen in the case of
indifference and optionality (and significance and non-optionality) with
their conflation naturally leading to STC. These reflections also nat-
urally lead to new questions that can generate new insights about ex-
panded normative positions an agent might be in. For example, you may
have wondered why the diagram above partitioned the non-indifferent
optional alternatives into those that are supererogatory and those that
are not. For if not, we could define the supererogatory actions as the
non-indifferent optional actions, by adding to OIS, an endorsement of its
converse “The Sufficiency of Optional Non-Indifference for Supereroga-
tion”

(SONS) (OP¢ & —IN¢) — SU¢

We are now in a good position to see why this is unacceptable by the
logical features of the concepts alone. Suppose SU¢. By ONIS, OP¢
& —IN¢. Then by ION and IIN, OP—¢ & —IN—¢, and then by SONS,
we get SU—¢, thereby generating “The Indifference of Supererogation
to Negation”:

(ISUN) SU¢ — SU—¢
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ISUN is surely absurd, for it says the negation of what is supereroga-
tory is supererogatory, and it entails that for any alternative, either it
is not supererogatory or both it and its negation areE{] Indeed, it is
plausible to think that something stronger holds: that there can be “No
Supererogatory Conflicts”:

(NSC) —(SU¢ & SU-¢)

For suppose that ¢ is supererogatory for Jane Doe, and that ¢ consists of
her doing A. Then her doing A while doing only permissible things must
guarantee doing more than the minimum. But then presumably there
must be permissible ways of her not performing A that don’t involve
doing more than the minimum. So even assuming that she does noth-
ing but permissible things, A’s non-performance can’t assure that she
has done anything beyond the minimum, and hence —¢, her not doing
A, can’t be supererogatory. For example, surely our mailwoman’s not
rescuing the infant would not be supererogatory per se, for she might
accomplish that by fanning the flames, or by just walking by without
interfering with the situation in any way, or by merely helping direct the
fire truck to the seen from the corner (the minimum, we imagine). So
we do need to leave space for optional non-indifferent alternatives that
are not supererogatory.

I now turn to a scheme that has been routinely confused with the
traditional scheme, by friend and foe of supererogation, and has been a
source of much confusion, as well as mistaken criticisms of deontic logic.

2.3 Urmson, friends of supererogation, and the Tradi-
tional Scheme

Most ethicists and deontic logicians have routinely and unreflectively
endorsed “Moral Rigor”,

(MR) OP¢ + IN¢

by taking “the morally indifferent” as the deontic analogue of contin-
gency: as anything that is neither obligatory nor whose negation is
obligatory. As we’ve seen, this conflates indifference with optionality.
And this mistake leads to other conflations. For once the conflation of

16Tndeed, as we shall see, a number of analysts have thought that if ¢ is supereroga-
tory, then its absence, —¢, is an offence or suberogatory, and so has a negative valence.
Although we will reject this too, it does underscore the counter-intuitiveness of SONS.
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optionality with indifference occurs it is but a short step on the tradi-
tional framework to conflating the Traditional Threefold Classification
with its near twin, the “Strong Threefold Classification”,

(STC) MJ3(OBg, INg, IM¢)

Although the Traditional Threefold Classification is relatively innocu-
ous (when OB is read as “it is overridingly obligatory that”), STC is
anything but. For consider this crucial component of STC, “Strong Ex-
haustion”:

(SE) OB¢ Vv IN¢ v IM¢

SE entails that if an alternative is neither obligatory nor permissible,
then it must be a matter of moral indifference[["] This is not to be con-
fused with the relatively innocuous component of TTC, call it “Weak
Exhaustion”:

(WE) OB¢ v OP¢ v IM¢

For SE, unlike WE, entails that morality rules with an “iron fist”: for
any alternative that is not a matter of moral indifference, morality will
either demand that it hold or demand that it not hold. There simply
are no morally significant optional alternatives according to SE.
Conflation of SE with WE, and optionality with indifference, has
led to another recurring mistake. “The threefold scheme must go!” has
often been the battle cry of the friends of supererogation in the polem-
ical literature in ethical theory on supererogation ever since Urmson’s
classic [Urmson, J.O., 1958]. Now clearly, SE, and so STC, do rule out
any possibility of supererogation by ONIS. So ONIS is rightly used by
the friends of supererogation to place the onus on those who support
STC. Notice however that as an argument against WE or the Tradi-
tional Threefold Classification, this is just a non sequitur. Despite all
claims to the contrary, moral indifference is not even representable in the
Traditional Scheme. So when friends of supererogation rally behind “the
threefold scheme must go”, they should be referring exclusively to SE or

"The other component, “Strong Mutual Exclusiveness”, that no alternative falls
into more than one of these categories, the morally obligatory, the morally imper-
missible or the morally indifferent, is plausible, especially given that we are reading
“morally obligatory” as short for “overridingly morally obligatory”. Similarly, for the
exclusiveness component of TTC.
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to the Strong Threefold Classification. However, the distinction between
the strikingly similar three-fold classifications is rarely made. Ethicists
and deontic logicians alike are routinely guilty of conflating TTC with
the STC as a result of conflating moral indifference with moral option-
alityF_g] Then the friends of supererogation, inherit and propagate these
mistakes in the process of trying to fight for a place for supererogation.
In deontic logic, this confusion goes right back to the beginning of de-
ontic logic as an active ongoing area of research, [von Wright, 1951, p.
3]. Ironically, even in Urmson’s own classic on supererogation, we find
him conflating indifference with optionality—even as he himself was lead-
ing the way in our achieving escape velocity from the conflation. But
his intention was clea,rF_g] Any scheme that entails the Strong Three-
fold Classification (or Moral Rigor) is inconsistent with the possibility
of supererogation. So we can take “Urmson’s (general) Constraint” on
deontic schemes to be:

(UC) IN¢ — OPg¢ is a logical truth, but OP¢ — IN¢ is not.

3 The early axiology-based work of Chisholm

In a series of papers in the mid-sixties, Chisholm, and Chisholm-and-
Sosa, provide conceptual schemes, using axiological notions as founda-
tional, that aimed to make a place for supererogation and kindred no-
tions. The most famous and influential of these by far is “Supererogation
and Offence: A Conceptual Scheme for Ethics” [Chisholm, 1963b]. My
main focus in this section will be on this piece, but I will briefly con-
sider in passing the work of Chisholm-Sosa [Chisholm and Sosa, 1966b;
Chisholm and Sosa, 1966a), but I must reserve non-cursory coverage of
that joint work for another place[%|

8This charge is defended explicitly in [McNamara, 1990, and also in unpublished
presentations [McNamara, 1988; [McNamara, 2006]). Chisholm, whose work we will
examine shortly, is an exception.

9Urmson’s conflation is also discussed explicitly in [McNamara, 1990|, and in un-
published presentations [McNamara, 1988; McNamara, 2006]). Even Chisholm him-
self makes the same mistake in his seminal “Supererogation and Offence” [Chisholm,
1963b, pp. 326-27], which contains all the ingredients needed to see the difference and
recognize that the traditional deontic scheme of deontic logic is none other than TTC,
even if the explicit defining condition, “OB¢ & —IM¢, is mislabeled as “indifferent”.

20The Chisholm-Sosa work is closer to [Chisholm, 1963b) in various ways, including
taking an axiological stance as basic. In the next section we will look at [Chisholm,
1964], |Chisholm, 1974] which develops Chisholm’s thinking in a different direction,
this time about prima facie obligation, defeat, etc.
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3.1 Chisholm’s “Supererogation and Offence”

[Chisholm, 1963b] is the most important short piece on supererogation
since Urrmson’s classic [Urmson, 1958]. It is rich in ideas and insights,
as well as being informative about the related work of Meinong. It can
be helpful to see him in retrospect, as in part, attempting to identify
and argue for an enriched set of normative position, as well as providing
an analytic framework for these normative positions@ Chisholm’s piece
is also quite important for its introduction and discussion of a negative
analog of supererogation (now often called “suberogation”) in Anglo-
American philosophy, a proposed analog of continuing controversy. Fi-
nally, he makes a variety of preliminary and critical points about views
held by others or views that he thought might naturally arise about the
nature of supererogation and kindred notions, and many of these critical
points have been widely endorsed.

Supererogation

Preliminary to providing his proposed analytic framework, he asks us to
“take the supererogatory to be that which it is good but not obligatory to
do, in short, “non-obligatory well-doing” [Chisholm, 1963b, p. 3]@ Fol-

21n deontic logic, this typically involves an exhaustive account relative to a deontic
logic of a person’s normative relationship to a proposition or a person’s normative re-
lationship to an agential proposition—a proposition that attributes agency to a person
regarding another proposition (the person may even be left implicit when exploring
singular positions.) See [Sergot, 2013| in the 1st volume of this handbook for a histor-
ical and systematic overview by the leading figure in this area of research. Chisholm’s
discussion is cast freely in terms of actions and an agent’s relationship to actions more
than propositions however. We will recast things here for simplicity.

22We will see that these characterizations are fundamentally inadequate, as are
other similar subsequent analyses. However, let me note here a minor clarification:
Chisholm himself will later speak of what would be good and would be bad when
introducing his own scheme, so we should read his glosses that way in general, so
that “it is good that” should either be read as “it would be good that” or “it is a
good option that” in discussing Chisholm. This is important, for as [Goble, 1990a)
rightly notes, on its face, “it is good that p” is factive and thus entails p. Similar
remarks apply to “it is bad that”. Goble develops an actualist deontic logic for good,
bad, better, and ought in a series of impressive papers: |Goble, 1990a}; |Goble, 1990b;
Goble, 1989]. (Note that the 1989 paper builds on the two 1990 papers and was
written after those.) The behavior of the operators for good and bad in the context of
truth functional connectives is fully articulated for the actualist semantic framework
Goble articulates. However, supererogation and such is certainly not in focus in
those papers, and in particular, I do not think that the possibility of non-equally
good but mutually exclusive good or bad options fits well, nor for example, good but
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lowing Urmson, Chisholm notes that some authors have assumed that all
of an agent’s alternatives must fall into one of three mutually exclusive
and exhaustive classes, the obligatory, the forbidden and the indiffer-
ent (see STC above)El, but that supererogatory acts don’ fit into any of
these three classes. Following both Urmson and Ladd, he notes that just
as there can be trifling obligations (e.g. returning a pen), and highly
meritorious duties involving the sacrifice of one’s life (e.g. for a person
holding a vital position facing an enemy onslaught), there can likewise
be trifling and highly meritorious supererogatory acts (e.g. contrast a
small favor, with a mailwoman’s risking her life to save some child@
He then draws some conclusions about supererogatory acts ([Chisholm,
1963b], p.3-5): (i) supererogatory acts are not necessarily better than
or more morally praiseworthy than acts of duty; (ii) the performance
of a supererogatory act needn’t imply or reflect any standing virtue of
the agent (e.g. a selfish person may have a charitable out-of-character
moment); (iii) nor “can the difference between duty and supererogation
be made out by reference to the traditional distinction between those
duties which are ‘perfect’ and those which are ‘imperfect’ﬁ

Offence (suberogation)

Chisholm goes on to famously (or some might say, infamously)@ argue
that supererogation has a natural analog forced on us by parity of reason,

non-obligatory options, or bad to not do but not obligatory options (e.g. offensive
omissions), since the framework validates thesis like GD¢ +» (OU¢ & ¢), and OU¢
< (GD¢ vV BD—¢). However, it is also not clear this matters, since Goble explicitly
interprets “O” in these papers as it ought to be that, and so is not intending to link
the goodness/badness of what an agent brings about to what an agent is obligated to
do, which does seem to be Chisholm’s main focus. However, this does raise a general
question about the relationship of ought to supererogation: if, as is very plausible, it
can be good to do something less than the best one could do, then can it be that if
done, it ought to be that it was done given that it rules out the best option available?
The general relationship between ought and supererogation, which can be and has
been perplexing, will be explored more later in the chapter.

23Chisholm cites logicians work in deontic logic: fvon Wright, 1951} von Wright,
1953|, [Prior, 1962 1955|(the 1955 edition), and |[Anderson, 1956].

ZThe examples do not all match those in Chisholm’s text, but are in keeping with
the intent.

25 Although I think the argument he gives against this is defective (more below), I
believe the point is sound.

26Even the staunchest defenders of supererogation (see [Heyd, 1982], [Mellema,
1991]) raise serious doubts about offences and argue against the alleged symmetry
between offence and supererogation.
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“what is bad but not forbidden”, or “permissive ill-doing” |Chisholm,
1963b, p. 5]. He tells us that

“a system of moral concepts which provides a place for what
is good but not obligatory [supererogatory], should also pro-
vide a place for what is bad but not forbidden. For if there
is such a thing as ‘non-obligatory well-doing’ then it is plau-
sible to suppose that there is also such a thing as ‘permissive
ill-doing™".
Chisholm appropriates the term “offence” for this sort of act@ He offers
two sorts of examples of offences as negative analogs to the prior cases
of trifling supererogation and of highly meritorious supererogation: a)
a trifling offence consisting of an act of discourtesy and b) a villainous
offence consisting of the sort of acts he thinks informers often engage
in, for example someone who permissibly provides very damaging infor-
mation about a competitor for self-interested and malicious reasons
Thus was introduced into Anglo-American philosophy, a new category in
ethical theory, as well as a claim that has been much disputed ever since:
that there is a perfectly symmetric negative analog to Supererogationﬂ
Chisholm goes on to note that, just as with acts of supererogation, of-
fences do not fit into the then-widely endorsed STC, for permissible
bad actions are also neither obligatory, nor forbidden, nor indifferent.
Chisholm then turns to a brief discussion of an earlier improvement on
this STC scheme, one not yet then noted in Anglo-American philosophy
or deontic logic.

2"The British spelling ‘offence’, rather than the American ‘offense’, has predomi-
nated since Chisholm used it here, and I follow that tradition, while also using ‘offence’
and ‘suberogation’ interchangeably (but see [McNamara, 2011b| for more nuance on
“offence”).

28These examples are hardly uncontroversial, but we must let this matter pass
here. See |Driver, 1992] for a defense of the viability of the category.

29Gee for example discussion in [Heyd, 1982], [Mellema, 1991], |[Driver, 1992], |Zim-
merman, 1996], and [Heyd, 2012]). One aspect of the symmetry of traditional con-
ceptions of supererogation and suberogation is discussed in [McNamara, 2011b|,

179



McNamara

Chisholm on Meinong’s Schemﬂ

Chisholm attributes the following five fold classificational scheme to
Alexius Meinongjﬂ Every act is either indifferent, meritorious, required,
excusable, or reprehensible, but no more than one of these. Taking the
permissible to be what is not reprehensible, and the optional to be that
which is neither required nor reprehensible, the following picture emerges
(Figure 8).

Optional Optional

/—/% e A

Meritorious Required Indifferent Excusable Reprehensible

~

Permissible

Figure 8: Meinong’s five-fold classification

Chisholm suggests that given Meinong’s examples and claims about his
categories, he can map Meinong’s terminology on to his as follows:

Meritorious — Supererogatory Required — Obligatory
Excusable — Offence Reprehensible — Forbidden

Letting “OF” stand for “it is an offence that”, and letting our “IM”
(for “impermissible”) stand in for Chisholm’s “Forbidden”, we get the
partition in Figure 9.

30Because of the singular influence of Chisholm’s article, my focus here is on
Chisholm’s own account of Meinong and its influence on his scheme. Although I
have no reason to think there are egregious errors in Chisholm’s account, I would
like to direct the reader’s attention to Chapter one, Section 2 of the first volume
of this handbook [Hilpinen and McNamara, 2013|. It certainly overlaps in content
with Chisholm’s discussion of Meinong, but also contains more, and of course other
references to work on Meinong and deontic logic that came after Chisholm, as well as
references to older Islamic work with affinities to Meinong’s scheme; and let me add
[Purtill, 1973|.

STChisholm cites [Meinong, 1894] primarily, but he also cites [Meinong, 1968| as
providing further details on laws of omission (more on this below). See also [Hilpinen
and McNamara, 2013, Section 2, 9-15] in the first volume of this handbook, and
references there.
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(0] OoP

f—/% e =

SU OB IN OF M

~

PE

Figure 9: Meinong’s Fivefold Classification via operators

Cast symbolically via propositional operators, Meinong’s Fivefold Clas-
sification is:

(MFC) MJ3(SU¢, OB¢, IN¢, OF ¢, IM)

Letting “GD” stand for “it is good that”, and “BD” for “it is bad that”,
Chisholm tells us that Meinong also endorsed what I will call Meinong’s
Deontic-Aziological bridge principles:

(MD-A) (SU¢ vV OB¢) — GD¢
(OF¢ v IM¢) — BDg[?|

Adding to the categories diagram, we get Figure 10.

GD
N

SU OB IN OF IM

N

BD

Figure 10: Meinong’s five-fold classification and good and bad

Secondly, Chisholm tells us that Meinong also endorsed a thesis to the
effect that the categories above are ranked left to right in descending
order of value. Letting “>” stand for a ranking relation, “Meinong’s
Ranking Thesis” is:

32Chisholm does not say whether the converses are intended by Meinong. We will
see that these are retained in Chisholm’s own scheme.

181




McNamara

(MRT) (SU¢ & OB & INY & OF)\ & IM#) —
(p>1>x>\>0)

Finally, he tells us that Meinong endorsed the following Laws of Omis-
sion (where A stands for Jane Does performing some action, A):

(MLO) a) SUA «» OF-A4
b) SU-A + OFA
c) OBA < IM—4
d) OB-A « IMA

Chisholm objects to MRT and to MLO. Against MRT, he notes that
his earlier points apply, that a highly meritorious obligatory act can be
better than a trifling supererogatory favor, and that a trifling imper-
missible act might be better than a heinous offence. He accepts the
last two laws of omission but rejects the first two by elaborating on one
of Meinong’s own examples to illustrate their implausibility. Even if
winning by near-cheating is an offence, it doesn’t follow that the bare
omission of winning by near-cheating is supererogatory. Similarly, if in-
tentionally setting aside a permissible gain on behalf of a competitor is
supererogatory, it doesn’t follow that any bare omission of doing so is
an offence.

Chisholm’s own conceptual scheme

Chisholm notes that MLO provides an important insight, one to be car-
ried forward in his own scheme: in considering how to classify the status
of a given action, we must consider both the status of its performance
and the status of its non- performance. Meinong also provides a possible
clue for classifying the statuses of actions that Chisholm adopts: em-
ploy two contrary terms in combination to define the target normative
concepts. Chisholm lists a number of such pairs and selects good, and
bad, asking us to interpret “good” as in “that would be a good thing to
do”, and “bad” as in “that would be a bad thing to do”, stressing that
it is the thing done, not the agent or consequences that the pair applies
to |Chisholm, 1963b), p. 10]@ However, it is clear that what he has in

33Chisholm does not say why he chooses the last pair. Notice that there is an
ambiguity in “non-performance” that is revealed by asking “Is anything that is not
the performance of an action, a non-performance of any given action? If so, then
the sun’s rising tomorrow is a non-performance. This is probably not what Chisholm
meant, but on the other hand, the final section of the article strongly favors the idea
that “good” and “bad” apply to states of affairs or propositions generally, and need

182



Logics for Supererogation and Allied Normative Concepts

mind is both performances and non-performances of actions.
For Chisholm next tells us that for each action, there are three possibil-
ities:

1) it would be good,

2) it would be bad,
3) it would be neither good nor bad,

and he immediately goes on to note that (1) - (3) above apply to both
performances and non-performances of actions. Finally, he notes that
we must take “good” and “bad” so that “their application to perfor-
mance is logically independent of their application to non-performance”
[Chisholm, 1963bl, p. 10]. This is ambiguous, but he indicates explicitly
that he means that being good to do does not entail being bad to not do,
and vice versa. We will return to this ambiguity.

With these preliminaries, he then notes that we get the following nine
logically possible combinations of good and bad for the performance and
corresponding non-performance of any action, and he proposes a new
conceptual scheme in terms of these via the labels on the right:

performance non-performance type of act:

value: value:
1. good good Totally Supererogatory
2. good neither Supererogatory Commission
3. good bad Obligatory
4. neither good Supererogatory Omission
5. neither neither Indifferent
6. neither bad Offence of Omission
7. bad good Impermissible
8. bad neither Offence of Commission
9. bad bad Totally Offensive

3.2 Regimentation of Chisholm’s scheme and assessment

Syntax for RCGB logics

Expressive resources & Chisholm’s Definitional Scheme (CDS)
In this section, we will introduce a preliminary reconstruction of what
a logic for Chisholm’s scheme might look like. We will work our way to
this by a bit of reverse engineering.

not involve an agent, and as mentioned above, the joint work with Sosa clearly does
this, as does Chisholm’s work on the logic of requirement. (See Section 4.)
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Chisholm does not say anything about how the two primitives might
apply to compounds of performances and/or non-performances of
actions by agents. I proposed that we explore a regimentation of
Chisholm’s approach, here casting it in propositional form,lﬂ with an
interpretation of the atomic sentences that perhaps best matches, in
a propositional context, what Chisholm had in mind. Assume that we
have a restricted language, where say any atomic sentence, P;, attributes
an action to our mock agent, Jane Doe, so that =P; would then express
the claim that it is not the case that Jane Doe did perform that action,
and that we have GD and BD again as propositional operatorsﬁ With
this understanding in mind, we define the formulae.

RCGB formulas:
1) P,...,P,,... are RCGB formulas;
) L and T are RCGB formulas;
) If ¢ is an RCGB formula, so is ~¢, GD¢, and BD¢;
) If ¢ and ¢ are RCGB formulas, so are (¢ V ¢), (¢ & ),

(¢ = ¢), and (¢ < ).

We recast Chisholm’s Definitional Scheme as follows:

=W N

34In [Chisholm and Sosa, 1966a], [Chisholm and Sosa, 1966b] they treat GD and
BD as operators, or at least close surrogates thereof (properties of states of affairs),
and not restricted to actions or non-actions.

3%We could read the operators as qualifying how Jane Doe is to be (e.g. It is
Good/Bad/Neutral/Obligatory/ Supererogatory ... for Jane Doe to be such that
¢. This is a personal, but non-agential reading. ([McNamara, 2004] argues that in
the case of obligation at least, this construction can be used, along with an agency
operator to define agential obligations as a special case. It would be easy enough to
add in an agential operator, and go on to map out the normative agential positions.
However, since Chisholm speaks of performance of actions and nonperformance of
actions, it would also be interesting to explore what his scheme might look like if
formally recast in a language that represented actions, and their performance and
non-performance. See Section 9 of Chapter 1 of the first volume of this handbook
[Hilpinen and McNamara, 2013] for a brief survey of some approaches to the logic
of action and agency. Here we keep matters simple and slough over some subtleties.
Lastly, we might also cast this in the language of modal agency via a “brings it about
that” operator.

184



Logics for Supererogation and Allied Normative Concepts

(CDS)

Totally Supererogatory:
Supererogatory Commission:
Obligatory:

Supererogatory Omission:
Indifferent:

Offence of Omission:
Impermissible:

Offence of Commission:
Totally Offensive:

def

TS & GDop & GD—¢

def

SU¢ = GD¢ & -(GD—-¢ vV BD—¢)

def

OB¢ ¥ GD¢ & BD—¢

def

SU-¢ < GD—¢ & —(GD¢ vV BD¢)

def

IN¢ ¥ —~(GD¢ v BD¢) &

~(GD—¢ V BD-¢)
def

OF ¢ ¥ BD—¢ & —(GD¢ Vv BD¢)

def

IM¢ < BD¢ & GD—¢

def

def

TO¢ ¥ BD¢ & BD—¢

If we allow the following shorthand, “NU” for “it is neutral that”

NU¢ & ~(GD¢ v BDg),

the categorical scheme can be expressed more concisely:

(CDS)

Totally Supererogatory:
Supererogatory Commission:
Obligatory:

Supererogatory Omission:
Indifferent:

Offence of Omission:
Impermissible:

Offence of Commission:
Totally Offensive:

status of:

¢ ¢

TS¢ ¥ GD¢ & GD—o
SUs ¥ GD¢ & NU-¢
0Bs % GD¢ & BD—¢
SU-¢ © NU¢ & GD-¢
IN¢ ¥ NU¢ & NU-¢
OF-¢ © NU¢ & BD-¢
IM¢ % BD¢ & GD-¢
OF¢ % BD¢ & NU—-¢

TO¢ < BD¢ & BD-¢

Chisholm also identifies the permissible with what is not forbidden
([Chisholm, 1963b], p.11), and so derivatively:

(CPE) def

PE¢ ¢ -BD¢ vV ~GD—¢

Exploring what Chisholm needs for a logic of good and bad Since
Chisholm has already said that he intends being good and being bad as
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contraries, let’s encode this as “Chisholm’s Contrariety Thesis”:
(CCT) + ~(GD¢ & BDo)f™

Let us also add Chisholm’s negative point stressed above about the
application of “good” and “bad”: that “their application to perfor-
mance is logically independent of their application to non-performance”
[Chisholm, 1963bl p. 10]. Call this the “Chisholm Independence Con-
straint”:

(CIC) ¥ (GD¢ — BD¢), ¥ (BD—-¢ — GD¢), ¥ (GD—¢ — BDé),
and ¥ (BD¢ — GD-¢ )|

CIC is needed, since if what it says are not theses were in fact all the-
ses, not only would redundancies result, but some categories would be
incoherent. On the first point, the definitions of the obligatory and the
forbidden would be redundant in one conjunct, since they would now
be equivalent respectively to GD¢ and to BD¢; similar for the indif-
ferent. On the second and more important point, the four categories of
supererogatory commissions and omissions and of offensive commissions
and omissions would be rendered incoherent, as the reader can easily
check (e.g. SU¢, by definition, entails GD¢ & —BD—¢).

However, Chisholm really needs something stronger than CIC, as il-
lustrated by a natural alternative reading of “their application to perfor-
mance is logically independent of their application to non-performance”,
namely:

(CIC") ¥ (GD¢ — ~GD—¢) and ¥ (BD¢ — ~BD—¢)

CIC' is needed by Chisholm because it makes the intended logical space
for the totally offensive and for the totally supererogatorg,{?ﬂ whereas
CIC is not sufficient for that:

Totally Supererogatory (TS) TS¢ def GD¢ & GD—¢

Totally Offensive (TO): TO¢ “ BD¢ & BD-¢

36For now, this expresses a desired status — to be a thesis; below we will specify
a logic for which it is an axiom.

3"With the addition of RE principles in a moment, the first two disjuncts suffice
to cover the intended independence.

38We return to the merits of including them again below.
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Furthermore, if the theses that are rejected in CIC actually held, then
so too would those rejected in CIC', given CCT (e.g. per CCT, if +
(GD¢ — BD—¢) then H(GD¢ — ﬂGDﬁgb))[g_gI More specifically, if any
of the four cited formulae in CIC were theses, then at least one of the
two formulas cited in CIC’ would be a thesis as well. Thus CIC’ entails
CIC (given double negation replacement for GD and BD and CCT),
but CIC does not entail CIC' (as is easily shown with the semantics to
be offered below). CIC’ is thus the stronger independence claim, and
so let this be the revised independence constraint needed for Chisholm’s
intended scheme.

Chisholm cites the following in passing as consequences of his scheme:

OB¢ iff IM—¢
IMé ifft OB—¢

PE6 iff ~-IM¢

IN¢ — —(SU¢ Vv SU~¢ V OF¢ V OF )
OF$ — PE$/OF—¢ — PE¢

SU¢ — ~ OB¢/SU~¢ — ~OB—¢

Note that this reveals that Chisholm is assuming that GD and BD sat-
isfy something like replacement of logical equivalents (at least for double
negation). For although the last four follow from the definitions by PL
alone, the first two do not, for without an allowance for substituting
“am¢” for “¢” in the scope of “GD” and of “BD”, these would not be
provable (e.g. the second amounts to GD¢ & BD-¢) +» (BD-¢ &
GD——¢). So let’s add two RE principles and assume that GD and BD
are classical modal operators:

(GD-RE) If - ¢ <> 1, then - GD¢ - GDi
(BD-RE) If - ¢ <+ 1, then - BD¢ +» BDy

There are other desirable consequences not cited by Chisholm, for exam-
def

ple, where OP¢ = PE¢ & PE—¢ (i.e. (-BD¢ VvV -GD-¢) & (-BD—¢ V
—~GD=¢), an important expansion of Urmson’s Criterion follows, namely
that anything that is supererogatory or an offence is such that it is op-

tional but not indifferent:
(UC") (SU¢ VvV OF¢) — (OP¢ & —IN¢)

For UC' follows by definition from PL and RE. Also, with (but not with-

39 Assuming replacement of equivalents.
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out) RE principles, the desirable indifference of indifference to negation
principle follows as well:

INg <> IN—¢

Likewise for the totally offensive and the totally supererogatory:

TO¢ +» TO-¢
TS¢ < TS—¢

The following principle of “No Supererogatory Conflicts”,
(NSC) —(SU¢ & SU-¢)

is derivable (SU¢ entails GD¢, but SU-¢ entails ~GD¢), and we ar-
gued in 2.2 that it is a plausible constraint for this target concept. “No
Offence Conflicts” are ruled out in the same way:

(NOC) —(OF¢ & OF-¢)

Furthermore, Meinong’s plausible Deontic-Aziological bridge principles
are derivable as well:

(MD-A) (SU¢ Vv OB¢ — GD¢
(OF¢ v IM¢) — BD¢

Thus with CCT, and OB-RE, given our recasting of Chisholm’s defi-
nitional scheme, we can generate a number of plausible and desirable
consequences. In fact, really the main categorical contention expected
is indeed provable at this point.

Chisholm’s categorical scheme is indeed a partition Perhaps
the most important thesis of the scheme in the context of the article
would be that the nine categories above form a genuine partition —
they are mutually exclusive and jointly exhaustive as reflected in Figure
11 (intended to exhaust the domain of Jane Doe’s performances and
non-performances).
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TO OF IM OF— IN SU- OB SU TS

Figure 11: Chisholm’s ninefold classification

Symbolically, the Chisholm Ninefold Classification is:

(CNC) MJ9(TO¢, OF¢, IM¢, OF-¢, INg, SU~¢p, OB,
SU¢, TS¢)

Chisholm does not offer any proof that he has articulated an exhaustive
and mutually exclusive classification, but a proof in our regimentation
of Chisholm’s scheme is straightforward, though tedious and left aside
here.

Note that by implication, Chisholm is here rejecting Meinong’s Five-
fold classification:

(M5FC) MJ5(SUg¢, OBg, IN¢, OF ¢, IMo)

Although mutual exclusiveness of these five categories is retained,
Chisholm must reject the exhaustiveness implication. For the follow-
ing is derivable from what we have already:

- (SU=¢ V TO¢ V TS¢ V OF-¢) — —~(SU¢ vV OB¢ V
IN¢ V OF¢ v IM¢)

Obviously, a partition at the level of GD and BD follows, as Chisholm
notes in passing (Figure 12).

GD NU BD

Figure 12: Chisholm’s threefold axiological classification
Call this “Chisholm’s Threefold Axiological Classification”:
(CTAC) MJ*(GD, BD, NU)
Examination of the definitions of the categories reveals the following
association of BD, GD, and NU with the nine defined categories as in
Figure 13.

Let me pause here to draw out what I take to be an important presup-
position about the conceptualization of the two axiological operators vis
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BD NU GD
A A N
TO OF IM OF~— IN SuU- OB SuU TS

Figure 13: Chisholm’s nine-fold classification with axiological triad

a vis that of the deontic notion of obligation involved. Note that the
following is plainly entailed:

(NC) OB¢ — ~OB-¢[1]

Furthermore, Chisholm surely recognized this. But I argued earlier in
Section 1.2 that endorsing NC amounts to viewing OB as expressing a
notion of what is overridingly obligatory: obligatory and such that it
trumps any other obligations that conflict with it. NC for OB suggests
that first, for coherence, GD and BD would need to be read at least as
strongly as “it is all things considered good that” and “it is all things
considered bad that”, respectively. More importantly, the central thesis
CCT, =(GD¢ & BD¢), would not be plausible at all on weak readings
of GD and BD, for what could rule out something’s being both good
in some respects and bad in some other respects? So Chisholm must be
presupposing at least these:

GD¢ only if it is good all things considered that ¢.
BD¢ only if it is bad all things considered that qS

More could be said here, but we leave this for another occasion.

A deduction system: RCGB! (reconstruction of Chisholm’s
good-bad logic). Looking backwards, and continuing to cast things
via operators, it appears that the minimal logic needed to generate the
main claims Chisholm makes about his favored scheme is the following
“Reconstructed Chisholm Good-Bad Logic”:

10By definition, it amounts to (GD¢ & BD-¢) — —(GD-¢ & BD-—¢), and
given RE and CCT, GD¢ rules out BD——¢, and BD—¢ rules out GD—¢, either one
of which sulffices.

“1The work of Chisholm-Sosa also suggests agreement with this interpretation of
good and bad.
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(RCGB') (Taut) All tautologies

(MP) If - ¢ and - ¢ — 1, then - ¢
(CCT)  F —~(GD¢ & BDg)

(GD-RE) IfF ¢ ¢ ¢ then - GD¢ < GDi)
(BD-RE) Ift ¢ < ¢ then - BD¢ <> BDvy

As mentioned, nothing is said by Chisholm to guide us on the be-
havior of “GD” and “BD” in the scope of action compounds, and so not
on truth-functional connectives in our reconstruction either.

Let me quickly note some derivative principles governing the usual
operators of SDL, but we must forgo careful comparison for another
time. Recall the definition of OB:

0B¢ & GD¢ & BD-¢

Replacement of provable equivalents for OB,

(OB-RE) IfF ¢ <> 1, then - OB¢ <> OB,
follows immediately from BD-RE and GD-RE and the definition of OB,
as does the duality of OB and PE, for example

F PE¢ «+ -OB-¢
Similarly for other standard deontic inter-definability equivalences in-
volving OB, PE, and IM when construed on this scheme. As we saw
above in discussing the presupposed readings of GD, BD, and OB, the
characteristic D axiom for SDL is derivable and presupposed:

(NC) F OB¢ — -OB-¢
Indeed, something slightly stronger than what is needed is derivable:

F OB¢ — (-BD¢ & -GD—¢),
for only the disjunction of the consequent’s disjuncts is needed to gen-
erate NC.

However, we have no guidance on the logical behavior of GD and

BD applied to the verum, falsum, or to compounds like conjunctions,
disjunctions, or material implications. All we seem to be able to con-

191



McNamara

clude for OB is just this derivable fragment of SDL, essentially just the
classical system ED again (what I called “The Traditional Scheme”:

(OB-RE) Ift ¢ <+ 1, then - OB¢ +» OBy
(NC) - OB¢ — —~OB—¢
(DefPE) F PE¢ <+ ~OB—¢

In particular, there is no carry over to the behavior of OB characteris-
tic of SDL axioms like our earlier (A2), (A3), and (A4) from Section 1.2:

(A2) (OB¢ & OBy) — OB(¢ & ) [a C principle]
(A3) OB(¢ & ¢) — (OB¢ & OBw) [an M principle]
(A4) OBT J[an N principle].

We must postpone for elsewhere to explore what it would take to gen-
erate each of (A2)-(A4), and whether or not there might be reasons to
not do so implicit in Chisholm’s work that might shed light on some of
the classical puzzles for SDLPE] However, in the next section we consider
one more principle of SDL (and of many weaker systems), “OB_L, which
deserves separate consideration.

Two minor expansions of RCGB! and comparison to SDL. Note
one oddity with the logic generated for OB: although OB¢ — —-OB—¢
is a theorem, this intuitively weaker and more widely endorsed principle
is not a theorem:

(OD) -OB1[H|

We thus have the oddity that although there can be no conflicts of
obligation, there can be contradictory obligations. Here the two thesis,
NC and OD are distinguished (unlike in SDL), but the distinction, as
made, is unwelcome. For the most plausible stories that would make
room for the possibility of contradictory obligations (e.g. I solemnly
promise you on your death bed to complete your lifelong quest to square
the circle) will plausibly be expected to generate obligations that conflict
with one another as well (I promise each of two contingent but mutually
incompatible things to you on your deathbed, perhaps unwittingly).

Furthermore, the plausibility of OD seems to be retained when read
via its definiens and an application of RE:

42Gimilarly for the exploration of mixed axiological-deontic formula, having only
noted one or two above.
43See [Chellas, 1980] and [Schotch and Jennings, 1981] for early background.
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(OD’) -GDL v -BDT

It seems plausible that a contradictory state of affairs is not all in all
good, and that a tautologous state of affairs is not all in all bad, and these
claims fit the spirit of Chisholm’s scheme. Firstly, a special instance of
CCT is GDL — —=BD_. But it seems that the only thing that could be
said in support of the possibility that GD_L is that a contradictory state
of affairs is all in all good and all in all bad; but CCT rules that out as
axiologically false. Secondly, it is simply hard to imagine anything that
could be said in support of the idea that a tautologous condition could
possibly be overall bad.

So I think it is plausible to endorse OD’ as befitting this recast of
Chisholm, and indeed, the suggestion is for something stronger than
needed:

(OD”) —GDL & -BDT

We might accordingly consider two natural expansions of the base logic
RCGB!:

(RCGB?) RCGB! + OD’
(RCGB?) RCGB! 4+ OD”

RCGB? is all that is required to derive OD, and with either expansion
of RCGB!, we can derive an expanded fragment of SDL.

RCGB?’s derivable fragment of SDL:
(OB-RE) IfF ¢ <> 1, then - OB¢ <> OB,

(NC) - OB$ — ~OB-¢.
(Def-PE) F PEg <+ ~OB—¢
(OD) - -OBL

Semantics for RCGB logics

Chisholm’s writing on deontic logic did not involve any formal semantics,
but we offer a simple one here using “neighborhood semantics” |Chellas,
1980]. A frame, (W, G, B), contains a set of worlds, W, and two func-
tions that map worlds to sets of sets of worlds (often thought of as sets
of propositions):

193



McNamara

(G) G:W — Pow(Pow(W)), i.e. G(u) € Pow(W)

(B) B :W — Pow(Pow(W)), i.e. B(u) C Pow(W)

So the value of the goodness function for any given world, u, is a set of
subsets of W — the propositions the function assigns as good per u. Sim-
ilarly, for the badness function. To get a model, M, we add a valuation
function, v, assigning sets of worlds to the atomic sentences, extended
in the usual way for the truth-functional compounds. The truth con-
ditions (relative to a model) for the goodness and badness operators are:

[GD] M,uE GD¢iff | ¢ | € Gu)
BD] M,uk BD¢iff || ¢ | € B(u)

We then add an additional constraint on the frames, namely that they
must validate CCT:

(CCCT) B(u) N G(u) =@, for any u € W, in any frame

All the formulae said above to be non-derivable can be easily shown
to be invalid by constructing counter-models using our RCGB semantic
framework, and thereby shown to be non-derivable as well in the corre-
sponding logic (since the three RCGB logics are sound). For example,
suppose W = {i}, and G(i) = B(i) = &. Then for any model based on
this, GDT and BD_ are each false at ¢; this also shows that a necessity
rule for GD (from + ¢, derive FGD¢) is not validity-preserving (nor
derivable), and that OBT is invalid as well in the RCGB! logic.
Truth Conditions for the remaining operators are easily derived:

(TO) M, ukTOiff || ¢ €Bu) &l ~¢| € Bu)
(OF) M, uk OF¢ iff ” ¢¢||H; ((u)) & ¢ | ¢ Gu) &
(IM) M, ukEIMgiff | ¢ €B(u) & || -¢ || € Gu)
(IN)  M,ukINgiff [ ¢ ¢Gu)&| ¢ ¢ Bu)é&l|-¢|

¢ G(u) & || =¢ || ¢ B(u)
(OB) M, ukOBoiff [ ¢] cGu)&|=¢] € Blu)
(SU) M, u E SUg¢ iff ” ¢¢”HZ ((u)) &l =9 || € Blu) &
(TS) M,ukETS¢piff |¢| €Gu) & —¢| €Gu)
(NU¢) M, uk OPoiff [ o] ¢&Gu) & | ¢] ¢ B(u)
(PEg) M, ukPEGIff | ¢l & B(u)or || ~¢ || ¢ G(u)
(OP¢) M, uk OPgiff (|| ¢ | ¢ B(u) or || ¢ || ¢ G(u)) &
(I =¢ I & B(u) or [| ¢ || ¢ G(u))
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As with GD and BD, the various claims about underivability for various
principles governing OB and other non-derivability claims about rela-
tionships between the defined operators (like Meinong’s first two Laws
of Omission for Supererogation and Offence) are easily confirmed using
this semantics.

The frame conditions needed to validate OD’ and OD” are, respec-
tively:

(COD’) Either & ¢ G(u) or W ¢ B(u), for each u € W,
(COD”) Both @ ¢ G(u) and W ¢ B(u), for each u € W.

Let’s define three classes of models:

RCGB! Models: All RCGB models
RCGB? Models: All RCGB models where COD’ holds
RCGB3 Models: All RCGB models where COD” holds

The following are easily shown:

Metatheorems: 1) RCGB! is determined by the RCGB! models.
2) RCGB? is determined by the RCGB? models.
3) RCGB? is determined by the RCGB? models.

Reflections on Chisholm’s main scheme

Doubts about the totally supererogatory and the totally offensive
Recall the two categories expressed by TS and TO:

Totally Offensive (TO): TO¢ © BD¢ & BD-¢

Totally Supererogatory (TS): TS¢ def GD¢ & GD—¢

The choice of labels is odd, since nothing “totally supererogatory” is
supererogatory and nothing “totally offensive” is offensive — the adjec-
tives are not detachable from the adverb-adjective labels, as one might
expect (e.g. as with “totally exhausted” and “exhausted”)F_ZI Setting
the issue of the odd labels aside, Chisholm suggests the defined condi-
tions are needed and credibly satisfiable by situations acknowledged as
realizable by possible ethical theories he wants his scheme to be able to

41 Chisholm indicates he is inspired in his terminological choice by analogy with
the use of “‘totally’ ... in the theory of relations”.
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accommodate. Nonetheless, they have been viewed subsequently with
much suspicion, and unlike the other categories, they have not been
taken up by others[?]

Ruling out the categories of the totally supererogatory and the to-
tally offensive is straightforward — it amounts to just endorsing axio-
logical no conflict-principles of the sort mentioned in CIC’ for each of
the basic operators taken individually:

(NC-GD) GD¢ — ~GD—¢
(NC-BD) BD¢ — -BD—¢

Given the preceding reflections tending to favor the rejection of the to-
tally supererogatory and totally offensive, let’s introduce three further
possible expansions of RCGB!', and in this case, expansions that are
more substantive in that they result in contractions of the possible nor-
mative positions in Chisholm’s scheme.

RCGB* = RCGB! + NC-GD
RCGB®? = RCGB! + NC-BD
RCGB® = RCGB! + NC-GD+ NC-BD

Among other things, adding these axiological no-conflicts principles re-
duces the partition above to a Chisholm-like seven-fold classification of
alternatives:

(CSC) MJ7(OF¢, IM¢, OF ¢, IN¢, SU~¢, OBo, SU)

Figure 14 provides a diagrammatic expression of C7TFC.

BD NU GD
A A A
OF IM OF— IN SU- OB SU

Figure 14: Chisholm’s seven-fold classification

Note that [Chisholm and Sosa, 1966b] develops a framework for intrinsic
preferability, and in [Chisholm and Sosa, 1966a] they apply it to the
problem of supererogation. Of particular interest here is that in both
papers an analysis of good and bad is given, and then a categorical

5 Also, in the work by Chisholm-Sosa, these two of his nine categories here are
ruled out as impossible.
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scheme is developed in which there are just the seven categories above.
The conditions definitive of the totally supererogatory and of the totally
offensive are not merely missing, but their defining conditions are ruled
out as logically impossible by the framework.

Given these axiological no conflict-principles, along with GD-RE
and BD-RE, the prior definitions for offensive and supererogatory com-
missions and omissions could also be simplified to the following (by
eliminating now-redundant clauses):

def

Offence of Commission (OF) OF¢ = BD¢ & -GD—¢
Offence of Omission (OF-) OF-¢ % BD-¢ & -GD¢
Supererogatory Omission (SU-)  SU-¢ def GD-¢ & -BD¢

Supererogatory Commission (SU) SU¢ def GD¢ & -BD—¢
Lastly, given the semantic framework above, to validate these NC prin-
ciples, we would just add the following semantic clauses:

(NC-G) Forany uin Wand X CW, X € G(u)
only if W — X ¢ G(u)

(NC-B) Forany uwin Wand X CW, X € B(u)
only if W — X ¢ B(u)

These determine the three additional RCGB logics:

Metatheorems:

(4) RCGB* is determined by the RCGB models where NC-G holds.
(5) RCGB? is determined by the RCGB models where NC-B holds.
(6) RCGB? is determined by the RCGB models where both hold.

Let’s turn to some other possible objections and then move on.

Additional objections to Chisholm’s main scheme including
adequacy of analyses

a) The need for constraints on the interpretation of good and bad:
Some constraints seem to be needed on the interpretation of
“good” and “bad”. As already noted, for them to play the role they
do both at the axiological level, given CCT, and at the level of the
defined terms, esp. OB, it seems we must interpret GD and BD
as expressing at least all things considered notions. But it would
seem that further constraint is needed. If we interpret “good” and
“bad” without any qualification, various implausible consequences
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arise at the level of the defined moral notions, since prudential
issues will turn into moral ones automatically. Given the set of
target concepts being defined, it seems we must read the axiologi-
cal notions as focusing on some morally relevant sense if they will
generate something like the moral notions targeted by Chisholm.
Furthermore, we must also assume that the morally relevant no-
tions of moral goodness and of moral badness do not involve any
of the notions being defined (e.g. permissibility) by them, else
circularity of analysis sets in.

Problem revealed in the analysis of supererogation:

A more serious problem can be raised about the adequacy of the
analysis of supererogation. In arguing against attempts to sub-
sume supererogation under the concept of imperfect obligations,
he seems to overlook a problematical implication of his own view.
He imagines a case where I must give surplus goods to someone
in a group of individuals, but no one in particular, and he asserts
that:

“In giving to Jones, I do, ipso facto, give to Jones or to
Robinson ... or to Smith; hence I do fulfill my entire
obligation, and it would be incorrect, therefore, to sup-
pose that the act is a case of ‘non-obligatory well-doing’”

|Chisholm, 1963b), p. 4]

It seems Chisholm wants to say giving the goods to Jones is good
and obligatory, and so not supererogatory. This is puzzling. First,
how can it not be non-obligatory to give to Jones, since by stipu-
lation I could fulfill the only obligation in focus by giving to one
of the others instead? That giving to Jones suffices to fulfill my
obligation completely does not entail that doing so is obligatory,
and the description of the case itself rules out its being obligatory.
Secondly, although he is right that it is not supererogatory in the
case imagined, does that result hold per his analysis of supereroga-
tion? For convenience, assume it is money, say “$25”, not goods
that are to be given. Now suppose first that I fulfill the obligation
by giving $25 to Jones. Since —OBj (j for I give Jones $25), on
the proposed analysis, it follows that =GDj vV —=BD=j, and the
latter disjunct is surely plausible in the imagined case. But it can
plausibly be also good that I give Jones $25 (and it seems clear
Chisholm is assuming that the act is good), even if not better to
give it to him than any other, so suppose that too is the case. But
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also notice that it is surely implausible in the imagined scenario
that it is good to not give the $25 to Jones, since that can be
accomplished by giving to no one, which is meant to be bad in the
scenario Chisholm imagines — a failure to keep my obligation to
give to at least one. But then it turns out to be supererogatory
to give Jones $25, since the proposed defining condition for a su-
pererogatory commission is met: GDj & —-GD—j & —BD—j. Yet
there appears to be nothing supererogatory about the imagined
case (Chisholm is right about this aspect). I do not go beyond the
call by selecting one of the possible beneficiaries and giving that
one a loan of the exact amount required to be given to someone or
other in the group. Contrast this with the cases where I give $50
to Jones or where I give $25 to Jones and $25 to Smith as well.
Here I have surely met my obligation fully too, but I have also
gone beyond the call in fulfilling that obligation (assuming I am
not violating another obligation in the process of giving more).

So Chisholm’s framework seems unable to distinguish the two sorts
of cases. Some things that are good to do and neither good nor
bad to skip are supererogatory, and some are not, so the defining
condition is not sufficient for supererogation. At best, it looks like
only the left to right implication holds and the other must be re-
jected:

SU¢ — [GD¢ & ~(GD—¢ V BD—-¢)]
SU¢ «+ [GD¢ & ~(GD~¢ V BD-¢)]

We will return to this sort of problem later and see that it has
infested later accounts of supererogation, as noted by me, as well
as Sven Ove Hansson |[Hansson, 2013].

A secondary moral to be drawn from this case, specifically from the
initial mistake Chisholm seems to make of thinking that because
an action fulfills an obligation completely it follows that it is not
supererogatory, is that it is important to reflect on supererogation
and obligation in the context of agency, especially dyadic agency —
bringing one thing about by bringing another about. For example,
here one may fulfill one’s obligation to give to one in the group by
giving (exactly) $25 to Jones, the latter implying you have done
the least you can do, but one may also fulfill it by giving Jones
$50 and this has the status of being the fulfillment of a duty via a
supererogatory pathway. We will take this up later.
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c)

Doubts about the analysis of obligation (and deontic kin):

Also, in his discussion of offenses, Chisholm clearly asserts that
things can be anywhere from slightly bad to very bad, yet not be
impermissible, and things can be anywhere from slightly good to
very good and yet not be obligatory. But then why exactly can’t
something be good (perhaps just somewhat all in all) to do and
bad (perhaps just somewhat all in all) to not do, but not be oblig-
atory? It might be somewhat good though time-absorbing to help
someone lost asking for complex directions, and somewhat bad to
not do so, but still be optional, since you are in a real rush and the
cost to you might be almost as great as the cost to the stranger
of waiting for someone else to help, so morality leaves it at your
discretion as far as what it demands, even if it recommends that
you help. (Cf. You ought to, but don’t have to.) That is, there is
reason to doubt that this is unsatisfiable,

OP¢ & GD¢ & BD—¢

especially in contexts like here, where we are assuming that moral-
ity leaves a fair amount of leeway, allowing one to do good that is
not required, and to do bad that is not forbidden (e.g. good and
ideal to not exercise some moral right you have, but somewhat
bad all in all to do so, but not obligatory to not do so)@ These
reflections thus raise doubts that obligation can be defined via the
condition, GD & BD-, and so they raise doubts that any of the
core deontic notions (obligation, permissibility, impermissibility)
can be reduced in the manner indicated £7]

TS, TO, and CCT: A potential instability in the foundation: Re-
turning to the Totally Supererogatory and the Totally Offensive,
if something might be all things considered good and its negation
all things considered good as well, why is it that nothing can be all
things considered good and all things considered bad? In a word, if

46These come closer to quasi-supererogation and quasi-offence, notions rightly
stressed by Mellema ([Mellema, 1987], [Mellema, 1991]), and defined later on in Sec-

tion 5.

47T This ties in with what we said in the last sentence of objection a) above where
we raised a different reason to wonder if the deontic notions could be defined with-
out circularity in terms of moral goodness and badness, noting that moral goodness
(badness), not just goodness (badness) per se, must be used if the aim is to analyze
the target notions.
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there can be intra-valent conflicts, why can’t there be inter-valent
conflicts? For example, if GD¢ & GD—¢ is satisfiable because
¢ is good all in all in various respects and —¢ is good all in all
in various respects, and neither of these good-producing respects
outweighs the other, why couldn’t GD¢ & BD¢ be satisfiable for
similar reasons? CCT is needed for the definitional scheme he used
to work, but it is not independently motivated.

The above objections are not meant to suggest that the notions of
good and of bad might not have some important role in defining the
notions of supererogation and offence, but they raise questions about
whether they could suffice, and whether independent core deontic no-
tions are not needed as well. This would mean, as admirable as the
attempted analyses have been, and as illuminating and insightful as
Chisholm’s discussion of the subject has been in this seminal article, it
is not clear that any of the target concepts can be adequately defined this
way, and perhaps for reasons that have not fully registered on friends
of supererogation either. Luckily for all of us, a lot can be learned from
interesting efforts that don’t ultimately succeedfig]

We turn next to a rather different framework of Chisholm’s that was
influential in earlier developments of defeasibility reasoning, including
in normative contexts, one that includes a rather strikingly different
approach to supererogation.

4 Chisholm on the logic of requirement &
supererogation and kin
Introduction The early to mid-1960s were a period of remarkably

high activity for Chisholm in areas of interest to deontic logic (and else-
where), and once again, in his work on the ethics/logic of requirement,

“8Space limitations prevent us from exploring the joint Chisholm-Sosa work men-
tioned in passing above [Chisholm and Sosa, 1966aj |Chisholm and Sosa, 1966b|, but
I do not think they escape the more substantive difficulties regarding the analysis
of supererogation and the deontic notions mentioned above. For the definitions of
those notions in terms of good and bad remain unchanged (although now themselves
defined in terms of the notion of intrinsic preferability taken as basic in that frame-
work). On the plus side, the totally supererogatory and totally offensive are logically
impossible conditions and so not mentioned (despite references to [Chisholm, 1963b)],
and they also acknowledge that the notion of good and bad (and preferability) have
to be qualified in some way to be used to capture the moral notions occurring in what
we called above the reduced “Chisholm-like Sevenfold Classification”.
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we find him working at the cusp of informal deontic logic and ethi-
cal theory. However, his logic of requirement has been influential well
beyond its potential applications in ethics and deontic logic (e.g. in
epistemology), since many of its ideas are relevant to defeasible reason-
ing generally as well, he and John Pollock being early pioneers among
philosophers in theorizing about defeasible reasoning. Our focus must
be on the logic of requirement and the account of supererogation and
kindred concepts that the framework might provide, but we will sketch
and develop the underlying framework first.

In |Chisholm, 1964], his approach is, for the most part, that of con-
ceptual analysis, with a focus on introducing a series of key definitions
using a single dyadic primitive, with a smattering of symbolizations,
given essentially parenthetically, with the definitions. There is no ex-
plicit representation using symbolic logic of axioms and theorems. The
exposition in [Chisholm, 1974] is somewhat more formal, with some la-
beled definitions, specified axioms, and a few theorems listed, although
it is less formal than the intrinsic preferability framework in [Chisholm!
and Sosa, 1966a]. I will continue to provide some modest regimentation,
as well as often adding something naturally available in the conceptual
framework, but not specified by Chisholm, and adding corrections where
there is a mismatch in formulation and clear intention. I believe what I
will present captures the view and its spirit.

[Chisholm, 1964; |Chisholm, 1974] are influential primarily for their
attempt to systematically analyze concepts that would later be in cen-
tral focus in the deontic logic of defeasible normative notions (and their
analogs in epistemology and Al on defeasible reasoning): prima facie
duty, conflicts of obligation, defeated obligations, undefeated obliga-
tions, all things considered oughts, etc. Here I will exposit the frame-
work, but with not much critical attention, in order to focus primarily
on how supererogation and kin are weaved into this framework once
developed.

I begin with the brief sketch of the 1964 article, which focuses on
the core conceptual scheme, and then turn to a more regimented ac-
count in expositing the 1974 article. With the requirement framework
articulated, I turn to the applications to supererogation and kindred no-
tions, and finally to a comparison with the prior accounts that Chisholm
endorsed, and an assessment of the theory, especially the applications.
Note that I do not sketch a semantics suitable for Chisholm’s framework
here, as a fair amount of the logic needs to be developed as it is to reach
the portions about supererogation and kin. I commend to the reader
the work of Belzer and Loewer, which has strong affinities to Chisholm’s
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conceptual framework, and provides a semantics as well (although the
object language does not employ propositional quantifiers). See also the
work by Aqvist inspired by integrating themes from Chisholm’s require-
ment work with tense logic, some of which does make use of propositional
quantifiers[™]

4.1 The 1964 account in the “Ethics of Requirement’

“The Ethics of Requirement” (ER), [Chisholm, 1964], went into print in
the year following his [Chisholm, 1963b]. Where the latter ended with
a very bold claim, ER opens with one:

By taking ‘p requires q’ as our single ethical primitive and
making use of the concept of an act, we can define all the
fundamental concepts of ethics. We can reduce a number
of perplexing terms — e.g. ‘good’, ‘obligatory’, ‘prima facie
duty’, ‘commitment’, ‘defeasibility’, ‘overrides’, ‘supereroga-
tory’, ‘optional’, ‘indifferent’ — to a single term which is not,
in fact, restricted to ethics. [Chisholm, 1964, p. 147]{511

Chisholm goes on to indicate that he thinks there are eight perplexing
problems in practical reasoning that can be addressed fruitfully from
this perspective, and in the second half of the paper (Sections 10-12, pp.
150-3), he addresses these applications briefly, focusing on our topic of
supererogation and kin (Section 12, pp. 152-3) at greater length than
the other seven problems. In the first half of the paper (Sections 2-9,
pp. 147-50) he articulates the general requirement framework, and that
will be the main focus in this Sub-Section (and the next).

As indicated in the quotation above, there will be one evaluative
primitive, pRq, and although Chisholm speaks of states of affairs and/or
events as relata and R as a relation, he nonetheless avails himself infor-
mally of an apparatus much like the quantified propositional logic that
he and Sosa used explicitly in [Chisholm and Sosa, 1966a). So I will
reframe his approach more explicitly as quantifying over propositions,
and adjust the readings accordingly with the thought that this meta-

19Gee for example, |Loewer and Belzer, 1983} [Loewer and Belzer, 1991, |Belzer
and Loewer, 1997]; and [Aqvist, 1985; |Aqvist, 1993bt |[Aqvist, 1997b; [Aqvist, 1998].

°U|Chisholm, 1964].

51 And the two bold claims may be related, since a key element in ER will be a
proposed analysis of what ought to be, and what ought to be figures centrally in the
brief sketch in the final paragraph of [Chisholm, 1963b).
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physical issue in not central here, and Chisholm’s own remarks accord
with thisF?]

Chisholm illustrates what he has in mind by requirement with some
examples, among which are: “promise-making requires—or calls for—
promise-keeping, being virtuous, according to Kant, requires being re-
warded; the dominant seventh requires the chord of the tonic; one color
in the lower left calls for a complementary color in the upper right ...”
[Chisholm, 1964, p.147]

Chisholm then goes on to develop the conceptual/analytic frame-
work, but with no formalities. He points out some things that should
not hold given the intended interpretation of the requirement relation.
He then begins using it to offer definitions/analyses of what it is for a
proposition to be de facto required, what it is for one to be overridden,
going on to famously indicate that “an overriding may itself be overrid-
den” (p. 149), illustrating as follows:

pRq

(p & r)R—q

(p & r & s)Rgq
(p&r & s&t)Rq

He next introduces an analysis of what ought to be (clearly treating this
as an all things considered ought), and then suggests an analysis of good
and of bad, introduces an agential construction (S brings it about that),
gives his famous so-called reduction of what one ought to do to what it
ought to be that one does, and suggests an analysis of commitment. We
will develop most of these and more in the context of his more formal
presentation of the same framework in 1974.

4.2 The 1974 account in “Practical Reason and the Logic
of Requirement’

Recasting and elaborating on the 1964 framework

He again takes R to be his primitive but he explicitly reads “pRgq” sub-
junctively as “p would require q”, or as “p when it obtains requires ¢”, or
as “p is such that if it were to obtain it would require ¢” (p. 4). He also
indicates that he will take the relata of R to stand in truth-functional

52Chisholm himself gives as an alternative reading of his definition of an overridden
requirement one that begins with “there are true propositions p and s ...” instead of
“there are states of affairs p and s ...” (p. 148).

53|Chisholm, 1974]
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relations, and essentially, the theory is in fact layered over a classical
propositional logic extended with propositional quantifiers, much like
that used in [Chisholm and Sosa, 1966b|. There is a framework of nine
definitions (we will weave in many others) that is much like the 1964
scheme (with minor differences such as the introduction of an alethic
modal operator). But there is also a statement of basic principles pre-
sented as seven explicit axioms, and a list of five theorems (again we
will list many more), along with five formulae listed as ones that should
not be theoremsﬂ A specification of the intended essential formulae
might thus look like this (and we will refer to the logical framework to
be sketched as “REQ”):

REQ formulas is the smallest set satisfying:

1) pi1,...,pn are in REQ formulas;

2) If ¢ is in REQ formulas, then so is —¢;

3) If ¢ and ¢ are REQ formulas, so are (¢ V ¥), (¢ & ¥), (¢ —
Y) and (¢ <> ¥);

4) If ¢ is in REQ formulas, then so is Vv¢, where v is a proposi-
tional variable;

5) If ¢ and ¢ are in REQ formulas and contain no occurrences of
R, then (¢R)) is in REQ formulas;

6) If ¢ is in REQ formulas, so are O¢ and BA(b

Chisholm defines a variety of other terms, but we will represent these
via abbreviational definitions and take the primitive language to contain
just these formulae and primitive elements, which seems to best match
Chisholm’s presentation. Our focus will be on the spirit of Chisholm’s
framework as he articulates it, and its potential development, with only
modest exploration of the logical properties of some of the various op-
erators introduced, which are considerable, since the language is expres-
sively powerful, especially given the propositional quantification.

Chisholm defines the de facto requirement relation, read simply as
‘¢ requires ’, as follows:

def

(D1) ¢R'Y = ¢ & ¢Ra). [¢p (de facto) requires 1]

So ¢ requires 1 iff ¢ is true and ¢ would require ¢¥. He explicitly en-

54 There is no discussion of the background logic, no rules of inference, but it
appears to be a mix of modal logic and extended propositional logic, and we will
need to fill in in many places, but guided by the spirit of the framework.

55In what follows, where no confusion will result, we will often drop the outer
parenthesis around formulae.
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dorses a right and left RE rule for R:
(RE) IfF ¢ <> ¢ then - xR¢ +» xR and F ¢Rx +¢Ryx)

Although he does not specify explicitly, it is highly probable in the
context of this and his prior work with Sosa [Chisholm and Sosa, 1966a;
Chisholm and Sosa, 1966b] that he has classical truth-
functional logic extended with propositional quantifiers in mind, and
we will give this simple version:

(PL-1)  All Tautologous REQ formulae
(PL-2) Vpip — ¢(¢/p), provided @ is free for p in ¢ and ¢ is free
of R
PL-3) Vpi(¢p — ) = (¢ — Vpi), provided p is not free in ¢
MP) IfF ¢ and - ¢ — 4, then F %
)

UG) Itk 6, - Vpid
US) If = ¢, then - ¢[1p/v], where v is a free variable in ¢, and 9
is free of R

He also employs an alethic necessity operator, but he does not say what
logic is to govern it. I will stipulate that we have the normal modal logic
T for [:

(K) O(¢ = ¢) — (0o — Oy)
(T) Op— o
(N) If+ ¢, then F 0o

He also speaks of performances and so I have included an operator for
agency, BA, reminiscent of that referenced in [Chisholm, 1964]. More
on this shortly.

Chisholm motivates seven axioms governing RIB_EL

(A1) pRg — Ip3qpRq [Not needed|
(A2) pRg — O(pRq)

(A3) pRg — O(p & q)

(Ad)  Fp3gr[G(p & q) & pRr & qR-7)]
(A5) (pRr & qRr) — (p V ¢)Rr

(A6) (pRq & pRr) — pR(q & 1)

(A7) (pVq)Rr — (pRr Vv ¢Rr)

56The universal closure is intended for all but A4, and likewise for formulae with
free propositional variables (p, ¢, r, s, and ).
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Chisholm indicates that Al is meant to reflect the commitment to
propositions (or states of affairs). Al is a logical truth in the intended
system , so we must view Al as emphatic, but redundant. A2 is meant
to reflect the idea that the relation he seeks to capture is one that holds
necessarily between its relata. A3 asserts that p would require ¢ only
if p and ¢ are compatible, and he takes this to be “reflected in the
principle that ‘ought’ implies ‘can”’ (p.5). A4 asserts that there are
propositions p and ¢ such that although p is compatible with ¢, each
requires something directly contradicting what the other requires (and
so conflicting requirements are possible). A5-A7 are interesting since
they propose principles governing an operator’s behavior (R’s here) in
the truth functional contexts of disjunction and conjunction, something
not previously touched on in [Chisholm, 1964], nor in [Chisholm, 1963b],
[Chisholm and Sosa, 1966b;; (Chisholm and Sosa, 1966a). A5 states that if
each of p and ¢ would individually require 7, then their disjunction would
as well; A6 states that if p would individually require ¢ and individually
require r, then p would require their conjunction; and A7 states that if
the disjunction of p with ¢ would require r, then either p individually
would require r or g would.

Given the presence of [ and its intended interpretation, we will
strengthen the framework by endorsing an additional axiom, from which
the weaker RE rule is derivable:

(A8) O(p + q) — [(pRs <> qRs) & (sRp + sRq)]

In the process of expositing the key concepts and principles, he in-
dicates that certain principles should not hold:

¥ pRqg— (pVq)

¥ (s & pRq) — (s & p)Rq
¥ (s & pRq) — pR(q & s)

¥ (pV qRr — (pRr & ¢qRr)

The first was noted in his 1964 account, but the second and third are
new, and they assert, respectively, that neither the antecedent nor the
consequent of a requirement relation can be (automatically) strength-
ened by something true. He argues that the fourth, which is the converse
of A5, is too strong, and he suggests that A7 is a suitably weakened form
(pp. 6-7).

Chisolm lists (exactly) five theorems in the article (we will identify
many others):
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(T1) pRq — Op

(T2) pRqg — Oq

(T3) pRqg — —(pR—q) (from A3, A6)

(T4) (pRq & rR~q) — (=[(p & r)Rg| V —[(p & r)R~q] )
(T5) pRq — [(p & r)Rq V (p & —r)Rq]

T1 & T2 indicate that the relata of the requirement relation must be
individually possible; T3 rules out conflicting requirements generated
by the same proposition; T4 states that if p and r generate conflicting
requirements, then together, they will fail to generate at least one of the
conflicting requirements (at least one will be defeated)ﬁ and T says
that if p would require ¢, then either p conjoined with r would require
q or p conjoined with —r would require ¢. The following also hold, indi-
cating what is logically impossible neither requires anything norWhat d
is required by anything:

(T6) —(LRq)
(T7) —(¢RL)

He notes that T4 implies that if p and r generate conflicting require-
ments, then it might be said that at least one is “overridden” (defeated)
by their conjunction. Consistent with what Chisholm intends, we might
represent this notion via a triadic operator for the subjunctive analog;:

(D2) xOVéy & 6R & —[(6 & X)RY] & O(¢ & ¥ & x) [x

would override ¢’s requiring 1]

Chisholm notes that the third conjunct is needed, roughly because oth-
erwise the negation of what ¢ requires would always override what ¢
requires (—) would override ¢Rw). We can encode the general point
here as a theorem, along with a special case:

(T8) —[(p & —q)Rq]
(T9) —(pR-p V —pRp)

With this, Chisholm turns to laying out an analytic scheme much like
the one in 1964. The de facto version of D2 is:

5TThe antecedent is redundant, so we must view it as merely emphatic, stressing
that conflicting requirements resolve.
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(D3)  xOV'¢tp © ¢Rep & —[(¢ & )R] & o & x [x de facto

overrides ¢’s requiring 1]

Chisholm here notes again that an “overriding may itself be overridden.”
Chisholm then reintroduces an analysis of what ought to be (all things
considered):

def

(D4) OUP¢ = Ip(pR'¢ & —Ir[r & (r & p)OV'pg))

What does this amount to in primitive notation? Essentially this:
(T10) OUP¢ <« 3p[p & pRo & Vr(r — (p & 7)Re)]

So OUP represents what overridingly ought to be. It ought to be that
¢ iff something de facto requires ¢ and anything true conjoined with it
requires ¢. As in the axiological frameworks for OB [Chisholm, 1963b;
Chisholm and Sosa, 1966b|, Chisholm clearly intends that OUP not be
subject to conflicts, and this is derivable as well:

(T11) OUPq — -0OUP—q

This can be generalized to include non-explicit conflicts described via
the possibility operator:

(T12) —=$(p & q) — ~(0OUPp & OUPg)
Similarly, an RE principle is derivable for this operator as well:
(RE-OUP) If - ¢ <+ 9 then - OUP¢ < OUPy

Chisholm next uses his requirement framework to analyze prima fa-
cte duty, in the process shifting to talk of agency, although he does not
explicitly introduce an agency operator as he did in 1964, but instead
informally uses the language of actions mixed in with the above oper-
ators. We will regiment here by using the agency operator as in the
1964 presentation, making things a bit more precise about its logic in a
moment:
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(D5) PF¢ def dq(gR'BA¢). [S has a prima facie duty to act

so that ¢]

(D6) PF*¢ & 3g3r(qR'BAr & —O(BAr & BAg)) [Un-

official def: S has a prima facie prohibition against
bringing about ¢]

So Jane Doe has a prima facie obligation to bring it about that ¢ iff
something true requires that she do so; and Jane Doe has a prima facie
prohibition against bringing it about that ¢ iff something true requires
her to bring about some proposition, the bringing about of which is
incompatible with her bringing about ¢. (The “*” in D6 indicates a
difficulty, which we will specify momentarily.) One might wonder why
Chisholm does not try to subsume the notion of prima facie prohibition
against bringing about ¢ to a requirement to not do or omit ¢: PF*¢
iff 3q(¢R'-BA¢@)? Perhaps he thinks this does not require anything
agential of Jane@ But then one wonders why does Chisholm not just
subsume prima facie prohibition against bringing about ¢ to a special
case of a positive prima facie duty to bring it about that you don’t bring
about ¢ (i.e. to refrain from ¢):

PF*¢ as 3¢(¢qR'BA-BA¢)?

Leaving these questions aside, the problem with D6 is reflected in this
derived rule:

(RPF™*) If b —¢, then F 3g3r(qR’BAr) — PF*BAg)

That is, if ¢ is a logical falsehood (e.g. L) and there is a de facto re-
quirement for Jane to bring about anything at all, then there is a prima
facie prohibition for Jane against bringing about that logical falsehood
per D6. There lies the flaw: one can’t bring it about that one does not
bring it about that L (and so one can’t do that by doing some other
thing, 1), since

(T13) —-BA-BAL

is plausibly deemed a logical truth (and labelled a theorem in antici-
pation), and so “BA_L is not something I can bring about by bringing

58This issue will resurface later on when we consider supererogatory and offensive
omissions.
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about something else.

Since RPF’* is an odd consequence and probably not desired by
Chisholm, we will add one more conjunct to D6’s definiens assuring
that it is logically possible to bring about anything prima facie prohib-
ited:

(D7) PF'¢ ¥ 3¢3r(qR'BAr & —~O(BAr & BAg)) &
OBA@. [S has a prima facie prohibition against bring-
ing it about that ¢

Let this be the official definition of the notion Chisholm intends.

Chisholm does not specify what the logic for agency might look like,
beyond his mention of Anselm and the square of opposition in his 1964
rendition of the requirement framework, which is too thin@ We will
need to rely on some basic logical properties for BA. So let’s stipulate
that the following minor modification (to account for presence of a ne-
cessity operator) of a familiar simple system is incorporated:

T) FBAp — p

C) F (BAp & BAg) — BA(p & q)
NO-O) + Op — —-BAp

REN) FO(p < q) — (BAp +» BAg)

~ S N/

The last two items link BA to [, and then easily allow us to derive a
thesis and rule that are often presented with T and C as constituting a
core logic for agency when no necessity operator is present:

(T14) ~BAT [NOJ
(RE-BA) If k- ¢ <> 1) then - BA¢ «» BAy["|

We will make free use of these in developing and elaborating Chisholm’s
framework below, and we hope the reader will forgive our making slight
anticipatory use of this system above.

One immediate question raised is how are R and BA to be linked?
Chisholm does not raise this issue at all, which is unfortunate, since

59Recall EQ from Section 1.2, where the square of opposition for OB is tautologi-
cally equivalent to a no conflicts principle for OB, and here we have just a notational
variant, and although no conflicts for BA is certainly a sound logical feature it is
neither basic nor enough.

0See [Jones and Sergot, 1996] for a classical source. It should be noted that.
the system above consisting of T, C, T17 (NO) and RE-BA (mnemonic: TECNO)
ultimately derives from Elgesem’s rich work on agency ([Elgesem, 1993], [Elgesem,
1997]). See also the discussion in [Governatori and Rotolo, 2005].
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answering it matters, and as we’ve just seen, it already matters for his
first introduction proper of reference to agency/action in the article we
are expositing. Let’s note first a theorem that reflects the intended in-
terpretation of the requirement relation expressed in A2 as a relation
holding between propositions solely based on the propositional content
alone, so not something agents can impact:

(T15) —BA(pRq)

Note that this is rather important for restricting the conception of
“would require”/“would call for” here. For there are certainly some
senses in which an agent can bring it about that some p would, or even
does, require some proposition ¢. Like a number of ethicists, Chisholm
thinks some links hold necessarily, like promise-making requires promise-
keeping, the former intrinsically requiring the latter. Regarding agency
and requirement, these also follow readily:

(T16) pRBAg — —(pR—BAg)
(T17) pRBAq — ~(pRBA—q)
(T18) pRBAg — —~(pR—q)

However, although it is crucial to Chisholm’s framework that something
non-agential can be such that it ought to be, and thus is impersonally
strictly required, without it being the case that Jane Doe ought to bring
that thing about, it is very plausible to think that what an agent over-
ridingly ought to make true (which by definition is determined at the
impersonal level) is itself impersonally required by the situation. We
will add an axiom that allows us to generate a proof of the just men-
tioned ought to do principle: namely that if p would require that I bring
something about, then p would also require what it requires me to bring
about:

(B1) pRBAg — pRq[7]
Here is another potential axiom,

(B2) pR—-q — pR—-BAg [equivalently, pRg — pR—BA-p]

51Note that this does not have the consequence that whatever follows from what
I am required to bring about is required (which would result in pRg — pRT), for B1
is confined to what the agent can bring about (and -BAT is a thesis).
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saying that if p requires ¢’s absence, then it requires as well the absence
of my making ¢ present. B2 serves in supporting the following:

(T1982) OUP—p — OUP-BAp
[equivalently, OUPp — OUP-BA-p]

which has as an immediate corollary, this equivalent, where PE’¢ def

-0OUP—¢:
(T20%2) PE'BAp — PE’p

B2 seems plausible. If p would require that g not be true, then p would
require that Jane not make q true. Similar for T1952: if it overridingly
ought to be that p is false, then it overridingly ought to be that I do not
make p true.

Let me note that although B2 is not considered by Chisholm (no
agency links are, alas), we will see later on that it has particularly un-
toward implications in the context of Chisholm’s intended applications.

Another potential axiom that will be used near the end is
(B3) pRBAg — pR—-BA-BAg

stating that if p requires my bringing about ¢ then it requires my not
bringing it about that I do not bring about gq.
Let me note one other possible axiom linking R to BA:

(B4) pRBA-¢ — pR—-BAg

stating that if p requires that I bring about —¢, then p requires that I
not bring about qP_-Z] With B4 we can derive the following theorem, but
apparently not without it:

(T21%4) OUPBAp — OUP-BA—p

This theorem tells us that if it (overridingly) ought to be that Jane

brings about p, then it ought to be that she does not bring about —p.
We will see that some of these potential axioms linking requirement

to agency are of use in showing things he would likely countenance, oth-

52Tt might be thought that this is easy to prove, but it appears we can only get a
not so close cousin: since F BA—q <> (BA—q & -BAg), given BA’s T axiom, from
pRBA-g, it follows that pR(BA—q & —BAg); but this is not quite enough.
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ers are either reductive or even disruptive. Thus I will consider the core
system to not include any of B1-B4, and I will provide clear indications
when a theorem depends on any of these additional potential axioms,
for example as T21B4 just above does, which should then be read more
strictly as a rule saying if B2 is added as a thesis to the core system,
then so is the formulae to the right of the label. I hope this bit of sloppi-
ness will be tolerable, since the conditionality on any of B1-B4 is clearly
indicated.

Finally, Chisholm provides what is now often called the “Meinong-
Chisholm Reduction”, a proposed reduction of agential oughts to imper-
sonal oughts plus agency:

(D8) OUYy & OUPBA¢ [Jane (overridingly) ought to act
so that ¢ as it ought to be the case that she does]

Given D8, the following is now an immediate corollary of T11:
(T22) OUY — -OUP-BAg¢

Although not noted, but likely welcomed, replacement by provable
equivalents follows for OUY:

(RE-OUY)  If - ¢ <+ 4 then - OU9 < OUdy
Furthermore, as suggested above when introducing B1, it is plausible

to think that what I ought to make true, ought to be true, and this is
provable, given Bl:

(T23B1) 0UYg — OUPq
which has this trivial corollary,
(T24BY)  PEPg — -0Ud~q
Let us note here that versions of ought implies can follow:

OUp — Op

OUdp — (OBAp & Op)

PFp — (OBAp & Op)

PF'p — (OBAp & $—BAp & Op)

A~ NS
eielvie
N DD
~N
— — — —
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With this exposition of the core of the 1964 and 1974 requirement
framework, we turn to his handling of supererogation and kin, ignor-
ing the other seven problems he addressed in 1964, most of which are
addressed as well in 1974.

4.3 Application and extension of the framework to
supererogation and kin

As mentioned above, in Chisholm’s 1964 articulation [Chisholm, 1964]
of the conceptual framework for requirement, he explicitly discussed the
application of his analytic framework to supererogation and kin, and
does not do so in the [Chisholm, 1974] article itself, but only in respond-
ing to two commentators on the article, and thus less systematically. I
will begin with the 1964 discussion.

The 1964 explicit application

To prepare the way for applying the central framework to supererogation
and kin in [Chisholm, 1964], he begins by defining a dual for ought to
be (as we did above in passing), which he glosses as “permitted”, saying
that this is more stipulation than analysis:

(D9) PEP¢ X ~0UP-¢

[It is “impersonally permissible” that ¢]

An obvious corollary of T11 given D9 is:

(T29) OUPp — PEPp
The following equivalence is also easily derivable:

(T30) PEPq < Vp[p & pR—q. — Ir(r & =((p & r)R—q))]
stating essentially that ¢ is impersonally permissible iff any p that de
facto requires ¢’s absence is defeated by some true expansion of p — so
q is ultimately clear of any sustainable exclusion. A replacement rule

for PEP also readily follows:

(RE-PEP) IfF ¢ < v, then - PEP¢ <+ PEPy
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Chisholm states that permission proper, permission to do, amounts to
the absence of a recommendation against it — it’s not being the case that
it ought to not be done, which we will represent agentially as follows:

(D10) PEdg e PEPBA¢. [It is permissible for Jane to act
(“do”) so that ¢]

So ¢ is agentially permissible for S iff it is impersonally permissible that
S brings it about that ¢.

Following his informal gloss from [Chisholm, 1963b|, that the su-
pererogatory is “non-obligatory well—doing”@ he provides the following
requirement framework definition:

(D11) SUBA¢ ¥ OUP¢ & PEP-BA$ & PEPBA¢. [It is supereroga-

tory to act so that gb]ﬁ

So it is supererogatory for S to bring it about that ¢ iff ¢ itself ought to
be the case, but it is it is not the case that it ought to be that S brings
about ¢ nor is it the case that it ought to be that S does not bring
about ¢. So the idea is that something is supererogatory if it ought
to obtain, but there is no onus on S to make it so nor to not make it
so. A classic example is that of one volunteering in a group to go on
a dangerous mission. Chisholm leaves open the question of whether or
not the last conjunct of the definiens is redundant, presumably because
he thinks it is perhaps necessitated by the first conjunct. However, it is
indeed needed. For there will be many cases where something ought to
be the case and it also ought not involve my agency at all-it is out of my
jurisdiction (e.g. disciplining your child), so without the third conjunct,
all such misplaced exercises of agency would be supererogatory.
Chisholm once again glosses an offence as a case of “permissive ill-
doing”, and he defines it as the symmetrical analog of supererogation:
(D12) OFBA¢ % OUP—¢ & PEPBA¢ & PEP-BA¢. [It is
an offence for S to act so that ¢

So it is an offence for S to bring about ¢ iff —¢ ought to be the case, but it
is impersonally permissible that S bring about ¢, and it is impersonally

53In his 1964 rendition, the first clause of the definiens of D11 is identified with 4t
is good that ¢, and Chisholm endorses this in 1974 as well, as we will see.

51Reminder as elsewhere above and below, “is” might be better read as
be”.

“would
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permissible that S does not.

Chisholm rounds things out by providing an analysis of optionality
and indifference that does not conflate the two (as has so often been
done in deontic logic and ethical theory). He characterizes agential op-
tionality, the optionality of S’s bringing it about that ¢, as follows:

(D13) OPYp ¥ PEPBA¢ & PEP-BA¢. [It is agentially
optional that S bring it about that ¢]

Although Chisholm does not articulate this, he could define “impersonal
optionality”, in a natural manner consistent with his characterization of
impersonal permissibility, as follows:
(D14) OPP¢ def PEP¢ & PEP—¢ [It is impersonally optional
that @]

Then optionality of one’s agency regarding ¢ would be a special case,
(T31) OPYp <+ OP"BAp

It is also the case that the indifference of impersonal optionality to nega-
tion follows:

(T32) OPP¢ <+ OPP—p

Although this indifference to negation does not hold for OP4, and should
not, since it might be that I can bring about p or not do so, but it might
be wrong for me to bring about —p — to essentially prevent p. The
following desirable theorem does hold, and is just a special case of the
preceding theorem:

(T33) OPPBAp +» OPP-BAp

Chisholm then characterizes agential indifference regarding ¢ as follows:
(D15) INBA¢ ¥ PEPy & PEP-¢ & PEPBA¢ &
PEP-BA¢. [It is indifferent that S act so that ¢.]

That is, it is a matter of indifference for our agent to bring about ¢ iff
it is both impersonally optional that ¢ and agentially optional that ¢:
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(T34) INBAp < (OPPp & OPdp)

and thus another desirable result follows: indifference properly implies
optionality (an essential result in accommodating supererogation or of-
fences), and in this framework, this is so in both senses of optionality:

(T35) (INBAp — OPPp) & (INBAp — OPdp

However, note that we do not have an impersonal analog to agential in-
difference as we do have for agential optionality. At the impersonal level,
there is no distinction between indifference and optionality in Chisholm’s
REQ framework (unlike, for example, in the axiology-based framework
of Chisholm-Sosa).

We argued that indifference, like optionality, should be indifferent
to negation. Is it as represented here? Again, as with optionality, the
answer is no, and as defined, it should be ‘no’. For we have no inde-
pendent characterization of IN per se, only the indifference of bringing
something about, INBA¢ as an abbreviation for (PEP¢ & PEP—¢ &
PEP64BA¢ & PEP-BA¢), and thus we have no representation of the
indifference of not bringing something about, but the conditions ought
to be essentially the same, and so we will stipulate:

(D16) IN-BA¢
PEPBA¢)

The definiens of D16 is essentially just the definiens of D15 with the
conjuncts in a different order for emphasis, and so the indifference of
agential indifference to negation follows trivially, essentially by stipula-
tion:

(PEP-¢ & PEP¢ & PEP-BA¢ &

(T36) INBAp +» IN-BAp

An indifference exclusion principle regarding what ought to be follows:

(T37) INBAp — (-OUPp & —-OUP—p & —-OUPBAp &
-OU-BAp)

With the optionality notions defined, we can then note a more concise
way of expressing the intended accounts of supererogation and offence:

55We pass over a semantics where falsifying models would show the implications
are proper.
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(T38) SUBAp ¢ (OUPp & OPdp)
(T39) OFBAp < (OUP—p & OPdp)

The 1974 discussion of applications

In [Chisholm, 1974] his article mentions essentially the same problems
that he hopes his requirement framework can solve as those mentioned
in [Chisholm, 1964], except for the conspicuous absence of the problem
of supererogation and kin, which is the problem discussed at greatest
length in the 1964 piece. However, the volume that |Chisholm, 1974]
appears in contains commentary on his article and his replies. In this
commentary, Anscombe and Raz both suggest that the account is not
consistent with the possibility of supererogation. Here, it appears that
neither critic is aware of the 1964 account. Chisholm responds that,
to the contrary, he believes his requirement framework can account for
supererogation and he cites his “non-obligatory well-doing” gloss that
we’ve seen before in [Chisholm, 1963b|, [Chisholm, 1964], and |Chisholm!
and Sosa, 1966a/, and he goes on to unpack that gloss in the same way
he did in [Chisholm, 1964], regimented in our D11 above, explicitly using
the bring it about that agency idiom (rather than doing/not doing):

def

SUBA¢ = OUP¢ & PEP-BA¢ & PEPBA¢. [D11 above]

There is some additional discussion in the commentary, but it does not
invoke any clarification of the formal account of supererogation, just a
defense against an objection.

Compared to the explicit exposition in [Chisholm, 1964], this is thin
coverage, and it only comes when prompted in the commentary. Still,
I think what is said there indicates that Chisholm holds the same basic
view about the requirement framework’s application to supererogation
and kindred notions as in [Chisholm, 1964].

4.4 Comparison with the prior frameworks and some
challenges/disruptions.

His account of good and bad in his 1964 and 1974 articulation of the
REQ framework match:

(D17) GD¢ def OUP¢ It is, or would be, good that ¢]
(D18) BD¢ & OUP—¢ [It is, or would be, bad that d]
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RE principles follow for each from those for OUP:

(RE-GD/BD) If b ¢ ¢ 1 then - GD¢ <+ GDv and - BD¢
& BDy

Chisholm’s main thesis, CCT, for his good-bad axiological framework
follows:

(T40) —(GDp & BDp) (Chisholm’s Contrariety Thesis)

However, it is also clear that nothing can be totally supererogatory or
totally offensive, that is, the defining conditions for those concepts in
[Chisholm, 1963b| are ruled out as logically impossible given the analy-
sis of good and bad, and ought to be given here:

(T42) —(BDp & BD—-p) [NC-BD]
(T43) —(TS Vv TOp) [Totally supererogatory/offensive]

Thus we have a logic for GD and BD at least as strong as RCGBS. T43
is perhaps not surprising, for as mentioned earlier, the Chisholm-Sosa
framework of 1964, also entailed these no-conflict principles for GD and
for BD individually, and so ruled out the totally supererogatory and the
totally offensive. Only the [Chisholm, 1963b| scheme made a place for
them.

More significantly, one of the key constraints from [Chisholm, 1963b],
Chisholm Independence Constraint

(CIC) ¥ GDp — BD—p,
¥ BD—p — GDp,
¥ GD-p — BDp, and
¥ BDp - GD—p

is not sustainable here, for each formulae is obviously a theorem in the
REQ framework:

(T44) GDp < BD-p,
(T45) GD-p <> BDp

and so we wind up with a logical framework for good and bad that is
stronger than Chisholm explicitly provided for in his 1963 framework,
and T44 and T45 are also not theorems of the Chisholm-Sosa framework.
Hence we begin to diverge from Chisholm’s 1963 framework consider-
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ably here. Recall that in that scheme, the following analyses are offered
(where, recall, neutrality is defined so that NU¢ «» (-GD¢ & —BD¢):

(CDS)

Totally Offensive (TO): TO¢ ¥ BD¢ & BD-¢
Offence of Commission (OF) OF¢ def BD¢ & NU-¢
Forbidden (IM) IM¢ % BD¢ & GD-¢
Offence of Omission (OF-) OF—¢ BD—-¢ & NU¢
Indifferent (IN) IN¢ % NUs & NU-¢
Supererogatory Omission (SU-)  SU-¢ def GD—-¢ & NU¢
Obligatory (OB) 0B¢ % GD¢ & BD-¢
Supererogatory Commission (SU) SU¢ def GD¢ & NU—¢
Totally Supererogatory (TS) TS¢ def GD¢ & GD—¢

Not only are the first and last ruled out (T41 and T42), but as we no-
ticed in expositing “Supererogation and Offence”, various redundancies
as well as incoherent combinations would emerge if the equivalences im-
plied above by the definitions were maintained. Consider the trivially
equivalent formulations below, where strike-throughs express redundan-
cies that could be deleted without loss, and underlining indicates now-
inconsistent conditions:

Supererogatory Commission (SU) SU¢ def GD¢ & -BD—¢

& -GD—o
Obligatory (OB) 0B¢ & GD¢ & BD—¢
Supererogatory Omission (SU-) SU-¢ def GD—-¢ & -BD¢

& -GDo
Indifferent (IN) IN¢ % ~GD¢ & -BD¢

&=GDb=¢-&=Bb—¢
Offence of Omission (OF-) OF—¢ def BD—¢ & -GD¢ &

~BD¢
Impermissible (IM) IM¢ def BD¢ &Gb—¢
Offence of Commission (OF) OF¢ def BDo&—GD—o

& -BD—¢

All indications are that in the REQ framework, the impersonally
obligatory is identified with what ought to be and the personally obliga-
tory with what ought to be brought about, but what is good is identified
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with what ought to be, so the obligatory is either what is good or what
is good to bring about. In either event, no reference to what is bad
to omit adds anything, and a similar redundancy would result for the
impermissible, as well as for the indifferent as defined above given the
analysis offered for good and bad in the REQ framework. More im-
portantly, the four categories of offensive commissions and omissions
and of supererogatory commissions and omissions would be ruled out as
incoherent as defined above in the 1963 framework, given the analysis
offered for good and bad in the REQ framework. So this constitutes a
repudiation of much (not all) of what occurred in his first framework.

In general, goodness in the REQ framework is defined as what ought
to be, and badness as what ought to be absent, as T44 and T45 indicate.
There is really only one special axiological notion invoked to define each
here: that of what ought to be, a notion that intuitively invokes what is
ideal in some sense. Also note that if two items are mutually exclusive,
then they cannot both be good/bad in the REQ framework:

(T46) —O(p & q) = ~(GDp & GDg)
(T47)  =$(p & ) — ~(BDp & BDg)

Yet I would stipulate that as a criterion of adequacy:

Any representation of what is good must allow for the consis-
tency of the goodness of mutually exclusive pairs; similarly,
for what is bad.

For it might be good for me to help neighbor 1 all day and good for me
to help neighbor 2 all day, but not possible to do both. Nor would it
help to define goodness via ~OU— with the thought that if OU picks out
features of what is invariably ideal, ~OU— picks out features that are
at least compatible with what is ideal. The problem then is that surely
two mutually exclusive things can be both good, and one be better than
the other, so that at most one can be compatible with what is ideal. 1
would stipulate a second criterion of adequacy:

Any representation of what is good, must allow for the con-
sistency of the goodness of mutually exclusive pairs, where
one is more good than the other; similarly, for what is bad.

For it might be good for our mailwomen to save just Tiny Tim from the
fire, but even better to save Tiny Tara too. Clearly, the representations
of good and bad in this framework are too stringent.
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We have seen already that some important desiderata for a frame-
work for supererogation have been met, distinct representations of op-
tionality and indifference (D14, D15 and D16), with the latter notion
properly entailing the former (e.g. see T35), and each operator is logi-
cally indifferent to negation (T32, T36). A number of additional plau-
sible principles governing supererogation and kindred notions follow as
well. Here are two. An analog to Urmson’s Criterion, strengthened to
include offences (as in [Chisholm, 1963b]), follows:

(T48) (SUBAp v OFBAp) — (OPdp & —-INBAp) (UC
Analog)

So in particular, the indifference of bringing about p excludes its being
a case of supererogation or of offence, as it should:

(T49) INBAp — —(SUBAp V OFBAp)

With D11 and D12, we have proposed analyses of supererogatory and
offensive performances, but what of non-performances, which Chisholm
always intends to include? Here there is another gap, and the fix is not
at all straightforward. For example, consider this first stab:

(D19) SU-BA¢ & OUP-¢ & PEPBA¢ & PEP-BA [it is
supererogatory to omit acting so that ¢ (version 1)]

A problem here is that it is supererogatory for me to not bring about ¢
does not entail in fact that it ought to be that —p:

Cake Case: It may be that it is supererogatory for me to
omit having the last piece of cake, leaving it for you, but
it needn’t follow from that that it ought to be that I don’t
have the last piece. Perhaps it is impersonally optional that
I have it (OPPi), and likewise for your having it (OPPu),
it only ought to be that one of us does (OUP(i V u), but
neither one of us in particular; and indeed this seems in one
way to fit well with the intended analysis of supererogatory
performance at least — there is something that ought to be,
but it is not incumbent on me (or you) to make it so (or to
omit making it so).

However, the astute reader will notice two more problematic things
about D19. The definiens is the same as that for an offensive com-
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misston, and so this follows immediately, despite its prima facie implau-
sibility:

(T50) SU-BAp <> OFBAp

Secondly, T50 is essentially one of Meinong’s Laws of Omission discussed
above, which Chisholm explicitly was at pains to reject in [Chisholm,
1963b], and persuasively so. So D19 is an inadequate analysis of a
supererogatory omission.

An alternative might be to try to retain the flavor of the analysis for a
supererogatory commission in the framing of a supererogatory omission
by treating the latter as a “supererogatory commission of an omission”
to use Chisholm-ian language, or a supererogatory case of refraining, to
use more contemporary language@ The idea would be that an omis-
sion will be supererogatory if and only if the omission itself is brought
about by the agent, and it is that positive exercise of agency that is
supererogatory:

(D20) SU'-BA¢ def SUBA-BA¢ [It is supererogatory to
omit acting so that ¢ (version 2)]

We thus roll the omission into the form of the original analysis of a
supererogatory commission as expressed in D11. This proposal would
then entail:

(T51) SU'-BAp +«+ OUP-BAp & PEP-BA-BAp &
PEBA-BAp

Paraphrasing loosely, a supererogatory omission of p is one such that it
ought to be that Jane does not act so that p, even though it is both
permissible for her to not make herself omit p and permissible for her
to make herself omit p. What might be an example of the intended
sort? Suppose because Jane was the first in her group to volunteer for
(and go on) the first dangerous mission that called for a volunteer, she
is now given a choice about the relative safety of the standing position
she holds vis a vis the front line. Now add that because of her skills it
ought to be the case that she takes a position at least intermediate to
the front line, so that it ought to be that she does not pick the furthest
position (1st clause), even though it is permissible for her to pick it and

56T omit many things when knocked unconscious, but do not bring it about that I
omit them, and in various ways you can bring it about that I don’t bring something
about, where I play no part in bringing about that omission.
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so permissible for her to not bring it about that she does not pick the
furthest position (2nd clause), yet it is also permissible that she bring it
about that she does not pick the furthest position, (3rd clause) say by
picking an intermediate position or by letting the captain place her.

D20 would seem to provide no improvement over D19 in handling
our cake example. For it might be supererogatory for me to omit taking
the last piece — leaving it for you, even if that involves a higher order
exercise of my agency (resisting the temptation to not omit it), but it
need not follow that the first conjunct in the proposed definiens is true
for the reasons mentioned before.

Perhaps Chisholm could just say regarding the cake example that the
omission would be praiseworthy, but his analysis is not meant to capture
that agent-evaluative feature, but something more keyed to evaluating
the products of exercises of agency. As we will see in the next section,
[McNamara, 2011a; McNamara, 2011b|, using a different framework,
argues that there is a pre-theoretic difference between going beyond the
call, and doing so in a praiseworthy manner, and he suggests reserving
the latter sort of additional agent-evaluative condition for those that are
“supererogatory”. Whether this will do we must set aside, noting that
there appears to be a cost here. For here if the agent acts so as to not
have the last piece of cake, thereby leaving it for the other person, it
seems she has done more than she had to do (sacrificed more personal
good than she had to and produced more for others than she had to),
whatever her motives (cf. [McNamara, 2011b]).

There are obvious symmetrical analogs to the definitions above for
offensive omissions:

(D21) OF-BA¢ % OUP¢ & PEP-BA¢ & PEPBAG |it is

an offence to omit acting so that ¢ (version 1)]
(D22) OF —-BA¢ o OFBA-BA¢ [it is an offence to omit

acting so that ¢ (version 2)]

As with D19, the definiens of D21 is one we’ve seen before, as this the-
orem indicates:

(T52) OF-BAp <> SUBAp,

and this is another one of the Meinongian Laws of Omission that
Chisholm  explicitly (and persuasively) argued against in
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[Chisholm, 1963b]m Unpacking D22, give us this:

(T53) OF'-BAp « OUPBAp & PEPBA-BAp &
PEP-BA-BAp

What of indifference’s exclusion of supererogatory commissions and
omissions? These do hold for either of the two definitions in the case
of omissions, whether accepting the proposed definitions that generate
Laws of Omission or the second more complex analysis via commissions
of omissions, as the following theorems indicate. (T54 is an analog to
T49, but for the case of commissive omissions, and T55 and T56 each
cover all cases using either SU— or SU'—:

(T54) INBAp — —~(SU'-BAp V OF'=BAp)

(T55) INBAp — —(SUBAp Vv SU-BAp V OFBAp V
OF-BAp)

(T56) INBAp — —(SUBAp vV SU'-BAp vV OFBAp V
OF'-BAp)

What of conflicts of supererogation? We now have two definitions of
supererogatory omissions, and for supererogatory commissions, there
are strong and weak version of conflicts. This framework, as we have
expanded it, rules out all versions, as the fourth summary corollary in-
dicate:

(T57) —(SUBAp & SU-BAp) [No Supererogatory Weak

Conflicts]

(T58) —(SUBAp & SUBA-p) [No Supererogatory Strong
Conflicts]

(T59) —(SUBAp & SU'-BAp) [No Supererogatory Weak
Conflicts’]

(T60) SUBAp — -(SUBA-pV SU-BAp vV SU'-BAp) [No
Supererogatory Conflicts]

Given the symmetries regarding the corresponding concepts of offence,
analogous theorems follow:

67AS we will see later on, for quasi-supererogatory and quasi-offensive actions
) ’
analogous equivalences are more plausible.
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(T61) —(OFBAp & OF-BAp) [No Weak Conflicts of Of-

fence]

(T62) —(OFBAp & OFBA-p) [No Strong Conflicts of Of-
fence]

(T63) —(OFBAp & OF-BAp) [No Weak Conflicts of
Offence’]

(T64) OFBAp — —(OFBA-p vV OF-BAp vV OF'—=BAp)
[No Conflicts of Offence]

Analogs to what we called above “Meinong’s Deontic-Axiological” prin-
ciples readily follow:

(T6551) (SUBAp v OUPp v OU4p) — GDp (MD-A)
(T66B) (OFBAp v OUP—p v OU4-p) — BDp (MD-A’)

Chisholm’s Threefold Axiological Classification principle follows:
(T67) MJ3(GDp, BDp, NUp) (CTAC)
What of Meinong’s Fivefold Classification? There are two possible
versions, one of which fails, but the more natural one succeeds. The one
that fails (with the normative positions reordered a bit) is this one:

MJ5(OUPp, OUP—p, SUBAp, INBAp, OFBAp)

We label the five positions (categories) as follows (in some cases via
minor equivalents cast in terms of OUP):

5]

) OU"p

) OU"—p

) OUPp & ~OUPBAp & ~OUP-BAp
)

)

Q.o T

-0UPp & -0OUP—p & -OUPBAp & -OUP-BAp
OUP—p & -OUP-BAp & ~OUPBAp

@

First, mutual exclusiveness fails: For example, a) conflicts with ¢) only
if ¢) is itself incoherent since c¢) contains a)@ Next, consider exhaustion
for a)-e). This is equivalent to if neither a) nor b), then at least one of c)-
e); but a) and b) both being false rules out both c) and e) immediately,
so must d) be true? No, in particular, -OUP-BAp does not follow, nor
should it. It may be impersonally optional whether p or —p, but it might

5830 ¢) is a real category only if there is no conflict.
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be impersonally obligatory that I not bring p about, as it is outside my
jurisdiction.

The version that is more symmetrical and natural results from shift-
ing a) and b) above (OUPp; OUP—p) to focus on Jane Doe’s agency or
not regarding p, as these are proposed as representing personal obliga-
tion and prohibition,

a’) OUPBAp
) OUP-BAp

Leaving c)-e) unchanged, the result in this version:
(T68) MJ?>(OUPBAp, OUP-BAp, SUBAp, INBAp, OFBAp)

This is indeed derivable, which is a plus in as much as a central point in
this area is to find an expanded partition of the (obligatory, prohibited
and) optional. However, the exhaustion component implies that any-
thing neither obligatory, impermissible nor indifferent to bring about is
either supererogatory or offensive to bring about. This is dubious, so
not really a plus to derive. As we will see in Section 5, sometimes doing
even the minimum required can be good and admirable and optional
since one can do even more, but it will not thereby be an offence (and
can’t be beyond the call if it’s the minimum).

Finally, what of a REQ-based analog of CTFC (Chisholm-like Seven-
Fold Classification)?
There are four possible versions to assess, but in the interest of space
and time, we zero in on the most plausible two renderings, where agency
is robustly present.

We have two versions of the seven disjunctions depending on how we
interpret supererogatory and offensive omissions again. The first version
is this one:

(T69) MJ(OUPBAp, OUP-BAp, SUBAp, SU-BAp,
INBAp, OFBAp, OF-BAp)

Which is indeed provable, but it is a trivial corollary of T68. For as
we noted in T50 and T52, the fourth and seventh positions are logically
equivalent to the sixth and third positions respectively, as is reflected
again by comparing the defining conditions of the conjuncts defining
conditions of the fourth with the sixth, and of the seventh with the
third. So there is no real expansion on this interpretation beyond the
second of the five-fold partitions above. Thus shifting to a’) and b’) on
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this analysis of supererogatory and offensive omissions just takes us to
the second version of the five-fold classification. So let’s consider the
version that makes agency more prominent in the fourth and seventh
disjuncts:

MJ7(OUPBAp, OUP-BAp, SUBAp, SU'-BAp, INBAp,
OFBAp, OF'-BAp)

For convenience, we list the seven defining conditions cast via OUP:

a’) OUPBAp

b') OUP-BAp

c) OUPp & -OUPBAp & -OUP-BAp

d) -0UPp & -OUP—p & ~OUPBAp & ~OUP-BAp
e) OUP—p & -OUP-BAp & -OUPBAp.

f)  OUP-BAp & ~OUBA-BAp & -OUP-BA-BAp
g) OUPBAp & -OUP-BA-BAp & -OU’BA-BAp

Here we run into a difficulty that raises questions about the adequacy
of the analysis of the associated concepts: the attempt to prove mutual
exclusivity generates a dilemma. Working backwards, f) rules out g) by
T11; e) rules out f) and g) tautologically; d) rules out e)-g) tautologi-
cally, c¢) rules out d)-g) either tautologically or by T11 in the case of e).
This leave a’) and b’). a) conflicts with c)-e) tautologically and with
b) and the first conjunct of f) via T11, leaving g), whose first conjunct
is a’), and whose third conjunct is implied by a’), for OUPBA-BAp —
OUP-BAp by T23B! and D8 but a’) rules out OUP—BAp given T11;
so the only remaining source of possible conflict is the second conjunct,
and for these to conflict, it would have to be a theorem that

(T708%) OUPBAp — OUP-BA-BAp,

which formula is derivable given B3, pRBAq — pR—-BA—-BAg, which
seems plausible, but it does again involve invoking another BA-R link-
ing axiom not considered by Chisholm (none are). Let’s assume T70 is
sound for sake of argument. Now comes the dilemma: T70 is sound only
if g’) is incoherent, for its first conjunct is a’), the antecedent of, T70,
but its second conjunct is the denial of the consequent of T70. So we
get this result:

(T71B3)  —OF'-BAp, for any p
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The problem, cast another way, is that we get what appeared to be the
most plausible representation of the analog to the sevenfold classification
from the prior two frameworks (RCGB and [Chisholm and Sosa, 1966a))
only to find that we can’t prove mutual exclusion of the first disjunct
with the sixth (supererogatory omission) without rendering the seventh
(offensive omission) incoherent and empty, so in either event, we can’t
get a significant version of the sevenfold classification.
Let’s take stock.

4.5 Evaluation of the REQ framework for supererogation
and kin

The REQ framework is impressive, especially in terms of its expressive
resources. I have developed the implications of the framework quite a
bit beyond what was present, but in doing so, I have stuck close to the
spirit and intent of the original. The shear variety of target concepts for
which analyses are proposed is impressive, not to mention that Chisholm
first proposed the framework in 1964. But here we must reflect on
some challenges the framework faces, some general or foundational in
the framework, some more specific to the focus of this chapter. Let’s
begin with some aspects of the general framework.

Chisholm does not say a lot about the fundamental relation of re-
quirement, but he does give some alternative glosses, “calls for”, “apt”,
“fitting”, as potential stand-ins for “requires”, as well as indicating that
the relations scope can extend to relations between colors, musical chord-
s/keys, and figures. But I think the equivalence of “requires” with “fit-
ting” that Chisholm suggest, “p could be said to be fitting to ¢ provided
q requires p” is doubtful. Requires is a strong term, and fits better with
strong deontic terms like makes obligatory, makes it a duty, makes it
prohibited, makes it a must. Saying something is apt or fitting seems to
say something much weaker and fits better with terms like good, valu-
able, sensible or even ideal. This is more than a quibble about words.
OUPp is meant to analyze both what ought to be, as well as what is im-
personally obligatory, and likewise OUPBAp is meant to analyze both
what the assumed agent ought to bring about and what it is obligatory
for the agent to bring about. But it can’t do both these things. If I say
that “it must not be that the children are left to starve”, I say something
much stronger (and more appropriate given the content —children starv-
ing) than “it ought not be that children are left to starve”. Likewise, if
we say “Jane must feed her children”, we say something much stronger
and more apt than merely saying “Jane ought to feed her children”. It
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is the stronger notion that is needed for what is obligatory, permissible,
prohibited, optional, and such. But now there is a problem. We want a
theory that can represent both what must be done and what ought to be
done, and what one must do, and what one ought to do, and, of course,
distinctly within both pairs@ So we cannot read OUPp as “it ought to
be that p” but must instead read it as something like “it is mandatory
that p” or “it must be that p”m We have already pointed out the prob-
lem with the analysis of good (and of bad) offered when we do read QU
as “it ought to be that”, but when we read it as “it is mandatory that”
then matters with the analysis of good and bad become worse surely
(e.g. now something is good iff mandatory). Indifference is also inade-
quately characterized. We saw formal indications of problems, but now
we have an additional more substantive problem. Some p might be such
that it is not mandatory that it be the case nor that it not be the case
nor that Jane brings it about nor that Jane does not do so, and yet still
surely be something that ought to be the case, and/or that Jane ought
to do, or alternatively it can be something that ought not be, and that
Jane ought not do. So something can be supererogatory or offensive and
yet be indifferent on the proposed analysis, once we adjust the reading
of OUPp, as I think we must, so that it can have a chance of represent-
ing what is obligatory, impermissible, optional, etc. The resources are
just too limited. A single primitive, be it interpreted via the stronger,
“requires” or via the weaker, “fitting”, will not be enough to properly
analyze the target concepts. We also saw in discussing what ought to
be and what is good, that a proper account of these two must allow for
two incompatible things to be good, and one more good than the other
and so at least one such that it ought not be if the other ought to be.
I think this sort of structure of differentially ranked permissible options
is essential to action beyond the call.

Furthermore, our cake example was a problem for all versions of
supererogatory omissions we explored, and it did not look like there was
anything in the framework to allow something being supererogatory to
bring about (or to avoid), even though it is false that it ought to be the
case. The analysis can at best only cover a subset of the targeted cases.

59Tt is beyond the scope of this chapter to explore the introduction of two such
relations, and a development that would parallel some aspects of Chisholm’s frame-
work

70Chisholm himself gives as a gloss for supererogation “you ought to but you don’t
have to” |Chisholm, 1964, p. 152], but, although the distinction is insightful and
ahead of its time, he does not see the full significance of the distinction in the context
of the REQ framework.

231



McNamara

We saw that there was a substantial unexplored gap at the level of
linking agency to the requirement primitive, and thus to the derived no-
tions, and potential axioms that have a plausible ring. We introduced a
simple logic for an agency operator, BA, and then four tentative axioms,
B1-B4, linking requirement to agency. In places, the links are needed to
generate plausible results (e.g. OUPBAp — OUP-BA-p), and also in
order to generate some of the desired linkages between supererogation
and kindred notions that there is reason to think Chisholm wished to
endorse. But it is also the case that some of these links render some of
his analyses redundant, and we saw in trying to generate the sevenfold
classification expected, we generate one desired mutual exclusion of two
categories only at the expense of rendering another category incoherent.
Furthermore, as the astute reader may have noticed, B2, generates an
undesirable consequence:

(T72B2) —=(SU-BAp v OFBAp), for any p

For by T10B2, PEPBAp —PEPp, that is, PEPBAp — —-OUP—p via
D9, but the first two conjuncts of the definiens of SU- are OUP—p &
PEPBAp, and this is not just another problem for an independently
problematical analysis of supererogatory omissions, for we also saw that
this way of construing a supererogatory omission is exactly how
Chisholm analyzed an offence, so adding B2 renders that notion, in-
volving positive agency (not omissions), incoherent. Thus aside from
the fact that this way of characterizing a supererogatory omission sanc-
tions Meinong’s implausible laws of omission, B2 independently rules
out offensive commissions. Thus although Chisholm clearly intended
his account to apply to commissions and omissions, he overlooked the
challenges often associated with accounting for omissions per se, and for
their normative status, as well as overlooking the need to more carefully
articulate how requirement is to be linked to agency, and we proposed
four natural links:

(B1) pRBAg — pRg

(B2) pR-¢ — pR—-BAg

(B3) pRBAg — pR—-BA-BAg
(B4) pRBA-q — pR—BAg

Unlike B2 which links a required proposition’s absence with a required
absence of the production of said proposition by any agent, the other
three formulae link states of affairs requiring oneOs positive agency with
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other requirements. However, B2 is plausible in its own right, and with-
out it we would then lose PEPBAp — PEPp (T2082), which on its in-
tended reading is quite plausible. But we have already indicated as well
that some of these potential axioms are disruptive, and less importantly,
if added, they would generate some redundancies in the definitions This
leaves one wondering if this would be welcome or if it indicates we are
overlooking some way of conceiving the relation of requirement that
makes some of B1-B4 implausible. But then what relationships would
be plausible? No relationship at all between what ought to be and what
ought to be done seems to be an implausible stance and unattractive
regarding the theory’s potential applications.

Furthermore, there are basic challenges faced by the Meinong-
Chisholm reduction of an agent’s obligation to what ought to be the
case,[f] but beyond those it is essential to the REQ approach that some-
thing can be impersonally mandatory without being obligatory for any
particular agent, which is a plus, as it might be mandatory that some-
one in the department do something, but not mandatory that any one
particular individual do so. This is a strength of the framework, and fits
well with at least many cases of volunteering, where we have a situation
where not only is it the case that OUPp and OPBA;p vV OPBA,p),
where we have two agents (j # s), but also OUP(BA;p vV BAsp). Com-
munities and groups often fit this bill, and thrive only because someone
steps up and does what is needed. But when we turned to supereroga-
tory and offensive omissions, we ran into special difficulties in getting
a representation of these that seemed to fit in with the spirit of the ac-
count while retaining the essential classificatory linkages. We also saw
with the cake example that there can be a supererogatory omission on
my part of the last piece of cake (thus leaving it to equally-situated you),
but where it is not the case that it ought to be that I omit the cake,
thus not seeming to fit the proposed analysis. Furthermore, in the cake
case, it seems to come out as supererogatory to bring it about that one
of the agents eats the last slice by simply doing so, which is implausible.

There is much left unexplored here in what is already lengthy cov-
erage of Chisholm’s investigations in the 1960s and 1970s into areas
relevant to our chapter topic (not to mention from the same period, his
seminal [Chisholm, 1963a]. His work (including that with Sosa) consti-
tutes, far and away, the most substantial sustained attempt before the
1990s by a single author to sort out the conceptual neighborhood that
supererogation belongs to. His work is full of insights, and has been

“IFor example, see the discussion of objections in [Horty, 2001].
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highly influential, despite, ironically, not having been given the scrutiny
it deserves.

5 Doing Well Enough (DWE)

Introduction

In a variety of places, McNamara has articulated and defended the first
model-theoretic framework designed to represent supererogation and
kindred notions, called “DWE”, for “Doing Well
Enough”. Here we provide an introduction to the core framework he
developed in [McNamara, 1990; [McNamara, 1996b; [McNamara, 1996a;
McNamara, 1996¢|, as well as in [Mares and McNamara, 1997]. We do
this by providing a series of independent pathways to the core model-
theoretic framework, which McNamara takes to provide a cumulative
case that the framework is generally on the right track, as well as to
indicate that the diverse pathways are each intimately important to un-
derstanding the conceptual neighborhood of Supererogation@ In the
process, he explores often-neglected concepts or distinctions, as well as
mistaken presuppositions that have pervaded both ethical theory and
deontic logic, and have substantially increased the difficulty of finding a
place for supererogation, as well as resulting in a comparative paucity
of expressive resources in ethical theorizing as well as in deontic logic.
The concepts in focus in the core framework are for some key moral sta-
tuses that exercises of one’s agency might have. Such exercises might be
permissible, impermissible, obligatory, omissible, optional, indifferent,
significant, beyond the call of duty, the least you can do, suboptimal. He
contends that these notions of common sense morality are of substan-
tial interest in ethical theory, and that this is one (not the only to be
sure) clear place where deontic logic, despite its historically marginalized
status among ethical theorists, can be of some service.

"The following framing of the works specified above has been included in presenta-
tions at various recent venues: “Toward a More Fine-Grained Conceptual Scheme for
Moral Statuses”. Keynote Address. 12th International Conference on Deontic Logic
and Normative Systems (DEON 2014), Ghent University, Ghent, Belgium, July 2014;
“Toward a Taxonomical Framework for Some Fundamental Moral Concepts”, Univer-
sity of Southern California, Deontic Modality Workshop, May 22, 2013; “Toward a
Formal Framework for Some Fundamental Common Moral Statuses”, Munich Cen-
ter for Mathematical Philosophy, Formal Ethics I, Ludwig Maximilian University,
Munich, October 11, 2012. I thank the members of the audiences for their helpful
comments, especially, Fenrong Liu, Marek Sergot, Janice Dowell, Ralph Wedgwood,
Angelika Kratzer, and John Broome.
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5.1 Indifference and optionality
Conflation of optionality with indifference

As already indicated in Section 2 of this chapter to say that an exercise
of agency is optional (OP) is to say that it is neither obligatory (OB)
nor impermissible (IM), but to say of such an exercise that it is a matter
of indifference is to say something much stronger. Yet there has been a
pervasive conflation in 20th century ethical theory and in deontic logic of
these two concepts, typically by standardly reading “neither obligatory
nor impermissible” as “indifferent” (IN). We find this in G. E. Moore,
Von Wright, Prior, even in Urmson as he struggles to distinguish the two,
and one continues to regularly find the condition of being neither oblig-
atory nor impermissible read as indifference. This leads immediately to
what we called “Moral Rigor” (MR) in Section 2.1: IN¢ <> OP¢, which
rules out going beyond the call of duty, since BC¢ — (OP¢ & —INg).
The left to right direction of MR is fine, but not the right to left, and
this is essentially Urmson’s Constraint (UC) on deontic schemes: IN¢
— OP¢, but not OP¢ — IN¢.

Semantic frameworks for optionality and indifference

Consider first a simple classical framework for optionality and non-
optionality (NO):

F; OP¢: ¢ holds in some i-acceptable world (A?) and —¢ holds
in some ¢-acceptable world.

Fi NO¢: either ¢ holds in all ¢-acceptable world or —¢ holds in
all i-acceptable world

Where A represents the set of worlds acceptable from 7, we can represent
these conditions as in Figure 15.

OPg: NOg:
Some ¢ All ¢
& or
Some —¢ No ¢
o <«— A4'non-empty —» .
4 4

Figure 15: semantics for OP and NO
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McNamara then proposes this alternative non-standard semantic struc-
ture and analysis for indifference:

Fi; IN¢: for every i-level of value, there is a ¢-world at that
level, and a —¢-world at that level.

F; Slp: in some i-level of value, all worlds there are ¢-worlds
or all the worlds there are —¢-worlds.

We can picture things as in Figure 16.

Non-empty i-worlds quasi-ordered:

INg: SIg:

= =

- All |g| ~ Not all |g|

Ani-level: —

-~ vy

All |g|: Every associated i-level contains a ¢-world and a ~¢-world.
An i-level: an equivalence class of equi-ranked worlds per 1
Quasi-order: =; Reflexive & Transitive.

Note: The diagrams will assume Connectivity and Limit Assumptions for convenience.

Figure 16: Semantics for IN and SI

That is, we assume a reflexive and transitive ordering relation on a non-
empty set of worlds, and then roughly, ¢ is a matter of indifference just
in case for every level of worlds, there is a ¢-world and also a —¢-world
at that level-every level of value can be achieved with or without ¢.
McNamara refers to this as “deliberative indifference”m Conversely,
something is a matter of moral significance when some level of value can
only be achieved with ¢ or can only be achieved without qﬁm

73S0 IN is not intended to capture the notion that no matter of moral value is
involved, but instead to capture the idea that holistically, if no matter what level
of value you can achieve in a choice situation, ¢’s presence as well as ¢’s absence is
consistent with that level, then deliberation about ¢/—¢ is idle.

7 As noted in the diagram, neither the limit assumption nor the assumption of
connectivity suggested in the diagrams is essential. See for example Section 5.6 below,
which summarizes results from [Mares and McNamara, 1997], where determination
theorems are given for systems without either assumption.
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Relating the two operators: compression vs. augmentation

Semantically, there are two natural ways to think about the relationship
between OP logics and IN logics:

a. Compression: Stipulate no more than one i-level for each world,
and the IN/SI logic is indistinguishable from that for OP/NO
(See Figure 17).

Only onei-level: — CEEE——

Figure 17: One-level compression

Here the contingency/optionality logic is seen as a special case
of the indifference logic, the logic determined by collapsing the -
levels to just one, but there is a more expansive way of thinking
of the two together.

b. Augmentation: Suppose we wish to represent OP and IN in one
unified system? We might then stipulate this: For each ¢ in the
IN frames, select a non-empty upper subset of i-levels: A* = the
i-acceptable levels/cells. See Figure 18. An i-acceptable world is
any an upper region world. Then represent F; OP¢ and F; IN¢
as before.

> i-acceptable levels
(at least one)

i-levels: < =

> 1-unacceptable levels

— —

Figure 18: Augmented semantic structure

Clearly F IN¢ — OP¢ (given A® # @), for if every level has a
¢-world and a —¢-world, and there are acceptable worlds, then
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Notall |p| <

—

\.~ Some ¢-world and
some —p-world

) L

\ i-unacceptable levels

-/

Figure 19: Optionality without indifference

there is at least one where ¢ holds and another where it does not.
However, # OP¢ — IN¢, as the model in Figure 19 indicates.

So, happily, Urmson’s Constraint is satisfied by the framework we
just arrived at by thinking about indifference and optionality in

tandem.

5.2 Must and ought

The pervasive conflation of must and ought, a bipartisan pre-

supposition

In “Must I Do What I Ought? (or Will the Least I can Do Do?)”,

McNamara argues that

A community of scholars might mistake an expression to
be continuous with some concept of philosophical concern
that it is in fact not continuous with, and they might do so
largely unreflectively, with all the risks of potential confu-
sion that unexamined assumptions can typically engender. I
would like to suggest that just such an assumption has per-
vaded ethical theory and deontic logic this century. And it is
this assumption that I will argue is mistaken—by arguing for
a negative answer to the main title question. [McNamara,

1996¢,, p. 154]

Against the conflation on its face. [McNamara, 1996c], and in

more detail, [McNamara, 1994], and Chapter 3 of [McNamara, 1990],

provide a cumulative case argument that must properly entails ought,
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and that it is must, not ought that has the traditional relationships to
permissibility and impermissibility and obligatoriness. He offers the first
model-theoretic account of the difference between must and ought. Here
we briefly summarize.

Firstly, McNamara asks us to consider two groups of expressions,
where the two groupings seem natural, and the members of the first
group seem uniformly stronger than those of the second group:

S must see to it that ¢.

S has to see to it that ¢.

S is obligated to see to it that ¢.

S is required to see to it that ¢.

It is S’s duty to see to it that ¢.

It is imperative that S see to it that ¢.
It is incumbent on S to see to it that ¢.

S ought to see to it that ¢.

S should see to it that ¢.

It is morally advisable that S see to it that ¢.

It is morally preferable that S see to it that ¢.

It is morally best that S sees to it that ¢.

It is morally most appropriate that S see to it that ¢.
It is morally ideal that S see to it that ¢.

Yet members of the first group have been routinely conflated with those
of the second group, often used interchangeably. This interchangeability
can be seen as something like a bipartisan presupposition of much of
20th century ethical theory and deontic logicﬂ Focusing on must and
ought from our two groups, there is a prima facie intuitive difference in
strength. It looks like must properly entails ought: for example, what
one must do, one ought to do, but not necessarily vice versa.

Conversational differences: ought conversationally implies op-
tional Secondly, there are conversational differences. If 1 say you
ought to take this exit, it suggests that this exit is best, but it also
suggests that there are other acceptable though less good options, and
if there were none, you might rightly complain and say “Why didn’t
you say that I must take that exit!?” This conversational implication is
difficult to explain if must and ought are semantically equivalent; but it

"5 A few examples: [Moore, 1912 (1965 edition), p. 15]; [von Wright, 1951, p. 58];
[von Wright, 1963, p.73 and p.83].
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is easy to explain, in a very familiar way, if must properly implies ought.
By using “ought”, your listener, assuming you are in the know, infers
that the equally accessible “must” does not apply, so one ought to turn
at this exit, but it is not the case that you must do so, and thus that it is
ok to not turn, and so it is optional, even if turning is preferable. If you
must turn here, there are no acceptable alternatives. So ought’s conver-
sational implication of optionality supports must’s semantic entailment
of ought. Note also that although the example is morally neutral, the
same phenomenon is reflected in moral contexts and exchanges, as [Mc-
Namara, 1994], and Chapter 3 of [McNamara, 1990] note. For example.
A: “Well, I suppose I ought to go to the meeting”. B: “What do you
mean ‘you ought to go’?! You must go, period! You're the one that
demanded there be a meeting in the first place.”

Constitutional differences: deadlines Thirdly, there are constitu-
tional differences. A deadline is a time by which something must be
done, not one by which something ought to be done. OQught is too weak.
Similarly, a job requirement is something that must be done, not one that
merely ought to be done, as illustrated by the widespread: “Employees
must wash their hands.”

Speech act differences: commanding vs. recommending
Fourthly, there are illocutionary / speech act differences between what
we do with must and ought. If your employer tells you that you must
do some difficult task, she is typically commanding you to do it, but if
she tells you that you ought to do it, she is typically recommending or
advising you to do it. Ignoring the latter might cost you a raise, ignoring
the former might cost you your job.

Contrastive claims: you ought to, but you don’t have to

Fifthly, there are contrastive differences. “You ought to but you don’t
have to’m (or “You ought to but it is not the case that you must”)
seems perfectly apt, whereas “You ought to but it is not the case that
you ought to” clearly is not apt, and “You must do so, but you ought
not do so” also seems incoherent without some special story[| Similar

"6Chisholm insightfully notices the relevance of this to supererogation in
[Chisholm, 1963b], although he seems to take it to be coextensive with going be-
yond the call, which is doubtful. We will return to the latter later.

“"For example, one that puts the “must do so” in scare quotes, for example ac-
cording to some rule or law deemed unjust or unfit, or one that has the “must do so”
refer to some compulsion on the addressee’s part that is to be resisted.
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remarks pertain to expressions like “You can, but you ought not.”

Can, can’t and must vs. can, can’t and ought Sixthly, there
is pressure from interactions with “can” and “can’t”. To say “you can
turn here” is to say “it is not the case that you must not turn here”,
to say “you can’t turn here” is to say “you mustn’t turn here” and to
say “you must turn here” is to say you “can’t not turn here”. But if
we substitute “ought” for must in these they lose their prima facie plau-
sibility. As McNamara [1990, 1994 1996¢] argues in more detail, whereas

a) CAN¢ «» -MUST—¢
b) MUST—¢ <> CANT4
¢) MUST$ <> ~CAN—¢

hold, when we substitute “ought” for “must” above, although the three
right to left implications hold, the left to right implications fail. Add
to this that “can” and “can’t” clearly can and do routinely express per-
missibility and impermissibility and are thus continuous with traditional
concerns with these notions, and an obvious moral follows:

“Must”, but not “ought”, expresses whatever ethicists and
deontic logicians have virtually uniformly taken “ought” to
express: moral or deontic necessity. For the latter has rou-
tinely been taken to be whatever satisfies the familiar defi-
nitional equivalences involving permissibility and impermis-
sibility. And this means that, contrary to a dominant bipar-
tisan trend this [now past] century, we can’t take “ought”
as basic and then assume that what is permissible is what-
ever satisfies “~ought~”, nor that what is impermissible is
whatever satisfies “ought~”... [McNamara, 1996¢c, p.158]

13 )

Perhaps after only “good”, “ought” has been the most studied expression
in 20th century ethical theorym A nice representative statement is this
one:

The Two Main ethical concepts are expressed respectively by
the words “good” and “ought” (or “duty”) ...... The action
that we ought to do is also called our “duty” |[Ewing, 1953,
p. 12 and p. 15].

"8Going back to [Moore, 1903).
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This presupposed that ought had the tight continuity with the tradi-
tional concerns with what is obligatory, permissible and impermissible
often expressed in a deontic square of opposition, but it does not@

Pressure from the use of modals in other domains Seventhly,
there is pressure from other domains where these modal auxiliaries are
used. It makes perfect sense to say that based on the evidence about
the deck and the past cards appearing “The next card ought to be a
spade, but it need not be, though it must be a spade or a club.” In
epistemic contexts it is plain that must is stronger than ought. This
puts additional pressure on acknowledging their difference in deontic
and ethical contexts. Indeed, McNamara argues for this in more detail
elsewhere [McNamara, 1990; McNamara, 1994 (and in passing in [Mares
and McNamara, 1997]), citing what he calls a “Field Invariance” hypoth-
esis about the relationship between “must”, “ought”, “can”, and “can’t”
and close cousins: that there implicational relationships are generally
invariant across domains where their use is felicitous £

Contexts where strong modals are felicitous, but “ought” is
not Eighthly, consider that there are contexts where “must”/“have”,
but not “ought” are felicitous, like law. Why? Well “must”, “can”, and
“can’t” are felicitous and widely used because these indicate what is
mandatory, permitted, and prohibited according to the laws. However,
“ought” is generally out of place. Why? Aside from the fact that using
it would conversationally imply optionality, which would be a disaster
for stating a legal requirement, I think it indicates something else: the
absence of a relevant ordering. Law tells us what is acceptable, unac-
ceptable, and mandatory, but it does not provide any suitable ranking
of options that could get it into the business of making widespread pro-
nouncements about what is best, but not mandatory. This tends to
confirm that, at least in practical contexts, ought is tied to a ranking
of alternatives. [McNamara, 1994], and Chapter 3 of [McNamara, 1990)
make a similar point regarding alethic modal contexts and close cousins
of “must”, “can”, “can’t”, and the absence of “ought” or any close cousin
to it.

™1t is in this sense that a tacit pervasive but mistaken presupposition of 20th
Century ethical theory (and of deontic logic) has been that must is equivalent to
ought in ethical contexts.

89Note that this makes a weaker claim, and so in a sense, a safer claim, than that
the terms are univocal.
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The bipartisan presupposition and the marginalization of su-
pererogation Now notice the impact of the pervasive conflation in
20th century ethical theory and deontic logic of deontic necessity with
ought. Consider the near axiomatic claim: “You ought to do the best
you can”. By implication of the conflation, we get “You must do the best
you can”; but then how can the best you can do ever be supererogatory?
Similarly, if what you ought to do, you must do, and so you can’t not
do, then nothing supererogatory can ever be something you ought to do,
not even small favors. So once again, we have a conflation that makes
it difficult to find a stable or coherent place for supererogation.

A conservative framework for must and ought

Here is a conservative response to these reflections. Reject the equiva-
lence of must and ought in deontic contexts, but retain the tie of ought
to what is best (in some sense of “best”). A natural simple semantic
structure results then from mapping must to what is done at all accept-
able worlds, and ought as what is done at the best of those, retaining a
common ordering of the worlds:

F; MU¢: every i-acceptable world is a ¢-world
E; OUg: all the i-best (or i-best i-acceptable worlds) are ¢-worlds

Figure 20 provides a diagrammatic expression of the truth conditions.

MU: OUg:

s Al g —

Al < Acceptable worlds Acceptable worlds

Unacceptable worlds Unacceptable worlds

Figure 20: Semantics for MU and OU

This semantic picture can be used to explain all the data cited earlier
to motivate the non-equivalence of must and ought (see the references
above), and obviously must properly entails ought in this picture. We
arrive independently at a structure much like the one for indifference
and optionality (Figure 21).
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i-worlds weakly ordered

—

at least one acceptable world —>
P >~ Acceptable worlds

a level of acceptable worlds —

> Unacceptable worlds

-/

Figure 21: The same semantic structures emerge

Levels emerge naturally again in the frames, so that a framework for
full indifference emerges naturally too, and unmotivated by any reflec-
tions on “Indifference”. Conversely, as we saw earlier, augmenting our
IN frames to represent OP naturally led to the same structures.

5.3 An ignored construction: the least you can do

This idiom has received virtually no attention in deontic logic or ethical
theory, yet it is ripe with import. Consider “ The least you can do is call
and let them know you won’t show”. The “can” appears to be the can
of permissibility@ The idiom suggests an ordering quite naturally: an
ordering with a minimally acceptable level, and lower and higher levels
potentially, and with all lower levels being impermissible. The latter is
reflected in the aptness of this idiom when used to scold: “The least you
could have done was called” with its contextually understood, “and you
didn’t even do that much!” This is an extremely rich idiom and an im-
portant data point in understanding pre-theoretic moral consciousness.
We are once again naturally led to the same structures, where the least
one can do is mapped to the minimal acceptable level of one’s alterna-
tives:

F; LE¢: all the lowest ranked ¢-acceptable worlds are ¢-worlds
We can picture this two ways, focusing on the i-acceptable worlds only,

or on all the worlds divided into acceptable and unacceptable ones (Fig-
ure 22).

81Tt can’t be the can of ability or possibility plainly, and there seem no plausible
candidates given the use of this but for the can of permissibility.

244




Logics for Supererogation and Allied Normative Concepts

LEg: LEg:

Acceptable worlds

All
> Acceptable worlds e

Unacceptable worlds

Figure 22: Semantics for LE

We have essentially the same structures again, generated now by reflect-
ing on “the least one can do”.

5.4 Doing more (good) than you have to do

This form of speech is quite colloquial. The “more” (like “least”) sug-
gests an ordering, and since it is more than you had to do, it suggests
the acceptability of doing less, so ordered acceptable options naturally
emerge. Also, it naturally suggests the possibility of doing less than you
had to do. So we are on the way to the same sort of structures again.
Consider this condition: someone does more than she would have done

had she done the least she could have done. As a first stab, McNamara

suggests BCo & PE¢ & LE-¢ (it is beyond the call that ¢ iff ¢ is

permissible but precluded by the least one can do). Semantically, this
means —¢ holds at the lowest ranked acceptable worlds, but ¢ holds at
some acceptable world.

F; BC¢: all the lowest ranked i-acceptable worlds are —¢-
worlds, but some acceptable world is a ¢-world

Figure 23 provides a diagrammatic expression of the truth conditions.

Note that F BC¢ — (—IN¢ & OP¢). This is generated by the definition
and truth conditions, in keeping with the main motivation for Urmson’s
proposed Constraint (¥ OP¢ — IN¢). Once again, a familiar structure
emerges.

245




McNamara

BCoy: BCo:

Some ¢ Acceptable worlds

Some ¢
9 > Acceptable worlds Nogy —>

Unacceptable worlds

\
NO(p% -/

Figure 23: Semantics for BC

5.5 “You ought to but don’t have to”; “you can but ought
not”

Reflecting on these expressions, and assuming we find linking “ought” to
“best” plausible, we are naturally lead to positing the same structures
by reasoning similar to that for doing more than you must. Also, given
the above interpretations of must/have to and ought, we also naturally

get a mirror image operator (it is permissibly suboptimal that): PS¢:

& OU-¢ & PEo.

F; PS¢: all the highest ranked i-acceptable worlds are ¢-
worlds, but some acceptable world is a —¢-world.

Figure 24 provides a diagrammatic expression of the truth-conditions.

PS¢: PSo:
Nogp —> R Nogp —>

Some ¢ Acceptable worlds
Some ¢ ~ Acceptable worlds

Unacceptable worlds

Figure 24: Semantics for PS
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5.6 Upshot: a cumulative case for logical and
semantic framework

Summing up the DWE framework

Take any individual reflection point from Sections 5.1-5.5, and you can
motivate the same structures. We have interlocking support for DWE
greater than the sum of the evidential value of the parts. We can review
the framework by considering the following case. Imagine that you have
to provide some delicate information to a colleague across campus, and
for simplicity, imagine there are three ways to do this, by emailing,
phoning or talking in person. Lastly, suppose, not implausibly, that the
permissible options are ranked according to how personal they are. So
giving the info by email is the lowest ranked of the permissible options,
giving the info by phone is next best, and giving the info in person is
the best way (Figure 25).

} Give info in person
Give Info } Give info on phone

} Give info via email

Unacceptable worlds

Figure 25: Semantic framework review

Then, not giving the info is impermissible, and giving the info is some-
thing you must do. The least you can do is provide the info by email,
giving it in person is best, and so it is what you ought to do. However,
giving the info by calling on the phone is not only permissible but be-
yond the call, as is doing it in person, furthermore, giving the info via
email or by phone is permissibly suboptimal.

Below are displays of the conditions for the familiar five operators,
and the new ones McNamara proposed (Figures 26 and 27).
The increase in expressive power and complexity is not marginal. Recall
the Traditional Threefold Classification. DWE generates the following
analog to the TTC in Figure 28, one where we move to a twelvefold
partition. All the main action is within the optional sphere, as the ex-
ternal annotation indicates. Recall also the Traditional Deontic Square.
A merely partial analog in DWE to the traditional deontic square (or
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MUg: PEg: IMg: OMg: OPg:
=~ I M Y Y
Some ¢ &
- > >
~All g ~ Some ¢ No ¢ Not all ¢ some —¢

— _J -/ — -
- N = = =

> > > - >
— — — s =l

Figure 26: Semantics for the standard operators

LEg: OUgp: BCo: PSo: INg: Slg:
d (P=<— Allg C (W< Noop CI CI
P, P, P, Some ¢ Somep Y <
s <—Alp  ~ “H<—Nogp = > Allg| =[ > Notall ||
< < < < < <
- - - - - ~ - 7

Figure 27: Semantics for the new operators

hexagon) is the octodecagon in Figure 29@

Syntax, semantics, determination

With one minor deviation (to be discussed later) in the representation of
indifference, the framework sketched above can be regimented as follows.
The four primitive operators for the core DWE framework are these:

82Quite partial. For example, consider just the operator OU. Neither ~OU¢ nor
—OU-¢ nor -OU¢ & —OU-¢ (optimality indifference) are listed on any of the
nodes, and likewise for the LE, PS, BC operators. Thus, there is only one subcon-
trary relation indicated. A truer analog would require a thirty-sided regular polygon
(triacontagon).
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PE
A
oM
op
A
ou ou ou
LE- LE -LE & ~LE-
(PS—) (PS—) (PS—)
ou- ou- ou- N
MU M
LE- LE -LE & -LE~ |(-OU & ~OU-)
(LE & OU) (LE- & OU-)
(PS) (PS) (S~ | (-LE &-LE-)
-0U & ~OU- | ~OU & ~OU- | ~OU & ~OU-
LE- LE -LE & ~LE-
Y Y Y —
NO BC BC- -BC & -BC- NO
e -
SI SI
Figure 28: The DWE twelve-fold classification
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Figure 29: A DWE octodecagon
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OB¢: It is Obligatory (for S) that ¢

Ml¢:  The Minimum (for S) involves/implies (its being the
case that) ¢

MA¢: The Mazimum (for S) involves/implies (its being the
case that) ¢.

INg: It is (fully) Indifferent (for S) that

We imagine these operators added to some language for classical propo-
sitional logic, and taking any formula as argument. Some defined oper-
ators, and their intended readings can then be introduced:

PE¢ def -OB—¢. (It is Permissible for S that ¢.)

IM¢ def OB—¢. (It is Impermissible for S that ¢.)

oM¢ & ~0B¢. (It is Omissible (for S) that ¢

OP¢ e —0B¢ & -OB—¢.(It is Optional for S that ¢.)

SIp < ~INg. (It is Significant for S that ¢.)

BCo¢ def PE¢ & MI—¢. (It is Beyond the Call for S that ¢.)

PS¢ def PE¢ & MA—¢. (It is Permissibly Suboptimal for S that ¢.)
Olp ¥ “MA¢ & ~MI-¢. (It is Optimality Indifferent for S that ¢.)
Milg def —Ml¢ & —-MlI—¢. (It is Minimality Indifferent for S that ¢.)
Pls & 0Olp & MI¢. (It is Polarity Indifferent for S that ¢.)

[Mares and McNamara, 1997) presents two logics, DWE and DWE™ a
weakening of DWE. The DWE Logic is the following one, where “*”
ranges over OB, MA, MI:

(=)

All tautologous DWE formulas;

(o =) = (Yo = )

OB¢ — (Ml¢p & MA9)

(MIp v MA¢) — PE¢

IN¢ — IN—¢

INg — (=Ml¢p & -MAg)

(OB(¢p — v) & OB(¢) — x) & IN¢ & INy) — IN9
If-¢and F ¢ — @ then F ¢

If - ¢, then - OB6.

W N =

— O Ot

HEE e
\[:D/\_/\_/vbv\_/\_/\_/

The semantics for the DWE Logic is as follows:

83Note that the readings are personal but not agential — a bit more on this below.
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Let F = (W, A, <), be a DWE frame, where:

1. W+#go
2. A C W? and Vi3jAij (seriality)
3. < C w3
(a) (k <;jorj<;k)iff (Aij & Aik), for any i, 5,k € W
(b) if j <; k and k <; [ then j <; [, for any ,7,k,[ in
w.

P is an assignment on F: F = (W,A,< is a DWE frame
and P is a function from the propositional variables (PV') to
Power (W), defined on PV.

M = (F, P) is a DWE model: F = (W, A, <) is a DWE frame
and P is an assignment on F.

Truth at a world in a DWE model: Let M = (F, P) bea DWE
model, where F' = (W, A,<) and j =; k = def j<ik&k<;j.
Then for any ¢ € W, we have these truth clauses:

Basic truth-conditions at a world ¢, in a model, M:

[PC]  (Usual conditions for sentence letters and connectives)
[OB] M E; OBg:  Vj(if Aij then M E; ¢).

MA] M F; MA¢: Aij & (VE)(if j < k then M Fyi ¢)).
M

[

3
1 ME Ml 3j(Aij & (VE)(if k <; j then M &y ¢)).
IN] M FE; IN¢g:  Vjif Aij then 3k(k=;j & M Fi ¢) &
Tk = j & M by —¢)].

Note the truth conditions for MA and MI are such that MA¢ and/or
Ml¢ can be true even if there is no limit on the ordering at either the
upper end or lower end of the i-acceptable worlds. In our informal expo-
sition above, our diagrams suggested a limit at each end. However, the
evaluation of IN is confined to the i-acceptable range. This is a restric-
tion compared to our informal representation, in that it is a somewhat
weaker condition for indifference than one that says ¢ and —¢ must ap-
pear among all i-levels of worlds including i-unacceptable ones.
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Derivative truth conditions:

Truth in a DWE model: M E ¢ iff M F; ¢, for every ¢ in W of M.

M F; PE¢: 3j(Aij & M E; ¢).

M F; IMé: Vi(if Aij then M £, —¢).

M &; OPg: 3j(Aij & M F; ¢) and Jj(Aij & M E; o).
M E; Sl¢: 3j[Aij & either VE(if k =; j then M Fy ¢) or
M E; BC¢: Jj(Aij & M E; ¢) & Fj[Aij & VE(Gf k <; j
then M Fj —¢)].
M E; PS¢: 3j(Aij & M E; ¢) & Fj[Aij & VE(if j <; k
then M Fj —¢)].

M E; Olg: —3j(Aij & Vk(if 7 <; k then M Fy ¢)) &
—3j(Aij & VE(if j <; k, then M Fj, —9¢)).

M E; Mlg: —3j(Aij & Vk(if k <; j then M Ej, ¢)) &
—3j(Aij & VE(f k <; j then M F;, —9)).

M E; Plg: —3j(Aij & Vk(if j <; k then M Ey ¢)) &
—3j(Aij & VE(f j <; k then M Ey —¢)) & —3j(Aij &
VE(if & <; j then M Fy ¢)) & —3j(Aij & VE(if k <; j
then M Fy —¢)).

Validity for a set of DWE models C: F ¢ iff M F ¢, for all M in C.

Metatheorem: The DWE logic is determined by the class of all DWE

For DWE™, the only change in the logic is that we replace Al of
— 1) — (%¢ — *1b), with something that Al properly en-

DWE, *(¢
tails:

(A1)

Although DWE™ still generates a full SDL fragment for MU, it does
not for MA nor for MI, since no conflict principles for MA and MI are

models

MU(¢ = ¢) = (*¢ = *¢)

no longer derivable, nor are aggregation principles:

84[Mares and McNamara, 1997].
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- (MU¢ & MUY) — MU(6 & 1))
¥ (MA¢ & MAY) — MA(¢ & v)
¥ (Mg & MIh) — MI(¢ & 1)

F MU¢p — MU
¥ MAqb — —|MA—|¢
¥ Mlgp — —-MI—

In fact, if we add the aggregations principles to DWE™, the system is
equipollent with DWE.

At the semantic level, we need to retract connectivity for <; in the
frames, thereby allowing incomparable i-acceptable worlds in the frames.
We merely weaken clause (3) a) in the definition of DWE frames as fol-
lows:

3. <CW3a) (k<;jonlyif Aij & Aik) and if Aij then
J<iJ, for any i,j € W

The rest is as before.

Metatheorem: The DWE™ logic is determined by the class of DWE™

modelﬂ

5.7 DWE operators: personal non-agential readings

There is no representation of agency or action in the core DWE frame-
work. This is a limit, and furthermore, it raises questions about whether
or not the operators can represent their intended target concepts, and
how to read the operators (or what they can be taken to represent)@
We address the operator reading question first, beginning with OB, and
drawing on [McNamara, 2004]. We have often been reading “OB” as
personal not agential, following a suggestion at the end of |[Krogh and
Herrestad, 1996). “OB¢” is intended to express a personal obligation,
one that Jane Doe, our mock person, has, but one that does not require
that Jane Doe be the agent of ¢, nor that ¢ itself be a proposition as-
serting Doe’s agency regarding some 1. McNamara offers a provisional
argument for non-agential personal obligations:

85[Mares and McNamara, 1997].

86 For example, are they implicitly read agentially so that they are composites of
sorts, where it is unclear what OB—¢ is saying — is it denying agency regarding some
¢ or is it denying ¢, and similarly for other operators?
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If all my obligations are agential, then each of my obliga-
tions is an obligation for me to bring about some thing. If
each of my obligations is an obligation for me to bring about
some thing, then none of my obligations can be fulfilled by
someone else. But some of my obligations can be fulfilled by
someone else. Therefore, not all my obligations are agential.
[McNamara, 2004]

It may be obligatory for you that your child does her homework (or is
fed), but she may do it on her own with no intervention at all from you.
The obligation is fulfilled, though not by you, so how can that be so if the
obligation was for you to bring it about? Compare a friend paying your
debt. Furthermore, often I'm obligated to be in my office. This typically
requires me to do things to make it so, but the order of explanation is
from the obligation to be a certain way to a derived obligation to do
certain things to achieve it. We are often obligated to be such that ¢,
where ¢ is not agential, and it can even happen that someone else make
it so that we are such that ¢. Being obligated to do something is not
what makes an obligation personal on this account. What makes such
an obligation personal is that I am responsible if the obligatory state is
not realized — the buck stops at my desk as it were; in contrast, what
makes an obligation strictly agential is that only the agent can fulfill it
— what is obligatory is that you, yourself, do some thz’ngﬂ Some, but
not all, of our obligations, are like this. Now consider the following;:

1) I'm obligated to be in my office.

This is an obligation on me to be in a location, not to do something.
The sentential complement is non-agential. 1) can be aptly paraphrased
as:

Personal Non-Agential

1) 'm obligated to be such that I am in my office.

Then an obligation to bring it about that ¢, an agential obligation,
might be conceived as just a special case of a personal obligation to be:

87Perhaps put another way, I am obligated to pay my bill is not strictly agential.
Rather we specify the obligation by a default, but if you pay the bill on my behalf
unbeknownst to me, my obligation is met in full. Strictly, what is obligatory for me
is that my bill is paid.
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2) I'm obligated to be such that I bring it about that ¢.

Note that it also seems apt to say that a person is obligated to be
cooperative, just, faithful, honest, punctual, that is, to be such that she
possesses the traits in question. If I have such obligations, I may fulfill
some at least effortlessly in the sense that I am naturally such that
I possess the trait. McNamara also points out that other evaluatives
clearly take such ways to be as complements, for example, Jane can be
blameworthy /praiseworthy for being stubborn. If these reflections are
correct, then it may be that agency and obligation are not as tightly
linked as sometimes thought@ It is merely a contingent fact that the
vast majority of one’s obligations require some exercise of one’s own
agency to be fulfilled.

Can we extend this strategy to other operators in the DWE frame-
work? I think we can. Consider the following:

MU/OB¢: Jane Doe must be such that ¢/ It is obligatory for Doe
to be such that ¢

PEg: It is permissible for Doe to be such that ¢/ Jane Doe
can be such that ¢

IMe: It is impermissible for Doe to be such that ¢/ Jane Doe
can’t be such that ¢

OMo¢: It is omissible (non-obligatory) for Doe to be such that
)

OP¢: It is optional for Doe to be such that ¢

OU/MA¢: Jane Doe ought to be such that ¢
LE/MI¢: The least Doe can be is such that ¢

BC¢: It is beyond the call for Jane Doe to be such that ¢
PSe¢: It is permissibly suboptimal for Jane Doe to be such ¢
IN¢: It is indifferent for Jane Doe to be such that ¢

Slgp: It is significant for Jane Doe to be such that ¢

The non-agential phrasings my not be the most typical, but they are
coherent readings. For example, it may be that in a given situation, the
least Jane Doe can be is contritd®} and in another situation, it might
be beyond the call for her to be forgiving or to be merciful, just as in
another it might be a matter of indifference for her to be sleepy. But

88For example, see “The Restricted Complement Thesis” in [Belnap et al., 2001).

89Notice that even “the least you can do is be contrite”, despite the presence of
“do”, can’t really be read as itself introducing any action. What is called for here is
to now be contrite (at a minimum).
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being contrite, forgiving, merciful, and sleepy are not agential, since
they are states, not exercises of agency, even if there are typical agential
manifestations of such states. We conclude that there is a reasonable
case in favor of a non-agential yet personal reading of our operators, and
that given this reading, all that is required to introduce agency in the
complement is to have ¢ be agential, so that, for example, “the least
Jane can do is apologize” can be recast as “the least Jane Doe can be
is such that she apologizes” (or such that she brings it about that she
does). Stilted, but coherent.

Let me also note here that neglecting these personal ought/must/least
state-like constructions is risky. For example, some have argued for a
restricted complement thesis to the effect that ought, if personal, is well-
formed only if it takes an agential complement. But this seems clearly
wrong. Also, contrastivists that stress actions in analyzing personal
oughts should not overlook constructions like Jane ought to be contrite,
which seems personal but does not derive necessarily from any action
that is best. A set of states would seem to be required, not actions.

Although there is great interest in agency and supererogation, we
postpone further exploration until later. We take this section to have
shown that there is that there is at least a plausible case to be made for
regimented reading of the operators as personal but non-agential, and
for weaving in a separate agency operator that can be introduced into
the complement of the personal but non-agential operator to generate
an agential normative position.

5.8 Interlude: revisiting the DWE frame structure

Here we briefly return to reflecting on the acceptable and unacceptable
worlds & their ordering since there is a puzzle and the attentive reader
will have noticed a discrepancy between McNamara’s formal presenta-
tion of the structures (technically, frames) in the DWE logics, and the
informal multipoint motivation for the DWE framework. Recall some
things:
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1) The semantics and determination theorems for DWE confine
the <; ordering relations to i-acceptable worlds.

2) However, the intuitive picture of the structures in our cu-
mulative case argument had the i-unacceptable worlds too,
and one ordering to rule them all.

3) If we think of this as due to a singular ranking, what deter-
mines the cut off?

4) Note also that the interpretation of OU¢ amounts to ¢ holds
at the best of the i-acceptable worlds, not simply ¢ holds at
the best (i-accessible) worlds.

5) Here is just one related question: Are all worlds ranked as
high as an i-acceptable world, themselves i-acceptable?

Let me take some steps in the direction of a clarification. It seems
we must have two factors, one determining i-acceptability from the i-
accessible(or reachable, so to speak) worlds, one determining some i-
relative ordering of the i-acceptable worlds (Figure 30).

Selection
Source

Orderlng
Source

Figure 30: From accessible worlds to ordered acceptable worlds

I’'ve also suggested elsewhere that we can think of the first as itself re-
sulting from a partition of the i-accessible worlds into at least two trivial
“levels”, the i-acceptables on one level, the i-unacceptables at another@
A question: do we rank the i-unacceptable worlds in the same way as the
acceptable ones — using the same ranking consideration/s? Let’s work
our way to an answer, setting aside the missing i-unacceptable worlds for
the moment. Let’s suppose that we have a non-trivial ordering source
yielding the i-acceptable worlds from the i-accessible /reachable /available
ones (Figure 31).

For sake of concreteness: assume the ranking above of the accessi-
ble/reachable worlds is by justice. How might we now rank the i-
acceptable worlds? Not by a justice ranking. They are all tied at the

990riginally in [McNamara, 1988], but see also [McNamara, 1990] and [McNamara,
1996b).
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SRS i-Acceptable Worlds

Ordering
Source 1

= > i-Unacceptable Worlds

i-Accessible Worlds

Figure 31: From ordered accessible worlds to the acceptable ones

top that way. So something else. For sake of concreteness: assume a
ranking by social welfare. OK, so we are now back where we started,
with the i-acceptable worlds ranked, but with a bit of light shed in the
process I think. For now we are in a better position to ask:

How then do we rank the missing i-unacceptables: a) by
social welfare ranking or b) by justice ranking instead?

Classic contrary to duty (CTD) style reasoning serves here: Let X
be the proposition that characterizes the de facto i-acceptable worlds.
We ask what would be i-acceptable given that X is foreclosed (some i-
unacceptable world will be accessed by our agent). It would seem that
we must turn to the next justice-best worlds (See Figure 32).

Next justice-best
i-accessible worlds

= <+ i-acceptable worlds

> i-Unacceptable Worlds

v

Figure 32: best and next-best justice worlds

This suggests a social welfare ranking of the i-unacceptables can’t be
right. For that might rank some neither best nor next-justice-best worlds
above the next best justice ranked worlds, but that does not fit the im-
plicit priority of the first ordering source over the second, say, the justice
ranking over the social welfare ranking. So ranking the i-unacceptables
as suggested by option a) above fails. That leaves option b): order them
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by justice ranking. But b) can’t be right either. For this would ignore
morally relevant distinctions in social welfare ranking among worlds that
are equi-ranked as next-justice-best worlds.

This is where CTD-style reasoning blends with that called for by
supererogation and kin. The picture that emerges is displayed in Figure

TN

equi-ranked worlds per
Justice, then ranked 2™ by

social welfare

I + i-acceptable levels
=

i-accessible worlds Justice I

ranked 1st

 i-unacceptable levels

_J

Figure 33: The generated composite ordering

Let us make this a bit more formal. Imagine we have three ordering
relations, 1=, 2=, 3=,

~l o~

1=;: 1st ordering per i (e.g. justice)
2>-;: 2nd ordering per i (e.g. social welfare)
3>-;:  3rd composite ordering per i.

The first two are primitive (for now at least), but the third is not:

G 3k % 1=k oor both j ' k & 5 25 k.

where for each ordering relation n(1, 2, 3), we assume these familiar
definitions:

jn>-zkd£fjn,>'vzk&—\(knr>'\ﬂj)andjnwzkdéfjnizk&

k"zig.
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Assume ! 227 and 2 %, are quasi-orders (reflexive and transitive relations)
on the i-accessible worlds. These follow:

) Jlmik—jtzik

) Jimik =gk

) ik izik

) J ik & ik Tk

) 3 is reflexive, and transitive: (i) j 3%; j and (ii) (5
Srik & kPzil) - 5%l

) If 1= and 2%, are also total, then 3=; is total: j 3=; k
Vok3z g

HoQwm =

=

Returning to indifference, something will now be a matter of indifference
iff it and its negation occurs somewhere within each 3> ;-based i-level,
that is, all i-levels, so mot, simply among the i-acceptable levels. Any-
thing that is a matter of indifference this way for the final ranking will
be a) indifferent for the justice rankings, but not vice versa, and b) indif-
ferent for each social welfare ranking of any given justice level, but not
necessarily if we look at the social welfare ranking alone of all i-accessible
worlds. These points reflect the priority.

We now have a fuller picture of how the structures motivated in the
multipoint cumulative case argument might arise in an extension of those
used in the more limited formal frames of DWE and DWE™. Working
out the formalities here is left for a future occasion. We must also set
aside an exploration of the fact that the formal DWE and DWE™ frame-
work can be extended to cover generalizations of the operators. Not only
can contrary to duty conditionals be modelled, but also contrary to opti-
mality conditionals (if you are not going to give the colleague the delicate
news in person, which you ought to but don’t have to do, then you ought
to give it by phone); likewise for contrary to minimality conditionals,
etc. (See [McNamara, Forthcoming] for a first instalment.)

We turn next to an important extension of the DWE framework in
another direction.

5.9 Aretaic (agent-evaluative) notions and DWE

What of supererogation and offences (suberogation)

Consider the following complaint about DWE: There is no representa-
tion (implicit or explicit) of aretaic notions (agent-evaluative notions) in
DWE. Yet supererogation analytically entails praiseworthiness, a
paradigmatically agent-evaluative concept. So the operator BC can’t
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represent supererogation. Also, if this typically endorsed equivalence is
sound, ¢ is supererogatory iff ¢ is beyond the call, then DWE fails to
represent either notion. Furthermore, what of the notion of an offence
or suberogation? An offence entails blameworthiness, but once again,
the latter is not expressible in the DWE framework, so neither can of-
fences, the purported mirror image of supererogation, be expressed in
that framework. Without agent appraisal, these concepts are not ex-
pressible in DWE. Although the claim that supererogation analytically
entails praiseworthiness and that the equivalence above holds are not so
straightforwardly obvious as they might seem (see [McNamara, 2011b]),
the importance of extending the DWE framework to account for praise-
worthiness and blameworthiness and derivative agent-evaluative notions
is clear. We sketch next the picture outlined in [McNamara, 2000], and
especially [McNamara, 2011a).

A simple preliminary framework for aretaic appraisal

We evaluate agents for actions, motives, traits, states of affairs, etc.
Assume propositions can serve:

that Jane Doe performs action A / has motive M / intends I / ...

The basic idea will be that some propositions refiect favorably on people,
others unfavorably, some more favorably than others, and some neutrally.
Let’s stick to all things considered appraisal of Jane Doe for proposi-
tions, but confined to propositions consistent with Jane Doe’s abilities
at i CO;. We imagine C'O; is derived from a standard accessibility
relation, C'O;;, on worlds, W, read as j is consistent with Doe’s abilities
in i (which is not as strong as what is within Jane Doe’s abilities —
that would be what is consistent with her abilities to bring about). Now
impose a quasi-ordering on CQO;, the propositions consistent with her
abilities at 4. Then for each pair of propositions, X and Y, in CO;,

X >; Y ift X reflects at least as well on Jane Doe as'Y (per i)

We introduce a corresponding operator, p > q. Strong preference and
equi-ranking relations are easily definable at both levels:

def
p>q=p>q& (q>p); prRqgEp>q& >p;

X>5Y x> ve-(V>X): XY x> v&y > X
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More familiar aretaic notions can then be defined as follows. We take
tautological propositions to reflect neutrally on all agents. This is an
anchor in the frames. We can then define these four notions:

Aretaically Neutral (AN) propositions as those ranked equal to
a tautology (for Jane Doe);

Aretaically indifferent (Al) propositions as neutral ones with
neutral negations;

Praiseworthy (PW) propositions as ones ranked higher than a
tautology;

Blameworthy (BW) propositions as ones ranked lower than a
tautology.

Figure 34 displays the intended modeling.

— =
PWp:p=>T
co, < { ANp:p=T; Alp: ANp & AN—p
BWp: T=p
\_ _J

Figure 34: Semantics structure for PW, BW, AN, and Al

We gather all the propositions consistent with Jane Doe’s abilities to-
gether and then rank them according to how well they reflect on Jane.
Those that reflect better on Jane than tautologies, reflect favorably on
her, and so she is to be evaluated as worthy of at least some degree
of praise were such a proposition true; those ranked below a tautology
reflect unfavorably on her, and so she is worthy of some degree of blame
were such a proposition true; Those ranked equally with a tautology are
aretaically neutrally for Jane (neither praise nor blame is associated with
the proposition for Jane), and those whose negations also are aretaically
neutral for Jane are aretaically indifferent for Jane.
We do not endorse > -Connectivity,
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ViVXVY[X,Y € CO; — (X >, Y VY >; X)],

as basic (so the diagram above simplifies things). However, connectivity
generates things presupposed in the classical framework for supereroga-
tion and kin, so let’s assume it henceforth. Here are some consequences:

(CO-COMP) (COp & COq) — (p>q VvV q>p)

(AR-EXH)  COp — (ANp Vv PWp v BWp)

(AI-DEF) Alp + (COp & -BWp & -BW—p &
-PWp & -PW-p)

Do all-in-all praiseworthiness and blameworthiness satisfy PW-BW No
Conflicts principles?

(PW-NC) ~(PWp & PW-p) (BW-NC) ~(BWp & BW-p)?

These are at least contenders for all-out aretaic appraisal and are pre-
supposed in the classical conceptions of supererogation & offense, so let’s
assume they hold too. We can generate them by adding two constraints:

(PW-NC') ViVX(X > T = (W — X >; T))
(BW-NC') ViV X (T >; X — =(T >; W — X))

Simple aretaic partitions of CO; for PW and for BW emerge (Figures
35 and 36).

BW BN BW—

Figure 35: BW-based partition

PW PN PW—

Figure 36: PW-based partition

where

PNp def -PWp & -PW-p (It is Praise Neutral that p)

BNp def -BWp & -BW-p (It is Blame-Neutral that p)
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If we combine those two partitions, we get this sevenfold PW-BW aretaic
partition (Figure 37).

BW: BN: BW—:
PW: PW & BW PW & BN PW & BW—
PN: PN & BW Al PN & BW—
PW= PW- & BW PW- & BN PW- & BW~

Figure 37: seven-fold aretaic partition

The two corner shaded cells are excluded (e.g. if p were ranked higher
and lower than a tautology, by transitivity p would be ranked higher
than p).

Adding a Simple Deontic Module

What happens if we blend in the standard threefold deontic partition
below (Figure 38)7

MU opP IM

Figure 38: Traditional three-fold deontic classification

We get this 21-fold Aretaic-Deontic partition (Figure 39).

PW & BN: PW & BW-: PO & BW: AL PO&BW-  PW-&BW:  PW-&BN:
PO & BW & PW-& BW & | PW-& BN &
mu: | PV f\f“'jN & | PW &MBUW & MU atemu | PO &MBJV & MU MU
[elim by b)] [elim by a/b)] [elim by a)]
W& BN Op| PV EBW-& [ PO&BW-& | PN-&BW & | PW-& BN &
op. U op G Al & OP op op op
[elim by ¢)] (QS) [ehbyd)] (FD) (OF*-) (QO) (SU™)
Y [elim by c)/d)] Y [elimby d)] | [elim by c)/d)] | [elim by ¢)]
PW & BW- & PO & BW- &
M: Pv[’eﬁm";" ‘Z‘)]'M ™ PO&BW&IM| Al& M ™M PW fCMBW & PW f‘MBN &
Y [elim by a)/b)] [elim by b)]

Figure 39: twenty-one-fold aretaic-deontic partition
With an aretaic and deontic module, we can explore the logic of a vari-

ety of moral conditions of interest via this simple framework. A general
question:
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How are deontic and aretaic conditions related, and how far
can deontic and aretaic valences diverge or how closely must
they match?

Consider these bridging principles:

a) No PW-IM Conflicts: -(PWp & IMp) [i.e. PWp — PEp]
b) No BW-OB Conflicts: =-(BWp & OBp) [i.e. BWp — PE—p]

These are reductive. The six eliminations entailed by each are among
the shaded boxes in the top and bottom rows: a) eliminates the last
two shaded cells of the top row, and the first two of the bottom row;
b) eliminates the first two shaded cells of the top row and the last two
shaded cells of the bottom row. The result of adding both principles is
a partition with only 15 deontic-aretaic positions (those lightly shaded
as well as those unshaded).

The standard account of supererogation and offence and
Mellema’s extensions

The classical analyses of supererogation and offense are easy to define:

sUp ¥ oPp & PWp & -BW—p

OF*p ¥ OPp & BWp & ~PW—p
Mellema [1987], 1991] argues for acts of quasi-supererogation and quasi-
offense:

QSp < OPp & PWp & BW—p

QOp & oPp & BWp & PW—p

Finally, we introduce one more mixed concept, (deontically) optional
aretaic indifference:

Olp ¥ OPp & Alp

We could also sensibly introduce weak-supererogation and weak-offense:

WSp & OPp & PWp (ie. SUp vV QSp)

WOp % OPp & BWp (i.e. OFp v QOp)
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(The classical style analysis of SU and OF above can be shown to
fail. See [Hansson, 2001] (and earlier references there) and [McNamara,
2011b] for arguments.)

Normative positions in these frameworks and some reductive
schemes

The five new operators defined above are already in our prior twenty-
one-fold partition (see middle row, parentheticals). So lingering behind
the classical conception of supererogation is a potential for at least 21
mutually exclusive, jointly exclusive categories (normative positions)—far
more than previously articulated.

Now, some argue for the rejection of supererogation by endorsing:

c) PWp — OBp

c) entails =(SU*p V QSp V QOp), thus eliminating the first two and
the last two of the lightly shaded cells in the middle row. Only the
three middle cells of the middle row would remain (only offences and
the fully indifferent categories in the middle would remain. Given No
Conflicts for OB, ¢) also entails our earlier a) PWp — PEp, so the last
two shaded cells of the top row, and the first two of the bottom row go
too. Principle ¢) is thus highly eliminative.

The following bridging principle is often endorsed (in arguing for the
rejection of suberogation, but also in recent discussions of determinism):

d) BWp — IMp

d) entails =(OF? p v QSp V QOp), thus eliminating all but the central
and end cells of the middle row. Only the supererogation and full in-
difference categories remain in the middle row. Given No Conflicts for
OB, d) also entails our earlier b) BWp — PE-p, so the first two shaded
cells of the top row and the last two shaded cells of the bottom row also
go. So principle d) is also highly eliminative.

In sum, if ¢) or d) hold, Mellema’s quasi-notions are out, along with
supererogation or suberogation, and two of the three shaded boxes in
the top and bottom rows; in each case, there are eight eliminations,
leaving only thirteen positions; if<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>