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Tracy M. Centanni School of Behavioral and Brain
Sciences, The University of Texas at Dallas, Richardson,
TX, USA

Edward F. Chang Department of Neurological Surgery,
University of California, San Francisco, CA, USA

Jennifer Chesters Department of Experimental Psychology,
University of Oxford, Oxford, UK
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Zürich, Zürich, Switzerland

Matthew A. Lambon Ralph Neuroscience and Aphasia
Research Unit, School of Psychological Sciences,
University of Manchester, Manchester, UK

Kathleen Rastle Department of Psychology, Royal
Holloway, University of London, Egham, Surrey, UK

Josef P. Rauschecker Laboratory of Integrative
Neuroscience and Cognition, Georgetown University
Medical Center, NW, Washington, DC, USA; Institute for
Advanced Study, TU München, München-Garching,
Germany

Jessica D. Richardson Department of Communication
Sciences and Disorders, The University of South Carolina,
Columbia, SC, USA

Michel Rijntjes Department of Neurology and Clinical
Neuroscience, University Hospital Freiburg, Freiburg,
Germany

Giacomo Rizzolatti Department of Neuroscience,
University of Parma, Parma, Italy; Brain Center for Motor
and Social Cognition, Italian Institute of Technology,
Parma, Italy

Jennifer M. Rodd Department of Experimental Psychology,
University College London, London UK

Corianne Rogalsky Department of Speech and Hearing
Science, Arizona State University, Tempe, AZ, USA

Stefano Rozzi Department of Neuroscience, University of
Parma, Parma, Italy
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1.1 HISTORY

For many centuries, the biological basis of human
thought has been an important focus of attention in medi-
cine, with particular interest in the brain basis of language
sparked by the famous patients of Pierre Paul Broca in the
mid 19th century (Broca, 1861a,c). The patient Louis Victor
LeBorgne (Domanski, 2013) presented to the Hôpital
Bicêtre in Paris with severe difficulty speaking, purport-
edly only uttering the syllable “tan,” sometimes as a pair
“tan, tan,” and often accompanied by gestures (Domanski,
2013). The diagnosis was not clear until autopsy, when
Broca found on gross inspection that some neurological
process (he reported a resulting collection of serous fluid)
had destroyed a portion of the left posterior inferior frontal
gyrus (Broca, 1861c) (Figure 1.1). A subsequent patient,
LeLong, had a similar paucity of speech output (five
words were reported) with a lesion not dissimilar to that
of LeBorgne (Broca, 1861a). Given the ongoing debates at
the time about brain localization of language, including
attribution of the “seat of language” to the frontal
lobes (Auburtin, 1861; Bouillaud, 1825; Gall &
Spurtzheim, 1809)—which led Broca to investigate this
case in the first place—he presented this patient with
“aphémie” (LeBorgne) to the Société d’Anthropologie de
Paris in 1861 (Broca, 1861b). These brains remain pre-
served to this day, and brain imaging studies have con-
firmed the original findings and extended them to
demonstrate lesions to deeper structures (Signoret,
Castaigne, Lhermitte, Abelanet, & Lavorel, 1984) and to
white matter underlying the original descriptions
(Dronkers, Plaisant, Iba-Zizen, & Cabanis, 2007).

1.2 LESION ANALYSIS

The era of brain localization for language blossomed
after this, with the famous doctoral dissertation of

Wernicke (1874), the diagram-making of Lichtheim
(1885) (Figure 1.2) and Grashey (1885), the anatomy of
Déjerine (1895), and of course many other contributors.
In the past century, Norman Geschwind recapitulated
and added to the language “center” models that pre-
ceded him and presented a reconceptualized “connec-
tionist” view of the brain mechanisms of language
(Geschwind, 1965, 1970). Whereas the 19th century
investigators relied on simple views of behavior and
postmortem brain pathology, those of the mid to late
20th century were able to take advantage of significant
advances in both the study of behavior (information pro-
cessing psychology and formal linguistic theory), allow-
ing much more robust characterizations of language
performance than had been possible previously
(Caramazza & Berndt, 1978; Chomsky, 1965), and the
technology of structural brain imaging with computed
tomography and magnetic resonance imaging (MRI),
permitting the elucidation of brain pathology in vivo
(e.g., Cappa & Vignolo, 1983; Metter et al., 1984). These
advances led to a blossoming of brain lesion analysis
(neuropsychological) studies in the second half of the

FIGURE 1.1 The exterior surface of the brain of LeBorgne (“tan”).
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20th century (for reviews, see Damasio & Damasio, 1989;
Kertesz, 1983; Shallice, 1988a). Recent advances in image
analysis (e.g., Ashburner & Friston, 2000; Bates et al.,
2003) have improved the lesion analysis method, and it
continues to be a valuable method for biological inqui-
ries in language.

By their very nature, lesion analysis studies tend to
relate single foci of brain injury to single psychological
or linguistic phenomena. The goal of the enterprise is to
“double dissociate” functions and brain regions, such
that an underlying focal substrate of brain can be tied
unequivocally to a single function (and not another)
(e.g., Damasio & Tranel, 1993) or to a specific “locus” in
a cognitive or linguistic model (e.g., Garrard & Hodges,
2000; Shallice, 1988b). Although not without its contro-
versy (e.g., Plaut, 1995), this approach has been quite
successful in giving insights into the neurobiology of
language, that is, attributing functions to aspects of the
brain (in this case, brain areas damaged by vascular
lesions—or sometimes other types of lesions).

1.3 FROM NEUROPSYCHOLOGY TO
COGNITIVE NEUROSCIENCE

The advent of high-resolution functional brain
imaging in the past decade of the 20th century (e.g., Fox,
Raichle, & Thach, 1985; Raichle, Martin, & Herscovitch,
1983), its initial applications to the study of language
(Petersen, Fox, Posner, Mintun, & Raichle, 1988, 1989),
and its widespread acceptance for the study of brain/
cognition relations in the early part of this century
have dramatically changed the conduct of studies of

brain and behavior. Although the earliest functional ana-
tomical studies were conducted with positron emission
tomography, the most recent work uses functional mag-
netic resonance imaging (fMRI), a noninvasive approach
that does not require intravenous administration of
radioactive agents. These methods permit the investiga-
tion in vivo of brain regions that participate in the perfor-
mance of any type of task that can be performed inside
of an imaging machine. By contrast, task-dependent
electroencephalography (EEG), more commonly known
as “event-related potentials” (ERP), permits the charac-
terization of temporal aspects of task performance. An
important, if less commonly used, method for analyzing
task-dependent brain function is magnetoencephalo-
graphy (MEG), which can have finer spatial resolution
than EEG and higher temporal resolution than fMRI,
and thus can play a particularly important role in charac-
terizing brain processing over time. Besides these
methods of activating the brain, the method of transcra-
nial magnetic stimulation (TMS) can be used to create
“reversible lesions” in the brain. The majority of contem-
porary research in brain�behavior relations for language
uses either the older method of lesion analysis or one of
these newer methods of functional activation (fMRI,
ERP, MEG) or ablation (TMS). Intracranial electrical
recordings in humans undergoing elective brain surgery,
including both surface (electrocorticography) and deep,
are becoming more commonplace. A host of other less
prevalent methods also play valuable roles.

Approximately 20 years ago, the burgeoning use of
these brain measurement techniques to study psychologi-
cal and linguistic processes led to the creation of a new
field of cognitive neuroscience. During its existence, this
field has evolved into an important discipline, with the
majority of top cognitive programs (and some neurosci-
ence programs) incorporating cognitive neuroscience as
an important component of curriculum and, in some
cases, degree-granting status. Importantly, the evolution
of this discipline has focused more on using biological
methods than on asking biological questions, for exam-
ple, addressing linguistic or psychological questions by
measuring brain responses constitutes a significant por-
tion—if not the majority—of scientific studies in this area.
In other words, the fraction of studies that develop and
test “linking hypotheses” between neural and computa-
tional systems is smaller than one would hope for in a
field that targets an understanding of the relation between
mind and brain. Addressing biological issues is far less
common in this field, and most practitioners of this
discipline neither study biology nor concern themselves
with biological questions. Students in this area are
typically not required to study cellular and molecular
neuroscience, and only a portion study systems neurosci-
ence, neuroanatomy, neurophysiology, or neurology/
neuropsychology. Of course, it is also true that from the
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FIGURE 1.2 Lichtheim’s model. Note the emphasis on brain
anatomy.
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biological side, students and researchers are not typically
required to study linguistics or experimental psychology.
Despite this high prevalence of nonbiological studies of
cognition using brain measurement, it has become
increasingly clear that the new methods of functional
brain imaging, along with other methods of human and
animal neuroscience, provide new avenues to investigate
the actual biological substrate and computations for
human language.

1.4 THE NEUROBIOLOGY OF
LANGUAGE

Thus, a neurobiology of language is now possible.
Until several years ago, this term was barely used, if at
all, with most research focusing on neuropsychology,
cognitive neuroscience, or vaguely “brain and lan-
guage.” We define “neurobiology of language” as the
biological implementation and linking relations for
representations and processes necessary and sufficient
for production and understanding of speech and lan-
guage in context. Biological disciplines that are highly
relevant to the neurobiology of language include the
anatomy and physiology of the human brain, the net-
work connectivity of the brain, and the multiple roles
of different brain areas (relevant cognitive areas are
discussed later). We also note that the basic scientific
findings in this area will necessarily lead to a physiolog-
ical approach to therapy for speech and language disor-
ders (Small, Buccino, & Solodkin, 2013).

Importantly, we define the neurobiology of language
as a subfield of neuroscience, requiring substantial
knowledge of psychology and linguistics, sharing in its
primary assumptions, methods, and questions. By
way of explanation, whereas psychology is the scientific
study of the human mind and its functions, especially
those affecting behavior in particular contexts, and
linguistics is the scientific study of language and its
structure, including the study of morphology, syntax,
phonetics, and semantics, neurobiology is the study of
the biology of the nervous system. Whereas cognitive
neuroscience emphasizes experimental psychology and
brain measurements, the neurobiology of cognition
emphasizes cellular and molecular neuroscience,
systems neuroscience, and other biological bases of
language, such as genetics. We believe that both cogni-
tive neuroscience and the neurobiology of cognition
must address the links between cognitive and neurosci-
ence data, although they come from different directions.
Although the neurobiology of language is primarily a
field involving human subjects—and has benefited from
the novel and highly robust methods of brain measure-
ment discussed—it must also adopt the central tenets of
modern biology, including the evolutionary imperative

that the human brain evolved from that of nonhuman
primates, and thus the study of other species plays
an important role in the investigations of the neurobiol-
ogy of language (Bornkessel-Schlesewsky, Schlesewsky,
Small, & Rauschecker, 2015).

A number of brain imaging methods are used for the
neurobiology of cognition but do not play a significant
role in cognitive neuroscience. An enormous amount of
information about the neurobiology of language has
been gleaned from high-resolution quantitative struc-
tural imaging of both gray matter and white matter. For
the gray matter, it is possible to measure precisely and
accurately whole brain and regional volumes, and for
white matter, we can measure accurately anisotropic
diffusion (and several other diffusivity characteristics).
In both cases, the anatomical measures can be related to
behavior or to functional imaging measures. At a
network level, white matter pathways can be recon-
structed from the diffusivity data and can be related to
regional correlations of gray matter characteristics or
functional brain activations. These relations between
structural connectivity and functional connectivity are
leading to a preliminary understanding of brain circuits
for language processing.

It is also possible to make direct measurements of
human neural cells when medically indicated, as in peo-
ple with intractable epilepsy who are undergoing abla-
tive brain surgery. Early work demonstrated that direct
cortical stimulation could lead to alterations in language
performance in humans in vivo (Ojemann, Ojemann,
Lettich, & Berger, 1989; Penfield & Roberts, 1959).
Although this technique remains viable (e.g., Duffau,
2008), recent work has used cortical recording (electrocor-
ticography) to begin to elucidate cellular and circuit
features of language representations at the level of small
neuronal populations (e.g., Chang et al., 2010; Flinker
et al., 2015). Many additional biological techniques, such
as genetic mapping, single cell recording, pharmacologi-
cal manipulation, molecular imaging, and others, are
beginning to be viable for human neuroscience research.

1.5 SOME COMMON FALLACIES

From a philosophical point of view, several assump-
tions commonly made in contemporary research in
brain�behavior relations related to language are prob-
lematic. We identify four such assumptions, which
we call the (i) methodological fallacy; (ii) theoretical
fallacy; (iii) uniqueness fallacy; and (iv) the mind/
brain fallacy. These fallacies relate to research assump-
tions by investigators in the cognitive sciences that
lead to inappropriate biological conclusions from other-
wise well-conducted studies in cognition (not
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infrequently accompanying perfectly interesting and
valid cognitive conclusions). We explain these in turn.

The methodological fallacy assumes that if a brain
measurement technique is used in a study, that study
is a study of the brain. Such an assumption essentially
focuses on the method that is used, for example, if a
research study uses EEG or MRI, then it is a neurobio-
logical study. This is not the case. Among the most
common uses of ERP is to distinguish one linguistic or
psychological model from another, and fMRI is used
very commonly to distinguish individuals with one
condition (medical or psychological) from another. In
neither case would an understanding of the biology be
necessary to achieve the goals of the study. However,
it is important to note that some EEG/MEG research
does aim to understand the relation between neural
network rhythms and cognitive processes, and much
fMRI research also addresses neural computations. In
summary, studies of this sort do not address linking
hypotheses, although data from these studies could be
used to inform linking relations.

The theoretical fallacy assumes that a theoretical
model developed exclusively from assumptions about
linguistic data or cognitive processing explains brain
function. Such an assumption essentially ignores data
from neuroscience while focusing on theoretical
aspects of the legal utterances (linguistics) or processes
(psychology) in one or more (or even “all”) languages.
Even if a theory accounts for all legal utterances in all
languages but does not say how brain structures actu-
ally compute them, it is not a theory of the biology of
language. Of course, if a biological theory ignores the
linkages between the neurobiology and cognition, it
also is not a theory of the neurobiology of language.

The uniqueness fallacy is perhaps the most important
because it ignores evolution, which is one of the most
important principles of modern biology. This fallacy
typically arises in the form of arguments that human
language is so unique and so special that it is not com-
putationally intertwined with other systems. But we
know that language systems of the brain are fundamen-
tally and inherently intertwined with those that process
motor function, sensation, emotion, affect, and other
aspects of human experience, and that the human
brain—including those parts of the brain that partici-
pate in language processing—had to evolve from the
brains of species (i.e., nonhuman primates) that do not
use language. The evolutionary principles of phylogeny
and ontogeny apply to the human brain as with other
organ systems, and thus language representations in
the brain have necessarily co-opted neural structures
with evolutionary history. Relevant examples include
auditory object perception, motor sequence control and
planning, action understanding, and social interaction,
all of which are found in other species.

In summary, we are concerned with the notion that
linguistic computations are so unique that they
bear no evolutionary resemblance to other systems.
However, we acknowledge that language uniqueness
cannot be ignored. Language ability is certainly unique
to our species, suggesting an evolutionary process in
which language computations developed on a frame-
work of other computational structures in the brain. It
is thus critical that we take the biology seriously and
search for both computational commonalities and dif-
ferences between language and nonlanguage systems
within our species and in our cousin species.

Finally, the most common of all the fallacies is the
mind/brain fallacy, which argues that all studies of
human psychology are ipso facto studies of the brain,
because the brain is the biological organ that subserves
thought. Of course, this is perfectly correct, to a point,
and the Society for Neuroscience includes human
behavior among its disciplinary mandates. However, it
is completely possible—even commonplace—for studies
of human behavior to completely ignore the constraints
placed on the behavior by the physical aspects of the
brain or the plausibility of the behavioral conclusions in
the context of brain structure and function. Among the
most common examples in language research are expla-
nations of experimental data in the form of “concep-
tual” or “cognitive” or “mental” models that could not
possibly be implemented in brain hardware.

We certainly have no objection to cognitive models
and indeed value them, whether or not they make imme-
diate contact with neural implementation. These models
help us think about information flow (and/or dynamics)
and computational descriptions of the process. As such,
they can sometimes generate testable hypotheses related
to the brain as well as provide prospective points of con-
tact for descriptions that relate brain to behavior. If we
tried to build a neurobiology of language without
linguistics or psychology, as the classical neurologists
were forced to do, we would not have been able to tran-
scend the 19th century models (e.g., characterizations
such as “auditory word images”). But an important
point here (for the cognocentric among us) is that the
constraints must work both ways. Knowledge of biology
must constrain our models of cognitive and linguistic
function, just as knowledge of cognition must constrain
our biological interpretations. Both are obviously critical
in the development of linking hypotheses.

1.6 HUMANS IN PARTICULAR

There is no question that the human brain is unique
in its capacity to manage speech understanding and
production, in addition to their evolutionarily younger
derivatives, reading and writing. That the human brain
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can do this and other animal brains cannot is something
that must be explained in a way that preserves the basic
tenets of biology. Certainly, humans have vocal commu-
nication skills of very high complexity, and these
depend on a large and complex variety of sensory and
motor skills, memory capacities, and learning abilities,
as well as the capability to represent and process intri-
cate messages of many types. Although it is not clear
exactly what changed between nonhuman primates and
humans to effectuate this, the expansion of the cerebral
cortex increased the human capacity for learning,
remembering, and executing motor sequences, complex
perceptions, and recursive processing (e.g., theory of
mind, syntax) (Hauser, Chomsky, & Fitch, 2002;
Yoshida, Dolan, & Friston, 2008). It remains to be eluci-
dated just how the processes of language work in the
human brain, and through this—perhaps with concomi-
tant work in nonhuman primates to test their limits—
we should find the answer to why humans have lan-
guage and other species do not.

1.7 COGNITION AND THE
NEUROBIOLOGY OF LANGUAGE

The neurobiology of cognition will only be elucidated
by direct investigation of how the brain works, that is,
the detailed implementation of understanding and pro-
ducing speech in the hardware that is unique to the
human brain. At the same time, such direct investigation
must be informed by scientific evidence about the nature
of cognition. For the neurobiology of language, this
entails understanding the nature of languages and its
processing, that is, investigations in linguistics and
experimental psychology. The first step must involve
spoken language, because that is the evolutionary basis
on which the brain architecture for written language sits.

Understanding the nature of human languages is
crucial, particularly research into the wide variety of
different types of languages and how they express
thoughts (e.g., MacWhinney & Bates, 1989). There is
nothing in the basic brain structure of people born to
parents who speak Basque, Farsi, or Navaho to distin-
guish them from speakers of English, Italian, or
German. Yet, most research studies relating brain and
language have been conducted in the latter three lan-
guages (and now, increasingly, Mandarin as well), and
rarely in the other approximately 7,000 languages of
the world (Lewis, Simons, & Fennig, 2009), some of
which have properties that are quite different from
those of the most commonly studied languages. Thus,
it is important in characterizing the biological basis of
language to know just what needs to be accounted for
both in terms of variation of language forms and the
computational mechanisms used to process them.

The study of linguistics is therefore critical to a suc-
cessful neurobiology of language.

Equally important is characterizing the nature of
speech production and understanding in processing
terms. Without detailed knowledge about what people
can understand, in what contexts, and under what con-
straints, we cannot develop a solid neurobiology of
understanding. The same is true for production, that is,
we need to know what people can produce at a given
time and place, particularly with memories, emotions,
and goals. Such investigations are the purview of exper-
imental psychology and, as such, research in such areas
as psycholinguistics and the psychology of memory has
fundamental importance to inform investigations in the
biological aspects of language.

1.8 BRAIN DISEASE, TREATMENT, AND
THE NEUROBIOLOGY OF LANGUAGE

There are many diseases and/or types of injury to the
human brain that lead to language disturbances, and
these are important to our enterprise for two reasons:
(i) helping to understand the basic neurobiology and
(ii) advancing knowledge useful for development of treat-
ments for conditions that affect language. Both of these
endeavors have considerable importance to the field.

By understanding the nature of disease processes, it
may be possible to gain insight into the fundamental
neurobiology of language itself. For example, the cellu-
lar and molecular biology of language has been given
a first hearing with the distinct pathological markers
that differentiate the types of primary progressive
aphasia (Gorno-Tempini et al., 2011). The entire history
of research in the biological basis of language has
depended significantly on inferences from individuals
with ischemic stroke (e.g., Mohr, 1976). Patients
surviving herpes simplex encephalitis, a multifocal
disease, have provided important fodder for infe-
rences about semantic representations in the brain
(Warrington & Shallice, 1984). Language problems
arising in people with dementia, tumors, Parkinson’s
disease, schizophrenia, and many other diseases—
combined with the nature of the pathology specific to
that disease (particularly in the context of the pathol-
ogy of each individual involved)—are highly informa-
tive with respect to the neurobiology of language.
Additionally, people undergoing surgery for diseases
such as epilepsy and brain tumors, even when they do
not affect language, have generously allowed investi-
gators to study their language intraoperatively.

Of course, a very important purpose in understanding
the biology underlying language is to develop new
therapies (Small et al., 2013; Small & Llano, 2009). Novel
treatments including pharmacotherapy, electrical and
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magnetic stimulation, and even behavioral (speech-
language therapy) interventions, have been developed
based on rationales that come from a better understand-
ing of brain anatomy and physiology.

1.9 SUMMARY

In summary, investigation into the neurobiology of
language has a long history, beginning even before the
seminal work of the 19th century neurologists, who asso-
ciated brain lesions in certain focal areas (but not others)
with language impairments. However, recently, this
field has had a resurgence due to the advent of extraor-
dinary new technologies that allow in vivo imaging of
brain structure, structure/functional relations, and tem-
poral processing features. Although lesion analysis
remains quite important—and even more valuable in
conjunction with advanced imaging—the current era is
marked by a predominance of investigations using brain
imaging technologies (broadly speaking). These methods
can be used to advance our understanding of linguistics
or psychology, thus contributing in a different way to
the neurobiology of language, or to advance our knowl-
edge of the anatomy, physiology, pharmacology, and
even cellular and molecular biology of language directly.
Such direct investigations of the brain in conjuction with
investigations into the representations and computations
behind language processes represent basic prerequisites
in building the future of this discipline.

The two editors of this book—without a consensus on
all issues—have come to the many common understand-
ings of the field articulated here. We are in agreement
that it is important to have “theoretically precise, compu-
tationally explicit, biologically grounded explanatory
models of the human brain’s ability to comprehend and
produce speech and language” (Poeppel & Hickok,
2004). We are also in agreement that the basic evolution-
ary biology of the brain must play an important role in
such a theory, for example, by understanding the relation
between computational implementations of sensory and
motor functions (among others) to linguistic computa-
tions (Skipper, Nusbaum, & Small, 2005). By linking bio-
logical and cognitive hypotheses into well-designed
studies, it is now possible to build a true neurobiology of
language.

The reviews in this book reflect a combination of
articles on the neurobiology of language per se and on
the supporting knowledge from the neurosciences and
from the cognitive sciences (including cognitive neuro-
science) that neurobiologists of language require to
accurately characterize the neural structures and func-
tions that implement language. Ultimately, we hope
that this reference book will encourage and support

the efforts of practicing scientists and their students to
delve directly into this challenging field.
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2.1 INTRODUCTION

For decades there has been speculation about the poten-
tial contribution of inherited factors to human capacities
for speech and language. Arguments for a genetic basis
have drawn from an array of diverse fields and
approaches, marshaling threads of evidence taken from
formal linguistics, child development, twin studies, biolog-
ical anthropology, comparative psychology, and so on. In
recent years, through advances in molecular biology tech-
niques, it has become possible to move beyond these indi-
rect sources and let the genome speak for itself (Graham &
Fisher, 2013). In particular, by studying neurodevelop-
mental disorders that disproportionately disturb speech
and language skills, researchers started to identify indivi-
dual genes that may be involved in the relevant neuro-
biological pathways.

Rather than being seriously rooted in biology (Fisher,
2006), much of the prior debate on genetic foundations of
spoken language has treated genes as abstract entities that
can mysteriously yet directly determine linguistic func-
tions. Accounts that depend on “genes for grammar” and
other such magic bullets are simply untenable in light of
all that is known about molecular and cellular processes
and how these processes are able to impact development
and function of brain circuitry. The human genome com-
prises approximately 20,000 different protein-coding
genes. Each such gene is a string of G, C, T, and A nucleo-
tides, the specific order of which is used by the cellular
machinery to thread together a specific polypeptide
sequence of amino acid residues taken from 20 different
types of amino acids that are available as building blocks.
(Linguists might enjoy the fact that this is a discrete

combinatorial system with the potential to yield an infi-
nite number of different amino acid strings.) The
sequence of amino acids in a protein determines the way
that it folds into a three-dimensional shape, and the pro-
tein’s shape determines the function that it will have in
cells and in the body. In this way, the different DNA
sequences of different genes are able to specify a plethora
of distinct cellular proteins—enzymes, structural mole-
cules, receptors, signaling factors, transporters, and others.
Some of these proteins play roles in the ways that cells of
the nervous system proliferate, migrate (move to their
final position), differentiate, and form connections with
each other during development; some might be important
neurotransmitters or other factors that help strengthen
or weaken synapses during learning. Overall, intricate
webs of genes and proteins acting through complicated
sequences of developmental events and via continual
interactions with the environment lead to assembly of
complex networks of functioning neural circuits, and it is
the latter providing the behavioral and cognitive outputs
of the system that we call the human brain.

Based on this, we should never expect simple direct
connections between DNA and language, but this does
not mean that we cannot track down genes that are most
relevant to our human capacities. To the contrary, by pin-
pointing crucial genes (e.g., those for which mutations
lead to language impairments) it is possible to gain
entirely novel entry points into the critical neural path-
ways and use those to work toward mechanistic accounts
that are properly built on biologically plausible founda-
tions. In what follows, the promise and challenges of the
approach are illustrated by focusing on FOXP2, a gene
that is at the heart of this new paradigm.

13Neurobiology of Language. DOI: http://dx.doi.org/10.1016/B978-0-12-407794-2.00002-X © 2016 Elsevier Inc. All rights reserved.



2.2 THE DISCOVERY OF FOXP2

The starting point for the FOXP2 story was the identifi-
cation of an unusual family in which multiple close
relatives suffered from similar disruptions of speech and
language skills. This family, dubbed the KE family,
spanned three generations and included 15 affected
members as well as a similar number of unaffected
relatives. Because the disorder was present in each succes-
sive generation and affected approximately half of the
family members, it attracted the attention of geneticists
who recognized that the pattern was consistent with dom-
inant monogenic inheritance (Hurst, Baraitser, Auger,
Graham, & Norell, 1990). In other words, it raised the
remarkable possibility that this family’s speech and
language problems might be explained by a mutation
affecting one copy of a single gene. Before any DNA
investigations had even begun, commentators already
began to speculate excitedly about the discovery of a
“language gene” (see Fisher (2006) for a detailed account).
At the same time, the affected members of the KE family
became the focus of intensive neuropsychological studies
to gain more insights into their profile of impairments.

According to these investigations, the most prominent
aspect of the disorder is a problem mastering the coordi-
nated movement sequences that underlie fluent speech
(Vargha-Khadem et al., 1998). The affected people make
articulation errors that are inconsistent (they can differ
from one utterance to the next) and that become worse
as the length and complexity of the utterance increases
(Watkins, Dronkers, & Vargha-Khadem, 2002). These are
characteristic features of a syndrome known as develop-
mental verbal dyspraxia (DVD) or childhood apraxia of
speech (CAS). The difficulties can be robustly captured
by tests in which the participant is asked to repeat a
series of pronounceable nonsense words of differing
length and complexity (Liegeois, Morgan, Connelly, &
Vargha-Khadem, 2011). CAS is generally thought of as a
disorder of speech learning and production underpinned
by neural deficits in the motor planning of sequences of
orofacial movements. Intriguingly, the impairments in
the affected KE family members are not confined to
speech; they extend to the written domain, disturbing a
wide range of linguistic skills, both expressive and recep-
tive. To give some examples, affected relatives perform
significantly worse than their unaffected siblings on lexi-
cal decision tasks, spoken and written tests of verbal
fluency, nonsense word spelling, and processing of sen-
tence- and word-level syntax (Watkins, Dronkers, et al.,
2002). Given that these skills have developed in the
context of a severe restriction in expressive skills, it is
possible that such impairments are secondary conse-
quences rather than primary deficits. In general, many

members of this family (regardless of CAS diagnosis)
have a lower than average nonverbal IQ, which compli-
cates discussions over the selectivity of the phenotype.
Nevertheless, because nonverbal cognitive difficulties do
not appear to cosegregate with the inherited disorder, it
is argued that this is primarily a disturbance of speech
and language rather than some form of general intellec-
tual disability (Watkins, Dronkers, et al., 2002). These
issues are discussed in more depth elsewhere (Fisher,
Lai, & Monaco, 2003).

Screening of different parts of the genome revealed
that the KE family disorder was strongly linked to
genetic markers on one particular section of chromo-
some 7 (Fisher, Vargha-Khadem, Watkins, Monaco, &
Pembrey, 1998). These markers were passed on from
the grandmother to all other affected family members,
but not to any unaffected relatives; that is, there was
perfect cosegregation with the disorder. The molecular
mapping data thus provided experimental confirma-
tion that the speech and language problems of the
family had a genetic origin and localized the responsi-
ble gene to a particular region of chromosome 7, which
was given the name SPCH1 (Fisher et al., 1998). After
intensive analyses of this SPCH1 interval (Lai et al.,
2000), and aided by clues from another case (discussed
later), the researchers eventually pinpointed a causa-
tive mutation in a novel gene given the name FOXP2
(Lai, Fisher, Hurst, Vargha-Khadem, & Monaco, 2001).

FOXP2 encodes a transcription factor—a regulatory
protein that is able to modulate the activities of other
genes (Vernes et al., 2006). The protein does so by
directly binding to the DNA of these target genes and
affecting how efficiently they are transcribed into mes-
senger RNA molecules (the templates that are used for
building proteins). FOXP2 belongs to one particular
group of transcription factors defined by the presence
of a special type of DNA-binding motif referred to as a
forkhead-box (or FOX) domain (Benayoun, Caburet, &
Veitia, 2011). All the affected people in the KE family
carry the same single nucleotide change in FOXP2, a
G-to-A transition in a crucial part of the gene (Lai et al.,
2001). This missense mutation leads to alteration of the
amino acid sequence of the encoded protein. The
mutated protein carries a histidine (H) residue, instead
of arginine (R), at a key point of the forkhead domain,
that prevents it from binding to the usual target
sequences and severely disrupts its function as a tran-
scription factor (Vernes et al., 2006). (Because this amino
acid substitution is at the 553rd residue from the start
of the protein, it is denoted by the symbol R553H.) The
mutation is in a heterozygous state in the affected KE
family members, meaning that one gene copy is intact
and functioning normally but the other is dysfunctional.
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Thus, it was hypothesized that two functioning copies
of FOXP2 are necessary for development of proficient
speech and language skills (Lai et al., 2001).

2.3 FOXP2 MUTATIONS IN SPEECH
AND LANGUAGE DISORDERS

Clearly, studies of the KE pedigree were pivotal in
enabling the first identification of a gene contributing to
speech and language functions. This family represents
the most well-characterized example in the literature
with respect to both the neuropsychological profile of
the associated disorder and the functional impacts of the
etiological mutation (Fisher, 2007). However, contrary to
the usual story popularized in media reports and many
scientific commentaries, the KE family is not the sole
documented case of FOXP2 mutation. Over the years,
distinct etiological disruptions of this gene have been
reported in several different families and cases, ranging
from point mutations (change of a single nucleotide of
DNA) to gross rearrangements of chromosome 7 that
disturb the entire FOXP2 locus (Newbury & Monaco,
2010). In fact, the original FOXP2 paper included not
only the KE family mutation but also an independent
case of similar speech/language problems with a chro-
mosome 7 rearrangement disturbing the locus (case CS,
which is described later) (Lai et al., 2001), something that
is often overlooked by commentators.

The predominant isoform of the FOXP2 protein is 715
amino acids long and encoded by 2,145 nucleotides of
DNA (split between several different coding exons); a
disruptive mutation could potentially occur anywhere
within this coding sequence. For rare dominant causal
variants with large effect size, such as the R553H muta-
tion found in the KE family, it is likely that the sequence
change will be “private,” meaning that it is exclusive to
just one family or case. Thus, when screening FOXP2 in
new cohorts of people with speech and language pro-
blems, it is necessary to thoroughly search for any var-
iants across the entire known coding sequence rather
than simply testing for presence/absence of a previously
reported mutation. When such screening efforts have
been performed in cohorts of people diagnosed with
speech disorders, a number of novel FOXP2 point muta-
tions have been uncovered. For example, Laffin and
colleagues (2012) sequenced FOXP2 in 24 probands with
a strict diagnosis of CAS and found that one case carried
a heterozygous missense mutation yielding an amino
acid substitution (asparagine-to-histidine at position 597,
i.e., N597H) just beyond the end of the FOX domain. In a
previous screening study of 49 children with clinical
reports of CAS, MacDermot and colleagues (2005)

identified another type of causal variant, a nonsense
mutation that inserts a stop codon halfway through the
gene (arginine-to-stop at position 328, i.e., R328X) that is
predicted to yield a severely truncated FOXP2 protein.
This variant was in the heterozygous state, like the other
etiological FOXP2mutations. It was found in three family
members, the proband, his sister who also had a CAS
diagnosis, and his mother who had a history of speech
problems. A small number of other potential mutations
of interest were identified by the MacDermot study,
including a Q17L substitution (glutamine-to-leucine at
position 17, near the start of the protein), but in those
cases the causal significance was unclear because they
did not cosegregate with the disorder in affected siblings
(MacDermot et al., 2005; Vernes et al., 2006). Most
recently, an individual with CAS was identified carrying
an intragenic deletion of two nucleotides in the FOXP2
locus predicted to yield an abnormal truncated protein
(Turner et al., 2013). Specifically, the loss of the two
nucleotides yields a shift in the reading frame of the cod-
ing sequence at position 415 of the protein; after this
point, five novel amino acids are incorporated immedi-
ately followed by a premature stop codon. Just as for the
R328X mutation, the resulting mutant protein completely
lacks the FOX domain.

So far, two types of gross chromosomal rearrangements
have been reported to affect FOXP2: translocations (Feuk
et al., 2006; Kosho et al., 2008; Lai et al., 2001; Shriberg
et al., 2006) and deletions (Feuk et al., 2006; Lennon et al.,
2007; Palka et al., 2012; Rice et al., 2012; Zeesman et al.,
2006; Zilina et al., 2012). In the translocation cases, part of
chromosome 7 is exchanged with part of another chromo-
some; because the chromosome 7 breakpoint in these
cases lies directly within (or close to) the FOXP2 locus,
this is expected to interfere with the activity of the
disrupted copy (Feuk et al., 2006; Kosho et al., 2008; Lai
et al., 2001; Shriberg et al., 2006). The first example of a
FOXP2 translocation was found in a child known as CS,
as reported in the same paper that uncovered the KE
family mutation (Lai et al., 2001). Most reported FOXP2
translocations are de novo—the rearrangement is present
in the case but not found in parents or siblings. However,
Shriberg and colleagues identified a family (TB) in which
a mother and daughter both carried the same transloca-
tion directly disrupting FOXP2 and reported that the asso-
ciated speech problems (Shriberg et al., 2006), language
impairments, and cognitive profiles (Tomblin et al., 2009)
were notably consistent with those previously observed
for people carrying the missense mutation in the KE
family (Watkins, Dronkers, et al., 2002).

In the reported large-scale deletion cases, one copy
of FOXP2 is completely lost from the genome, often
together with other flanking genes (Feuk et al., 2006;
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Lennon et al., 2007; Palka et al., 2012; Rice et al., 2012;
Zeesman et al., 2006; Zilina et al., 2012). Investigations
of the phenotypes observed in these cases again sup-
port the idea that damage to one copy of FOXP2 is
sufficient to derail speech and language development,
although the larger deletions that encompass multiple
other genes are often noted to include additional pro-
blems. As with the translocations, although most cases
are de novo, there is at least one report of an inherited
rearrangement: a mother and a son carrying the same
deletion of FOXP2 (as well as neighboring genes
MDFIC and PPP1R3A) and both diagnosed with CAS
(Rice et al., 2012). Interestingly, there are no reports of
any human with disruption of both copies of FOXP2,
presumably because a total absence of the gene would
be lethal (Fisher & Scharff, 2009).

2.4 FUNCTIONS OF FOXP2: THE VIEW
FROM THE BENCH

The identification of a particular gene underlying a
trait is often portrayed as the endpoint of a scientific
study. In reality, this kind of discovery is more akin to
a new beginning because it opens up entirely novel
avenues for investigating the basis of the trait from the
perspective of the gene in question. Thus, the identifica-
tion of FOXP2 may have been something of a paradigm
shift for the language sciences because it facilitated a
series of innovative molecular investigations into the
neurobiological pathways and evolutionary history of
spoken language using this gene as a unique entry
point (Fisher & Scharff, 2009). Such work has called on
a diverse array of experimental strategies and model
systems, ranging from neuronal cells investigated at a
laboratory bench, to genetic manipulations in animals,
to studies of humans (Graham & Fisher, 2013).

Laboratory experiments using genetically modified
human cells are important for establishing whether
putative etiological mutations impact gene function
(Deriziotis & Fisher, 2013). As noted, several different
point mutations of FOXP2 have been found in people
with CAS; some cosegregate with disorders in a
family, like the R553H substitution and the R328X
truncation, whereas others are found in just a single
proband, such as the Q17L (MacDermot et al., 2005)
and N597H substitutions (Laffin et al., 2012). Vernes
and colleagues (2006) studied the functional signifi-
cance of R553H, R328X, and Q17L variants by
expressing the mutated proteins in cultured human
cell lines, assessing properties such as protein stability,
intracellular localization (normal FOXP2 protein is
located in the nucleus of the cell), DNA-binding capac-
ity, and ability to repress target genes. R553H and
R328X showed obvious disruptions in most or all of

these assays, strongly supporting their causal roles,
whereas Q17L did not show any functional differences
from the normal protein in this system, so its etiologi-
cal relevance remains uncertain (Vernes et al., 2006).
At the time of writing this book, no functional analyses
of the N597H substitution had yet been reported.

Crucially, even though they involve rather basic
model systems (as compared with neural circuits or liv-
ing brains), cell-based analyses can go well beyond
simply validating disruptive effects of mutations. By
applying state-of-the-art genomic and proteomic techni-
ques, researchers can use cellular models to gain new
insights into neurogenetic mechanisms, which can have
direct relevance to human biology (Deriziotis & Fisher,
2013). The FOXP2 literature provides particularly apt
illustrations of this principle in action. Because FOXP2
encodes a transcription factor working to regulate the
expression of other genes, it can be thought of as a hub
in a network of molecules, a number of which might
also be related to speech and language development.
Thus, over the years, several studies have used cellular
models to screen parts, or all, of the genome, searching
for target genes regulated by FOXP2 (Konopka et al.,
2009; Vernes et al., 2007, 2008).

In 2008, a study of human neuron-like cells grown in
the laboratory found that the FOXP2 protein binds
directly to a regulatory sequence within a gene called
contactin-associated protein-like-2, or CNTNAP2 (Vernes
et al., 2008). The researchers went on to show that when
they artificially increased expression of FOXP2 in cul-
tured cells, this caused a significant reduction in
CNTNAP2 mRNA levels, a finding that was further sup-
ported by analyses of developing cortical tissue from
human fetuses, in which there was an inverse correlation
between expression levels of the two genes. To test for
connections between CNTNAP2 and language develop-
ment, the team assessed sets of common DNA variations
(single-nucleotide polymorphisms [SNPs]) from different
parts of the gene in a cohort of 184 families with typical
forms of specific language impairment (SLI) previously
collected by the UK SLI consortium. They identified a
cluster of SNPs in one section of the gene (around exons
13�15) that showed association with measures of perfor-
mance on language tasks, most notably the nonsense
word repetition test; children who carried a particular set
of risk variants scored significantly lower than others
(Vernes et al., 2008). Intriguingly, in a prior study screen-
ing CNTNAP2 in children with autism, the same risk var-
iants had been associated with delayed language, as
indexed by “age at first word” (Alarcon et al., 2008).
Because the Vernes et al. (2008) study explicitly excluded
any children diagnosed with autism, the convergent find-
ings suggest that the CNTNAP2 risk variants might be
implicated in language-related problems across distinct
clinical boundaries of neurodevelopmental disorders.
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In a later study, the same variants were shown to be con-
sistently associated with assessments of early language
acquisition (at 2 years of age) in 1,149 children from the
general population, suggesting that the effects extend
beyond disorder into normal variation (Whitehouse,
Bishop, Ang, Pennell, & Fisher, 2011).

CNTNAP2 is a member of the neurexin superfamily
that encodes a transmembrane protein that has been
implicated in multiple fundamental processes in the devel-
oping and mature nervous system (Rodenas-Cuadrado,
Ho, & Vernes, 2013). It helps to cluster potassium channels
at nodes of Ranvier in myelinated axons, and it has
also been linked to mechanisms of neuronal migration,
dendritic arborization, and spine formation during devel-
opment (Anderson et al., 2012). Diverse CNTNAP2
variants (rare mutations and common polymorphisms)
have been associated with a range of neurodevelopmental
disorders, including not only SLI and autism but also
epilepsy, schizophrenia, Tourette syndrome, and intellec-
tual disability (Rodenas-Cuadrado et al., 2013).

After the identification of the CNTNAP2 connection,
additional functional reports have further demonstrated
the value of tracing FOXP2 networks for understanding
language-related disorders. FOXP2 has been shown to
regulate uPAR and SRPX2, genes potentially implicated
in a form of rolandic epilepsy that also involves speech
apraxia (Roll et al., 2010). (However, see Lesca et al.
(2013) for evidence that casts doubt on the role of uPAR/
SRPX2 in this disorder, instead implicating a different
gene, GRIN2A). Intriguingly, SRPX2 regulation by
FOXP2 is thought to be an important mediator of synap-
togenesis (Sia, Clem, & Huganir, 2013). Other FOXP2
targets of particular clinical relevance include the receptor
tyrosine kinase MET, proposed as a candidate for autism
(Mukamel et al., 2011), and DISC1, a gene that was origi-
nally implicated in schizophrenia (Walker et al., 2012).

It is not only the downstream targets of FOXP2 that
may be informative for making links to human pheno-
types. Transcription factors never act alone; they work
together with other interacting proteins to regulate their
targets. FOXP1 is the most similar gene in the genome to
FOXP2. In some cells in the central nervous system, these
two genes are coexpressed (Teramitsu, Kudo, London,
Geschwind, & White, 2004), and the resulting proteins
have the capacity to directly interact with each other, act-
ing together to regulate targets in a coordinated manner
(Li, Weidenfeld, & Morrisey, 2004). Rare causative
mutations of FOXP1 have been implicated in a small
number of cases of autism and/or intellectual disability,
accompanied by notably severe speech and language
problems (Bacon & Rappold, 2012). Moreover, it has
been shown that FOXP1 actively represses the CNTNAP2
gene, and an autism screening study that sequenced all
human protein-coding genes identified an affected child
who carried disruptive mutations in both FOXP1 and

CNTNAP2, “hits” in two different parts of the same func-
tional pathway (O’Roak et al., 2011). Efforts are under-
way to identify and characterize all the other key protein
interactors in this pathway (Deriziotis & Fisher, 2013).

2.5 INSIGHTS FROM ANIMAL MODELS

The human capacity for acquiring complex spoken
language appears to be unique in the natural world
(Fisher & Marcus, 2006). At first glance this may seem
to preclude any chance of biologically meaningful
genetic studies in animal models. However, the major-
ity of human genes did not appear spontaneously in
our species (Varki & Altheide, 2005). So, after human
studies have identified a gene implicated in speech
and language, an obvious next step is to examine the
broader evolutionary history of the gene and assess
whether its function(s) in nonspeaking species can be
informative for understanding its contributions to
human brain development (Fisher & Marcus, 2006).

FOXP2 has a particularly deep evolutionary history,
with versions of the gene described in many different
vertebrate species, including monkeys (Takahashi et al.,
2008), ferrets (Iwai et al., 2013), mice (Ferland, Cherry,
Preware, Morrisey, & Walsh, 2003; Lai, Gerrelli, Monaco,
Fisher, & Copp, 2003), rats (Takahashi, Liu, Hirokawa, &
Takahashi, 2003), bats (Li, Wang, Rossiter, Jones, &
Zhang, 2007), birds (Haesler et al., 2004; Teramitsu
et al., 2004), reptiles (Haesler et al., 2004), and fish
(Bonkowsky et al., 2008). Researchers have investigated
neural expression patterns for most of these species,
determining where and when the gene is transcribed
and/or translated in developing and mature brain tissue.
These studies found striking similarities in distantly
related vertebrates, with concordant expression in neuro-
nal subpopulations of cortex, thalamus, basal ganglia,
and cerebellum. Thus, it seems likely that activities of
FOXP2 in the human brain are built on evolutionarily
ancient functions in the vertebrate central nervous system
(Fisher &Marcus, 2006).

As is apparent from the previous paragraph, there
have been a large number of studies characterizing the
corresponding versions of this gene found in different
species. A proper discussion of the many findings from
this research area is beyond the scope of this chapter.
The interested reader is referred to recent reviews
(French & Fisher, 2014; Wohlgemuth, Adam, & Scharff,
2014). Here, a sample of the work is provided, focusing
on two of the most extensively studied model systems:
mice and (briefly) birds (Fisher & Scharff, 2009). Much
progress has already been made in uncovering relevant
neural mechanisms via work with these two comple-
mentary models, and there is promise of more insights
as the field develops.
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The laboratory mouse is widely used in the field of neu-
rogenetics, in large part due to the availability of a compre-
hensive toolkit for genetic manipulations (French &
Fisher, 2014). Mice carry their own version of the FOXP2
gene, which has the symbol Foxp2. The most recent
common ancestor of humans and mice lived more than
75 million years ago but, despite this lengthy time since
divergence, the sequence of the human FOXP2 protein dif-
fers very little from that of its mouse counterpart (Enard
et al., 2002). In a sequence of more than 700 amino acid
residues, there is one small change in the length of a
stretch of glutamines and three sites where one amino
acid is substituted for another. In contrast to the substi-
tutions that cause disorder, these evolutionary substitu-
tions occur outside known domains of the protein and
are predicted to have only subtle effects on function
(see “FOXP2 in Human Evolution” section for further
commentary). In addition to very high conservation of
protein sequence, the neural expression patterns are
remarkably consistent; for example, in both humans
and mice the gene is particularly highly expressed in
deep layers in the cortex, medium spiny neurons in the
striatum, and Purkinje cells in the cerebellum (Ferland
et al., 2003; Lai et al., 2003).

Researchers have generated several different mouse
models for studying Foxp2 functions, including animals
in which the gene is completely knocked out (Shu et al.,
2005) and others that carry known etiological mutations
that cause speech problems in humans (Groszer et al.,
2008). If both copies of Foxp2 are damaged (e.g., when
mutations are in the homozygous state), then the mice
cannot survive; they live for only 3 or 4 weeks after birth,
during which time they develop at a substantially slower
rate than normal siblings, show significant delays in
maturation of the cerebellum, and have severe general
problems with their motor system (Groszer et al., 2008;
Shu et al., 2005). Thus, a total absence of functional
Foxp2 protein is lethal, which is consistent with the lack
of any reports of humans carrying homozygous muta-
tions in the gene. The cause of death in homozygous ani-
mals is unknown but may relate to one of the various
non-neural sites in the body where Foxp2 is expressed;
for example, it is switched on in subtypes of cells in the
lungs and cardiovascular system (Li et al., 2004). As a
brief aside, transcription factors and other regulatory
molecules are typically expressed in a range of tissues
and cell types in different organs of the body. They exert
distinct effects at different sites, depending on the sets of
cofactors that they interact with, which is another exam-
ple where biology takes advantage of the power of com-
binatorial systems and is a reminder of why specific
“language genes” are unlikely to exist (Fisher, 2006).

Despite the associated lethality, investigations of mice
that completely lack functional Foxp2 have revealed
some fundamental roles of the gene in early development

and patterning of the central nervous system (French &
Fisher, 2014). The results from such studies are helping
to inform hypotheses about the contributions of the
human gene to development and patterning of neural
circuits in our species. For example, one report used
Foxp2 mouse models to uncover networks of direct and
indirect target genes during embryonic brain develop-
ment (Vernes et al., 2011). The researchers found that
there was an overrepresentation of genes implicated in
biological processes like neurite outgrowth and axon
guidance, consistent with prior findings from human
cells (Spiteri et al., 2007; Vernes et al., 2007). They went
on to validate this putative functional role in striatal pre-
cursor cells taken from the mouse embryos, finding that
an absence of functional Foxp2 led to reduced branching
and shorter neurites in these cells (Vernes et al., 2011).
Other studies of embryonic mouse cortex using different
techniques (genetic manipulations in utero) have con-
firmed roles for Foxp2 in neurite outgrowth (Clovis,
Enard, Marinaro, Huttner, & De Pietri Tonelli, 2012) and
also suggest potential functional impacts on other devel-
opmental processes such as neurogenesis (Tsui, Vessey,
Tomita, Kaplan, & Miller, 2013) and neuronal migration
(Clovis et al., 2012).

In stark contrast to the severe consequences of dam-
age to both copies of Foxp2, mice that carry disruptions
in the heterozygous state (i.e., only one copy is mutated
or knocked out) live long healthy lives, usually without
any obvious adverse outcome (Groszer et al., 2008). Such
findings are concordant with descriptions of humans
with heterozygous FOXP2 mutations, who typically do
not have associated medical problems or gross general
developmental impairments (Laffin et al., 2012; Lai et al.,
2001; Lennon et al., 2007; MacDermot et al., 2005; Rice
et al., 2012; Shriberg et al., 2006; Turner et al., 2013).

Several studies of cognition, behavior, and electro-
physiology in the heterozygous mouse models have
built on prior observations that corticobasal ganglia
and corticocerebellar circuits are key conserved sites of
expression. Groszer et al. (2008) investigated heterozy-
gous mice carrying the same mutation as the KE family
and reported delays in learning to run on accelerating
rotarods and voluntary running wheel systems against a
background of normal motor behaviors. In slices taken
from the brains of these mice, they also observed altered
synaptic plasticity in corticostriatal and corticocerebellar
circuits, most notably a lack of long-term depression for
glutamatergic synapses on medium spiny neurons of
the striatum (Groszer et al., 2008). A follow-up study
used in vivo electrophysiology to record directly from
medium spiny neurons in live behaving mice while the
animals learned to run on accelerating rotarods (French
et al., 2012). In mice that were heterozygous for the
KE family mutation, compared with normal littermates,
these neurons had significantly elevated basal firing
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rates as well as striking abnormalities in both their mod-
ulation and their temporal coordination during motor
skill learning. The discovery of disturbed striatal plastic-
ity during learning of a complex motor task in mice is
intriguing because neuroimaging studies of humans
with the same mutation have independently suggested
striatal dysfunction as a potential core feature of their
disorder (Liegeois et al., 2003, 2011; Vargha-Khadem
et al., 1998; Watkins, Dronkers, et al., 2002). Another
behavioral study of this mouse model demonstrated
reduced performance on a learning task in which the ani-
mals had to associate auditory signals with motor outputs
(Kurt, Fisher, & Ehret, 2012). This last investigation also
compared the learning dynamics with those of another
mouse line that carried a different etiological mutation of
Foxp2, reporting that the degree of impairment seemed to
be affected by the type of mutation (Kurt et al., 2012).

It is interesting to note that these mouse studies
uncovered effects on auditory-motor associations and
motor skill learning that are not confined to the orofa-
cial system. It remains unresolved whether such effects
might be detectable in humans with FOXP2 dysfunc-
tion (Peter et al., 2011), or if this instead points to a
refinement of gene function in the human lineage.
Studies of impacts of rodent Foxp2 on vocal behaviors
have yielded somewhat conflicting data (Fisher &
Scharff, 2009; French & Fisher, 2014). What has been
consistently established is that mouse pups that totally
lack functional Foxp2 have greatly reduced vocal output
(Gaub, Groszer, Fisher, & Ehret, 2010; Groszer et al.,
2008; Shu et al., 2005). Normally, when a young mouse
pup is isolated from its mother and/or the nest, it pro-
duces ultrasonic calls that elicit its retrieval. When
Foxp2 is completely missing, pups produce few (if any)
isolation calls; however, they do emit ultrasonic calls
with complex properties when put in situations of
greater stress. Although some researchers interpret
these findings as evidence of specific roles of Foxp2 in
pup vocalization (Shu et al., 2005), others have pointed
out that pups that lack this gene have very severe gen-
eral motor problems and global developmental delay,
making it impossible to draw conclusions about selec-
tive effects (Gaub et al., 2010; Groszer et al., 2008). For
heterozygous mouse pups, which carry one damaged
and one normal copy of Foxp2, there is debate regard-
ing whether there are differences in amounts of vocali-
zation (Groszer et al., 2008; Shu et al., 2005), and
in-depth studies of properties of the vocalizations that
are produced failed to find significant differences in
normal littermates (Gaub et al., 2010). A study of rats
reported that amounts of Foxp2 protein are higher in
brains of male pups, and that this correlates with pro-
duction of a higher number of isolation calls as com-
pared with female pups (Bowers, Perez-Pouchoulen,
Edwards, & McCarthy, 2013). The researchers went on

to assess sex differences of FOXP2 protein levels in
Brodmann Area 44 of the human brain by using post-
mortem tissue from a small number of 3- to 5-year-old
children (five boys and five girls). One caveat is that
although the male versus female samples were age-
matched, they differed greatly in ethnic background,
introducing a major confound. Bowers and colleagues
(2013) observed higher amounts of FOXP2 protein in
the human females and interpreted this as evidence
that elevated protein levels “are associated with the
more communicative sex.” Given the very small num-
ber of data points (particularly from humans) and the
fact that there are never going to be simplistic map-
pings from genes and proteins to communication skills
(Fisher, 2006), this wide-reaching conclusion may be
premature (French & Fisher, 2014).

At the time of writing this chapter, reports of impacts
of rodent Foxp2 on vocalization skills have focused
exclusively on pup calls without describing, for exam-
ple, effects on the ultrasonic “songs” of adolescent males
(Fisher & Scharff, 2009). Nevertheless, although rodent
vocalizations can provide a useful readout for studying
the bases of social behaviors, it is thought that mice have
very restricted abilities for using auditory experience to
shape their vocal output (Hammerschmidt et al., 2012).
Auditory-guided vocal learning is an important skill
that underlies our abilities for acquiring speech, and
mice are unlikely to provide an appropriate animal
model for investigating this particular trait. Luckily, by
looking further afield in the animal kingdom, it has been
possible to find alternative model systems. Perhaps the
most informative of these has been the zebra finch, a
songbird that has provided entry points into both the
neurobiology and neurogenetics of vocal learning.

A young male zebra finch learns its song during a crit-
ical developmental period by matching it to a template
that it hears from an adult tutor (Bolhuis, Okanoya, &
Scharff, 2010). Zebra finches have their own version of
FOXP2, known as FoxP2. Intriguingly, expression levels
of FoxP2 in a key site of the songbird brain are corre-
lated with changes in vocal plasticity (Haesler et al.,
2004; Teramitsu, Poopatanapong, Torrisi, & White, 2010;
Thompson et al., 2013). This key site is Area X, a striatal
nucleus that is an essential part of a neural circuit known
to mediate vocal learning. The zebra finch studies have
gone beyond simply observing correlations by adop-
ting cutting-edge molecular genetic tools to selectively
reduce (“knock down”) levels of FoxP2 expression in the
living songbird brain. In a landmark paper, Haesler and
colleagues (2007) reported that such FoxP2 knockdown
in Area X (but not surrounding areas) during the
developmental period of song acquisition led to incom-
plete and inaccurate imitation of tutor song. Further
studies of knockdown birds indicate that FoxP2 loss
yields reduced density for dendritic spines of spiny
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neurons (Schulz, Haesler, Scharff, & Rochefort, 2010) and
interferes with dopamine modulation of activity propaga-
tion in a corticostriatal pathway involved in song variabil-
ity (Murugan, Harward, Scharff, & Mooney, 2013). As
with the mouse models, neural plasticity in striatal
circuitry emerges as a common theme associated with
this gene (Murugan et al., 2013; Schulz et al., 2010). There
is insufficient space available in this chapter to give a full
account of all the relevant songbird studies; for further
information on this burgeoning area of work, the inter-
ested reader is referred to reviews by Bolhuis et al. (2010),
Scharff and Petri (2011), and Wohlgemuth et al. (2014).

2.6 FOXP2 IN HUMAN EVOLUTION

As shown, FOXP2 has a deep evolutionary history
with conserved functions in neural plasticity of a sub-
set of vertebrate brain circuits. However, given its
known links to human speech and language, it is rea-
sonable to ask whether the gene has changed in any
interesting ways during the evolution of our species
(Fisher & Marcus, 2006). Of the three amino acid sub-
stitutions that distinguish the human and mouse ver-
sion of the protein, two occurred on the human lineage
after splitting from the chimpanzee at some point
within the past 5 or 6 million years (Enard et al., 2002).
These evolutionary changes occur outside the known
domains of the FOXP2 protein and are predicted to
have only subtle (if any) effects on function. Moreover,
they are entirely distinct from the known mutations
that have been implicated in human speech and lan-
guage disorder. Nevertheless, several investigations
support the idea that the differences between the human
and chimpanzee proteins have some functional signifi-
cance. For example, one investigation compared human
neuron-like cells expressing each version of the protein
and reported quantitative differences in the regulation
of some of the downstream targets of this transcription
factor (Konopka et al., 2009). To study their effects on a
living brain, Enard and colleagues (2009) inserted the
human-specific amino acids into the mouse Foxp2 locus.
Remarkably, they observed effects on neurite outgrowth
and plasticity that were in the opposite direction to those
seen for loss-of-function mutations of this gene (Enard
et al., 2009; Groszer et al., 2008; Vernes et al., 2011), and
that seemed to be specific for corticobasal ganglia cir-
cuitry (Reimers-Kipping, Hevers, Paabo, & Enard, 2011).

The timing of these amino acid substitutions has been
a matter of some debate. Initial studies estimated that
they had arisen within the past 200,000 years, concordant
with evidence that the FOXP2 locus had been subject to
Darwinian selection during the origin of modern humans
(Enard et al., 2002). However, subsequent work has

indicated that the supposedly human-specific substitu-
tions are also found in Neanderthal samples, indicating
an earlier origin and predating the human�Neanderthal
split several hundred thousand years ago (Krause et al.,
2007). Further investigations revealed noncoding changes
(i.e., those that do not affect amino acid sequences) that
occurred on the human lineage after the split from
Neanderthals, and that might have affected the way that
the expression of FOXP2 is regulated. It is possible that
these later changes may impact on functions of the gene
and could explain the evidence of relatively recent
Darwinian selection at the locus (Ptak et al., 2009). Thus,
human FOXP2 may have been subject to multiple selec-
tive events during human evolution, which might have
involved modifications of its functions in neural circuitry.
Obviously, we cannot go back in time to formally test
whether such modifications were really relevant for the
emergence of language. Regardless, based on its deeper
evolutionary history, it is unlikely that FOXP2 was a
sole trigger for appearance of this complex suite of skills,
but instead it represents one piece of a complex puzzle
involving other factors (Fisher & Ridley, 2013).

2.7 CONCLUSIONS

FOXP2 is not the only gene to have been implicated
in speech and language, although it provides perhaps
the clearest links to the underlying biology. For exam-
ple, studies of common forms of SLI have suggested
several other candidates, like CNTNAP2 (introduced
above), ATP2C2, and CMIP (Newbury & Monaco,
2010; Newbury et al., 2009). As genomic technologies
continue to advance at an astonishing rate, we can
expect more and more of the critical molecules to be
uncovered (Deriziotis & Fisher, 2013). This chapter has
sought to provide an illustration of the new vistas that
open up after the identification of a language-related
gene, emphasizing that such a discovery is just a
starting point for functional investigations. One emerg-
ing approach in the language sciences that has not yet
achieved its full potential is that of neuroima-
ging genetics, that is, testing for associations between
genetic variants and variability in structure and/or
function of language-related circuits of the human
brain. Investigations of structural and functional conse-
quences of rare mutations associated with disorder
have been informative (Liegeois et al., 2003, 2011;
Vargha-Khadem et al., 1998; Watkins, Vargha-Khadem
et al., 2002). However, the effects of common variations
in genes of interest have been more difficult to decipher
(Hoogman et al., 2014), and reports have generally been
underpowered for detecting biologically meaningful
effects (Bishop, 2013; Graham & Fisher, 2013). It is likely
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that large-scale sophisticated studies involving genetic
information, structural and function neuroimaging data,
and performance on cognitive measures will yield excit-
ing new insights. Overall, these developments in bridging
genes, neurons, circuits, brains, and cognition are bring-
ing us closer to understanding the basis of our most
mysterious human capacities.
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The lateral frontal cortex is a heterogeneous region
comprising several distinct areas that differ both in terms
of their cellular architecture (cytoarchitecture) and their
connections with other cortical and subcortical areas
(Figure 3.1). The posterior part of the frontal lobe
includes several motor and premotor areas that lie
mostly on the precentral gyrus (region in white in
Figure 3.1). The compact layer of small neurons (layer IV)
clearly separating the pyramids of layer III from those
of layer V in primary sensory cortex and other isocorti-
cal areas is difficult to discern in the motor/premotor
areas because these small neurons are intermixed with
larger pyramidal neurons, leading to the tradition of
referring to these areas as “agranular.” However, these
so-called agranular isocortical motor areas do have
small interneurons and must not be confused with the
truly agranular phylogenetically older areas of the
limbic region of the brain (Garcı́a-Cabezas & Barbas,
2014). Anterior to these motor areas are several
cytoarchitectonic areas that exhibit a compact and
distinct layer IV, and this region is often referred to as
the “granular” frontal cortex or the “prefrontal” cortex.
These prefrontal cortical areas have been shown to par-
ticipate in several higher-order control processes that
regulate attention to the environment, working mem-
ory, various aspects of controlled memory retrieval,
and behavioral adjustment to changes in the environ-
ment (see reviews in Stuss & Knight, 2013). The part of
the lateral frontal cortex that extends anterior to the pre-
central gyrus is traditionally divided into three gyri: the
superior, middle, and inferior frontal gyri. The caudal
part of the prefrontal cortex on the superior and middle
frontal gyri is occupied by subdivisions of area 8, a corti-
cal region regulating attentional processes, which is
succeeded anteriorly by the mid-dorsolateral prefrontal
region (area 46 and the related areas 9/46) that plays
a major role in certain aspects of working memory,
such as the tracking of self-generated and externally

generated events in working memory (Petrides, 1996,
2013). Although we might expect the specific roles of
these areas in attentional control and working memory
to be reflected in language processing, the dorsolateral
prefrontal areas are not core language areas in the sense
that neither fundamental language comprehension nor
production is impaired.

The part of the frontal lobe that is most relevant to
language processing is the inferior frontal gyrus and
the adjacent ventral part of the precentral gyrus,
namely the ventrolateral frontal region (Figure 3.2).
The motor representation of the orofacial part of the
body is found on the ventral part of the precen-
tral gyrus (Penfield & Boldrey, 1937; Penfield &
Rasmussen, 1950). The ventral part of the primary
motor cortex (Brodmann area 4) that represents the
orofacial musculature is largely hidden in the anterior
bank of the central sulcus and, therefore, most of the
cortex on the crown of the ventral precentral gyrus is
occupied by premotor cortex (i.e., area 6) (Brodmann,
1909). More recent studies have identified two pre-
motor cortical areas on the ventral precentral gyrus, a
caudal one, area 6VC (ventrocaudal part of area 6; also
known as area F4), and a rostral area, area 6VR
(ventrorostral part of area 6; also known as area F5)
(see Petrides, 2014, for details). The terms “area F1”
(corresponding to area 4), “area F4” (corresponding to
area 6VC), and “area F5” (corresponding to area 6VR)
were proposed for comparable areas in the macaque
monkey by Matelli, Luppino, and Rizzolatti (1985).
Immediately anterior to the orofacial part of the precen-
tral gyrus lies the posterior part of the inferior frontal
gyrus, namely the pars opercularis, which is occupied
by cortical area 44 and is succeeded anteriorly by the
pars triangularis (area 45) (Figures 3.1 and 3.2).

The posterior part of the inferior frontal gyrus in the
language-dominant hemisphere is traditionally con-
sidered to be the classical Broca’s region, namely the
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frontal cortical region that plays a critical role in cer-
tain aspects of language production (Friederici, 2011;
Geschwind, 1970; Grodzinsky, 2000). Several attempts
have been made to specify more precisely the critical
zone for language within the inferior frontal gyrus on
the basis of clinical�anatomical correlation studies, but
these efforts had only limited success because lesions
in human subjects are rarely restricted to specific

subdivisions of the inferior frontal region (Mohr, 1976;
Mohr et al., 1978). The syndrome of Broca’s aphasia,
which is characterized by severe impairment in lan-
guage production (including impaired syntactic pro-
cessing), is the result of massive damage to the
territory of the upper division of the middle cerebral
artery and involves not only the cortical structures in
the posterior part of the inferior frontal gyrus (i.e.,
areas 44 and 45) but also the adjacent frontoparietal
opercular region and the anterior parts of the insula
(Ackermann & Riecker, 2004; Baldo, Wilkins, Ogar,
Willock, & Dronkers, 2011; Dronkers, 1996; Mohr,
1976). The best evidence thus far linking specific parts
of the inferior frontal gyrus to language production
has been obtained from electrical stimulation of the
cerebral cortex under local anesthesia during brain sur-
gery. In this approach that is motivated by the need to
spare cortex critical for language during brain surgery,
the critical region for speech is considered to be the
part of the cortex from which dysphasic speech arrest
can be evoked by the application of electrical

FIGURE 3.1 Cytoarchitectonic map of the lateral surface of the
human and the macaque monkey frontal lobe by Petrides and Pandya
(1994). The white region on the precentral gyrus is the primary motor
cortex (area 4) and the various subdivisions of the premotor region
(area 6). The inset shows the location of area 44 in the macaque monkey
in the fundus of the inferior limb (ramus) of the arcuate sulcus.

FIGURE 3.2 The sulcal and gyral morphology of the ventrolateral
frontal region in the human brain. The shaded region represents
the orbitofrontal cortex that is continuous with the pars orbitalis of the
inferior frontal gyrus. Abbreviations: aalf, anterior ascending ramus of
the lateral fissure (ascending sulcus, vertical sulcus); ascs, anterior
subcentral sulcus; cs, central sulcus; ds, diagonal sulcus; half, horizon-
tal anterior ramus of the lateral fissure (horizontal sulcus); IFG,
inferior frontal gyrus; ifs, inferior frontal sulcus; iprs, inferior precen-
tral sulcus; los-p, posterior ramus of the lateral orbital sulcus; MFG,
middle frontal gyrus; Op, pars opercularis of the inferior frontal
gyrus; Or, pars orbitalis of the inferior frontal gyrus; PrG, precentral
gyrus; prts, pretriangular sulcus; ScG, subcentral gyrus; STG, superior
temporal gyrus; sts, superior temporal sulcus; Tr, pars triangularis of
the inferior frontal gyrus; ts, triangular sulcus (incisura capitis).
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stimulation (Duffau, Moritz-Gasser, & Mandonnet,
2014; Ojemann, 1992; Ojemann, Ojemann, Lettich, &
Berger, 1989; Penfield & Roberts, 1959; Rasmussen &
Milner, 1975). Dysphasic speech arrest occurs most
reliably from stimulation of the pars opercularis (area
44) (Rasmussen & Milner, 1975), although speech arrest
can also be evoked from stimulation of the posterior
part of area 45. Stimulation of the ventral precentral
region, where the orofacial musculature is represented,
also interferes with speech, primarily in the form of dys-
arthria and evoked vocalization responses caused by
disruption of normal activity in the motor circuits neces-
sary for speech articulation (Penfield & Roberts, 1959;
Rasmussen & Milner, 1975).

The studies of Penfield and colleagues established
another important region for speech on the posterior
part of the dorsomedial surface of the frontal lobe, the
supplementary motor area. Vocalization, as well as
interference with speech, can result from stimulation
of the supplementary motor area (Penfield & Welch,
1951). Several studies have shown that lesions of the
dorsomedial frontal region, which include the sup-
plementary motor area but are not restricted to it,
lead to significant reduction in speech (Chapados &
Petrides, 2013; Goldberg, 1985; Krainik et al., 2003;
Nachev, Kennard, & Husain, 2008; Rostomily, Berger,
Ojemann, & Lettich, 1991). Furthermore, three somato-
topically organized motor areas just ventral and
anterior to the supplementary motor region, originally
shown in the monkey brain (Dum & Strick, 1993), have
also been recently demonstrated in the human brain
(Amiez & Petrides, 2014), and there is some evidence
that the cingulate motor region may also play a role in
speech (Paus, Petrides, Evans, & Meyer, 1993).

3.1 CYTOARCHITECTONIC AREAS
OF THE VENTROLATERAL
PREFRONTAL CORTEX

Anterior to the ventral premotor region lies a corti-
cal area in which irregular patches of small neurons
appear between the pyramidal neurons of layers III
and V (Figure 3.3). This area that occupies the most
caudal subdivision of the inferior frontal gyrus, the
pars opercularis, is Brodmann area 44 (area FCBm of
Economo & Koskinas, 1925) (Figure 3.1). Area 44 is
succeeded anteriorly by prefrontal area 45, which lies
on the pars triangularis of the inferior frontal gyrus. In
area 45, the small neurons of layer IV create a compact
layer and, therefore, the pyramidal neurons of layers
III and V are clearly separated (compare Figures 3.3
and 3.4) (Amunts et al., 1999; Petrides & Pandya, 1994,
2002). Area 45 is further characterized by clusters of
unusually large and deeply stained pyramidal neurons

in the deep part of layer III, a characteristic that
unambiguously differentiates area 45 from the sur-
rounding prefrontal areas. This unusual characteristic of
area 45 led Economo and Koskinas (1925) to refer to it as
area FDΓ; the Greek letter Γ refers to the clusters of
giant-like neurons in layer III (Figure 3.4). In conclusion,
starting from the ventral part of the central sulcus where
the orofacial part of the primary motor cortical area 4 is
represented, and proceeding in an anterior direction,
there are two premotor areas, 6VC and 6VR, that are
succeeded by the transitional area 44 and, further
anterior, by the prefrontal cortical area 45 (Figure 3.1).

Anterior and ventral to area 45 lies area 47/12, which
occupies the pars orbitalis of the inferior frontal gyrus
(Figure 3.1). Although area 47/12 has not been tradi-
tionally considered as a core language area, recent func-
tional neuroimaging studies have suggested that it may
play a major role in the controlled access to stored con-
ceptual representations (Badre & Wagner, 2007) and
semantic unification (Zhu et al., 2012). Thus, we pro-
vide a brief discussion of its identification and cytoarch-
itecture here because the architectonic description of

FIGURE 3.3 Photomicrograph of area 44 in the human brain.
Note the interrupted layer IV, highlighted with yellow. The Roman
numerals I�VI mark the six layers of the cortex. Calibration bar
equals 1 mm. From Petrides (2014) with permission from the publisher.
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this cortical region has generated considerable confu-
sion. Brodmann (1909) used the term “area 47” to refer
to a region ventral to area 45 that extends through most
of the caudal orbital frontal region. Brodmann (1909)
commented on the heterogeneity of this region and
pointed out that he did not delineate its various parts.
The region included in area 47 by Brodmann ranges
from a ventrolateral granular part that lies just below
area 45 and exhibits a distinct layer IV which separates
clearly the pyramidal neurons of layer III from those of
layer V, followed by a dysgranular part in which the
separation between layers III and V is interrupted and,
finally, an agranular part close to the medial end of the
posterior orbitofrontal region. The ventrolateral part of
Brodmann area 47 corresponds to the caudal part of the
area that Petrides and Pandya (1994, 2002) labeled as
area 47/12 (Figure 3.1). Area 47/12 corresponds to a
ventrolateral prefrontal area in the macaque monkey
brain that had previously been referred to as area 12 by
Walker (1940). The dysgranular part of area 47 of
Brodmann, which lies on the orbital frontal cortex, was

named area 13 by Petrides and Pandya (1994, 2002)
to be consistent with the label of the homologous
region in the macaque monkey and should not be
confused with area 47/12. Area 47/12 is a prefrontal
area with a compact layer IV. It differs from area 45
in that its layer III lacks the clusters of unusually
large neurons found in area 45. Thus, the distinction
between area 47/12 and area 45 can be made easily,
permitting a reliable placing of the border between
these two areas. Nonetheless, both are related granu-
lar frontal areas and constitute the mid-ventrolateral
prefrontal system for active controlled memory
retrieval (Petrides, 1996, 2002).

3.2 PARIETAL AND TEMPORAL
CORTICO-CORTICAL CONNECTION

PATTERNS OF THE LANGUAGE
PRODUCTION AREAS IN THE

VENTROLATERAL FRONTAL REGION

We know from classical gross dissection studies of
the white matter in human cadaver brains that various
bundles (fasciculi) of cortico-cortical axons connect the
inferior parietal lobule, the lateral temporal cortex, and
the occipito-temporal junction region with the ventro-
lateral frontal cortical areas (Klingler, 1935; Ludwig &
Klingler, 1956). However, neither the classical gross
dissection of these fasciculi in cadaver brains nor their
modern reconstructions with diffusion MRI methods
in vivo can demonstrate the precise origin of these
axons within specific cytoarchitectonic cortical areas or
their precise termination within particular cortical
areas (Campbell & Pike, 2014; Petrides, 2014; Thomas
et al., 2014). The relatively recent demonstration of the
homologues of the ventrolateral frontal areas 44 and 45
in the macaque monkey (Petrides, Cadoret, & Mackey,
2005; Petrides & Pandya, 1994, 2002) has permitted
exploration of their precise cortico-cortical connections
using invasive anterograde and retrograde tract tracing
methods that are the gold standard for establishing
precise connections in the brain (Frey, Mackey, &
Petrides, 2014; Petrides & Pandya, 2002, 2009). More
recent studies with resting state functional MRI have
permitted the testing of hypotheses, based on the
macaque monkey studies, regarding the connectivity
patterns of the various ventrolateral frontal cortical
areas in the human brain. Such studies have pro-
vided evidence that the cortico-cortical connectivity
patterns of the ventrolateral frontal areas in the
human brain are comparable with those established
in the macaque monkey (Kelly et al., 2010; Margulies
& Petrides, 2013).

As a rule, all adjacent cortical areas are intercon-
nected. Thus, it is the distant connections of the

FIGURE 3.4 Photomicrograph of area 45 of the human brain.
Note the continuous compact layer IV, highlighted with yellow,
which clearly separates layer III pyramidal neurons from those of
layer V. Calibration bar equals 1 mm. From Petrides (2014) with per-
mission from the publisher.
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various ventrolateral frontal areas with specific parie-
tal, temporal, and occipital areas that require clarifica-
tion. Primary motor cortical area 4 and the adjacent
area 6VC are strongly connected with somatosensory
cortical areas on the postcentral gyrus (Figure 3.5),
therefore forming a local peri-central association sys-
tem for orofacial sensorimotor control (Pons & Kaas,
1986; Vogt & Pandya, 1978). By contrast, area 6VR and
area 44 are connected with the most anterior part of
the inferior parietal lobule via the third branch of the
superior longitudinal fasciculus (SLF III) (Figure 3.5).
This is a distinct part of the parieto-frontal association
fiber system, first identified in the macaque monkey
(Petrides & Pandya, 1984) and later confirmed with
diffusion MRI in the human brain (Frey, Campbell,
Pike, & Petrides, 2008; Makris et al., 2005). In the
human brain, the rostral part of the inferior parietal
lobule forms the morphological entity known as the
supramarginal gyrus that is occupied by area PF,
anteriorly, and area PFG, posteriorly (Petrides, 2014).
The rostral part of the ventral premotor cortex (area
6VR; also known as F5) has been shown to be most
strongly linked with area PF while area 44 with area
PFG in the monkey brain (Frey et al., 2014; Petrides &
Pandya, 2009) and in the human brain (Margulies &

Petrides, 2013; Petrides, 2014) (Figure 3.5). Areas 6VR
and 44 are also linked with the cortex in the anterior
part of the intraparietal sulcus (area AIP).

Prefrontal area 45 has a strikingly different cortico-
cortical connection profile. Area 45 is linked with the
cortex in the caudal part of the inferior parietal lobule,
area PG, and the nearby cortex in the intraparietal
sulcus (area LIP) via the second division of the super-
ior longitudinal fasciculus (SLF II) in the monkey brain
(Frey et al., 2014; Petrides & Pandya, 2009) and in the
human brain (Margulies & Petrides, 2013; Petrides,
2014) (Figure 3.6). Importantly, area 45 is additionally
linked with auditory association cortical areas in the
mid-section of the superior temporal gyrus and adjacent
multisensory cortex in the superior temporal sulcus and
adjacent middle temporal gyrus via the extreme capsule
fasciculus, a bundle of axons first discovered in the
macaque monkey (Petrides & Pandya, 1988, 2009) and
later confirmed to exist also in the human brain (Frey
et al., 2008). Area 44 receives relatively minor connec-
tions from the mid-temporal auditory and multimodal
temporal cortex via the extreme capsule fasciculus
(Figure 3.6).

The accumulating recent evidence regarding the
precise cortico-cortical connectivity of areas 44 and 45,
which in the language-dominant hemisphere of the
human brain are known as Broca’s region, has
revealed a much richer connectivity profile than what
had traditionally been presented in standard textbooks

FIGURE 3.5 Lateral view of the left cerebral hemisphere of the
human brain to illustrate the local peri-central association pathway
(in red) linking the primary motor cortical area 4 and the caudal area
6 (i.e., 6VC) with somatosensory cortex on the postcentral gyrus. The
cortex of the supramarginal gyrus (areas PF and PFG) and the adja-
cent anterior intraparietal sulcus (AIP) connect with the rostral
premotor cortex (area 6VR) and area 44 via the third branch of the
superior longitudinal fasciculus (SLF III) shown in green. Area 44 is
also connected with the posterior part of the superior temporal region
via the arcuate fasciculus (AF) shown in yellow. Note that adjacent
cortical areas are connected with each other and areas 4 and 6VC also
have local connections with adjacent frontoparietal opercular areas and
insula, but these local connections are not shown in order not to crowd
the diagram. From Petrides (2014) with permission from the publisher.

FIGURE 3.6 Lateral view of the left cerebral hemisphere of the
human brain to illustrate parietal and temporal connections of
prefrontal area 45. The cortex of the angular gyrus (area PG) con-
nects with the cortex of the pars triangularis (area 45) via the second
branch of the superior longitudinal fasciculus (SLF II). Area 45 is
also connected with the posterior part of the superior temporal
region via the arcuate fasciculus (AF) shown in yellow and the lat-
eral part of the temporal lobe via the extreme capsule fasciculus
(ECF). From Petrides (2014) with permission from the publisher.
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of the neural basis of language. Under the influence of
Geschwind (1970), the arcuate fasciculus, a bundle of
axons arching around the end of the lateral fissure,
was considered to be the main language pathway link-
ing the temporal language comprehension region with
the ventrolateral frontal region critical for speech
production (Catani & Mesulam, 2008; Petrides, 2014).
Diffusion MRI can easily reconstruct an arching set of
fibers around the end of the lateral fissure, but it is not
possible to establish the precise origin and termination
of these fibers. Examination of the arcuate fasciculus in
the macaque monkey brain has revealed a number of
interesting details. First, the fibers originating from
the crown of the most posterior part of the superior
temporal gyrus do not terminate in area 44, but rather
in the dorsal premotor region and adjacent dorsal pre-
frontal area 8Ad (Petrides & Pandya, 1988). Later, we
learned that the neurons whose axons project to the
ventrolateral frontal area 44 lie in the adjacent superior
temporal sulcus (Frey et al., 2014; Petrides, 2014).

3.3 FUNCTIONAL IMPLICATIONS

What clues can the anatomical studies provide
about the functional organization of the ventrolateral
frontal region? First, it is clear that there is a distinct
peri-central sensorimotor circuit formed by local asso-
ciation fibers that link primary motor area 4 and the
adjacent caudal premotor area 6VC with the somato-
sensory cortex in the postcentral gyrus (Figure 3.5) and
somatomotor areas in the nearby frontoparietal oper-
culum; there are also longer connections from the
motor region to the insula and the supplementary
motor cortex. It is reasonable to assume that this
local sensorimotor circuit underlies the most detailed
aspects of orofacial articulation. Thus, lesions relatively
limited to the peri-central sensorimotor cortex (includ-
ing the frontoparietal operculum and adjacent insula)
might be expected to result in articulatory deficits, and
there is considerable evidence for such impairments in
the literature (Ackermann & Riecker, 2004; Baldo et al.,
2011; Dronkers, 1996; Graff-Radford et al., 2014).

The local peri-central sensorimotor circuit is suc-
ceeded anteriorly by the longer association fiber
system of the third branch of the superior longitudinal
fasciculus (SLF III) that links the anterior premotor
cortical area 6VR and the transitional area 44 with the
supramarginal cortex and the cortex in the anterior
part of the intraparietal sulcus (Figure 3.5). The ante-
rior part of the inferior parietal lobule (i.e., the supra-
marginal gyrus) is a multimodal cortical region with a
focus on an integrated representation of the body.
In the monkey, neurons in the anterior inferior pari-
etal lobule exhibit complex body-centered responses

(Hyvarinen & Shelepin, 1979; Leinonen, Hyvarinen,
Nyman, & Linnankoski, 1979; Robinson & Burton, 1980;
Taira, Mine, Georgopoulos, Murata, & Tanaka, 1990). It
should be noted that, in this older macaque monkey
literature, areas PF and PFG were referred to as area 7b.
In the left hemisphere of the human brain, this parieto-
frontal circuit formed by the third branch of the
superior longitudinal fasciculus (SLF III) and perhaps
the arcuate fasciculus has been shown to be involved in
phonological processing (Saur et al., 2008). For instance,
a recent functional neuroimaging study has provided
strong evidence that the supramarginal gyrus in the
left hemisphere is involved in phonological processing,
but there was no evidence of such processing in the
posterior inferior parietal lobule, such as in area PG in
the left angular gyrus (Church, Balota, Petersen, &
Schlaggar, 2011). Thus, we can assume that a phyloge-
netically old primate parieto-ventrolateral premotor
circuit controlling orofacial action has been adapted in
the language-dominant hemisphere of the human brain
for phonological processing.

The parietal connectivity of prefrontal area 45 is
different from that of area 44 (compare Figures 3.5
and 3.6). Area 45 is linked via the second branch
of the superior longitudinal fasciculus (SLF II)
with the caudal part of the inferior parietal region,
which in the human brain constitutes the angular
gyrus (area PG) and the adjacent intraparietal sulcal
cortex (Petrides & Pandya, 1984, 2009). In the human
brain, there is evidence for involvement of the left
angular gyrus in semantic processing (Binder, Desai,
Graves, & Conant, 2009) and reading (Segal &
Petrides, 2013). Furthermore, area 45 has massive
connections with the auditory association region of the
superior temporal gyrus and the adjacent multisensory
cortex in the superior temporal sulcus and adjacent
middle temporal gyrus via the extreme capsule fascicu-
lus (Frey et al., 2008; Petrides, 2014; Petrides & Pandya,
2009). The extreme capsule fasciculus, first discovered
in the macaque monkey (Petrides & Pandya, 1988) and
later shown to exist also in the human brain (Frey
et al., 2008), has become the focus of intense interest in
recent years as possibly the ventral language system
underlying semantic processing (Saur et al., 2008).
Area 45 is a rather special prefrontal area. In addition
to its strong connections with auditory and multi-
sensory lateral temporal cortex related to the semantic
system and its connections with the angular gyrus, it
has widespread and strong connections with virtually
all the other prefrontal areas. This unique prefrontal
cortical area has direct access to the mid-dorsolateral
prefrontal monitoring system (areas 46 and 9/46), the
posterior dorsolateral attentional systems (areas 8Av,
8Ad, and 8B), and orbitofrontal emotional and motiva-
tional control systems, while at the same time having
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access to auditory and semantic temporal and parietal
information processing systems. Thus, it is in a critical
position to mediate between widespread prefrontal
control systems and the processing of language infor-
mation at the highest levels. This unique connec-
tional profile led us to refer to this area as the great
prefrontal integrator (Petrides, 2014).

What might be the special role of ventrolateral
prefrontal area 45 and the related nearby area 47/12?
There is now considerable evidence that this ventro-
lateral prefrontal region is critical for the active con-
trolled retrieval of information that lies in posterior
parietal cortex and the lateral temporal cortex
(Petrides, 1996, 2002). The role of area 45 in the left
hemisphere of the human brain can be viewed as the
adapting of its general role in the active controlled
retrieval of information to the retrieval of verbal infor-
mation in the language-dominant hemisphere. If this
argument were to be true, one might expect the left ven-
trolateral prefrontal region (area 45) to be critical for the
retrieval of verbal information acquired in specific con-
texts (Petrides, Alivisatos, & Evans, 1995), the retrieval of
words that belong to particular categories (Amunts et al.,
2004; Poldrack et al., 1999), the retrieval of synonyms
within the same language or corresponding words
across languages (Klein, Milner, Zatorre, Meyer, &
Evans, 1995), and, more generally, processing in the
semantic system (Saur et al., 2008).

In conclusion, in the ventrolateral frontal region of
the primate brain there are three distinct distributed
neural circuits. First, a circuit focused on the prefrontal
granular cortical area 45 (and the adjacent prefrontal
area 47/12) that, via its links with the angular gyrus of
the inferior parietal lobule and the lateral temporal
region (auditory, multisensory, and high-level visual
processing), underlies the active controlled retrieval of
semantic information (Badre & Wagner, 2007; Petrides,
1996, 2002). Second, a high-level premotor circuit
focused on the transitional area 44 and the adjacent
rostral premotor area 6VR, via links to the supra-
marginal gyrus and the caudal superior temporal
gyrus, appears to underlie phonological processing in
the language-dominant hemisphere of the human
brain. Finally, the caudal premotor area 6VC and the
primary motor cortex (area 4) together with their local
somatic sensory connections underlie fine aspects of
orofacial articulation. How can we link these findings
to language production? We argue that, regardless of
whether a verbal propositional utterance is self-
generated or driven by an external question, it must be
initiated by the selective controlled retrieval of infor-
mation that is relevant to the question that the subject
must address. This type of controlled retrieval
depends on ventrolateral prefrontal cortical areas 45
and 47/12. These areas are linked, in turn, with

transitional area 44, which by virtue of both its
location and connections, may act as the intermediary
between pure cognitive retrieval and motor articu-
lation, such as the go-between truly prefrontal
ventrolateral cortex (areas 45 and 47/12) and purely
motor/premotor cortex (areas 6VC and 4). This transi-
tional area, through its linkage with the multisensory
but somatomotor focused supramarginal gyrus and
the posterior superior temporal region, appears to
form a critical phonological circuit. Finally, the sensori-
motor peri-central circuit controls the details of articu-
lation in speech. Thus, we can construe three levels of
hierarchical processing leading from cognitive selec-
tion of what must be articulated (prefrontal areas 45
and 47/12) to high-level planning of motor/syntactical
aspects of linguistic action (area 44 and rostral area
6VR) to the details of movement articulation (areas 4
and 6VC and their somatomotor connections).

3.4 NON-VENTROLATERAL
PREFRONTAL AREAS AND THEIR
POSSIBLE ROLE IN LANGUAGE

What might be the role of dorsolateral prefrontal
areas lying on the middle and superior frontal gyrus
in language? Damage to these areas yields severe
impairments in certain aspects of working memory
and in attention control, but there are no obvious
impairments in language production or compre-
hension. However, one might expect the specific
contribution of these areas to cognitive processing to
be reflected in verbal information processing, particu-
larly in the left hemisphere, because it is obvious that
language processing involves virtually all aspects of
higher cortical processing. For instance, it has been
established that the mid-dorsolateral prefrontal cor-
tical region (areas 46 and 9/46) is critical for the
monitoring of information in working memory
(Petrides, 2013). Damage to the mid-dorsolateral
prefrontal cortex in the language-dominant left hemi-
sphere yields an impairment in the monitoring of
verbal information in working memory and neuro-
imaging studies show increased activity in the
mid-dorsolateral prefrontal region during verbal
working memory tasks when the monitoring require-
ments are taxed (Petrides, Alivisatos, Meyer, &
Evans, 1993). Of special interest is a particular
component of the mid-dorsolateral prefrontal region,
area 9/46v, which is strongly connected with areas
44 and 45 and also with the supramarginal gyrus
(Figure 3.5). This area is an essential component of
the mid-dorsolateral prefrontal region for the
monitoring of verbal information.
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4.1 GROSS ANATOMY OF THE IPL
AND IPS

The inferior parietal lobule (IPL) covers the ventral
aspect of the posterior parietal cortex (Figure 4.1, top
right). The rostral and dorsal borders are well-defined,
being the postcentral sulcus and the intraparietal sulcus
(IPS), respectively. The ventral rim is provided by the
Sylvian fissure in its rostral aspect, but there is no such
clear definition for the caudal aspect, where the IPL
directly merges into the posterior parts of the superior
and middle temporal gyri. The caudal border of the IPL
is equally loosely defined because there is no prominent
demarcation from the occipital lobe. The IPL is com-
posed of two gyri, the supramarginal gyrus rostrally
and the angular gyrus caudally. These are separated by
the primary intermediate sulcus of Jenssen, which is
highly variable across brains because it is only present
in 24% of the right hemisphere and 80% of the left
hemisphere (Ono, Kubik, & Abernathey, 1990). The
supramarginal gyrus is situated dorsal to the caudal
aspect of the Sylvian fissure. The angular gyrus typi-
cally bends around the angular sulcus, which is a con-
tinuation of the dorsal-posterior segment of the
superior temporal sulcus.

The IPS is the most prominent sulcus within the
posterior parietal cortex. It separates the superior from
the IPL, and thus runs mainly in the rostrocaudal
direction. In most cases, the IPS is directly connected
to the postcentral sulcus (64% of the right hemisphere
and 72% of the left hemisphere; Ono et al., 1990) or
starts immediately adjacent to it (36% of the right

hemisphere and 28% of the left hemisphere; Ono et al.,
1990). It usually ends in or close to the transverse
occipital sulcus and the lateral aspect of the parieto-
occipital sulcus. The IPS typically exists as one contin-
uous sulcus (28% of the right hemisphere and 72% of
the left hemisphere; Ono et al., 1990) or as a sulcus
with two segments (68% of the right hemisphere and
28% of the left hemisphere; Ono et al., 1990).

4.2 MODERN PARCELLATION
OF THE IPL AND IPS

4.2.1 Human

Microstructural parcellations of the IPL can
already be found in most of the classical brain maps
of the early 20th century. They are based on cytoarch-
itectonic as well as myeloarchitectonic criteria.
Campbell (1905) described one common type of pari-
etal architecture that encompassed the IPL as well as
the IPS and the superior parietal lobule (SPL). The
first distinction within the IPL was mentioned by
Smith (1907), who found not only a division into ros-
tral and caudal IPL (areas pariB and pariA) according
to the two main gyri but also a further subdivision
within rostral IPL, covering the lateral aspect of the
parietal operculum (area pariC). Two years later,
Brodmann (1909) provided the most famous parcella-
tion of the IPL, identifying the well-known bipartition
into a rostral and a caudal part (BA 40 and BA 39).
Using myeloarchitectonic criteria, Vogt (1911) and
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Vogt and Vogt (1919) found four major areas within
the IPL (areas 74, 88, 89, and 90) with several
subareas with modulations of the overall myeloarchi-
tectonic pattern. In 1920, Flechsig proposed a rostro-
caudal tripartition of the IPL (areas 26, 37, and 42).
von Economo and Koskinas (1925) again adopted the
idea of Brodmann of having two major cytoarchitec-
tonic patterns within the IPL (rostral area parietal F
(PF) and caudal area parietal G (PG)). Additionally,
they identified four local variations of the PF pattern,
that is, an opercular area PFop, caudal to area PFcm
(columnata magnocellularis), a rostral area PFt (tenui-
corticalis), and a caudal variation at the border to PG,
area PFm (magnocellularis).

Later, these pioneering maps were largely repli-
cated. Gerhardt (1940) and Batsch (1956) mainly
adopted the parcellation scheme of Vogt and Vogt
(1919), amending it by additional subdivisions of the
areas. Similar results were obtained by Hopf and
Vitzthum (1957) and Hopf (1969) who suggested a sim-
ilar complex myeloarchitectonic organization within
the IPL. Sarkissov, Filimonoff, and Preobrashenskaya
(1949) again built on Brodmann’s bipartition and
described additional subfields within these areas
(40op, 40p, 40i, and 39p).

In 1984, Eidelberg and Galaburda described a ros-
trocaudal sequence of areas within the IPL (areas PF,
parietal F-G (PFG), PG, and occipito-parietal G (OPG))
that largely resembled that found in macaques at
approximately the same time (Pandya & Seltzer, 1982).
Additionally, they described an asymmetry in the cau-
dal part of the IPL: the volume of area PG was larger
in the left hemisphere than in the right hemisphere,
but only in those brains in which the planum tempor-
ale was also larger in the left as compared with the
right hemisphere. They assumed this asymmetry to be
relevant for the left-lateralized language network
because it resembled known asymmetries toward the
left in language-relevant areas.

Recently, a novel parcellation scheme of the IPL into
seven cytoarchitectonically distinct areas was proposed
(Caspers et al., 2006, 2008) using an observer-
independent, quantitative, statistically testable map-
ping approach in a sample of 10 postmortem brains
(Figure 4.1, bottom right). There are five areas in a ros-
trocaudal sequence (areas PFt, PF, PFm, PGa, and PGp)
and two ventral areas in the caudal aspect of the parie-
tal operculum (areas PFop and PFcm). All five areas on
the lateral surface of the IPL abut on areas of the IPS,
whereas the ventral areas directly border the areas of

PPC and its division by IPS into SPL and IPL in humans
from Masud Husain & Prashkev Nachev (http://dx.doi.org/10.1016/j.tics.2006.10.011)
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3D reconstruction of maximum probability maps of the cytoarchitectonic areas
(PFop, PFt, PF, PFm, PFcm, PGa, PGp) defined within the human IPL

from Svenja Caspers, Simon Eickhoff, Tobias Rick, Anette von Kapri, Torsten Kuhlen, Ruiwang Huang,
Nadim Jon Shah & Karl Zilles (http://dx.doi.org/10.1016/j.neuroimage.2011.06.027)

FIGURE 4.1 Gross anatomy (top) and parcellation (bottom) of IPL and IPS in humans (right) and monkeys (left). From Caspers et al. (2006,
2008, 2011) and Husain & Nachev (2006) with permission from the publisher.
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the secondary somatosensory cortex (i.e., areas OP1 and
OP4; Eickhoff, Amunts, Mohlberg, & Zilles, 2006;
Eickhoff, Schleicher, Zilles, & Amunts, 2006). The most
rostro-dorsal area PFt additionally borders area 2 of the
primary somatosensory cortex. It is characterized by
well-separated layers: a cell-dense layer II, mid to large
pyramidal cells in lower layer III, and layer V is sepa-
rated into an upper part and lower part. Area PFop is
located immediately ventral to it. The layers are less
well-separated, layer IV is sparsely developed, and
layer V cannot be subdivided further. Caudal to these
areas, areas PF and PFcm abut in the dorsal and ventral
aspects, respectively. Area PF is overall very cell-dense;
neurons of neighboring layers, particularly those of
layers III/IV, IV/V, and V/VI, are heavily intermingled
with each other, and there is a pronounced superficial-
to-deep increase in pyramidal cell size in layer III. Area
PFcm is characterized by a pronounced columnar
arrangement of the cells across layers III to VI and large
pyramidal cells in lower layer III. Area PFm is located
at the transition between the supramarginal and angu-
lar gyrus, which is also reflected at the cytoarchitectonic
level, having characteristics of both. Layer IV is better
developed, there are large pyramidal cells in lower
layer III, and layer V is again separable into an upper
and lower part. The angular gyrus is covered by two
areas: PGa and PGp. Area PGa is characterized by a
shift of layer IV to a more superficial position, causing
the supragranular layers to be smaller, a thin layer II, a
sudden change in pyramidal cell size from upper to
lower layer III, and a well-developed layer IV. Area
PGp appears more homogeneous, with an overall
decrease in cell size, layers II and III are barely separa-
ble from each other, and layer IV stands out very clearly
against lower layer III and upper layer V.

These seven IPL areas differ not only in cytoarchi-
tectonic characteristics but also in their receptor distri-
bution patterns, reflecting their molecular architecture
(Caspers et al., 2013). The concentrations of the glutama-
tergic α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid (AMPA), the GABAergic GABAA, and the cholin-
ergic nicotinic receptors increase from rostral to caudal
areas, whereas the concentrations of the serotoninergic
5-HT1A and 5-HT2 receptors decrease. Investigating
the similarities in receptor distributions between the
IPL areas revealed a tripartition into a rostral (areas
PFt, PFop, and PFcm), middle (areas PF and PFm), and
caudal part (areas PGa and PGp; for more details, see
Figure 8 in Caspers et al., 2013). All parts show a
receptor distribution pattern similar to that of Broca’s
region, whereas middle IPL showed additional similar-
ity with the caudolateral aspect of the SPL, and caudal
IPL was also similar to extrastriate visual areas.

Considerably less is known about subdivisions within
the IPS. Except for a quite detailed parcellation into

15 cytoarchitectonic areas by Gerhardt (1940), no other
“classical” brain map provided information about the
architecture within the IPS. Recently, the anterior part of
the IPS has been subdivided into three cytoarchitectoni-
cally distinct areas: areas hIP1 and hIP2 at the bottom
and the lateral wall (adjacent to the IPL) of the sulcus,
respectively (Choi et al., 2006), and area hIP3 on the
medial wall (adjacent to the SPL; Scheperjans, Hermann,
et al., 2008; Scheperjans, Eickhoff, et al., 2008). hIP1 is
characterized by larger pyramidal cells in lower layer III,
which are clearly separated from thin layer IV by a cell-
sparse thin stripe, as well as by homogeneous layer V
with small pyramidal cells spread over the whole extent
of the layer. hIP2 contains smaller pyramidal cells within
all layers; layer II appears more cell-dense as compared
with hIP1, and layers V and VI form one continuous
infragranular band of cells. In hIP3, layers II and III are
clearly separable from each other, large pyramidal cells
dominate the architecture within lower layer III, and
layer V is comparably cell-sparse. Based on functional
studies, additional areas similar to those described in
monkeys are expected for the posterior IPS (Grefkes &
Fink, 2005; Seitz & Binkofski, 2003). At the time of
writing, this needs to be elucidated in future cytoarchi-
tectonical studies.

4.2.2 Monkey

Because quite a lot of evidence regarding the func-
tions and the structural�functional relations of the IPL
and IPS have been obtained from studies of macaque
monkeys, an overview of the respective microstruc-
tural parcellations is provided here as a basis for com-
parison with the human data.

Brodmann (1905) identified one large area within
the IPL of the macaque, BA 7. This area has been sub-
divided into rostral area 7b and caudal area 7a (Vogt
& Vogt, 1919; Figure 4.1, top left). Later, a rostrocaudal
sequence of areas within the IPL, namely areas PF,
PFG, PG, and Opt, and the adjacent caudal part of the
parietal operculum, areas PFop and PGop, were
described (Gregoriou, Borra, Matelli, & Luppino, 2006;
Pandya & Seltzer, 1982; Figure 4.1, bottom left).

Within the IPS, several areas in the lateral and
medial wall have been identified. In the anterior part,
there are the anterior, ventral, and medial intraparietal
areas (AIP, VIP, MIP), whereas the lateral, posterior,
and caudal intraparietal areas (LIP, PIP, CIP) are
located in the posterior part (Lewis & Van Essen, 2000;
Rizzolatti & Luppino, 2001; Ungerleider & Desimone,
1986). Further subdivisions of these areas have been
partially suggested using immunohistochemical stain-
ing, that is, a medial and lateral aspect of VIP (VIPm
and VIPl) or a ventral and dorsal part of LIP (LIPv and
LIPd) (Lewis & Van Essen, 2000).
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4.3 CONNECTIVITY OF THE IPL AND IPS

4.3.1 Human

The IPL is anatomically connected mainly via asso-
ciation fibers to other cortical areas. Two major fiber
bundles dominate the architecture of the white matter
underlying the IPL: the arcuate and the superior longi-
tudinal fasciculus (branch III). The arcuate fasciculus
was found to be lateralized to the left and to be separa-
ble into three major parts: one continuous part, run-
ning between Broca’s region and posterior temporal
cortex, and a parallel path (separated into two parts),
that connects Broca’s region with rostral and middle
IPL and the latter with posterior temporal cortex
(Catani, Jones, & Ffytche, 2005; Parker et al., 2005;
Powell et al., 2006). Therefore, this pathway was often
referred to as the main connection structure within the
language system of the brain. The superior longitudi-
nal fasciculus (branch III) in principle provides compa-
rable, but more widespread, connections between the
IPL and the frontal cortex (Rushworth, Behrens, &
Johansen-Berg, 2006). However, this pathway seems to
be lateralized to the right, which is assumed to be the
structural connectional architectural framework for the
visuospatial network (Thiebaut de Schotten et al.,
2011). Regarding this discussion of lateralization, it
needs to be stressed that the arcuate fasciculus has
repeatedly been reported as being a part of the
superior longitudinal fasciculus (Martino et al., 2013).

Via these fiber bundles, the IPL areas entertain dis-
tinct connections with other cortical and subcortical
areas. Rostral IPL areas are mainly connected to infe-
rior frontal, premotor, primary and secondary somato-
sensory, rostral superior parietal, and posterior
temporal areas. Moving to middle and caudal IPL
areas, the connection patterns shift to more lateral and
medial prefrontal, caudal SPL, lateral occipital, poste-
rior cingulate, and anterior middle and inferior tempo-
ral areas (Caspers et al., 2011). Caudal IPL is also
strongly connected to the parahippocampal gyrus via
the inferior longitudinal fascicle (Rushworth et al.,
2006), the hippocampus, and the basal ganglia (Uddin
et al., 2010).

Anatomical connectivity across the whole brain has
been used to parcellate the IPL into areas within dis-
tinct connection patterns. This revealed a sequence of
five areas within the left IPL and the right IPL, which
largely corresponded to the cytoarchitectonic areas
PFop, PFt, PFm, PGa, and PGp (Mars et al., 2011;
Wang et al., 2012). With a similar approach, Ruschel
et al. (2013) identified a tripartition of the IPL, which is
in line with the subdivision of the IPL based on simi-
larities in receptor distribution patterns. Using whole-
brain functional connectivity patterns as a basis for the

parcellation, a subdivision into seven functionally dis-
tinct clusters was identified within the IPL, which
could be grouped into rostral, middle, and caudal
groups of clusters (Zhang & Li, 2014). This corre-
sponds well to the parcellations obtained by the post-
mortem cytoarchitectonic and receptorarchitectonic
studies (Caspers et al., 2006, 2013).

The functional connectivity patterns of the IPL as
obtained in the resting state were found to be similar
to the structural ones. Rostral IPL is functionally con-
nected to inferior frontal and adjacent operculum and
supplementary motor and posterior temporal cortex,
whereas caudal IPL is connected with lateral and
medial prefrontal, posterior cingulate, anterior middle,
and inferior temporal cortex, and parahippocampal
gyrus (Mars et al., 2011; Yeo et al., 2011).

Within the IPS, major differences in connectivity
patterns can be found between its anterior and poste-
rior parts. The anterior IPS has predominant fiber
tracts to prefrontal regions, whereas the posterior IPS
is mainly connected to the posterior superior temporal
gyrus and retinotopically defined visual areas of the
occipital cortex (Bray, Arnold, Iaria, & MacQueen,
2013; Greenberg et al., 2012). Specifically, areas hIP1
and hIP2 of anterior IPS were found to be mainly con-
nected with the ventral premotor cortex and the mid-
dle frontal gyrus, whereas area hIP3 was already more
connected with extrastriate areas, thus resembling the
major connections of the posterior IPS. hIP1 was addi-
tionally connected with the insular cortex (Uddin
et al., 2010). All parts of the IPS have comparable
connections with the striatum and the thalamus.

4.3.2 Monkey

Using invasive tracer techniques, the connectivity
patterns of the IPL and IPS areas in the monkey have
been studied extensively. This section provides an
overview of the major results to allow for comparisons
with the indirect measure of structural connectivity
obtained in humans via diffusion imaging.

The rostral part of macaque IPL (area 7b) is
reversely connected with the insular and retroinsular
cortex. It projects to secondary somatosensory and
superior parietal cortex, anterior intraparietal areas
AIP and VIP, as well as premotor area F5. The rostral-
most area PF is additionally connected to premotor
area F4, whereas area PFG is additionally connected
with prefrontal area 46v, orbitofrontal cortex, and pos-
terior superior temporal cortex. The caudal part of the
IPL, area 7a, is strongly connected to IPS areas VIP,
MIP, LIP, and PIP, parieto-occipital areas, superior,
middle and medial temporal areas, as well as prefron-
tal area 46 and the frontal eye field. Subdivision PG is
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mainly connected with intraparietal area MIP, insular
and retroinsular cortex, and middle temporal cortex,
whereas caudal-most area Opt is more strongly con-
nected with intraparietal area LIP, medial superior
parietal and parieto-occipital cortex, as well as premo-
tor area F7 (Andersen, Asanuma, Essick, & Siegel,
1990; Cavada & Goldman-Rakic, 1989a, 1989b;
Gregoriou et al., 2006; Mesulam, van Hoesen, Pandya,
& Geschwind, 1977; Neal, Pearson, & Powell, 1990a,
1990b; Rozzi et al., 2006; Seltzer & Pandya, 1984).

The IPS areas are densely interconnected among
each other and with the surrounding areas of the IPL
and SPL. Beyond that, the anterior IPS areas AIP, VIP,
and PEip are additionally strongly connected with pri-
mary and secondary somatosensory cortex, different
areas of the premotor and part of the prefrontal cortex,
as well as the posterior temporal cortex. The posterior
IPS areas MIP, LIP, and PIP are predominantly con-
nected to anterior and medial temporal cortex as well
as striate and extrastriate visual areas (Andersen et al.,
1990; Barbas, 1988; Borra et al., 2008; Felleman & Van
Essen, 1991; Matelli, Camarda, Glickstein, & Rizzolatti,
1988; Tanné-Gariepy, Rouiller, & Boussaoud, 2002;
Ungerleider & Desimone, 1986)

4.4 ANATOMICAL DIFFERENCES
BETWEEN HUMANS AND MONKEYS

Comparing the microstructural gray matter parcella-
tions between monkeys and humans gives the impres-
sion of a largely similar organization of the IPL
between these species. Furthermore, there is converg-
ing evidence based on structural and functional con-
nectivity of the IPL areas that several networks are
largely preserved across species. But some networks
might have evolved more from monkeys to humans
than others. In particular, the connections between IPL
and rostral aspects of prefrontal cortex, which could be
found in humans but have not been reported in mon-
keys, give rise to the idea that this network evolved in
accordance with the pronounced development of the
frontal lobe. Comparing the anatomical connectivity of
human and monkey, IPL points to potential homology
between human areas PFt and PF with monkey area
PF, human area PFm with monkey area PFG, human
area PGa and monkey area Opt, and human area PGp
(Caspers et al., 2011). This anatomical connectivity and
topological homology only provide hints to answers to
the question of interspecies homologies. Studies on the
role of monkey areas PF and PFG and human areas
PFt and PF in action processing (Bonini et al., 2010;
Caspers, Zilles, Laird, & Eickhoff, 2010; Rozzi, Ferrari,
Bonini, Rizzolatti, & Fogassi, 2008) and tool use (Orban

& Rizzolatti, 2012; Peeters et al., 2009) provide addi-
tional hints with regard to a functional homology.

It needs to be stressed, though, that a direct compar-
ison between the species based on the functional role
of these areas remains difficult, because physiological
properties of cells are not available, functional experi-
ments are not always comparable, and lesions to the
IPL do not necessarily cause the same symptoms in
monkeys and humans (Caminiti et al., 2010).

4.5 FUNCTIONS AND FUNCTIONAL
CONNECTIVITY OF THE IPL AND IPS

In humans, the parietal cortex is involved in several
functions, including sensory-motor control, motor
skills, object and tool use, spatial reception, and lan-
guage, speech, verbal working memory, and number
processing. Similar to the comparable anatomical par-
cellation, there is some overlap with the functional role
of homologue regions in the monkey brain.

4.5.1 Language and Speech

Besides classical perisylvian regions, language and
speech functions are also related to left supramarginal
(rostral IPL—PFop, PFt, and PFcm) and angular gyri
(caudal IPL—PGa and PGp), which are, among others,
anatomically interconnected with frontal and temporal
parts of the perisylvian language network (Caspers
et al., 2011; Seghier, 2013). The cytoarchitectonical par-
cellation of the IPL into seven different areas as dem-
onstrated motivates the idea of parallel functional
subdivisions. Individual language studies have docu-
mented the parietal cortex to be involved in diverse
functions and processes as reaching from the selection
of articulatory gestures (Tremblay & Gracco, 2010) to
verbal integration within complex comprehensive con-
texts like sentences (Lerner, Honey, Silbert, & Hasson,
2011).

Convergent with results in visual perception, recent
imaging and electrophysiological studies resulted in
growing evidence for two major pathways for auditory
perception in humans as well as in the monkey; con-
necting temporal auditory and frontal regions seems to
be supported by two major pathways. Data are in
favor of a “ventral” pathway, which may be dedicated
to the projection from the primary auditory cortex to
prefrontal regions along the superior temporal gyrus
via the uncinate fasciculus, and a “dorsal” stream con-
necting the same regions but involving the IPL. The
anatomical pendant of this dual route model of audi-
tory language input was displayed for the first time by
using diffusion Magnet Resonance Imaging (MRI)
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tractography by Parker et al. (2005). More specifically,
they found white matter connections along the dorsal
stream connecting classical speech areas and the IPL in
the left hemisphere, which hints at a crucial role of the
IPL in speech processing. Notably, this dorsal stream is
anatomically represented by the arcuate fasciculus, which
interconnects BA 44 and BA 45 with IPL (Parker et al.,
2005; Saur et al., 2008; Weiller, Bormann, Saur, Musso, &
Rijntjes, 2011), and with posterior superior and middle
temporal cortex. This is in line with the predictions of the
DIVA (Directions Into Velocities of Articulators) model
of speech production (Guenther, 2006), which maintains
a feedback process for motor speech planning relying on
Broca’s area and involving a somatosensory error map
that lies within the rostral part of the IPL.

Apart from that, there is robust proof for the angu-
lar gyrus (PGa and PGp as caudal parts of the IPL;
Seghier, 2013) being involved in reading, writing, nam-
ing, and verbal repetition (Dronkers, Wilkins, Van
Valin, Redfern, & Jaeger, 2004; Henseler, Regenbrecht,
& Obrig, 2014; Zukic, Mrkonjic, Sinanovic, Vidovic, &
Kojic, 2012). Lesion studies demonstrate converging
evidence for dysgraphia/agraphia, dyslexia/agraphia,
and anomia resulting from damage to left angular
gyrus. Dysgraphia as part of Gerstmann’s syndrome is
additionally associated with lesions of the supramargi-
nal gyrus (rostral part of the IPL), which furthermore
gives rise to relatively isolated repetition problems and
conduction aphasia (Damasio & Damasio, 1980;
Fridriksson et al., 2010; Zukic et al., 2012). The cardinal
symptom of conduction aphasia is a proportionally
heavy deficit in verbal repetition, implying a central
functional role of the rostral IPL in verbal working
memory. In recent literature, the repetition deficit is
especially associated with phonological problems in
short-term memory (Baldo, Klostermann, & Dronkers,
2008; Dell, Martin, & Schwartz, 2007), which is in line
with imaging data revealing that the left supramargi-
nal gyrus fosters phonological short-term memory
functions (Ravizza, Delgado, Chein, Becker, & Fiez,
2004). In contrast, lesion data as well as meta-analyses
of language studies have demonstrated that the angu-
lar gyrus (caudal part of IPL) supports the processing
of semantic content (Binder, Desai, Graves, & Conant,
2009; Borovsky, Saygin, Bates, & Dronkers, 2007; De
Leon et al., 2007; Price, 2000; Vigneau et al., 2006). This
might be associated with the grounding of language
functions in somatosensory experiences. According to
the “action�perception theory” (Pulvermueller, 1999),
it is not a coincidence that both linguistic semantics
and action perception rely on action related networks,
including the angular gyrus (see Rizzolatti & Rozzi
chapter in this book). Confirmative evidence comes
from investigations involving lesion data as well
as fMRI, uncovering the frontoparietal junction

underlying action knowledge just as well as the com-
prehension of action words (Higuchi, Chaminade,
Imamizu, & Kawatoa, 2009; Perani et al., 1999;
Pulvermueller, Shtyrov, & Illmoniemi, 2005).

Another speech- and language-related function sub-
served by the IPL is linked to sequential processing.
Increased neural activity in the caudal IPL (corre-
sponding to PGa and PGp; BA 39) and in the anterior
speech regions were found with increased syllable
sequence complexity (Bohland & Guenther, 2006).
Moreover, Moser, Baker, Sanchez, Rorden, and
Fridriksson (2009) proposed that the IPL, especially its
rostral parts (BA 40), may play a role in processing the
temporal order of speech syllables. The rostral parts of
the IPL may even be important for processing more
complex constructions like sentences. An fMRI study
that investigated single sentence production (e.g., “The
child throws the ball”) displayed activations of the
supramarginal gyrus (BA 40) together with frontal
regions (left and right inferior frontal gyri, left superior
frontal and precentral gyrus, right medial frontal gyrus
and right insula) and left SPL in sentence production
as compared with word reading (Haller, Radue, Erb,
Grodd, & Kircher, 2005).

Few functional imaging studies were dedicated to
the exploration of discourse. Some of these studies
investigated relations between expressive and recep-
tive skills in spoken language (Awad, Warren, Scott,
Turkheimer, & Wise, 2007), sign language communica-
tion (Braun, Guillemin, Hosey, & Varga, 2001), and
reading (Brownsett & Wise, 2010). They underpin the
important role of the SPL, IPL, and, more specifically,
the left angular gyrus (caudal IPL) in the production of
language, regardless of the output modality (spoken,
signed, written language). Regarding the aspect of
expressive versus receptive language skills, this result
was generally supported by a recent fMRI study that,
using the independent component analysis (ICA) of
resting state data, demonstrated the participation of
the left IPL in spoken discourse rather than
nonspeech-related repetitive tongue movements
(Geranmayeh et al., 2012). This was manifest in the
identification of a left-lateralized frontal�temporal�
parietal component involving rostral and caudal IPL
(angular and supramarginal gyri) in connection with
perisylvian classical language regions, including
Broca’s area (Geranmayeh et al., 2012). Using
voxel-based lesion�symptom mapping (VLSM) on 50
aphasic patients, Borovsky et al. (2007) analyzed lesion
correlates of impaired expressive discourse behavior.
The authors found damage of frontal and/or temporal
regions combined with a strong focus on the left angu-
lar gyrus (caudal IPL), especially when language
production was impaired in terms of semantic context.
As in most lesion studies of aphasia, nearly all lesions
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in this study were large and extended to subcortical
white matter tracts (Friederici, 2009).

In summary, it can be assumed that the IPL area
and especially its rostral and caudal parts are involved
in many different speech and language processes on
different linguistic levels up to discourse, as well as
independently from input-and/or output modality.
Therein, the rostral part seems to be more related to
temporal ordering of sound and articulation (speech
functions), which is in line with the anatomical connec-
tion (arcuate fasciculus; dorsal route of auditory dual-
stream model) of PFop, PFt, and PFcm to BA 44, an
area of the language network functionally more dedi-
cated to modality-specific oral speech and articulation
processes (Horwitz et al., 2003). In contrast, the caudal
parts seem to be involved in modality-independent
conceptual and semantic processes, including the con-
nection between language and action networks that is
linked to the idea of language being grounded in
action and sensual experiences. This is supported by
the anatomical alliance (arcuate fasciculus; dorsal route
of auditory dual-stream model) of PGa and PGp with
BA 45 (Caspers et al., 2011), a language area associated
with modality-independent language processes
(Horwitz et al., 2003). Regarding the caudal parts (PGa
and PGp), this is very much in line with the results of
a recent review in which the angular gyrus was inter-
preted, because of its specific involvement in many dif-
ferent functional processes including and beyond
speech and language, as a “cross-modal hub where
converging multisensory information is combined and
integrated to comprehend and give sense to events,
manipulate mental representations, solve familiar pro-
blems, and reorient attention to relevant information”
(Seghier, 2013, p. 43).

4.5.2 Motor Functions and Interaction
with Objects

Areas PFop, PFt, and PF in the rostral part of the
IPL are strongly associated with motor and action-
related functions, from simple motor behavior and tac-
tile reception to motor control of spatially/timely com-
plex movements and tool use. The last two functional
processes are also related to the middle IPL consisting
of PF and PFm.

Although left rostral IPL is dedicated to tactile per-
ception, that is, its damage impairs the tactile recogni-
tion of an object (astereognosis), right rostral and
middle IPL are more concerned with spatial coding
and spatial attention (Mesulam, 1999). This holds even
for motor functions and motor learning. These have
been shown to generally recruit a frontoparietal net-
work complemented by cerebellar and subcortical

regions (Seitz, 2001). The rostral IPL seems to be spe-
cifically associated with learning and execution of
complex sequential motor movements, thereby serving
the processing of complexity in terms of time and
space. Damage to the supramarginal gyrus, for exam-
ple, may lead to deficits in the control of complex
motor movements (Goldenberg, Hermsdörfer,
Glindeman, Rorden, & Karnath, 2007; Goldenberg &
Karnath, 2006). In line with the lesion data, functional
brain imaging studies revealed that the IPL and espe-
cially its middle and rostral parts play a specific role
in the control of spatial characteristics of complex
motor behavior or attention (Halsband & Lange, 2006;
Rauch et al., 1995).

Derived from anatomical and functional data in
monkeys, Rizzolatti and Matelli (2003) further subdi-
vided the dorsal stream of visual perception, formerly
defined by Mishkin and colleagues (Mishkin &
Ungerleider, 1982; Mishkin, Ungerleider, & Macko,
1983), into two separate pathways: the dorso-dorsal
stream and the ventrodorsal stream. The dorso-dorsal
stream seems to involve the IPS and SPL, whereas the
ventrodorsal stream mainly targets the IPL. In humans,
recent evidence supports a functional segregation that
mirrors anatomically identified routes along the ven-
trodorsal stream (Binkofski & Buxbaum, 2013; Pisella,
Binkofski, Lasek, Toni, & Rossetti, 2006). In contrast to
the dorso-dorsal stream, the ventrodorsal stream
appears to underlie processing of sensorimotor infor-
mation based on longer-term object use representa-
tions. Damage within the ventrodorsal stream leads to
impaired pantomimic and/or real object use, functions
that require knowledge about the skilled handling of
objects and therefore signify more overtly “cognitive”
aspects of action representation. Deficits in object-
related actions are a hallmark of limb apraxia (LA).
Because optic ataxia (OA) is typically related to dam-
age within the dorso-dorsal stream, one can derive
that online motor performance should be spared in
LA. A number of studies show reaching and grasping
actions within normal range in LA as far as vision of
the limb and target are spared, but they usually
decrease when they have to be executed “off line”
(e.g., when subjects are blindfolded prior to movement
performance) (Buxbaum, Johnson, & Bartlett-Williams,
2005; Haaland, Harrington, & Knight, 1999; Jax,
Buxbaum, & Moll, 2006; Laimgruber, Goldenberg, &
Hermsdörfer, 2005). This and other observations
(Dawson, Buxbaum, & Duff, 2010) suggest underlying
deficits in anticipatory planning that entails over-
reliance on online movement correction in this cohort.

A specific example of object use in which the ven-
trodorsal stream and, more precisely, area PFt in the
rostral part of the IPL (Peeters et al., 2009) play a major
role is tool use. Although behavioral studies on more
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naturalistic multistep tasks involving several tools/
objects (e.g., preparing coffee, fixing a cassette
recorder) make it evident that the right hemisphere is
important for such complex functions, there is an
unequivocal observation of only patients with left
brain damage suffering from problems with single
familiar tools or tool/object pairs (Hartmann,
Goldenberg, Daumüller, & Hermsdörfer, 2005;
Schwartz et al., 1998). Specifically, it has been reported
that left lesions only lead to errors in matching objects
to pantomime actions (mainly caudal IPL; Buxbaum,
Kyle, & Menon, 2005; Kalénine, Buxbaum, & Coslett,
2010; Vaina, Goodglass, & Daltroy, 1995; Varney, 1978;
Vignolo, 1990), pantomiming an action stimulated by
an object stimulus (mainly rostral IPL; Barbieri & De
Renzi, 1988; Goldenberg, Hartmann, & Schlott, 2003;
Goodglass & Kaplan, 1963), or matching objects sub-
serving the same purpose (Caspers et al., 2010; De
Renzi, Scotti, & Spinnler, 1969; Rumiati, Zanini,
Vorano, & Shallice, 2001; Vignolo, 1990). The same
holds for the ability to infer possible functions from
structure to apply novel tools linked to their comple-
mentary objects by transparent mechanical relation-
ships (Goldenberg & Hagmann, 1998; Heilman, Maher,
Greenwald, & Rothi, 1997) or to discover alternative
uses of familiar tools (e.g., a coin for turning a screw;
Heilman et al., 1997; Roy & Square, 1985). In the same
line of evidence, Randerath, Goldenberg, Spijkers, Li,
and Hermsdörfer (2010) state, by observation, that
inappropriate nonfunctional grasping was committed
extremely seldom in a huge group consisting of 42 left
hemisphere stroke patients. The authors assumed the
preserved dorso-dorsal route to underlie this effect.
Furthermore, lesion studies revealed that the left ros-
tral IPL is crucial for inferring the function of an object
from its structure correctly (Barbieri & De Renzi, 1988).
The anterior portion of IPS in the IPL together with the
ventral premotor cortex in the left hemisphere appear
to be tool-responsive regions in the ventrodorsal path-
way (Binkofski, Buccino, Posse, et al., 1999; Binkofski,
Buccino, Stephan, et al., 1999; Boronat et al., 2005;
Chao & Martin, 2000; Handy, Grafton, Shroff, Ketay, &
Gazzaniga, 2003; Johnson-Frey, 2004; Kellenbach,
Brett, & Patterson, 2003). Even in the monkey, the
homologue of this region, AIP, is a part of a func-
tional circuit with the ventral premotor cortex related
to the coordination of fine-grain hand movements
(Jeannerod, Arbib, Rizzolatti, & Sakata, 1995).

In summary, research has identified two distinctive
action systems hosted in the IPS, SPL, and IPL: a bilateral
system associated with the dorso-dorsal stream (IPS and
SPL), which is specialized for online actions directed at
currently visible stimuli on the basis of their structure
(size, shape, and orientation), and a left ventrodorsal
stream (mainly IPL), which is dedicated to capabilities

of skilled object-related actions (Buxbaum, 2001;
Buxbaum & Kalénine, 2010; Fridman et al., 2006; Glover,
Rosenbaum, Graham, & Dixon, 2004; Johnson-Frey, 2004;
Pisella et al., 2006; Randerath et al., 2010; Vingerhoets,
Acke, Vandemaele, & Achten, 2009). Integrating the
structural and functional knowledge of these different
action systems remains to be elucidated at the time of
writing. It might be assumed that the cytoarchitectonic
subdivisions reflect different processing modules, which
are highly connected to each other and help to map
visual input onto the motor system.

4.5.3 Spatial Functions

In addition to speech, language, motor, and action-
related skills, the parietal cortex also subserves spatial
functions, including general spatial perception (mainly
PGa and PGp—caudal IPL), estimation of directions,
processing of extrapersonal and peripersonal space, as
well as the localization of objects. In contrast to lan-
guage functions that are predominantly assigned to
the left hemisphere, spatial functions seem to focus the
right parietal cortex. Nevertheless, both hemispheres
are involved in both functional systems. For example,
the visuospatial component that is also evident in
reading and in calculation (as long as the spatial imag-
ery of a magnitude is required) is associated with left
caudal IPL and IPS (Seghier, 2013; Simon, Mangin,
Cohen, Le Bihan, & Dehaene, 2002).

In humans as in monkeys, these parietal regions,
and particularly the IPS, play a role in visuomotor and
visuospatial coordination and in constructing spatial
characteristics during visuospatial perception (e.g.,
localizing objects and one’s own body in a perceived
multidimensional surrounding) (Grefkes & Fink, 2005).
Parallel to its anatomical parcellation, functions are
segregated into processing of extrapersonal space in
area 7a and processing of peripersonal space in area
7b. Area 7 is connected to frontal area BA 8, which is
known to be central in eye movement control (frontal
eye field). This interconnection might be a prerequisite
of goal-directed (hand) movements because it guaran-
tees the further administration of visually noticed
impulses as being localized in relation to one’s own
body and in the spatial surrounding.

The most common disorder associated with damage
to the right caudal IPL is spatial hemineglect (Bisiach,
Luzzatti, & Perani, 1979; Colombo, De Renzi, &
Faglioni, 1976; Driver, Baylis, & Rafal, 1992; Gainotti,
Messerli, & Tissot, 1972). Patients with hemineglect typi-
cally ignore the visual items in their contralesional side
of space even though vision itself is spared. This deficit
manifests itself in shaving only the right side of the face
and sparing a meal on the left side of a plate while
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eating just the food placed on the right side. Besides
these perceptive deficits, patients also show expressive
problems, for instance, drawing the right side of their
face when asked to make a self-portrait or positioning
all numbers of a watch in the right half of a given circle
when asked to draw a clock. In line with these symp-
toms, the most popular screening test to detect hemine-
glect consists of a line cancellation task (Albert’s Neglect
Test [ANT]; Albert, 1973). There are many hypotheses to
explain the underlying mechanisms and causes of hemi-
neglect. The most widespread assumption is an under-
lying attention deficit (Mesulam, 1999, 1981). In
contrast, several theories proposed a deficit in the men-
tal representation of sensory stimuli (Bisiach, Capitani,
Luzzatti, & Perani, 1981; Rizzolatti & Berti, 1990) or a
disorder in terms of transformation of (multimodal) sen-
sory input into an egocentric coordinates (Karnath,
1994, 1997; Vallar, 1997).

The correlation of lesion site (right caudal IPL) and
syndrome (hemineglect) was challenged by a lesion
study that showed a significant lesion-deficit associa-
tion between neglect and right temporal lesions
(Karnath, Ferber, & Himmelbach, 2001). Because spa-
tial attention is processed by distributed cortical net-
works, this finding can be interpreted as proof for a
temporal node playing a crucial role within the whole
right fronto-temporo-parietal attention network
(Corbetta & Shulman, 2011, 2002). This assumption is
confirmed by connectivity analyses showing intercon-
nections between these parts of the cortex. According
to fMRI studies, the IPL herein is associated with non-
spatial functions related to control of spatial attention
rather than spatial attention itself (e.g., arousal, reor-
ienting, detection of behaviorally important novel
input) (Corbetta & Shulman, 2011).

4.6 SUMMARY

Although there is clear evidence for a cytoarchitec-
tonic parcellation of the IPL into seven subareas, the
investigation of potentially equally distributed func-
tions is only at its beginning. So far, the IPL is consid-
ered a multifunctional area involved in several
different processes and functional networks. To this
end, it already has been demonstrated that the IPL’s
cytoarchtectonic parcellation is reflected in terms of
functional fragmentaion to some degree. The rostral
parts of the IPL (areas PFop, PFt, and PFcm; supramar-
ginal gyrus) have been related with processes of
speech and articulation, phonological short-term mem-
ory, simple motor behavior, tactile reception, and gen-
eral higher somatosensory functions. The middle part
of the IPL as represented by PF and PFm seems to be
dedicated to motor attention, motor control, and motor

planning, especially in the left hemisphere. Last but
not least, the caudal part comprising PGa and PGp,
which together represent the angular gyrus, was
reported to be involved in processes related to spatial
attention, spatial perception, spatial memory, mathe-
matical cognition, and modality-independent language
functions, as well as conceptual and discourse-related
processes and visuomotor integration. In line with this
high degree of variable functions within the caudal IPL,
it also seems to play a more general role as a cross-
modal hub that guarantees comprehension, manipula-
tion, and orientation based on processes of multisensory
combination and integration. In contrast to the IPL, the
functional and cytoarchitectonical distribution as well as
interconnectivity of the IPS in humans still are less clear
and need further investigation. The IPS seems to consti-
tute the border between the dorso-dorsal and ventro-
dorsal stream within a two-stream dorsal action system.
Herein, the dorso-dorsal stream along the IPS and SPL
seems to be specialized for online actions directed at
currently visible stimuli on the basis of their structure
(size, shape, and orientation), and the ventrodorsal
stream along the IPL seems to enable skilled object-
related actions. The dual-stream model of visuomotor
coordination has to be distinguished from the dual-
stream model of auditory language processing, which
connects the two parts of Broca’s area (BA 44 and
BA 45) with superior temporal gyrus (STG) and/or IPL
via a dorsal and ventral stream.

Based on the fact that the three parts of the IPL are
somehow present in the monkey, future work will also
have to explore evolutionary aspects of the relation-
ship between cytoarchitectonic and functional parcella-
tion. So far, it is already evident that the human IPL
cytoarchtectonically parallels that of the nonhuman
primate in respect to PF (human: PFt and PF), PFG
(human: PFm), PG (human: PGa), and Opt (human:
PGp). Furthermore, hints toward a similar functional
role in action processing and tool use are apparent for
monkey areas PF and PFG and human areas PFt and
PF. Another important aspect that needs further inves-
tigation concerns the correlation between each part of
the IPL and its function within different cortical
networks using the evolving knowledge over the
past years about the relation between structure and
function of the IPL in both species.
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5.1 INTRODUCTION

One of the fundamental discoveries of neuroscience is
that sensory regions of cortex are formed of many func-
tionally specialized areas that are organized into hierar-
chical networks (Kaas & Hackett, 2000; Krubitzer, 2007;
Schreiner & Winer, 2007; Van Essen, Felleman, DeYoe,
Olavarria, & Knierim, 1990). The simplest features are
processed in low-level areas that then pass that informa-
tion up the hierarchy to perform increasingly complex
computations. A general feature of these systems is that
the topography of the sensing organ represents the most
fundamental stimulus information, which is preserved
through much or all of the hierarchy (Brewer & Barton,
2012). It has been suggested that this preservation of topo-
graphical organization allows for efficient connectivity
between neurons that represent nearby portions of sen-
sory space, likely necessary for processes such as lateral
inhibition and gain control (Chklovskii & Koulakov, 2004;
Mitchison, 1991; Moradi & Heeger, 2009; Shapley,
Hawken, & Xing, 2007). From a researcher’s perspective,
this topographic preservation allows us to use one set of
stimuli to localize a number of sensory areas rather than
designing specialized stimuli for each sensory area
(Brewer & Barton, 2012).

Many details remain to be elucidated in each corti-
cal network, and it is the goal of this chapter to pro-
vide an overview of the current understanding of the
cortical organization of the low-level sound processing
areas of the human auditory system. It is not within
the scope of this chapter to discuss the organization
of the entire human auditory system; we only touch on
the subcortical areas and higher-order processing
areas. However, we note that low-level cortical organi-
zation has much to teach us about both subcortical and
higher-order processing areas.

Researchers have long been aware that low-level
auditory processing occurs on and near Heschl’s gyrus
(HG) of the human temporal lobe in the lateral
(Sylvian) fissure, but many questions have remained
unanswered. How many distinct auditory areas exist
in this region? What is the proper method to function-
ally localize these areas? Which computations are per-
formed in which areas?

5.2 CORTICAL FIELD MAPS

The accurate delineation of cortical areas is impor-
tant to review here. Cortical areas have traditionally
been identified in visual cortex, the most studied of
the sensory cortices, based on a combination of the fol-
lowing measurements: (i) cytoarchitecture; (ii) connec-
tivity patterns; (iii) cortical field topography; and
(iv) functional characteristics. This definition has led to
many controversies because these measurements have
conflicted at times. Thus, in vision and in audition,
investigations have primarily been limited to the
measurement of cortical field maps (arising from topo-
graphical measurements), which is the principal mea-
surement of cortical areas in the in vivo human brain
currently available.

The presence of a cortical field map is established
according to several criteria. First, by definition, each
cortical field map contains a single representation
for each point in the sensory domain (DeYoe et al., 1996;
Press, Brewer, Dougherty, Wade, & Wandell, 2001;
Sereno et al., 1995; Wandell, Dumoulin, & Brewer, 2007).
For this to be valid, orthogonal gradients of fundamental
sensory dimensions must comprise each field map
(Brewer & Barton, 2012; Wandell et al., 2007). In addi-
tion, each field map should represent a substantial
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portion of sensory space, although cortical magnification
of specific subsets of sensory space and measurement
limitations may reduce the measurable portion. Second,
each representation of the sensory domain must be
organized as an orderly gradient that is generally
contiguous. Third, the general features of the gradient
representations comprising the field maps should be
consistent across individuals. It is important to note,
however, that even well-accepted cortical field maps in
visual cortex can vary dramatically in size and anatomi-
cal location (Brewer, Liu, Wade, & Wandell, 2005;
Dougherty et al., 2003). Even so, the topographical
pattern of adjacency among specific cortical field maps
should be preserved across individuals.

An important step forward in understanding the
organization of human auditory cortex was the recent
discovery of 11 auditory field maps (AFMs) on HG
(Barton, Venezia, Saberi, Hickok, & Brewer, 2012). These
measurements provide an important framework for the
organization of individual AFMs in humans as well as
the organization of the AFMs with respect to one
another. Whereas this information still leaves much to be
discovered, it is a fundamental rethinking of the organi-
zation of auditory cortex that has implications that reso-
nate throughout the auditory processing hierarchy.

In particular, this rethinking has important implica-
tions for speech perception, which occurs at the upper
end of the auditory processing hierarchy (Hickok &
Poeppel, 2007). To date, research of the neural basis of
speech perception overwhelmingly emphasizes the iden-
tification of relatively high-level auditory systems that are
specialized for coding speech categories (e.g., phonemes).
Such work often compares the cortical response to speech
with various acoustic controls to factor out low-level
acoustic processes. While valuable, this approach ignores
the fact that the input to these higher-level systems is
derived from an acoustic signal that is already highly pro-
cessed. Our increased understanding of the inputs to
speech perception systems is critical to understanding
what kind of categorical information is ultimately
extracted from the speech stream and, from a computa-
tional perspective, how that information is extracted
(Poeppel, Emmorey, Hickok, & Pylkkanen, 2012).

5.3 TONOTOPY: THE FIRST
DIMENSION OF AFMs

Beginning in the ear, the auditory system takes a
complex sound wave and breaks it down into individ-
ual component frequencies, analogous to a Fourier
analysis (Spoendlin, 1979). A topographic gradient of
low-to-high frequencies, or tones, is referred to as
tonotopy (or less commonly, cochleotopy). This basic
auditory information and tonotopic organization are

preserved through multiple subcortical areas and in
low-level auditory cortex (for review, see Ress &
Chandrasekaran, 2013; Saenz & Langers, 2014).

Each small band of frequency channels is thus pro-
cessed largely independently of the others in its own
computational pipeline and can be thought of as a com-
mon topographic reference frame between individual
areas. Tonotopy is thus one aspect of the fundamental
auditory reference frame. Each auditory area performs
one or more computations across the entire reference
frame, such as sound onset, offset, duration, intensity,
localization, and others. The degree to which tonotopy is
preserved remains unclear above the lower levels of the
hierarchy (Barton et al., 2012; Humphries, Liebenthal, &
Binder, 2010; Kaas & Hackett, 1998). However, it would
be surprising if this information were only preserved to a
certain point of the system and then abolished (Brewer &
Barton, 2012). It is much more efficient to put that infor-
mation to use, even if it is only a part of the information
necessary to perform a high-order computation.

Although this understanding of one aspect of the audi-
tory reference frame is important, it is incomplete for the
purposes of delineating individual AFMs (Barton et al.,
2012; Brewer & Barton, 2012; Wandell, Brewer, &
Dougherty, 2005; Wandell et al., 2007). To identify tonoto-
pic gradients using a single set of stimuli that activate
most or all of the maps, researchers present an array of
pure tones (or tone complexes or narrowband noise;
Barton et al., 2012; Da Costa et al., 2011; Formisano et al.,
2003; Humphries et al., 2010; Sweet, Dorph-Petersen, &
Lewis, 2005; Talavage et al., 2004; Upadhyay et al., 2007;
Woods et al., 2010). However, tonotopy is one-
dimensional, whereas the cortical surface, on which we
would like to draw the boundaries between auditory
areas, is two-dimensional. Thus, any tonotopic gradient
with a given width can be divided into any number of
arbitrary individual areas with a complete low-to-high
tonotopic gradient (Figure 5.1). As such, we can be cer-
tain that auditory areas exist where tonotopic gradients
exist, but their number and characteristics require addi-
tional measurement, as described. To accurately define
an AFM, measurements of a second dimension of the
auditory reference frame that is orthogonal to tonotopy
are needed (Barton et al., 2012; Brewer & Barton, 2012).
Auditory researchers have lacked confirmation of a sec-
ond dimension until recently; as such, they have relied
heavily on complimentary methods that are invasive and
typically performed using animal models.

5.4 CORTICAL ORGANIZATION OF
THE MONKEY AUDITORY SYSTEM

In monkeys, a standard model of the cortical
auditory system has been developed through a
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convergence of evidence drawn from postmortem
cytoarchitectural measurements and tracer studies of
anatomical connectivity (de la Mothe, Blumell,
Kajikawa, & Hackett, 2006; Fullerton & Pandya, 2007;
Hackett, Preuss, & Kaas, 2001; Kaas & Hackett, 1998,
2000), in vivo neurophysiological recordings from
penetrating electrodes (Kusmierek & Rauschecker,
2009; Merzenich & Brugge, 1973; Morel, Garraghty, &
Kaas, 1993; Rauschecker & Tian, 2004; Tian &
Rauschecker, 2004), and fMRI measurements (Petkov,
Kayser, Augath, & Logothetis, 2006; Petkov, Kayser,
Augath, & Logothetis, 2009; Tanji et al., 2010). The
model consists of a core comprising three auditory
areas (A1, R, and, with less certainty, RT) surrounded
by a belt of eight auditory areas (CM, RM, MM, RTM,
RTL, RL, AL, and CL). The axis of orientation in the
monkey model is indicated by the naming scheme,
whereby areas are named by location with respect
to A1. The caudal portion of the core is area A1,
whereas the more rostral portion contains areas rostral
(R) and rostral temporal (RT). The anatomical naming
scheme has been adopted for the other maps as well,

with four medial and four lateral maps in the belt
encircling the core. Several additional areas have been
proposed to comprise the parabelt region abutting the
belt region (Kaas & Hackett, 2000; Sweet et al., 2005;
Tanji et al., 2010), but these areas are not discussed fur-
ther here because they are not yet relevant for compar-
ison with the current understanding of human AFMs.

The concept of a “core” can generally be ascribed to
studies of cytoarchitectural staining and thalamic
inputs, which locate a primary-like region of initial
auditory processing along monkey superior temporal
gyrus (STG; for review see Kaas & Hackett, 2000).
Within the definition of the core, three areas, A1, R, and
RT, have further been differentiated on the basis of
three tonotopic gradients, with one complete gradient
per area. These three gradients are oriented in a “high-
to-low-to-high” pattern, with high tones represented in
the broadly caudal aspect of A1 and low tones in the
broadly rostral aspect that is mirrored in R. RT then
mirrors R, which creates two abutting tonotopic gradi-
ents that reverse from one gradient to the next at the
shared boundary between the areas (Figure 5.3). These
gradients were measured using electrode penetrations
and recordings from relatively small numbers of neu-
rons and later confirmed by measurements of tonotopy
using fMRI in monkey (de la Mothe et al., 2006; Kaas &
Hackett, 1998, 2000; Kusmierek & Rauschecker, 2009;
Merzenich & Brugge, 1973; Morel et al., 1993; Petkov
et al., 2006, 2009; Rauschecker & Tian, 2004; Tian &
Rauschecker, 2004). In the belt, some areas have been
proposed to contain more coarsely organized tonoto-
pic gradients; however, the tonotopy in other belt
areas have primarily been measured using fMRI, and
thus assume the boundaries between AFMs in the core
and belt without directly measuring them with two
orthogonal gradients, leaving open the exact organiza-
tion of each area (Petkov et al., 2006, 2009; Tanji et al.,
2010; Tian & Rauschecker, 2004). Furthermore, it is
always possible that there are differences among the
species of primate studied (Hackett et al., 2001; Kaas &
Hackett, 1998, 2000).

5.5 CORTICAL ORGANIZATION OF
THE HUMAN AUDITORY SYSTEM

Naturally, the model of low-level auditory cortical
organization in the human is largely a transposition of
the monkey model. However, the macaque monkey
brains typically studied are much smaller than human
brains and diverged from human development during
evolution more than 25 million years ago (Kumar &
Hedges, 1998). As such, the homology of cortical areas
among species is not immediately apparent, nor
should we assume that the monkey model is a correct
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FIGURE 5.1 Orthogonal tonotopic and periodotopic gradients. A
cartoon representation of a flattened section of the cortical surface to
demonstrate the delineation of AFMs. Inset color legends indicate
preferred frequency (tonotopy) or AM rate (periodotopy). The top
row is an example showing one AFM existing in the area (B),
whereas the bottom row is an example showing two existing in the
area (E). (A) and (D) Examples of a tonotopic gradient in the area.
Note that without the additional information contained in the
periodotopic gradients, it is impossible to know whether there are
one, two, or more AFMs in the area. With the information contained
in (C), one could conclude that there are orthogonal tonotopic and
periodotopic gradients; therefore, one AFM exists in that location (B).
Similarly, a combination of the tonotopic gradients in (D) with the
periodotopic gradients in (F) would yield two AFMs in the area (E).
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representation of the human cortical organization.
Rather, the monkey model should be viewed as an
especially useful but approximate model of human
cortex, where differences are expected.

Similar, yet not identical, cytoarchitectural features
of core and belt in macaque STG indicate that HG
should be the location of the auditory core and belt in
humans. Similar cytoarchitectural techniques that iden-
tified monkey core reveal in humans a homologous
auditory core region on HG, surrounded by regions
similar to monkey belt (Dick et al., 2012; Fullerton &
Pandya, 2007; Galaburda & Sanides, 1980; Rivier &
Clarke, 1997; Sweet et al., 2005). These results suggest
that human and monkey STG are not perfectly homol-
ogous, with perhaps a portion of monkey STG evolv-
ing into human HG. The same data suggest that the
human analogue to CM is located on the medial wall
of the lateral fissure, near the tip of HG. This is impor-
tant, because it anchors the expected orientation of the
maps from a strictly rostral�caudal axis for A1 to R to
RT in monkeys to a medial-lateral axis in humans.

The majority of measurements of low-level auditory
cortex are measures of tonotopy using sets of pure
tones, tone bursts, tone complexes, and narrowband
noise (Da Costa et al., 2011; Formisano et al., 2003;
Humphries et al., 2010; Saenz & Langers, 2014; Sweet
et al., 2005; Talavage et al., 2004; Upadhyay et al., 2007;
Woods et al., 2010). The data across these studies are
actually quite similar, but the models put forth based
on the interpretation of the data vary widely. In all
cases, there is a central low-frequency representation
centered on HG with increasing frequencies represented
in surrounding bands that form an approximately
circular shape. In some cases, portions of the circle are
weak, such that the higher-frequency bands resemble a
horseshoe shape nearly encircling the low frequencies
(Humphries et al., 2010). It is likely that higher-order
auditory areas also contain tonotopic gradients, because
it is unlikely that the tonotopic information has simply
been discarded at this level of processing. Such a persis-
tence of topographic organization into higher-order sen-
sory processing regions has now been measured in the
visual system (for reviews, see Brewer & Barton, 2012;
Wandell et al., 2007).

Sometimes different naming schemes for these tono-
topic measurements of auditory areas have been
adopted, but the majority of studies place A1 on the
medial or posterior aspect of HG (Da Costa et al., 2011;
Formisano et al., 2003; Humphries et al., 2010; Sweet
et al., 2005; Talavage et al., 2004; Upadhyay et al., 2007;
Woods et al., 2010). Then, R is placed variably on the
lateral or anterior aspect of HG, depending on where
the strongest “high-to-low-to-high” tonotopic reversal
pattern can be identified. Sometimes the “high-to-low-
to-high” pattern is a relatively straight path, but in

other cases it is bent. Typically, researchers
have guessed at boundaries of cortical areas based on
the tonotopic gradient and the potentially
homologous monkey model, resulting in either a
medial�lateral (consistent with the cytoarchitecture) or
anterior�posterior axis of orientation (Da Costa et al.,
2011; Formisano et al., 2003; Humphries et al., 2010;
Sweet et al., 2005; Talavage et al., 2004; Upadhyay
et al., 2007; Woods et al., 2010). In sum, there has been
little agreement on how to interpret the similar data-
sets; there are simply too many ways to interpret sets
of one-dimensional gradients when trying to divide
them on the two-dimensional cortical surface (for
review of similar issues in visual cortex see Brewer &
Barton, 2012; Wandell et al., 2007).

5.6 PERIODOTOPY: THE SECOND
DIMENSION OF AFMs

Converging evidence suggests that the human
homologue of monkey auditory core is located on HG,
but the fact that tonotopy is one-dimensional makes it
difficult to use tonotopic gradients alone to identify
AFMs. An orthogonal gradient is necessary, but for
that another fundamental type of information that is a
component of the auditory reference frame must be
identified. Humans can differentiate sounds based on
their pitch, temporal information, loudness, and tim-
ber. Of these, timber is very likely a process of recog-
nizing combinations of the other three characteristics
when one differentiates a tone played by, for example,
a flute or an oboe; thus, it is thought that this is
unlikely to be part of the fundamental auditory
reference frame, but more likely processed along
specific computational processing pathways in audi-
tory cortex (Menon et al., 2002; Rauschecker & Scott,
2009; Zatorre, Belin, & Penhune, 2002). Intensity is a
good candidate; it is used in sound localization
(Middlebrooks & Green, 1991) (i.e., comparing inten-
sity of the same sound detected by each ear) and
sound motion localization (McBeath & Neuhoff, 2002)
(e.g., the Doppler effect). However, intensity is very
similar to brightness in the visual domain, which is
not one of the fundamental gradients used to identify
visual field maps (VFMs), and it is encoded in the
cochlea and potentially in cortex as increases in firing
rates of tonotopically tuned neurons rather than in a
gradient organization (Shapley et al., 2007; Spoendlin,
1979; Tanji et al., 2010; Wandell et al., 2007).

Recent human psychophysical studies indicate that
there are separable filter banks (neurons with receptive
fields or tunings) for not only frequency spectra (as
expected given tonotopy) but also temporal information
(Dau, Kollmeier, & Kohlrausch, 1997; Ewert & Dau,
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2000; Hsieh & Saberi, 2010). Furthermore, gradients
based on temporal information have recently been
discovered in cat primary auditory cortex and the
macaque midbrain (Baumann et al., 2011; Langner,
Dinse, & Godde, 2009). In addition, such gradients,
known as periodotopic gradients, were measured in
both cases to be in the same location as, but ortho-
gonal to, tonotopic gradients. Periodotopy refers to the
topographic organization of neurons that respond dif-
ferentially to sounds of different temporal envelope
modulation rates.

Inspired by these studies, Barton et al. (2012) recently
presented amplitude-modulated (AM) broadband noise
to human subjects to measure the cortical periodo-
topic responses in humans using fMRI. With these sti-
muli, temporal duration refers to the length of time
from peak-to-peak of the AM noise. This stimulus is
designed to activate neurons with tuning to sounds that
last for a particular duration; in other words, the stimuli
differentiate temporal tuning. These stimuli likely drive
neurons that respond to the onset and offset of sounds
with different amounts of lag time before they can be
reactivated, as well as neurons that respond to sounds
that exist for a certain duration. Like the monkey and
cat studies, Barton et al. (2012) also presented tonotopic
mapping stimuli (narrowband noise with varying AM
rates) to the same subjects and investigated the
responses in low-level auditory cortex.

Three primary findings resulted from the work of
Barton et al. (2012). First, temporal information is the
second fundamental type of sound information of the
human auditory reference frame, complimenting spec-
tral (frequency) information. Second, tonotopy and
periodotopy are represented orthogonally to one
another in human cortex, allowing for the localization
of individual AFMs. By identifying both tonotopic and
periodotopic gradients in the same locations and mea-
suring that these gradients are orthogonal to one
another, Barton et al. (2012) were able to localize 11
independent AFMs that largely resemble the 11 AFMs
of the monkey model (Figure 5.3). Taking into account
many characteristics of their data, as well as the corre-
spondence to the monkey model and the underlying
human cytoarchitecture, they named each of the AFMs
based on those of the monkey model (hA1, hR, hML,
hAL, hMM, hRM, hCM, hCL, hRT, hRTM, and hRTL).
Because the monkey areas were named based on
orientation and because the human AFMs are oriented
medial�lateral rather than caudal�rostral, the human
AFMs are only the abbreviated letters, not the full title
used for monkeys (e.g., hRM stands for human RM,
not human rostral medial), and “h” has been
appended to mean “human.” Third, these individual
AFMs are organized into at least one “clover leaf”
cluster (see Section 5.8) (Figures 5.2 and 5.3).

5.7 SIMILARITIES TO AFM
ORGANIZATION IN THE HUMAN

VISUAL SYSTEM

Visual information is pooled in a series of steps in
the retina before being passed through the optic nerve
to the thalamus. From there, this information is passed
through optic radiations to primary visual cortex into
an area known as V1. From there, visual information
branches out to visual areas that perform various com-
putations in a generally hierarchical manner from low-
level simple visual feature processing to high-level
complex feature analysis (for review see Dacey, 2000;
Van Essen et al., 1990).

Several characteristics are shared between these
areas. At each area, one or more computations are per-
formed for locations of varying size across the entire
visual scene (Brewer et al., 2005; Van Essen et al., 1990;
Wandell, 1999; Wandell et al., 2005, 2007). These com-
putations are performed by neurons with receptive
fields of a portion of visual space, typically in a mutu-
ally inhibitory center-surround organization, such that
a neuron will receive inputs from other related neu-
rons (Burkhalter & Bernardo, 1989; Carandini &
Heeger, 1994; Carandini, Horton, & Sincich, 2007). A
very efficient way to accomplish this task is to keep

6400

3200

1600

800

64

32

16

8

CF, in Hz AM rate,
in Hz

(A) (B)

Tonotopic
gradients

Clover leaf
cluster

Periodotopic
gradients

(C)

21

34

FIGURE 5.2 “Clover leaf” cluster organization. A cartoon exam-
ple of a “clover leaf” cluster of AFMs on a flattened section of the
cortical surface. Inset color legends indicate preferred frequency
(tonotopy) or AM rate (periodotopy). This example contains four
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wheel. Each AFM thus has orthogonal tonotopic and periodotopic
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neurons that analyze nearby locations in space close to
one another (Chklovskii & Koulakov, 2004; Mitchison,
1991; Moradi & Heeger, 2009; Shapley et al., 2007). As
a result, visual areas are organized retinotopically; that

is, nearby points of visual space are represented by
neurons in nearby locations in cortex after the organi-
zation in the retina (Brewer et al., 2005; Wandell, 1999;
Wandell et al., 2005, 2007). Because visual space is
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basically two-dimensional, we can chart two gradients:
eccentricity (i.e., distance from a central fixation point)
and polar angle (i.e., angular distance around a central
fixation point). A VFM can be defined where these two
gradients are measured in the same location of cortex,
each representing most or all of one hemifield of visual
space and positioned orthogonally to one another.

Retinotopy allows for efficient connections within a
VFM, but what about between VFMs? One organiza-
tional pattern that would maintain efficient connections
between nearby points in space across maps would be
to have the representations of a visuospatial gradient
reverse from one visual area to the next at the visual
area boundaries, such that two VFMs abut at a merged
representation of, for example, the upper vertical
meridian of the visual field, as seen in the adjoining
AFMs elsewhere (Barton et al., 2012; Figure 5.2). To be
efficient for two gradient dimensions, an efficient pat-
tern is to have approximately circular clusters of maps.
Then, reversals of one dimension occur between maps
within the cluster (e.g., polar angle) and reversals
for the other occur between maps in different clusters
(e.g., eccentricity). The result is concentric rings of
increasingly eccentric iso-eccentricity representations
expanding from the center of a cluster and lines of iso-
polar angles extending from the center to the periphery
of the cluster like spokes on a wheel. Such clusters of
VFMs have been discovered in human and monkey
visual cortex and have been termed “clover leaf” clus-
ters (Brewer & Barton, 2011; Kolster, Peeters, & Orban,
2010; Wandell et al., 2005, 2007). For a recent detailed
discussion of VFM organization and the implications of
“clover leaf” clusters, see Brewer and Barton (2012).

5.8 “CLOVER LEAF” CLUSTERS
ACROSS SENSES

Revealing a similar macrostructural organization to
the visual system, the first “clover leaf” cluster was
discovered in the human auditory system on HG
(Barton et al., 2012). The same benefit of efficient
connectivity is achieved in the same way, by represent-
ing nearby portions of auditory acoustic dimensions
(i.e., tonotopy and periodotopy) in nearby portions of
cortex. Specifically, the first auditory “clover leaf” clus-
ter consists of six AFMs: hA1, hAL, hML, hR, hRM,
and hMM. Concentric circles of increasing iso-tone
bands expand from the low-frequency representation
centered on HG, with iso-period bands extending from
the center to the periphery of the cluster like spokes on
a wheel. Abutting the cluster where HG meets the
STG, there exists a tonotopic reversal into three addi-
tional AFMs: hRT, hRTL, and hRTM. Additionally,
two more AFMs abut the HG cluster medially: hCM

and hCL. Although hRT, hRTL, hRTM, hCM, and hCL
have not been shown to be organized into complete
clusters of AFMs yet, we suspect that they are as well;
more research is required to determine whether that is
the case.

It is important to consider the monkey cortical
model now that the first human auditory “clover leaf”
cluster has been discovered. Because tonotopy and
cytoarchitecture indicate that the early auditory
cortical organization is very similar across these pri-
mate species, it is very likely that the monkey areas
are organized into “clover leaf” clusters as well.
Additionally, “clover leaf” clusters in the visual
domain have been found to exist in macaque in homol-
ogous areas to clusters in humans (Kolster et al., 2009,
2010), suggesting that the same will be true in the
auditory domain. It is impossible to know for certain
until orthogonal periodotopic gradients are identified
in the same monkey cortex as tonotopic gradients
(Barton et al., 2012).

One interesting feature of “clover leaf” clusters is
that there must be an even number of maps in a clus-
ter, likely to minimize connection length by always
having gradient reversals at the adjoining boundaries
between maps. With an odd number of maps in a clus-
ter, there would need to be at least one discrete jump
between periodotopic gradient representations, which
would reduce the connection efficiency. So far, “clover
leaf” clusters have only been observed with even num-
bers of maps in a cluster (Brewer & Barton, 2012;
Kolster et al., 2009, 2010; Wandell et al., 2005, 2007).
Another interesting feature is that there need not be
the same number of maps in each cluster; so far, two,
four, and six maps have been observed in “clover leaf”
clusters. Finally, the fact that these clusters of sensory
field maps have been observed with such similar char-
acteristics across two senses strongly implies that simi-
lar organizational schemes are common for sensory
systems in the brain in general.

5.9 CONCLUSION

The cortical organization of the human auditory sys-
tem so far has been incompletely measured. Although
we know some of the features and locations of low-
level processing in cortex, until recently we did not
have the tools to localize individual AFMs. The key
insight to the second dimension of AFMs, periodotopy,
was recently discovered. Because tonotopic and peri-
odotopic gradients are represented orthogonally to one
another along the cortical surface, it is possible to accu-
rately differentiate the locations of individual cortical
AFMs rather than to attempt to estimate map bound-
aries based only on tonotopy. Additionally, a new
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organizational scheme of AFMs has been revealed: the
“clover leaf” cluster. With these new insights into AFM
organization, researchers can now better localize and
identify specific regions of auditory cortex across sub-
jects and more accurately investigate which computa-
tions each of the AFMs subserves. Human visual and
auditory cortex interestingly share a common organiza-
tional scheme, with each sensory system compartmen-
talized into cortical field maps that are themselves
arranged on a larger scale into “clover leaf” clusters.
Such similarity may be common across many sensory
systems, which may aid in the future identification of
cortical field maps in the representation of other senses.

Naturally, many important questions remain unan-
swered. The AFMs identified so far are unlikely to be
the last; novel human cortical VFMs continue to be dis-
covered after two decades of research, and we expect
that additional AFMs will be measured in human
auditory cortex outside of HG. Because complex lan-
guage is a uniquely human trait, animal models offer
little guidance as to which AFMs to expect to perform
relevant computations. However, evidence from mon-
key perception of monkey vocalizations (Petkov et al.,
2008) suggests distinct cortical regions as strong candi-
dates for investigation of specific AFMs subserving
human speech perception. Armed with greater knowl-
edge of the inputs to and organization of the initial
tiers of the auditory processing hierarchy, researchers
will finally be in a position to rigorously investigate
the nature of higher-order speech perception computa-
tions (Hickok & Poeppel, 2007).
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6.1 INTRODUCTION

There are many ways in which individuals communi-
cate. Undoubtedly, at the core of human communication
is speech. However, humans also communicate using
gestures, body postures, and facial expressions. Whereas
speech is uniquely human, gestural communication is
also present in other species of primates. There is still
controversy regarding the relation between these two
types of communication, yet it is very likely that they
have a common evolutionary root.

Starting from these premises, we first review the
anatomy and physiology of the motor system in the
monkey, with emphasis on those areas that are involved
in communicative functions. We then compare the ana-
tomical and functional properties of these areas with
those of humans. A particular emphasis is given to the
mirror mechanism and its role in communication.

An important point to stress is that communication
is not necessarily intentional. Many messages that we
receive from conspecifics as well as from individuals
of other species are not intentional. Of these two types
of communications, the nonintentional one is the most
primitive. At the end of this chapter, we argue that
intentional communication is an evolutionarily devel-
opment of nonintentional communication.

6.2 ANATOMY OF THE MONKEY
MOTOR CORTEX

6.2.1 The Agranular Frontal Cortex

According to the classical cortical map of Brodmann
(1909), the motor cortex is formed by two cytoarchitec-
tonic areas: area 4 and area 6. Although Brodmann

considered area 6 as a single entity, various authors
subdivided it into various sub-areas (Vogt & Vogt, 1919;
Von Bonin & Bailey, 1947). In recent years, the combi-
nation of the cytoarchitectonic techniques with the
neurochemical ones has proven to be useful for a more
objective assessment of areal borders (see Belmalih
et al., 2007; Geyer et al., 2000).

This multi-architectonic approach led to the parcel-
lation of the agranular frontal cortex shown in
Figure 6.1 (Belmalih et al., 2009; Matelli, Luppino, &
Rizzolatti, 1985, 1991). Over the years, this map has
been validated by evidence showing that each of its
subdivisions has its own characterizing functional and
connectional features, thus fulfilling all the criteria
generally accepted for the definition of a cortical area
(Van Essen, 1985).

The most caudal agranular frontal area is the primary
motor cortex. This area, often referred to as area M1,
corresponds to area F1 in the classification of Figure 6.1.
The motor areas located rostral to area F1 can be
grouped into two major classes: the caudal premotor
areas F2, F3, F4, F5p, and F5c and the rostral premotor
areas F5a, F6, and F7 (Rizzolatti & Luppino, 2001).

This subdivision, mostly based on their cortical
connectivity, fits the organization of the corticospinal
and corticobulbar projections of the premotor areas.
The caudal premotor areas send direct projection to
both the spinal chord and the brain stem (Dum &
Strick, 1991; He, Dum, & Strick, 1993, 1995; Keizer &
Kuypers, 1989). In contrast, the rostral ones do not
project to the spinal cord; their descending fibers ter-
minate in the brain stem (Keizer & Kuypers, 1989). It is
interesting to note that while caudal premotor areas
display somatotopically organized connections with
each other and with the primary motor area F1, rostral
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premotor areas are not connected with F1 and, espe-
cially in the case of F6, have widespread connections
with other motor areas.

6.2.2 Cortical Connections of the Motor Areas

Cortical afferents to the frontal motor areas originate
from three main regions: the parietal cortex, the pre-
frontal cortex, and the agranular cingulate cortex
(Rizzolatti & Luppino, 2001).

The strong, reciprocal connections with the parietal
cortex are the major source of input to the F1 and the
caudal premotor areas. As the agranular frontal cortex,
the posterior parietal cortex is formed by a mosaic of
areas (Figure 6.1), each of which deals with specific
aspects of sensory information and with the control of
specific effectors. Both the inferior parietal lobule (IPL)
and the superior parietal lobule (SPL) receive somato-
sensory and visual inputs, originating from the “dorsal
visual stream” (Colby, 1998; Rizzolatti & Matelli, 2003).
In general, areas of IPL and the posterior areas of
the SPL process either visual only or somatosensory
and visual information, whereas the rostral areas of
the SPL deal mostly with somatosensory information
(Caminiti, Ferraina, & Johnson, 1996; Rizzolatti,
Fogassi, & Gallese, 1997).

Examining the parieto-frontal organization in more
detail, it turns out that each motor area is reciprocally
connected to a specific set of parietal areas. Thus, within
the general framework of parieto-frontal connections it

is possible to identify a series of largely segregated
circuits formed by parietal and motor areas linked by
predominant connections. Functional evidence indicates
that parietal and frontal areas forming each circuit share
common functional properties. Therefore, the functional
correlate of this anatomical organization is that each
of these circuits is specifically involved in transform-
ing sensory stimuli into motor terms (Rizzolatti et al.,
1997; Rizzolatti, Luppino, & Matelli, 1998). Thus, these
parieto-frontal circuits, and not the frontal motor areas
in isolation, should be considered the functional units of
the cortical motor system (Rizzolatti et al., 1998).

Prefrontal projections to the motor cortex are
primarily directed to rostral premotor areas
(Borra, Gerbella, Rozzi, & Luppino, 2011; Gerbella,
Belmalih, Borra, Rozzi, & Luppino, 2010; Gerbella,
Borra, Tonelli, Rozzi, & Luppino, 2013; Lu, Preston, &
Strick, 1994; Luppino, Matelli, Camarda, & Rizzolatti,
1993). Prefrontal input to area F7 originates only from
the dorsal part of the lateral prefrontal cortex (DLPF),
that to F6 originates from both the dorsal and the ven-
tral part of the lateral prefrontal cortex (VLPF), and
that to F5a originates only from the VLPF. In addition,
F6 also receives strong afferents from the rostral cingu-
late cortex (area 24c). Cingulate connections are con-
siderably weaker for F7 and F5a. However, F5a is
densely connected with rostral opercular frontal areas.

Altogether, these data indicate that the caudal and
rostral premotor sectors play a different functional role
in motor control. Caudal premotor areas are involved
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FIGURE 6.1 Lateral and mesial view
of the monkey brain showing a modern
detailed anatomical and functional parcella-
tion of the agranular frontal cortex and the
posterior parietal cortex. Intraparietal, arcu-
ate, and cingulated sulci are shown unfolded.
DLPF: dorsolateral prefrontal cortex; AI: infe-
rior arcuate sulcus; AS: superior arcuate sul-
cus; C: central sulcus; Ca: calcarine fissure;
Cg: cingulated sulcus; DLPF: dorsolateral
prefrontal cortex; IO: inferior occipital sulcus;
IP: intraparietal sulcus; L: lateral fissure;
Lu: lunate sulcus; P: principal sulcus; PO:
parieto-occipital sulcus; ST: superior tempo-
ral sulcus; VLPF: ventrolateral prefrontal cor-
tex.Modified from Matelli et al. (1991).
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in transformations of sensory information into poten-
tial motor acts. Rostral premotor areas appear to play a
hierarchically higher role. These areas convey informa-
tion related to high-order action organization, working
memory, and motivation from the prefrontal, cingu-
late, and opercular frontal cortex to the caudal premo-
tor areas. This information is used by the caudal
premotor areas for determining which motor acts will
be executed and when, according to external and inter-
nal contingencies.

6.2.3 Area F5: Anatomical Subdivisions

The area crucially involved, besides motor control,
in communication is area F5. In this and the next sec-
tions, we describe its anatomical and functional prop-
erties, with particular emphasis on its role in action
understanding.

Area F5 forms the rostral part of the ventral premo-
tor cortex. Recent evidence showed that F5 is subdi-
vided into three sectors (Belmalih et al., 2009): F5c, F5p,
and F5a. F5c (convexity) extends on the convexity of
the postarcuate cortex adjacent to the inferior arcuate
sulcus; F5p (posterior) and F5a (anterior) lie within the
postarcuate bank, at different antero-posterior levels.

F5p and F5c sectors encode hand and hand and face/
mouth motor acts. They host motor and visuomotor
neurons, including mirror neurons. F5p is tightly con-
nected with the hand field of the primary motor area
and is a source of projections to the brain stem and to
the cervical spinal cord (Borra, Belmalih, Gerbella,
Rozzi, & Luppino, 2010; Dum & Strick, 1991). These con-
nections enable F5p to generate object-oriented hand
motor acts (Prabhu et al., 2009; Shimazu, Maier, Cerri,
Kirkwood, & Lemon, 2004).

F5a sector, although basically part of the agranular
frontal cortex, displays “transitional” architectonic fea-
tures between those of PMv and those of the granular
frontal cortex (Belmalih et al., 2009). Recent data (Borra
et al., 2011; Gerbella et al., 2010; Gerbella, Belmalih,
Borra, Rozzi, & Luppino, 2011; Gerbella et al., 2013)
showed that F5a is the PMv subdivision most strongly
connected to ventral prefrontal areas 12 and ventral 46.
Furthermore, its connections with rostral opercular
frontal sectors are much stronger than those of the
other F5 subdivisions. These data suggest that F5a is a
privileged site of integration of sensory motor signals
originating from the parietal cortex and higher-order
information originating from prefrontal and rostral
frontal opercular areas.

Finally, an area located on the fundus of the inferior
arcuate sulcus is considered by some authors as the
homolog of human area 44 (Petrides & Pandya, 1994).
However, the fundal location of this area renders it
very difficult to assess its cytoarchitectonic structure

and to study its connectivity. For this reason, naming
this fundal region as monkey area 44 could be accepted
with some caution.

6.2.4 Motor Properties of Area F5:
The Vocabulary of Motor Acts

Single neuron studies revealed that most F5 neurons
code specific motor acts, rather than individual move-
ments (Rizzolatti et al., 1988). Using the effective motor
act as the classification criterion, F5 neurons were sub-
divided into various classes. Among them, the most
represented are “grasping,” “holding,” and “manipu-
lating” neurons. Neurons discharging for a specific
motor act typically do not discharge during the execu-
tion of similar movements aimed at a different goal.
For example, a neuron that discharges during finger
movements for grasping an object does not discharge
during similar movements aimed at scratching. In con-
trast, F5 neurons typically discharge when the same
goal is achieved by using different effectors (e.g., the
right hand, the left hand, or the mouth), thus requiring
completely different movements (Figure 6.2A).

On these bases, it has been proposed that F5
contains a “vocabulary” of motor acts (Rizzolatti et al.,
1988). This motor vocabulary comprises “words,” each
of which is represented by a population of F5 neurons.
Some of them encode the general goal of a motor act,
others encode how a specific goal-directed motor act
must be executed, and others specify the temporal
aspects of the motor act to be executed (Jeannerod,
Arbib, Rizzolatti, & Sakata, 1995). A further demon-
stration that F5 neurons encode motor acts has been
recently provided by a study in which the same motor
goal (i.e., taking possession of food) was achieved by
means of opposite movements (Umiltà et al., 2008).
Monkeys grasped objects using “normal pliers” (i.e.,
pliers that require hand closure to take possession of
the object) and “reverse pliers” (i.e., pliers that instead
require hand-opening to achieve the same goal)
(Figure 6.2B). In both cases the neural discharge corre-
lated with food grasping, regardless of whether it was
achieved by closing the hand or by opening it.

6.2.5 Canonical Neurons and the Visuomotor
Transformation for Grasping

Beside purely motor neurons, area F5 also contains
visuomotor neurons (Rizzolatti et al., 1988). Among
them, two main categories were described: canonical and
mirror neurons. Canonical neurons are mostly located
in area F5p. Their visual discharge is triggered by the
presentation of 3D objects (Murata et al., 1997; Raos,
Umiltá, Murata, Fogassi, & Gallese, 2006). The majority
of canonical neurons respond selectively to objects of a
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certain size, shape, and orientation. Typically, the visual
specificity is congruent with the motor one (e.g., motor
selectivity: precision grip/visual selectivity of small
objects; motor selectivity: whole hand prehension/visual
selectivity of large objects). The visual responses of
canonical neurons cannot simply be explained in terms
of motor preparation because they are also present when
no response toward the object is required (Murata et al.,
1997). The most accepted interpretation of their dis-
charge is that object presentation activates a representa-
tion of the observed stimulus in motor terms. In other
words, when an object is seen, the discharge of canonical
neurons codes a potential motor act congruent with
the properties of the presented object, independent of
whether the act will be executed. In other words, when
an object is seen, the discharge of specific canonical
neurons codes a potential motor act congruent with the
properties of the presented object.

Area F5p is strongly connected with the intra-
parietal area AIP (Borra et al., 2008; Luppino, Murata,
Govoni, & Matelli, 1999), where neurons with
similar functional properties have been described
(Murata, Gallese, Luppino, Kaseda, & Sakata, 2000;
Sakata, Taira, Murata, & Mine, 1995; Taira, Mine,
Georgopoulos, Murata, & Sakata, 1990). How do the
visuomotor transformations for grasping occur? There

are various models that attempt to explain the role that
AIP and F5 play in this process (Fagg & Arbib, 1998;
Jeannerod et al., 1995; Rizzolatti & Luppino, 2001; Taira
et al., 1990). A common idea underlying these models is
that when an object is observed, AIP neurons extract
specific aspects of its physical properties and provide
F5 with the description of the possible ways in which the
object could be grasped (affordances as defined by
Gibson, 1979). On the basis of the intention of the indi-
vidual and the context, the prefrontal lobe activates AIP
visuomotor neurons and neurons in F5 coding the
appropriate grip. The information relative to the chosen
grip is then sent from F5 to F1, where the different
movements necessary to grasp the object are selected
and the final command for its execution is generated.

As already mentioned, F5 canonical neurons code
potential motor acts that eventually may become actual
movements. What is the mechanism that allows the
transformation of these potential motor acts into actual
movements? Mesial area F6 (pre-SMA) is anatomically
connected with F5 (Luppino et al., 1993). In turn, this
area receives inputs from prefrontal and cingulate cortex,
likely providing it with contextual and motivational
information. Thus, area F6 may be a key area to deter-
mine, according to the external contingencies, whether
the potential motor act will be actually executed.
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FIGURE 6.2 Goal coding in area F5. (A) Discharge of an F5 neuron active during grasping with the mouth, the right hand, and the left
hand. Abscissae: time; ordinates: spikes per bin; bin width: 20 ms. (B) Example of an F5 neuron discharging during grasping with normal and
reverse pliers (modified from Rizzolatti et al., 1988). (Upper) Pliers and hand movements necessary for grasping with the two types of pliers.
(Lower) Rasters and histograms of the neurons’ discharge during grasping with pliers. The alignments are with the end of the grasping clo-
sure phase (asterisks). The traces below each histogram indicate the hand position, recorded with a potentiometer, expressed as function of
the distance between the pliers handles. When the trace goes down, the hand closes; when it goes up, it opens. The values on the vertical axes
indicate the voltage change measured with the potentiometer. Other conventions as in Figure 6.2A. Modified from Umiltà et al. (2008).
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6.2.6 Mirror Neurons and Action
Understanding

A second class of visuomotor neurons present in area
F5 is that of mirror neurons. Mirror neurons are more
frequently located in F5c. They discharge both when the
monkey performs a goal-directed motor act and when
it observes the same, or a similar, motor act performed
by another individual (Figure 6.3A; Di Pellegrino,

Fadiga, Fogassi, Gallese, & Rizzolatti, 1992; Gallese,
Fadiga, Fogassi, & Rizzolatti, 1996; Rizzolatti, Fadiga,
Gallese, & Fogassi, 1996). Unlike canonical neurons, they
do not respond to object presentation. Furthermore, they
do not discharge or discharge less during the observa-
tion of biological movements devoid of a goal, including
mimicked actions.

The observed hand motor acts more effective
in eliciting mirror neurons discharge are grasping,
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FIGURE 6.3 Examples of F5 mirror neurons. (A) Mirror neuron responding during observation and execution of a hand-grasping motor
act. Conventions as in Figure 6.2 (modified from di Pellegrino et al., 1992). (B) Responses of the population of tested neurons selectively activated
by the vision-and-sound, vision-only, sound-only, and motor conditions. Responses to the most effective stimuli are shown in blue, and
responses to the poorly effective stimuli are in red. Vertical lines indicate the auditory response onset in the population. Y axes are in normal-
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action (lip-smacking). During observation of intransitive actions, the rasters and histograms alignment is at the moment in which the action is
fully expressed; other conventions as in Figure 6.2 (modified from Ferrari et al., 2003).
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manipulating, and holding. The visual response of
many mirror neurons is invariant with respect to
visual aspects of the observed action. However, other
mirror neurons show specificity for the direction of the
hand movement or the space sector (left or right; close
or far) in which the observed motor act is presented or
the hand (left or right) used by the observed agent
(Caggiano, Fogassi, Rizzolatti, & Thier, 2009; Gallese
et al., 1996). As far as the location in depth is con-
cerned, it was found that half of mirror neurons sensi-
tive to this parameter discharged more strongly when
the motor act was performed within the monkey peri-
personal space, whereas the other half responded
better when the same motor act was performed in
the extrapersonal space. Interestingly, when the peri-
personal space (defined as the space within which
grasping is possible) of the monkey was reduced by
introducing a transparent barrier, a set of extraperso-
nal neurons started to discharge within the old peri-
personal space transformed into a space no longer
reachable (Caggiano et al., 2009). These data indicate
that this specific set of mirror neurons code the actions
of others in relation to interaction possibilities.

It has been proposed that the property shown by
mirror neurons of encoding the visual description of a
goal-directed act in motor terms allows the observer to
understand what another individual is doing, because
the observation of a motor act performed by others
determines an automatic retrieval of a potential motor
act from the “vocabulary” of the observer.

The hypothesis that mirror neurons have an impor-
tant role in understanding the motor acts of others has
been supported by various studies. In one of them it
was shown that grasping mirror neurons discharge not
only when the monkey observes a grasping motor act
(effective visual stimulus) but also when it sees the
agent’s hand moving toward the target hidden by an
opaque screen (Umiltà et al., 2001). The discharge was
absent when the monkey knew that there was no
object behind the screen. This finding suggests that
mirror neurons use prior information to retrieve the
motor representation of the observed motor act.

In another study, sensory information concerning
the motor act was presented to the monkey in an
acoustic and/or a visual format (Kohler et al., 2002).
It was found that a subset of mirror neurons, called
“audio-visual mirror neurons,” discharged not only
during execution and observation of a motor act
(e.g., breaking a peanut) but also by listening to the
typical sound produced by that act. This indicates that
a motor act is understood regardless of how the infor-
mation reaches the mirror neurons (Figure 6.3B).

Besides mirror neurons encoding hand motor acts,
mouth mirror neurons have also been described. These
neurons are mostly found in the lateral part of area F5.

The majority of them respond to the observation and
execution of ingestive motor acts such as biting, suck-
ing, and licking (Ferrari, Gallese, Rizzolatti, & Fogassi,
2003). They do not respond to object presentation or
to mouth-mimed motor acts. A smaller but significant
population of mouth mirror neurons responds specifi-
cally to the observation of mouth communicative
gestures, such as smacking of the lips or tongue pro-
trusion (Figure 6.3C). Mouth mirror neurons of this
sub-category do not respond, or respond very weakly,
to the observation of ingestive motor acts. These mir-
ror neurons are of particular interest because they
could constitute an evolutionary ancient communi-
cative system evolving from neurons coding ingestive
motor acts (Fogassi & Ferrari, 2012; Rizzolatti &
Arbib, 1998).

In the experiment just described, it was very diffi-
cult to elicit mouth communicative gestures and even
more difficult to elicit communicative calls. In a subse-
quent experiment, however, the monkey turned out
to be able, after long periods of training, to emit volun-
tarily “coo-calls” (Coudé et al., 2011). Single neuron
recording demonstrated that in the ventral part of
area F5, there are neurons whose discharge correlates
with the voluntary call emission (Coudé et al., 2011).
This finding is of great interest because it suggests that
this F5 sector might be the precursor of the region that
controls the voluntary emission of voice in humans.

6.2.7 Mirror Neurons in the Parietal
and the Primary Motor Cortex

6.2.7.1 Primary Motor Cortex

The issue of whether the output of premotor and
motor cortex contains neurons endowed with mirror
properties has been recently addressed. Kraskov,
Dancause, Quallo, Shepherd, and Lemon (2009) inves-
tigated the activity of corticospinal neurons (PTNs)
located in area F5 and in area F1. They found that
approximately half of F5 corticospinal neurons res-
ponded to action observation. Interestingly, approxi-
mately 25% of these PTNs showed a suppression of
their discharge when the monkey observed the experi-
menter grasping an object. The authors suggested that
the suppression of the PTNs during grasping observa-
tion may play a role in inhibiting the movement of the
observer triggered by the observed action.

The same paradigm was applied to F1 PTNs
(Kraskov et al., 2009). As in F5, approximately half of
these neurons were modulated during action observa-
tion. The majority increased their discharge during
action observation (“facilitation-type” mirror neurons),
whereas some reduced or stopped their firing
(“suppression-type” mirror neurons). A comparison
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of the properties of PTNs F1 and F5 PTNs mirror
neurons showed that the visual response in F1 was
much weaker than in F5. Taken together, these data
indicate that the understanding of motor goals is not
only a function of F5 mirror neurons but also a func-
tion of the activation of a complex motor pattern that
involves corticospinal tract neurons, including those
originating in F1.

6.2.7.2 Parietal Cortex

Mirror neurons were also recorded from IPL
and, in particular, from area PFG (Fogassi et al., 2005;
Gallese, Fadiga, Fogassi, & Rizzolatti, 2002; Rozzi,
Ferrari, Bonini, Rizzolatti, & Fogassi, 2008). There is
evidence, however, that mirror neurons are also present
in AIP (personal data). PFG grasping neurons have been
specifically studied to elucidate whether their discharge
was modulated by the overarching action intention
(Fogassi et al., 2005). For this purpose their activity was
recorded while the monkey executed a motor task in
which the same motor act (grasping) was embedded
into two different actions (grasping to eat and grasping
to place). The neurons were then tested with the monkey
observing the same task, performed by an experimenter.

The results showed that a high percentage of parie-
tal neurons discharge with different intensity during
grasping execution, depending on overarching goal of
the actions. On the basis of these findings, it was pro-
posed (Fogassi et al., 2005) that parietal neurons form
prewired chains in which a neuron coding a given
motor act is facilitated by the neuron coding that pre-
viously executed. Any time an agent has the intention
(overarching goal) to perform an action, a specific
neuronal chain is activated. This model accounts for
the fluidity with which the different motor acts of
an action are executed one after another (Jeannerod,
Paulignan, & Weiss, 1998; Rosenbaum, Cohen, Jax,
Weiss, & van der Wel, 2007).

In the visual task, as in the motor task, it was found
that most mirror neurons discharged differently dur-
ing grasping, depending on overarching goal of the
actions. Because in this case grasping was performed
by the observed agent, it was suggested that the neuro-
nal selectivity for the action goal during grasping
observation activated the chain of motor neurons cor-
responding to a specific intention. Similar results were
also obtained in area F5, where the same paradigm
was applied (Bonini et al., 2010).

6.3 THE HUMAN MOTOR CORTEX

The organization of human agranular frontal cortex
presents strong similarities with that of the monkey
(Von Bonin & Bailey, 1947). First, as in the monkey, the

human motor cortex is formed by a mosaic of areas.
Area M1, the primary motor cortex, is located caudally.
It is mostly buried inside the central sulcus. Second,
as in the monkey, there are two areas located on the
mesial cortical surface: the supplementary motor area
(SMA/F3) and the presupplementary motor area
(pre-SMA/F6; see Zilles et al., 1996). Third, the motor
cortex of the lateral convexity consists of two main
regions: the dorsal and the ventral “premotor” region.
They are frequently referred as PMd and PMv. Unlike
in the monkey, where the approximate border between
these two regions is easy to recognize because it is
marked by the spur of the arcuate sulcus (Figure 6.1),
their border is difficult to identify in humans. On the
basis of embryological considerations, Rizzolatti and
Arbib (1998) suggested that the human superior frontal
sulcus plus the superior precentral sulcus should corre-
spond to the monkey’s superior limb of the arcuate
sulcus plus the arcuate spur. Thus, according to them,
the border between PMd and PMv should lie approxi-
mately at the Z level 50 of Talairach coordinates. Recent
diffusion tractography data confirmed this location
(Mars et al., 2011; Schubotz, Anwander, Knösche, von
Cramon, & Tittgemeyer, 2010; Tomassini et al., 2007).

Functionally, human M1 is somatotopically orga-
nized with the leg field located medially, the mouth
field laterally, and the forelimb field in between. This
map does not extend rostrally into area 6, as was
found in macroelectrode surface stimulation studies
(Penfield & Welch, 1951). The various areas forming
area 6 are independent functional entities involved, as
in the monkey, in different aspects of sensory motor
transformation and in movement control.

Broca’s area (area 44 and area 45) is located rostral
to PMv. On the basis of receptor-architectonic data
(Amunts et al., 2010; Amunts & Zilles, 2012), these
two areas are clustered together with opercular and
ventral premotor areas. Most interestingly, recent data
obtained using meta-analytic connectivity-based par-
cellation (Clos, Amunts, Laird, Fox, & Eickhoff, 2013)
revealed five separate functional “clusters” in area 44.
The two posterior clusters are primarily related to
action processes, including phonology and speech,
whereas the three anterior clusters are primarily associ-
ated with language and cognition. Cluster 4, located in
the posterior ventral part of area 44, is associated with
the observation of hand action and action imagery.

As stated, although a clear anatomical and func-
tional homology is recognizable between the agranular
frontal areas of monkeys and humans, such a homo-
logy is difficult to draw for Broca’s area. A homology
between this area and the tiny cytoarchitectonic area
44 of monkeys is possible, but not very likely. More
interesting for the homology issue is that the data indi-
cating that this region codes not only speech but also
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communicative actions (Clos et al., 2013). From this
perspective, it is plausible that some functions located
in area F5 in monkeys “moved” to the evolutionary
new Broca’s region. This point is elaborated in the
following sections after presentation of studies of the
mirror mechanism in humans.

6.3.1 The Mirror Mechanism in Humans

The existence of the mirror mechanism in humans
has been demonstrated by a large number of neuro-
physiological (EEG, MEG, and TMS) and neuroimag-
ing (PET and fMRI) studies (Rizzolatti & Craighero,
2004). These studies have shown that the mirror net-
work for hand actions includes two main regions: the
dorsal part of the IPL comprising the cortex located
inside the intraparietal sulcus and the ventral premo-
tor cortex plus the caudal part of the inferior frontal
gyrus (area 44). Additional areas, such as the dorsal
premotor cortex and the SPL, were also found to be
active during action observation (Di Dio et al., 2013;
Filimon, Nelson, Hagler, & Sereno, 2007). These last
areas are activated by the observation of reaching
movements.

Do the mirror neurons of human premotor and
parietal cortex encode motor acts, such as movement
with a specific goal, as in the monkey? There is clear
evidence from fMRI studies that this is the case.
Gazzola, Rizzolatti, Wicker, and Keysers (2007) pre-
sented volunteers with video-clips depicting either a
human or a robot arm grasping objects. The results
showed that the parieto-frontal mirror circuit was acti-
vated by both these types of stimuli. This observation
was extended by Peeters et al. (2009). They investi-
gated the cortical activations in response to the obser-
vation of motor acts performed by a human hand, a
robot hand, and a variety of tools in both humans and
monkeys. Regardless of the type of effector used, the
hand grasping circuit was activated in humans as well
as in monkeys. In humans, the observation of tool
motor acts also activated a rostral sector of the left
anterior supramarginal gyrus. Such activation was
absent in monkeys even when they observed actions
made with the tools they learned to use.

A series of experiments addressed the issue of
the somatotopic organization of the areas endowed
with the mirror mechanism (Buccino, Binkofski, &
Fink, 2001; Sakreida, Schubotz, Wolfensteller, & von
Cramon, 2005; Saygin, Wilson, Hagler, Bates, & Sereno,
2004; Shmuelof & Zohary, 2005; Ulloa & Pineda,
2007; Wheaton, Thompson, Syngeniotis, Abbott, &
Puce, 2004). These studies showed that the observed
motor acts are encoded in the precentral gyrus
according to an approximate somatotopic organiza-
tion similar to that of the classical motor physiology.

A somatotopic organization was also found to be
present in the IPL along and within the intraparietal
sulcus. The mouth is located rostrally, the hand is in
an intermediate position, and the leg is located cau-
dally (Buccino et al., 2001). A recent study by Jastorff,
Begliomini, Fabbri-destro, Rizzolatti, and Orban (2010)
tried to better define the general principles underly-
ing the somatotopic organization in the parietal and
frontal cortex. Four motor acts (grasping, dragging,
dropping, and pushing) performed with the mouth,
hand, and foot were presented to volunteers. The
results confirmed the data from previous authors con-
cerning the premotor cortex. As for the parietal lobe,
they showed that different sectors of IPL were acti-
vated by the observation of motor acts with the same
behavioral valence, independent of the observed
effector. More specifically, there was a subdivision
between the localization of self-directed (grasping and
dragging) and outward-directed motor acts (dropping
and pushing). Therefore, it appears that while in the
premotor cortex, motor acts executed with the same
effector tend to cluster together, but in the parietal
cortex the encoding is biased by the action valence.

A few studies showed that in humans the mirror net-
work is involved in intention understanding (Iacoboni
et al., 2005; Ortigue, Sinigaglia, Rizzolatti, & Grafton,
2010). In an fMRI experiment, Iacoboni et al. (2005)
tested volunteers during three conditions: (i) “context;”
(ii) “action;” and (iii) “intention.” During the context
condition, individuals were presented with a scene
showing either a “ready breakfast” or a “finished break-
fast;” in the action condition, they saw pictures of a hand
grasping a mug, without context; and in the intention
condition, the individuals saw the same hand grasping
the mug within one of the two contexts. The context
represented the clue that allowed the participants to
understand the agent’s intention. The comparison
between conditions showed that intention understand-
ing determined the strongest increase in the activity of
the mirror system and, in particular, of its frontal node.

6.3.2 Imitation

It is important to stress at the outset of this section
that the human mirror system encodes not only the
observed motor acts but also the individual move-
ments that form it. Evidence in favor of the encoding
of the observed movements came from transcranic
magnetic stimulation (TMS) experiments. Fadiga,
Fogassi, Pavesi, and Rizzolatti (1995) asked volunteers
to observe grasping acts or meaningless arm gestures.
The results showed that the observation of meaning-
less gestures, and not just of motor acts, produced
an increase in the motor-evoked potentials (MEPs).
This increase was present in the same muscles that
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are used to produce the observed movements. These
findings were subsequently confirmed and extended
by other TMS experiments (Alaerts, Heremans,
Swinnen, & Wenderoth, 2009; Cattaneo, Caruana,
Jezzini, & Rizzolatti, 2009; Gangitano, Mottaghy, &
Pascual-Leone, 2001; Strafella & Paus, 2000).

The existence of the mirror mechanism for simple
movements is a fundamental prerequisite of human
capacity to imitate others. The term “imitation”
includes various phenomena. Two are of interest here.
The first is the capacity to replicate immediately the
observed movements (Prinz, 1990). The second is the
capacity to learn a new motor behavior by observing
and then by repeating the same movements that the
teacher executed (Byrne, 2003). In both cases, imitation
requires the capacity to translate an observed move-
ment into a motor copy of it.

Evidence that the mirror neuron mechanism is
involved in imitation was provided by Iacoboni et al.
(1999). Subjects were tested in two main conditions:
“observation” and “observation/execution.” In the
first, subjects saw a moving finger or a cross depicted
on a stationary finger or a cross presented on an empty
background. The subjects had to observe the stimuli.
In the “observation/execution” condition, the same
stimuli were presented, but with the instruction to
lift the right finger as quickly as possible when they
occurred. The crucial contrast was between the trials of
the observation/execution condition in which the sub-
jects made the movement in response to the observed
movement (“imitation”) and the trials in which the
response was triggered by the cross (“nonimitative
behavior”). The main result was that the activation of
the caudal part of the inferior frontal gyrus was signifi-
cantly stronger during “imitation” than during the
“nonimitative behavior.”

The mechanism involved in imitation learning is
much more complex. Two fMRI studies addressed this
issue. In the first, naive participants had to imitate
guitar chords made by a teacher (Buccino, Vogt, Ritzl,
Fink, & Zilles, 2004). Cortical activations were studied
in three epochs: chord observation, chord execution,
and the pause between the two. The results showed
that during new motor pattern formation (pause
epoch) there was, besides activation of the mirror cir-
cuit, an activation of area 46 and of the anterior mesial
cortex. The importance of area 46 in imitation learning
was subsequently confirmed in a study performed
with expert players (Vogt et al., 2007).

Following Byrne (2003), a two-step model of imita-
tion learning was proposed: (i) segmentation of the
observed action into its individual movements and
their transformation, thanks to the mirror mechanism,
into corresponding potential movements; and (ii) the
organization of these potential movements into specific

temporal and spatial patterns replicating that shown
by the teacher. Parsing and sensory motor transforma-
tion are performed by the mirror mechanism, whereas
the recombination of these elements into a new pattern
could be a function of the prefrontal lobe and, in parti-
cular, of area 46 (Buccino et al., 2004; Vogt et al., 2007).

6.4 MOTOR SYSTEM AND
COMMUNICATION

Some years ago Rizzolatti and Arbib (1998) pro-
posed that the mirror mechanism could represent
the mechanism through which language evolved. This
proposal was based on the consideration that mirror
neurons create a direct link between the sender of a
message and its receiver. Thus, thanks to the mirror
mechanism, observing and doing become manifesta-
tions of a single communicative faculty.

The proposal that speech evolved from gestural
communication was by no means new (Armstrong,
Stokoe, & Wilcox, 1995; Corballis, 2002, 2003). Its nov-
elty existed in the fact that it identified a neurophysio-
logical mechanism that could create a nonarbitrary link
between the communicating individuals. In contrast to
theories claiming a gestural origin of communication,
other theories maintain that human speech derived
from animal calls. Although intuitively appealing,
these theories are, however, difficult to accept for vari-
ous reasons. First, the anatomical basis for speech and
animal calls are markedly different. Animal calls are
mediated by the cingulate cortex and by diencephalic
and brain stem structures (Jürgens, 2002). In contrast,
the core circuit underlying human speech is formed
by perisylvian areas. Second, human speech, unlike
animal calls, is not necessarily related to emotional
behavior. Third, speech is mostly a person-to-person
communication, whereas animal calls are, typically,
directed to all possible listeners. Finally, speech is
endowed with combinatorial properties that are absent
in animal communication.

Let us examine the assets and the weaknesses of the
mirror neuron-based hypothesis of language evolution.
The main asset is that mirror neurons solve two funda-
mental communication problems: parity and direct com-
prehension of the action. Parity requires the following:
what counts for the sender of the message also counts
for the receiver. Direct comprehension means that there
is no need for an agreement between individuals to
understand each other. The comprehension is inherent
to neural organization of the individual.

The major weakness of the mirror mechanism-
based theory, at least in its original formulation, was
that the properties of the mirror neurons known when
it was formulated indicate a close system limited to
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object-directed actions. As discussed, there is now
evidence that humans also possess mirror neurons
encoding observed intransitive movements and not
just observed motor acts. Thus, the human mirror sys-
tem is an open system endowed with communicative
properties.

How did it occur that the monkey closed mirror sys-
tem became an open system able to describe actions and
objects without directly referring to them? How did this
evolutionary leap occur? A possible way to make a
hypothesis regarding this point is by examining child
development. A splendid example comes from studies
by Vygotsky (1934). He described that when objects are
located close to a child, the child grasps them; when
they are located far from the child, the child extends
his/her arm and hand toward them. Thus, an object-
related action becomes, progressively, an intransitive
communicative gesture. An evolutionary ancient goal-
directed motor act becomes “pointing,” a fundamental
gesture for communicating.

Another fundamental step in the evolution of speech
should be the appearance of a link between gestures
and sounds. Is there evidence that such a link exists?
A series of recent studies provided evidence in this
sense. By using TMS, it was shown that the excitability
of the motor field of the right hand increases during
reading and during spontaneous speech (Meister et al.,
2003; Seyal, Mull, Bhullar, Ahmad, & Gage, 1999;
Tokimura, Tokimura, Oliviero, Asakura, & Rothwell,
1996). Control experiments showed that this increase in
excitability is not related to word articulation.

The presence of a link between speech and hand ges-
ture was also demonstrated by Gentilucci, Benuzzi,
Gangitano, and Grimaldi (2001) using a different
approach. In an initial series of experiments, they asked
participants to grasp two objects of different size with
their mouth and, simultaneously, to open their right
hand. The results showed that the maximal finger aper-
ture and time to maximal finger aperture increased
when the mouth grasped the large object. A subsequent
experiment was crucial. In this experiment they asked
the participants to pronounce a syllable, such as GU or
GA, during observation and subsequent hand grasping
of objects of different size. The syllables were written
on the objects. The results showed that both sound pro-
duction and mouth opening were affected by the size of
the grasped object (Gentilucci et al., 2001).

Taken together, these results show that buccal and
oro-laryngeal synergies necessary for syllable emission
are linked to manual gestures. These findings obviously
do not solve the problem of how meaning becomes
associated with gestures. The discussion on how this
occurred is centered on the possible relations between
the sound of a word and its meaning. On the one side,
some authors postulate a natural origin of the words,

that is, that there are intrinsic links between sounds and
what they represent; however, other authors regard the
faculty of speech as the result of cultural factors that led
to an agreement on the word meaning among speakers
of the same group. There is, at the moment, no convinc-
ing evidence to disentangle this dichotomy, although
the hypothesis of a natural origin of language seems to
be more satisfactory intellectually.

6.5 CONCLUSION

Traditionally, the caudal, motor part of the frontal
lobe was considered as a region not involved in cogni-
tive functions. The discovery of the mirror mechanism
radically changed this view. There is now rich evidence
that a series of cognitive functions such as space per-
ception and action recognition not only require the
activity of the motor system but also are deeply embed-
ded in motor organization. In particular, action under-
standing relies on potential motor acts that originally
evolved for motor behavior and subsequently became
the substrate for understanding others (Figure 6.4).

Similar considerations are valid for language. There
is clear evidence that the motor system is involved
in perception of phonemes. By using TMS, it was
shown that during speech listening there is an increase
of MEPs recorded from the listeners’ tongue muscles
when the presented words strongly involve, when
pronounced, tongue movements (Figure 6.5; Fadiga,
Craighero, Buccino, & Rizzolatti, 2002). Although these
data do not provide crucial evidence for the motor
theory of speech perception (Liberman & Mattingly,
1985), they certainly indicate that the motor system is
involved in phoneme perception.

As far as other aspects of language are concerned, it
has been proposed that the semantic representations are
grounded in those brain circuits that are also responsible
for action organization and perception (Pulvermüller,
1999). This account is referred to as “action perception
theory.” It purports that, besides the core perisylvian
language circuits, there are sensory motor circuits
that become active during linguistic communication. This
activation would lead to the understanding of the seman-
tics of actions. In favor of this hypothesis are neuroimag-
ing data that found specific activations of parieto-frontal
circuits when subjects listen to action words (Aziz-Zadeh,
Wilson, Rizzolatti, & Iacoboni, 2006; Hauk, Johnsrude, &
Pulvermüller, 2004; Tettamanti et al., 2005). Moreover,
TMS data and lesion studies show contributions of motor
circuits to the comprehension of phonemes and word
semantics (Pulvermüller & Fadiga, 2010). Altogether,
these data show that language comprehension relies,
at least in part, on parieto-frontal motor systems and
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indicate that action and language-perception circuits are
interdependent. Finally, at present there is no neurophys-
iological evidence that allows one to identify the neural
bases of syntactic aspects of language.
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FIGURE 6.5 Activation of tongue muscles during word listening.
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part of the inferior frontal gyrus. The activated regions depicted on the left and right hemispheres result from a meta-analysis performed in 87
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7.1 INTRODUCTION

Tracing back to clinical observations in the late 19th
and early 20th century, cerebellar disorders have been
assumed to yield a range of distinct motor abnormalities,
including a syndrome of speech motor deficits called
ataxic dysarthria, but to spare perceptual and cognitive
aspects of verbal communication. During the past two
decades, however, a variety of higher-order abnormali-
ties of spoken language (e.g., more or less exclusive
agrammatism, amnesic, or transcortical motor aphasia)
have been noted—although rather sporadically—in
patients with cerebellar vascular lesions and, more fre-
quently, during the course of recovery from a syndrome
of transient mutism after resection of posterior fossa
tumors in children. In addition, the identification of dis-
tinct speech sound categories appears to critically depend
on the integrity of cerebellar structures. Besides motor
execution, recent functional imaging data point to a con-
tribution of the cerebellum, in concert with dorsolateral
and medial frontal areas, to prearticulatory processes of
verbal communication such as the sequencing or parsing
of an “inner speech” code. Apart from their well-
established contribution to vocal tract innervation, these
cerebello-frontal interactions might support a variety of
other perceptual, linguistic, and executive tasks under
specific conditions (Desmond & Fiez, 1998; Ivry, 1996;
Thach, 1998; for a recent review see Marien et al., 2014).

7.2 MACROSCOPIC AND MICROSCOPIC
ANATOMY OF THE HUMAN

CEREBELLUM

Transverse “trenches” of a varying depth subdivide
the cerebellum (“small or lesser brain”) into lobes,

lobules, and folia (Nieuwenhuys, Voogd, & van Huijzen,
2008). As the most salient sulci, the posterolateral fissure
separates the “small brain” into the corpus cerebelli and
the flocculonodulus, and the primary fissure splits the
former component into the anterior and posterior lobe
(Figure 7.1A). Furthermore, two longitudinal sulci
demarcate a medial vermis from the two lateral hemi-
spheres. Unfolded on a two-dimensional surface, these
subsections would translate into three rather narrow
bands of tissue extending over a length of more than
100 cm each. In their actual convoluted state, the rostral
and caudal ends of these strips meet each other near the
dorsal surface of the fourth ventricle. An outer mantle of
cortex overlies white matter encompassing two pairs of
interconnected nuclei at either side: the medio-caudal
group comprises the fastigial and globose, and the
latero-rostral pair consists of the emboliform and dentate
nucleus. In subhuman species, the globose and emboli-
form gray matter masses are often combined into the
interpositus nucleus. Altogether, three “cables” connect
the cerebellum with the spinal cord, the brain stem, and
the thalamus:

1. The inferior peduncle encompasses several afferent
bundles (altogether approximately 0.5 million
fibers), especially the spinocerebellar and
olivocerebellar tracts (restiform body), as well as
direct efferent connections between flocculonodulus
and vestibular nuclei (juxtarestiform body).

2. The approximately 20 million fibers of the medial
peduncle (brachium pontis) arise from the pontine
nuclei of the brain stem.

3. The superior peduncle (brachium conjunctivum)
represents the major efferent pathway of the
cerebellum, originating in the deep nuclei of the
white matter and targeting predominantly the
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nucleus ruber (red nucleus) as well as various
thalamic nuclei.

Afferent and efferent tracts are related to each other
by a ratio of approximately 40:1 fibers, forming a mas-
sive convergence of information processing within the
“small brain.”

Pontine nuclei and several subcomponents of the
thalamus represent the relay stations of a cascading
cerebrocerebellar circuitry: the afferent (feedforward)
limb encompasses sequential corticopontine and pon-
tocerebellar (mossy fibers) projections, and the efferent
(feedback) loop encompasses cerebellothalamic and

thalamocortical pathways (Schmahmann & Pandya,
1997). The traditional model of cerebrocerebellar inter-
actions assumed a broad range of frontal and parietal
regions to project via pontine nuclei to the contralat-
eral cerebellar cortex, whereas the respective efferent
connections arising in the deep nuclei predominantly
focus—via thalamic structures—on contralateral pri-
mary motor and premotor areas (Rothwell, 1994).
However, more recent transneuronal tract-tracing
studies in nonhuman primates found that distinct sub-
components of the deep white matter nuclei project to
different areas of the cerebral cortex, including pri-
mary motor, premotor, and prefrontal areas, which, in

FIGURE 7.1 (A) The major macroscopic subdivisions of the cerebellum (flattened surface of the left hemisphere) concomitant with the
widely used nomenclature introduced by Larsell: lobules are labeled consecutively by roman numerals (projected on the left vermis). The ansi-
form lobule is divided into Crus I and Crus II, separated by the intercrural fissure. (B) The cerebellar cortex is arranged into a multitude of
longitudinal zones (A�D2): the Purkinje cells of a given zone project exclusively to the same component of the target nuclei (A5dentate,
B5 emboliform, C5 globose, D5 fastigial cerebellar nucleus, E5vestibular nuclei); furthermore, the Purkinje cells of each zone and their
respective targets receive climbing fiber input from a particular subcomponent of the inferior olive each (15dorsal accessory olive,
25principal olive, 35medial accessory olive); for example, the longitudinal zones C2 and D2 exclusively project to (a subcomponent of) the
dentate nucleus or the globose nucleus, respectively, which in turn are targeted by distinct subcomponents of the olivary complex (heavy
black lines). Redrawn from Nieuwenhuys et al. (2008) with permission from the publisher.
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turn, represent a major source of input to the respective
sites of origin, giving rise to a series of parallel closed
loops (Strick, Dum, & Fiez, 2009). More advanced mag-
netic resonance imaging (MRI) technologies are now
beginning to provide the opportunity to visualize the
structure of cerebellar circuits in the intact human brain,
for example, the connections between the cerebellar cor-
tex and the thalamus (Granziera et al., 2009).

The cortex of the cerebellum segregates into three
stacked layers: a superficial cell-poor molecular sheet,
an adjacent thin tier composed of the perikarya of the
large Purkinje cells, and a deep zone of densely packed
small granule cells (Figure 7.2). The axons of the
Purkinje cells represent the sole “output channel” of
the cerebellar cortex, exerting a strong inhibitory
impact on their target structures (i.e., the deep nuclei
of the cerebellar white matter and the vestibular nuclei
of the brain stem). Within some limits, the arrange-
ment of these neural elements and their connections
reiterate the longitudino-transversal organization of
the cerebellar surface. The flattened dendritic trees of
the Purkinje cells are confined to a plane perpendicular
to the axons of the granule cells (parallel fibers) “run-
ning” in the direction of the transverse fissures. Each
Purkinje cell may bear tens of thousands of synaptic
connections with the parallel fibers traversing its den-
dritic tree. However, most of these contacts appear to
be “closed” at any given moment due to long-term
depression effects (Nieuwenhuys et al., 2008). These

processes may “sculpt the cerebellar cortical network,
according to previous experience” and, thus, provide a
basis for cerebellum-dependent optimization of move-
ment sequences. Two major afferent systems access the
cerebellar cortex: (i) restiform body and middle pedun-
cle conduct mossy fibers, arising from the spinal cord
as well as the brain stem and targeting the granule
cells; (ii) in addition, the restiform body contains
climbing fibers originating in the inferior olive and ter-
minating in the contralateral middle layer (Figure 7.2).
Both fiber types, which also give off collateral branches
to the deep cerebellar nuclei, have an excitatory effect
on Purkinje cells. In anesthetized animal preparations,
the cerebellar cortex displays “two complete somatoto-
pic representations of the body,” one in the anterior
lobe and one in the posterior lobe (Rothwell, 1994).
Perioperative electrical surface stimulation revealed in
our species a motor map bound to the posterior
cerebellar cortex (other areas were not investigated;
Mottolese et al., 2013). Beyond these findings, func-
tional imaging studies suggest that the “small brain”
houses up to four distinct somatomotor homunculi
(Buckner, Krienen, Castellanos, Diaz, & Yeo, 2011).

The rather uniform architectural design of the “small
brain” does not allow for a cytoarchitectonic parcella-
tion similar to the cerebral cortex. Nevertheless, specific
input/output arrangements as well as the distribution
of marker molecules give rise to a functional compart-
mentalization of the cerebellum in terms of parallel

FIGURE 7.2 Microscopic organiza-
tion of the three-layer cerebellar cortex
(A5molecular layer, B5Purkinje cell
layer, C5 granular layer). The flat
dendritic trees of the Purkinje cells
(large black bodies) are spread out in a
parasagittal plane perpendicular to the
parallel fibers, running along the trans-
verse plane. Modified from Nieuwenhuys
et al. (2008) with permission from the
publisher.
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longitudinal stripes that intersect the transverse fissures
at a right angle (Figure 7.1B). More recent formulations
assume that each half of the vermis contains two or
three and that each hemisphere contains five or more
such elongated but rather narrow cortical zones
(Nieuwenhuys et al., 2008). In addition, gene expression
patterns provide the basis for a further compartmentali-
zation of the cerebellum in at least four transverse
bands, more or less, independent of lobulation
(Oberdick & Sillitoe, 2011). In contrast, the traditional
separation into vestibulocerebellar, spinocerebellar, and
neocerebellar components does not correspond to strict
boundaries of the projections of the respective afferent
sources (Coffman, Dum, & Strick, 2011). Given a rather
uniform internal circuitry, the cerebellar cortex has
been assumed to support rather uniform computational
processes throughout its entire extent (Ramnani, 2006).
Against this background, compartmentalization of the
“small brain” could depend upon the functional archi-
tecture of the interconnected extracerebellar areas.

7.3 COMPARATIVE ANATOMIC
PERSPECTIVES ON SIZE AND

COMPOSITION OF THE CEREBELLUM

The overall volume of the cerebellum varies consid-
erably across vertebrate classes—even after scaling to
body or hindbrain size (Butler & Hodos, 2005). First,
mammals and birds are endowed with a (relatively)
larger cerebellum than reptiles and amphibians.
Second, electroreceptive fishes such as mormyrids
show an exceptionally huge “small brain,” by far
exceeding its dimensions in nonelectric relatives and
in all four-limbed vertebrates. Furthermore, the vari-
ous macroscopic components of the cerebellum may
show a differential enlargement across species within
the same taxon—allegedly related to specific behav-
ioral traits such as beak control in woodpeckers
(Sultan & Glickstein, 2007) or acoustic communication
in marine mammals (Oelschläger, Ridgway, & Knauth,
2010). Given these rather complicated comparative
anatomic relationships, the differentiation between an
archicerebellum, paleocerebellum, and neocerebellum,
based on the suggestion that the major macroscopic
constituents of the “small brain” can be assigned to
successive stages of evolution, must be considered
with some precautions. As a side note, the neural net-
works supporting vocal behavior in birds, including
song learning, do not seem to encroach on the cerebel-
lum (Ackermann, 2008), whereas motor coordination
and skill acquisition in our species, including the
domain of speech production, clearly depend on the
integrity of the “small brain.”

Brain volume underwent a significant increase dur-
ing the course of human evolution—allegedly concomi-
tant with a disproportionate expansion of the prefrontal
cortex relative to motor areas (see Teffer & Semendeferi,
2012 for a critical review). Furthermore, structural MRI
points at a conjoint relative enlargement of the cerebel-
lar lobules connected with prefrontal areas in our
species (Balsters et al., 2010). Such morphological corre-
lations have been assumed to indicate a contribution of
the cerebellum to cognitive functions such as language.
In light of these findings, one model claims that “the
cerebellum couples the motor function of articulating
speech to the mental function that selects the language
to be spoken, thus helping to produce fluent human
speech” (Leiner, 2010).

7.4 CEREBELLAR SUPPORT OF
MOTOR CONTROL IN HUMANS: UPPER

LIMB MOVEMENTS

The systematic experimental analysis of cerebellar
functions traces back to Luigi Rolando, who conducted
ablation studies in a variety of species around the turn
of the 18th to 19th century (Schmahmann, 2010).
He found that damage to the “small brain” compro-
mised motor activities of the homolateral body
side but spared the (in more recent parlance) sensory,
autonomic, and cognitive domains. Holmes (1917,
1939) provided the classic description of cerebellar
movement abnormalities in humans. Besides reduced
muscle tone (hypotonia) and strength (asthenia)—
observed at least in the acute stage after cerebellar
damage with significant improvement during further
follow-up—“the most prominent disturbances of func-
tion that result from destructive lesions of the cerebel-
lum are distinct disorders of voluntary movement,”
usually referred to as “ataxia” or “incoordination.”
More specifically, Holmes noted a “delay in starting
motion,” slowed and irregular execution of a move-
ment, an excessive range or premature arrest of goal-
directed motor activities (hypermetria/hypometria),
and increased oscillations (tremor), especially during
the final approach of an object. Furthermore, cerebellar
injuries may give rise to vertigo, “spontaneous devia-
tions of the limbs,” unsteady postural equilibrium and
gait ataxia, compromised ocular movements (espe-
cially, nystagmus), reflex abnormalities, a loss of asso-
ciated movements (e.g., of the ipsilateral arm during
walking), and “disturbances of speech.” For the most
part, these early analyses of the motor deficits of cere-
bellar disorders have stood the test of time and found
their way into generations of subsequent textbooks of
clinical neurology (Adams & Victor, 1989; Adams,
Victor, & Ropper, 1997).

76 7. CEREBELLAR CONTRIBUTIONS TO SPEECH AND LANGUAGE

B. NEUROBIOLOGICAL FOUNDATIONS



More recent kinematic and electromyographic (EMG)
studies provide evidence for at least two pathomechan-
isms of cerebellar ataxia in case of single-joint rapid arm
movements: deficient timing of agonist/antagonist EMG
bursts and compromised implementation of phasic mus-
cle forces (Berardelli et al., 1996). In line with the latter
suggestion, functional imaging studies revealed separate
subregions of the cerebellum to scale with distinct force-
related parameters each (amplitude versus rate of
change) during isometric pinch-grip tasks (Spraker et al.,
2012). Rather than a failure to generate sufficient force
levels per se, anticipatory adjustment of and compensa-
tion for the arising torques during movement execution
appears to be disrupted (see Nowak, 2012 for a brief
recent review). An alternative model considers the dis-
torted triphasic innervation patterns of ballistic gestures,
giving rise to hypermetria of movements (Rothwell,
1994), as well as the disruption of multijoint sequences
in cerebellar ataxia (Ito, 2012, p. 156) to reflect motor tim-
ing deficits. Indeed, considerable evidence indicates that
the “small brain” engages in the “precise representation
of temporal information” (Ivry & Fiez, 2000, p. 1005; see
Ivry, 2012 for a recent review).

A variety of clinical and functional imaging data sug-
gest that motor skill acquisition in our species critically
depends on the “small brain.” Early computational mod-
els of the 1960s considered the neuronal circuitry of the
cerebellum a potential substrate of its motor learning
capacities (see Ito, 2012 for references). More recent for-
mulations associate these capabilities with internal for-
ward or inverse representations of body�environment
interactions (Passot, Luque, & Arleo, 2013). However, the
cerebellar subcomponents specifically engaged in motor
skill acquisition appear to vary with the experimental par-
adigm considered (sensorimotor adaptation versus motor
sequencing) and the stage of the training process (e.g.,
early versus late; Hardwick, Rottschy, Miall, & Eickhoff,
2013; see Orban et al., 2011). At the molecular level, dura-
ble experience-dependent changes in synaptic transmis-
sion efficacy of Purkinje cells through convergent
activation of parallel and climbing fibers have been dem-
onstrated (Ito, 2012). Thus, evidence based on different
methodological approaches corroborates the notion of a
cerebellar contribution to motor learning mechanisms.

7.5 CONTRIBUTIONS OF THE
CEREBELLUM TO SPEECH

MOTOR CONTROL

7.5.1 The Profile of Ataxic Dysarthria:
Auditory-Perceptual and Instrumental Studies

Holmes (1917) provided the first more detailed
account of the motor speech deficits after cerebellar

damage, more specifically, unilateral and bilateral
gunshot injuries. His early observations are in line
with the still authoritative auditory-perceptual inves-
tigation of the Mayo Clinic based on patients with
different etiological variants of a syndrome of ataxia
(Darley, Aronson, & Brown, 1975). Imprecise con-
sonants and distorted vowels, irregular articulatory
breakdown, “excess and equal stress” (i.e., scanning
speech rhythm), reduced speaking rate, as well as
harsh voice quality emerged as the most salient
features. Assuming the same underlying pathome-
chanisms as in other motor subsystems, the label
“ataxic dysarthria” was assigned to the profile of
speech abnormalities (see Ackermann, Mathiak, &
Riecker, 2007; Duffy, 2005 for recent reviews).
However, the extent to which extracerebellar pathol-
ogy contributed to the observed deficits—given the
rather limited diagnostic opportunities available at
that time—remains unsettled. More recent studies
interested in the specific contribution of the “small
brain” to speech motor control tried to recruit
patients with a disease process restricted to the
cerebellum—as documented by neuroradiological
techniques—or subjects with a molecular-genetic
diagnosis of a distinct hereditary degenerative dis-
ease entity such as Friedreich’s ataxia (FRDA;
Brendel et al., 2013) or the various subtypes of a
spinocerebellar ataxia (SCA; Sidtis, Ahn, Gomez, &
Sidtis, 2011; Schalling & Hartelius, 2013). Comparison
of various syndromes of a hereditary ataxia (matched
for disease severity and disease duration) revealed
both commonalities and differences in the respective
profiles of speech motor deficits (Brendel et al., 2015).
Voice quality and stability, articulatory preciseness,
and respiratory support turned out to be the most
affected auditory-perceptual dimensions of speech
production in patients with FRDA, SCA3, or SCA6.
Such comparative analyses may provide the opportu-
nity to further delineate the differential contribution
of the various cerebellar subcomponents to speech
motor control. At least in initial disease stages, FRDA
predominantly affects the afferent fiber tracts that
project to the cerebellum, whereas SCA6 pathology
appears mostly restricted to the cortical layer of the
“small brain” and SCA3 seems, by contrast, to
encroach upon the deep cerebellar nuclei (Schalling &
Hartelius, 2013). As compared with the other two
ataxia variants, SCA6 patients showed a more pro-
nounced reduction in speaking rate and more salient
abnormalities of the prosodic modulation of verbal
utterances (Brendel et al., 2015). Most noteworthy, sev-
eral investigations reported the dysarthric signs of
degenerative cerebellar diseases (FRDA, SCA subtypes)
to be limited to rather mild deficits (e.g., in terms of
intelligibility) even after an extended disease duration
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of more than two decades (Brendel et al., 2013;
Folker et al., 2010; Sidtis et al., 2011). Although patient
selection bias cannot be ruled out in these cases, cerebel-
lar disorders appear to have a less devastating impact on
motor aspects of spoken language than does damage to
left-hemisphere ventrolateral frontal cortex (apraxia
of speech) or to the corticobulbar tracts (spastic dysar-
thria), which in its extreme gives rise to a complete
breakdown of articulation and/or phonation (anarthria/
aphonia; Ackermann & Ziegler, 2010). A similar dissoci-
ation between upper motor neuron disorders and cere-
bellar dysfunctions at the behavioral level has been
observed during tasks involving highly overlearned
finger force control (Brandauer et al., 2012).

Acoustic analyses of verbal utterances of patients
with ataxic dysarthria concentrated mainly on mea-
surements of durational parameters, such as voice
onset time (VOT), syllable length, and vowel duration
(see Ackermann et al., 2007 for a review). In line with
auditory-perceptual data, an increased duration of syl-
lables, vowels, and smaller segments—giving rise to a
reduced speaking or articulation rate—has been
repeatedly observed in ataxic patients as compared
with healthy control speakers (Brendel et al., 2013;
Schalling & Hartelius, 2013). Most noteworthy, the
decline of speech rate during syllable repetition tasks
appears to approach a plateau at approximately 2.5 to
3 Hz (Ackermann, 2008). In some instances of a cere-
bellar disorder, acoustic analyses were able to docu-
ment voice tremor of a similar frequency or enhanced
pitch fluctuations during sustained vowel productions
(Ackermann et al., 2007; Boutsen, Duffy, Dimassi, &
Christman, 2011). “Stabilization at a fixed posture or
state” represents one of the fundamental control func-
tions of the cerebellum (Massaquoi, 2012). In light of
this notion, the respective cerebellar vocal dysfunctions
may result from compromised maintenance of laryn-
geal sound production.

Because of an inherent nonlinear relationship
between vocal tract configuration and the emitted
speech signal, acoustic data often do not allow for
unambiguous characterization of the underlying
vocal tract movements. Among other things, kine-
matic analyses of lip and jaw excursions found a
reduced mass-normalized stiffness (i.e., a decreased
ratio of maximum velocity and displacement) in cere-
bellar patients as compared with control speakers
(Ackermann et al., 2007). These findings have been
assumed to indicate an impaired ability to generate
adequate muscular forces under time-critical condi-
tions, similar to upper limb movements. As an alter-
native, increased movement durations in cerebellar
patients could point to larger articulatory distances
during speech production rather than reduced peak
velocity (Folker et al., 2011).

7.5.2 The Syndrome of Cerebellar Mutism:
Impaired Initiation of Speech Production?

Speechlessness (mutism) after resection of a posterior
fossa tumor or a stereotactic lesion of the dentate nucleus
predominantly emerges in children at an incidence of up
to 30%, but it may sporadically occur in adults as well
(Küper & Timmann, 2013). Rarely, cerebellar mutism has
also been observed in patients with traumatic injury to or
viral inflammation of the “small brain.” As a rule, dis-
rupted speech production develops several hours or days
after surgery and frequently is associated with a variety
of further behavioral and/or cognitive-mental abnormali-
ties (posterior fossa syndrome). The initial—and always
transient—mutism may evolve into speech motor deficits
(“syndrome of cerebellar mutism and subsequent dysar-
thria”), into a syndrome of agrammatism concomitant
with impaired executive functions, and/or into emo-
tional/motivational abnormalities (Ackermann et al.,
2007). In contrast, auditory speech comprehension as well
as repetition capabilities are well-preserved. A recent
review points to “crossed cerebello-cerebral diaschisis” as
a potential pathomechanism of the initial mutism of the
posterior fossa syndrome (i.e., “functional depression” of
cerebral areas reciprocally interconnected with the dam-
aged cerebellar region), translating into reduced blood
flow (hypoperfusion), decreased oxygen consumption,
and hypometabolism of the affected supratentorial struc-
tures (Küper & Timmann, 2013, see Botez, Léveillé,
Lambert, & Botez, 1991 for further details on this con-
cept). Bilateral lesions of anterior aspects of the medial
wall of the frontal lobe may give rise to speechlessness
(akinetic mutism), and damage to the left-hemisphere
supplementary motor area has been found to com-
promise speech initiation mechanisms (Ackermann &
Ziegler, 2010). Thus, transient cerebellar mutism conceiv-
ably reflects bilateral functional depression of mesio-
frontal structures, whereas involvement of dorsolateral
and/or orbital parts of the frontal lobe may give rise to
the associated additional cognitive and/or behavioral
abnormalities. In contrast, a persisting ataxic dysarthria
that occurs subsequent to cerebellar mutism could reflect
local cerebellar injury due to surgical intervention,
because mesiofrontal lesions do not give rise to articula-
tory/phonatory deficits. Therefore, the so-called cerebel-
lar mutism does not necessarily arise from cerebellar
dysfunctions proper. Such an interpretation would also
be more consistent with the suggestion that damage to
the “small brain” yields rather mild speech motor deficits.

7.5.3 Functional Imaging Data Related
to Speech Production

A meta-analysis of the “localization” of speech
motor deficits in infarctions of the “small brain” found
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this constellation to be associated with damage to
superior aspects of the cerebellar cortex—more specifi-
cally, the area of blood supply of the superior cerebel-
lar artery (Urban, 2013). In line with these clinical
findings, functional imaging studies focusing on motor
aspects of spoken language in healthy subjects
reported that speech production tasks elicit robust
bilateral hemodynamic responses centered around lob-
ule VI (Figure 7.3). Three pieces of evidence support
the notion of a crucial role of lobule VI in speech
production:

1. A bilateral somatomotor map of the face has been
documented at this level.

2. The execution of nonspeech movements of the
tongue and lips yields bilateral signal changes
within the same area.

3. Resting-state functional connectivity MRI was able to
demonstrate tight functional coupling between the
topographic motor representations of the frontal cortex
and cerebellar lobule VI (Buckner et al., 2011; Grodd,

Hülsmann, & Ackermann, 2005; O’Reilly, Beckmann,
Tomassini, Ramnani, & Johansen-Berg, 2010).

Taken together, these findings suggest that the
superior corpus cerebelli must be considered an essen-
tial component of the brain network of (motor) speech
production engaged, presumably, in the online control
of articulatory movement sequences, regardless of
stimulus type.

Signal changes in lobule VI lateralized toward the
right side have been documented even during inner
(covert, subvocal) speech tasks (see Ackermann &
Riecker, 2010 for references). Psycholinguistic models
(e.g., Levelt, 1989) often equate covert utterances with
overt speech production—minus motor execution. As
a consequence, inner speech must be expected to rely
on a prearticulatory but otherwise fully specified ver-
bal code. From this perspective, speech motor control
separates into at least two stages: (i) the generation of
a prearticulatory code (i.e., preparatory/planning pro-
cesses) and (ii) its subsequent execution.
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FIGURE 7.3 Spatial distribution of the signal maxima (Montreal Neurological Institute [MNI] space) of a series of published functional
imaging studies addressing various aspects of speech and nonspeech motor control (Brendel et al., in preparation): pseudowords (red), repeti-
tive syllables (green), single vowels (blue), lexical items (yellow), as well as nonspeech oral movements of tongue, lips, and jaw (white). Signal
peaks represent main effects (experimental condition compared with a baseline, i.e., rest condition; coordinates are superimposed on the
Collins brain template) and extend in the anterior�posterior direction (y-dimension) from 253 to 267 (divided into three segments). The
majority of the peaks fall in this range, although a few signal maxima have either a more anterior or posterior location, respectively; the ana-
tomical landmarks (right column) are based on Schmahmann, Doyon, Toga, Petrides, and Evans (2000).
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In light of these findings, hemodynamic activation
bound to inner speech may be related to a prearticula-
tory level of spoken language—although the computa-
tional processes involved are still a topic of debate
(e.g., Geva et al., 2011). Some preliminary evidence for
cerebellar involvement in these higher-level processes
derives from the observation of functional coupling
between superior aspects of the right cerebellar hemi-
sphere and left premotor cortex, insula, and Broca’s
area (Buckner et al., 2011; Riecker et al., 2005).
Importantly, these latter supratentorial areas of the
language-dominant hemisphere are assumed to be cru-
cially engaged in speech motor planning (Ackermann &
Ziegler, 2010).

In contrast to the clinical data on the cerebellar
topography of speech motor control, functional imag-
ing yielded a more complicated picture because addi-
tional activation of caudal-inferior parts (lobule VIIIA)
emerged across speech and nonspeech vocal tract
tasks—although in a more inconsistent and variable
way. Whereas this area also incorporates a somato-
motor map of the vocal tract and displays strong
resting-state functional connectivity with supratentor-
ial sensorimotor cortex, the functional role of lobule
VIIIA within the framework of speech production is
still a matter of speculation. Given that inner speech is
assumed to represent an important rehearsal strategy to
temporarily maintain information in the phonological
buffer of the verbal working memory circuit, a
particularly puzzling aspect of these functional neuro-
imaging findings is that signal changes in lobule VIIIA
have been repeatedly observed during verbal working
memory tasks (Chen & Desmond, 2005; Durisko & Fiez,
2010), but not during subvocal speech. Hypotheses
about the contributions of the inferior cerebellum to
speech production range from a strictly “basic” motor/
sensorimotor function (Stoodley & Schmahmann, 2009)
to an involvement in “higher-level” linguistic processes,
such as those supporting “fast-loading” mechanisms of
phonological representations (Bohland, Bullock, &
Guenther, 2010).

7.6 ENGAGEMENT OF THE CEREBELLUM
IN NONMOTOR FUNCTIONS

7.6.1 The Cerebellar Cognitive
Affective Syndrome

A classical tenet of clinical neurology tracing back
to the early 19th century and passed down via genera-
tions of textbooks until approximately two decades
ago generally restricted cerebellar symptomatology to
the motor domain (compare Adams & Victor, 1989
with Adams et al., 1997, p. 92). However, the lateral

hemispheres of the “small brain” showed an overpro-
portional increase of size during the course of human
evolution, and a large portion of corticopontine
projections arises within the prefrontal cortex.
Considering, among other things, such (comparative)
neuroanatomic data, the notion of an engagement of
the “small brain” in mental skills attracted more and
more attention from the 1970s and 1980s onward
(Leiner, 2010; Schmahmann, 2010). Whereas the mor-
phological findings referred to could just reflect
enhanced capabilities for visuomotor control of man-
ual tasks, systematic neuropsychological studies of
larger groups of patients with pathology restricted to
the “small brain” revealed—beyond the preceding
(rather anecdotal) clinical observations—altered non-
motor functions such as compromised executive opera-
tions (verbal working memory, set-shifting, etc.),
impaired visual-spatial capacities, disrupted memory
as well as language deficits (Schmahmann & Sherman,
1998). Besides mental-cognitive disorders, personality
changes in terms of blunted affect and inappropriate
behavior could be observed as well. This “cerebellar
cognitive affective syndrome” has been reported to
include deviations of speech prosody (i.e., a high-
pitched voice of a “whining, childish, and hypophonic
quality”) emerging, especially in bilateral or general-
ized disease processes (Schmahmann & Sherman,
1998, p. 564). Rather than a cognitive-linguistic deficit,
these abnormalities might reflect disruption of laryn-
geal motor control mechanisms. In accordance with
these clinical data, the available imaging studies point
to a functional compartmentalization of the cerebellar
cortex in that motor, cognitive, and “limbic” tasks elicit
activation patterns of a distinct topographical dis-
tribution each (Stoodley & Schmahmann, 2009). As an
interesting side note, nonmotor abnormalities appear
to be more prominent in acute rather than chronic
pathologies.

7.6.2 Lexical-Semantic and Syntactic
Disorders of Spoken Language

In addition to executive/visual-spatial dysfunctions
and behavioral abnormalities, lexical-semantic deficits
in terms of compromised picture naming, verb-for-noun
generation, word stem completion, and verbal fluency
have been documented in a variety of cerebellar disor-
ders such as ischemic infarctions, cerebellitis, or degen-
erative diseases (Fiez, Petersen, Cheney, & Raichle,
1992; Schmahmann & Sherman, 1998; Stoodley &
Schmahmann, 2009). Furthermore, functional imaging
studies and transcranial magnetic stimulation techni-
ques (implementation of a virtual transient lesion) point
to a predominant engagement of posterolateral aspects
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of the right cerebellar hemisphere in these tasks (De
Smet, Paquier, Verhoeven, & Marien, 2013; Stoodley &
Schmahmann, 2009). Rather than compromised access
to the mental vocabulary, the observed lexical-semantic
disorders have been assumed to reflect impaired cogni-
tive search strategies and error monitoring (Stoodley &
Schmahmann, 2009)—operations that are conceivably
related to interactions of the cerebellar hemispheres
with those parts of the prefrontal cortex supporting
executive functions.

Silveri et al. (1994) reported for the first time signs
of agrammatic speech concomitant with slightly
reduced verbal fluency in a patient who had a
right-hemisphere cerebellar ischemic lesion. Verbal
utterances were characterized by the omission of
free-standing grammatic morphemes and the use of
infinitives in place of inflected verb forms. Otherwise,
language examination was entirely unremarkable (see
Zettin et al., 1997 for a further example). Whereas
structural neuroimaging failed to detect any supraten-
torial lesions in the two aforementioned case studies,
measurements of hemodynamic functions revealed
marked hypoperfusion of the entire dominant hemi-
sphere (crossed cerebello-cerebral diaschisis). During
further follow-up, an increase of left-hemisphere
cerebral blood flow paralleled the improvement of
language deficits. A subsequent group study noted—
mostly mild—agrammatism in 6 out of a total of 20
patients with a cerebellar disorder (Schmahmann &
Sherman, 1998). Apart from a single exception (midline
tumor removal), all of them had a diagnosis of bilateral
or right-hemisphere infarction, whereas subjects with
cerebellitis or cortical atrophy did not display any
abnormalities of the syntax of spoken language at bed-
side testing. Beyond exclusive agrammatism, right-
hemispheric cerebellar infarctions may give rise to a
broader profile of speech-language abnormalities
resembling transcortical motor or amnesic aphasia (for
a recent review, see De Smet et al., 2013). Similar to
cerebellar agrammatism, these more extensive constel-
lations of disrupted verbal communication may also be
associated with crossed cerebello-cerebral diaschisis
effects. For example, left-frontoparietal perfusion was
again found to increase in parallel with the improve-
ment of speech-language pathology during follow-up.

Variants of an acquired dyslexia/dysgraphia have—
although rarely—been observed in cerebellar stroke
patients as well (De Smet et al., 2013). Most presum-
ably, these constellations are also related to the patho-
mechanism of crossed cerebello-cerebral diaschisis,
“the most plausible explanation posited to date”
(Murdoch & Barwood, 2014) for higher-level language
deficits, at least in cerebellar lesions of a vascular ori-
gin. As a further disorder of written language capabili-
ties, developmental dyslexia is often associated with

signs of a cerebellar dysfunction (up to approximately
80% of cases; Nicolson, Fawcett, & Dean, 2001).
Therefore, this syndrome has been assumed to reflect a
more general impairment of cerebellum-dependent
automatic performance of learned skills including, but
not restricted to, the acquisition of written language
capabilities (“cerebellar deficit hypothesis” of develop-
mental dyslexia; Nicolson et al., 2001; for a recent brief
review see Nicolson & Fawcett, 2014).

7.6.3 Contributions of the Cerebellum to
Nonmotor Functions: Speech and Nonspeech
Auditory Perception

Although Holmes (1917) did not find unambiguous
evidence for perceptual deficits in patients with acute
gunshot injuries of the cerebellum, more recent
investigations reported that disorders of the “small
brain” may compromise, for example, visual motion
discrimination (Bastian, 2011) or the assessment of
spatio-temporal relationships. In line with preceding
observations of a disrupted evaluation of the length of
time intervals bound by tones (see Ivry & Fiez, 2000
for a review), a series of studies was able to further
document impairments in perceptual encoding of tem-
poral aspects of speech sounds in cerebellar patients
(Mathiak, Hertrich, Grodd, & Ackermann, 2002). Both
the English and the German language comprise pairs
of syllables or lexical items exclusively differing in a
single durational parameter of the acoustic signal. For
example, the English word “rapid” is characterized by
a short period of silence (closure or occlusion time
[CLT]) signaling the intraword stop consonant /p/.
Variation of CLT from 10 to 110 ms gives rise to a
phoneme-boundary effect: long intraword pauses yield
the percept “rapid,” whereas short variants lead to the
recognition of “rabbit,” with a rather abrupt transition
from one response type to the other in-between. Under
these conditions, word recognition solely depends on
the processing of a durational acoustic cue. Using a
German analogue of the “rabbit/rapid” paradigm
(“Boden” [bodn]5 short CLT, Engl. “floor” versus
“Boten” [botn]5 long occlusion time, “messengers”),
patients with diffuse cerebellar atrophy did not show
any significant phoneme-boundary effect (Ackermann,
Gräber, Hertrich, & Daum, 1997). Apart from CLT, the
difference in sound structure between the lexical items
“Boten” and “Boden” can be signaled by VOT of the
wordmedial stop consonants /t/ and /d/ ([bo:then]
versus [bo:den], with the /t/-sound of the first item
being characterized by a short aspiration noise). An
fMRI study asked subjects to discriminate the same
lexical items (i.e., “Boten” versus “Boden”) either by
analysis of a durational parameter such as CLT
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(experimental condition) or a noise segment such as
VOT (control condition). Subtraction of the hemody-
namic responses to the “noise stimuli” from the activa-
tion pattern obtained during application of the CLT
items yielded a circumscript activation focus within
the right cerebellar hemisphere. Most noteworthy, a
subsequent fMRI study found the discrimination of
nonspeech time intervals bound by tones to elicit
hemodynamic activation at the level of the right
cerebellar hemisphere concomitant with a left-sided
prefrontal cluster (Mathiak, Hertrich, Grodd, &
Ackermann, 2004). Thus, a right-cerebellar/left-
prefrontal loop appears to be engaged in the decoding
of durational parameters of speech and nonspeech
acoustic signals.

7.7 CONCLUSION

(i) It is well established that the cerebellum engages
in movement preparation/execution as well as motor
skill acquisition, although the underlying mechanisms
remain to be further elucidated. These capacities also
extend, at least partially, to the control of up to
approximately 100 vocal tract muscles engaged in
speech production. Disorders of the “small brain” may
give rise to the syndrome of ataxic dysarthria, charac-
terized by (among other things) compromised stability
of sound production, slowed execution of single articu-
latory gestures, especially under enhanced temporal
constraints, and disrupted coordination/sequencing of
orofacial and laryngeal activities. These abnormalities
accord quite well with the pathophysiological deficits
observed in upper limb ataxia. Most noteworthy,
reduced maximum speaking rate appears to approach
a plateau at approximately 2.5�3 Hz in cerebellar
patients. Therefore, the processing capabilites of the
cerebellum seem to provide a necessary prerequisite to
push the verbal sequencing capacities beyond this
level and, furthermore, to modulate the rhythmic
structure of verbal utterances (see Ackermann, 2008
for more details). (ii) From a phylogenetic perspective,
inner speech mechanisms—based on a prearticulatory
verbal code—may have “emerged from overt speech
and motor systems as an evolutionary adaptive way to
boost cognitive processes that rely on working mem-
ory, such as language acquisition” (Marvel &
Desmond, 2010, p. 8). Conceivably, the computational
power of the cerebellum also subserves the sequential
organization of internal verbal codes. Therefore, cere-
bellar disorders may compromise cognitive capacities
associated with “inner speech” such as the subvocal
rehearsal component of verbal working memory or
may impede the linguistic scaffolding of executive
functions. Conceivably, a prearticulatory verbal code

might also support—under specific conditions—the
perceptual resolution of temporal aspects of speech
sounds. (iii) As a further pathomechanism of nonmotor
higher-order language disorders, the tight reciprocal
interactions between prefrontal cortex and lateral cere-
bellar hemispheres during a variety of mental tasks
may elicit cerebello-cerebral diaschisis effects, espe-
cially in acute vascular disorders, giving rise to
aphasia-like or mutism-like syndromes.
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8.1 INTRODUCTION

The basal ganglia are a collection of highly intercon-
nected subcortical nuclei in the brain. Classically, the
basal ganglia comprise the striatum (caudate nucleus
and putamen), the globus pallidus, subthalamic
nucleus (STN), and substantia nigra. The principal
input to the basal ganglia arises in the cerebral cortex
and its principal output targets are frontal areas of the
cortex. As such, the basal ganglia appear to form a
series of parallel functionally segregated loops origi-
nating in partially discrete cortical areas with which
they form a circuit. Historically, the basal ganglia have
been associated with the control of movement, and it
is the motor function of the basal ganglia that has been
most extensively studied. The closed cortico-striatal-
thalamo-cortical loops serve a role in selecting between
competing possible actions such that appropriate beha-
viors are chosen and less appropriate ones are sup-
pressed. By considering the broader implications of
this principal function of the basal ganglia, we can see
that these nuclei, and pathways through them, can
contribute to a number of processes, including plan-
ning, decision-making, action selection, learning,
sequencing, and the initiation and timing of movement.
Because diseases of the basal ganglia impair gross
motor control of the limbs and manifest in symptoms
such as involuntary movement, akinesia, rigidity, and
tremor, the likely role of the basal ganglia in speech
motor control has been largely overlooked. Given that
basal ganglia circuits encompass expansive cortical
territories, including those known to contribute to lin-
guistic processes such as lexical selection, cognitive con-
trol over competing languages in multilingual speakers,
and learning of grammar rules, it seems likely that the
basal ganglia themselves contribute to these processes.

8.2 HISTORICAL BACKGROUND

The basal ganglia play an undisputed role in the
control of movement. This is largely known because of
the obvious motor symptoms of two major diseases of
the basal ganglia, Parkinson’s disease (PD) and
Huntington’s disease (HD). These diseases and their
symptoms were first described in the nineteenth cen-
tury, well before the advent of modern neurology.
Although, at the time, the involvement of the basal
ganglia could not have been known, subsequent study
of these diseases has defined our investigations of the
functions of the basal ganglia. As such, the basal gan-
glia have been exclusively associated with motor control
for most of the history of neuroscience. In the past few
decades, however, it has become increasingly clear that
the structures of the basal ganglia are crucial to cognitive
functions such as learning and memory. Regardless,
comparatively little is known about the contribution of
the basal ganglia to behaviors such as speech and lan-
guage. This is somewhat surprising given that neurolo-
gists contemporary with Paul Broca, such as Pierre
Marie, observed language impairment in association
with lesions in these nuclei (Marie, 1906). Even Broca
himself observed that the lesion in his famous patient
M. Leborgne extended to the striatum, which MRI
scans of the preserved specimen recently confirmed
(Dronkers, Plaisant, Iba-Zizen, & Cabanis, 2007).

Here, we review the anatomy of the basal ganglia and
current models of their function. We then consider these
functions in the context of the human brain’s unique abil-
ities to communicate using speech and language. Critical
questions concern whether the human basal ganglia has
speech-specific and language-specific circuitry, or if the
speech and language impairments associated with basal
ganglia dysfunction reflect more general processes.

85Neurobiology of Language. DOI: http://dx.doi.org/10.1016/B978-0-12-407794-2.00008-0 © 2016 Elsevier Inc. All rights reserved.



8.3 OVERVIEW OF BASAL
GANGLIA ANATOMY

Classically, the basal ganglia is considered to be a
group of subcortical nuclei located in each hemisphere,
including the caudate nucleus, putamen, globus palli-
dus, substantia nigra, and STN.

The caudate nucleus and putamen are two spatially
distinct gray matter masses that comprise the dorsal
striatum. In the human brain, the caudate nucleus is a
C-shaped structure that lies lateral to the lateral ventri-
cle and medial to the putamen (Figure 8.1). It has a
large head at the rostral end, which extends caudally
to a narrower body and slender tail that curves around
into the anterior temporal lobe. The putamen is located
lateral and posterior to the head of the caudate nucleus
and medial to the insula cortex from which it is sepa-
rated by the external capsule, claustrum, and extreme
capsule. The two portions of the dorsal striatum become
separated during development when fibers to and from
the cortex become numerous enough to form a contigu-
ous internal capsule that divides the caudate nucleus
from the putamen. However, the structures always
remain connected dorsally by small bridges of tissue
interdigitated by white matter projections traveling in
the internal capsule. The stripy appearance created by
this arrangement of the bundles of projection neurons
gives the structure its Latin name the corpus striatum (stri-
ated body). In lower mammals, such as the rat, the
caudate nucleus and putamen are not divided but

instead form a single complex with fibers passing
through in the form of numerous fascicles. Regardless of
the anatomical relationship of these two cell masses, their
cellular anatomy is identical; together, they comprise the
largest subcortical cell mass in the mammalian brain.
The majority of cells in the striatum—approximately 75%
of the total—are medium-sized neurons with extensive
dendritic branches. The branches are packed with den-
dritic spines, giving the cells a characteristic appearance
and their name, medium spiny neurons (MSNs). All
MSNs are GABAergic; therefore, they inhibit the targets
to which they project. In addition to these projection
neurons, there are several groups of intrinsic interneur-
ons, all of which have smooth aspiny cell bodies.
Of these groups, most are inhibitory and there is one
excitatory group with noticeable large cell bodies that
express acetylcholine.

The globus pallidus (pale globe) is a triangular
nucleus immediately medial to the putamen and sepa-
rated from it by a thin white-matter sheet (Figure 8.1).
The globus pallidus contains many large, sparsely
distributed fusiform (spindle-shaped) cells. Because of
the low cellular density and the large number of mye-
linated axons that course through the nucleus, the glo-
bus pallidus is pale in appearance in fresh specimens
compared with the putamen or caudate nucleus, hence
its name. The globus pallidus is split by the medial
medullary lamina into the internal and external seg-
ments, also known as the medial and lateral segments,
respectively. Both segments of the globus pallidus

FIGURE 8.1 Basal ganglia nuclei and
connections. Top row: schematic represen-
tations of the direct and indirect pathways
through the basal ganglia. Bottom row:
Coronal sections through the T1-weighted
MNI152 average brain are shown from left
to right at 8 mm in front of the vertical
plane through the anterior commissure and
at 4 and 14 mm behind it. Colored areas on
the right side of the images correspond to
the structures labeled in the schematics
above. Red, caudate nucleus; green, puta-
men; yellow, nucleus accumbens; pink,
thalamus; dark blue, globus pallidus, exter-
nal segment (GPe); light blue, globus palli-
dus, internal segment (GPi); dark orange,
substantia nigra (pars reticulata, SNr; pars
compacta, SNc); light orange, subthalamic
nucleus (STN). Black arrows indicate pro-
jections within the cortico-striatal-thalamo-
cortical loops. Gray arrows indicate the
dopamine innervation of the striatum from
the SNc.
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receive afferent input from MSNs of the striatum.
Efferent projections from both segments of the globus
pallidus are GABAergic (inhibitory), but the internal
segment (GPi) projects to the thalamus, whereas the
external segment (GPe) projects to the STN.

The STN is a small nucleus located in the midbrain
ventral to the zona incerta and dorsal to the internal
capsule/cerebral peduncle junction (Figure 8.1). The
STN consists of large triangular and polygonal cells
with dendritic trees that form ellipsoid domains within
the structure. The STN receives a large inhibitory
GABAergic input from the GPe and an excitatory glu-
taminergic input from the cortex. Neurons within the
STN are glutaminergic and send excitatory projections
to the GPi and pars reticularis of the substantia nigra.

The substantia nigra is the largest cell mass in the
mesencephalon and located ventral to the STN
(Figure 8.1). The nucleus was initially split cytoarchi-
tectonically (on the basis of cell density and appear-
ance) into two subdivisions: the cell-rich, dorsal pars
compacta (SNc) and the less cell-dense, ventral pars
reticularis (SNr). More modern cytochemical methods
have confirmed these divisions, demonstrating that
the pars compacta comprises large darkly pigmented
cells that synthesize dopamine (and also give the
structure its name due to its dark appearance in fresh
specimens). The pars reticularis, however, consists of
smaller GABAergic cells. The cyto-architecture and
chemo-architecture of the SNr are strikingly similar to
that of the GPi, and both receive excitatory glutaminergic
inputs from the STN.

Here, we have defined the structures of the basal
ganglia. Next, we outline the major connections
between these structures.

8.3.1 Inputs to the Basal Ganglia

The majority of extrinsic input to the basal ganglia
originates from excitatory glutaminergic neurons in
layer 5 of the cortex. There are two points of input to
the basal ganglia from the cortex. The first, and
largest, is the corticostriatal input. The whole of the
neocortex sends projections that terminate topograph-
ically throughout the whole striatum (caudate nucleus
and putamen). The organization of these projections
is such that restricted areas of cerebral cortex project
to longitudinal territories that run the length of the
striatum but are limited in their medio-lateral aspect
so that the cortical input to the striatum is arranged
in a number of strips or bands orientated along the
rostrocaudal axis (Selemon & Goldman-Rakic, 1985).
The excitatory glutaminergic input from the cortex
terminates directly onto the output neurons of the
striatum (i.e., the MSN).

The second cortical input to the basal ganglia is an
input from the cortex to the STN. These cortical affer-
ents arise mainly (though not exclusively) in the pri-
mary, premotor, and supplementary motor cortices
(Nambu, Tokuno, & Takada, 2002). It should be noted
that the STN was not considered a classical input
nucleus of the basal ganglia. Instead, this input has
been viewed as a “shortcut” through the basal ganglia.

8.3.2 Outputs from the Basal Ganglia

The two major output nuclei of the basal ganglia are
the GPi and the SNr. As previously stated, these two
nuclei share a similar cellular anatomy and provide
the major output of the basal ganglia in the form of
GABAergic projections that terminate in the thalamus
(Haber & McFarland, 2001). Pallido-thalamic projec-
tions initially arise in two separate fiber bundles, the
lenticular fasicularis and the ansa fasicularis. These
fascicles merge to form the thalamic fasiculus whose
fibers cross the internal capsule and terminate princi-
pally in the ventral anterior (VA) nucleus and oral sub-
division of the ventral lateral (VL) nucleus of the
thalamus, which in turn project back to the cortex
(Nauta & Mehler, 1966). As well as projection to these
principal thalamic nuclei, collateral fibers are given off
to the centromedian nucleus. The centromedian
nucleus is part of the intralaminar thalamic nuclei,
which completes an internal loop by sending projec-
tions back into the striatum. Nigrothalamic fibers also
terminate in VA as well as the paralaminar portion of
the mediodorsal thalamus (Carpenter, Nakano, & Kim,
1976). VA and VL project to the primary, premotor,
and supplementary motor cortices, whereas the
mediodorsal nucleus projects to the prefrontal cortex,
as well as the frontal eye fields. These thalamocortical
projections are excitatory.

Therefore, although the entire cortex sends input
topographically to the striatum, the frontal cortex
uniquely receives the output from the basal ganglia via
the thalamus. In the next section, we see that although
the inputs and outputs of the basal ganglia appear the
same, there are actually two segregated pathways
through the basal ganglia that have opposing effects
on behavior.

8.3.3 Pathways Through the Basal Ganglia

The segregated pathways through the basal ganglia
start at a cellular level in the striatum, where MSN can
be grouped according to the type of dopamine recep-
tors and peptides that they express: D1-type and
substance P or D2-type and enkephalin (Gerfen et al.,
1990). The two groups of cells project to different
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targets: the SNr and the GPi in the case of D1 MSN
and GPe in the case of D2 MSN. The specificity of this
segregation is very high (B95%; Bertran-Gonzalez,
Herve, Girault, & Valjent, 2010) and is the start of two
distinct pathways that are known as the direct and
indirect pathway (Figure 8.1). The direct pathway is
called such because this pathway runs directly through
the basal ganglia from the input (striatum) directly to
the output nuclei (GPi/SNr). The indirect pathway
connects the input to the output via the GPe and the
STN. In terms of basal ganglia output, these two path-
ways have opposite effects. In the direct pathway,
input from the cortex increases firing in the D1 MSN
in the striatum that project directly to the output nuclei
GPi/SNr. Because both sets of projection neurons in
these nuclei are GABAergic, the net effect is decreased
inhibition (i.e., disinhibition) of the thalamus, releasing
it to excite the cortex. Therefore, activity in the direct
pathway increases activity in the cortical targets and,
as such, acts as a “go” signal and can provide positive
feedback. In the case of the indirect pathway, input
from the cortex increases firing in the D2 MSN projec-
tion from the striatum to GPe, which is inhibitory and
therefore reduces the inhibition of GPe neurons on the
STN. This increases the excitatory influence of the STN
on the inhibitory output nuclei (GPi/SNr), thereby
increasing the inhibition of the thalamic relay to the
cortex. Therefore, the net effect of activity in the indi-
rect pathway is to decrease activity in the cortex, pro-
ducing the opposite action to that of the direct
pathway (i.e., it acts as a “stop” or “no-go” signal) and
can provide negative feedback.

The final pathway through the basal ganglia starts
at the input from the cortex to the STN. Due to the
shortness of the path and the fact that this pathway
avoids the classical input to the basal ganglia, it is
called the hyperdirect pathway. As the excitatory input
from the cortex increases STN firing, which in turn
excites the inhibitory output of the GPi/SNr, the
hyperdirect pathway is thought to provide rapid inhi-
bition of basal ganglia output (Nambu et al., 2002).

It is thought that normal function of the basal gan-
glia is produced by a balanced combination of these
pathways, and as such it has been suggested that dis-
eases of the basal ganglia are the result of imbalance
between these pathways (Mink, 1996). For example,
the paucity of movement in PD is associated with an
overactivation of the indirect pathway and underactiv-
ity in the direct pathway, whereas in Huntington’s
chorea it is associated with the opposite pattern of
abnormal activation in these pathways (Wichmann &
DeLong, 1996). Experimental findings have challenged
this view of basal ganglia function, however. It is pro-
posed that the activity in these two pathways is more
coordinated than first thought (Cui et al., 2013), and that

there is considerable interaction both structurally and
functionally between them (see Calabresi, Picconi, Tozzi,
Ghiglieri, & Di Filippo, 2014 for further discussion).

The anatomy up to this point has described the
basal ganglia in the classical context. However, the last
three decades have seen an expansion of the concept
of the basal ganglia to include a ventral striatal
complex. The ventral striatum—as opposed to dorsal
striatum—is centered on the nucleus accumbens. The
cellular and histochemical make-up of the nucleus
accumbens is similar to that of the caudate nucleus,
with the substantia innominate, or ventral pallidum,
analogous to the GP. These nodes of the ventral stria-
tum form a loop with the cortex in a similar manner as
those described in the classical description of the basal
ganglia, or dorsal striatum. The ventral striatum pri-
marily receives input from mesocortex and allocortex
(inputs that are shared with the dorsal striatum).
Specifically, parts of the “limbic” system, including the
hippocampal formation, amygdala, and orbitofrontal
and temporal cortex, send inputs to the ventral stria-
tum, which is thought to play a crucial role in gating
behavior due to emotional or motivational stimuli or
both (Haber, Lynd, Klein, & Groenewegen, 1990).
Another crucial similarity of the two striatal systems
(dorsal and ventral) that comprise the basal ganglia is
the powerful modulatory role of dopamine on both.

8.3.4 Dopamine in the Basal Ganglia

The basal ganglia receive dopaminergic input from
two dopaminergic nuclei in the mesencephalon. The
pars compacta subdivision of the substantia nigra pro-
vides a massive dopaminergic input to the entire stria-
tum. The ventral striatum receives input from the
ventral tegmental area, with a lesser input from the sub-
stantia nigra. Dopamine has been ascribed many func-
tions in the brain since it was first described as an
independent neurotransmitter in 1957 (Carlsson,
Lindqvist, & Magnusson, 1957), and the substrate of
most of those functions is the basal ganglia. A loss of
cells in the SNc that leads to a decrease in the ambient
levels of dopamine—or dopaminergic tone—in the brain
is known to cause PD. A huge body of work has
described the importance of dopamine for normal motor
function. However, a growing understanding of the role
of temporal phasic release of dopamine in the dorsal and
ventral striatum and beyond are beginning to unravel
the role of dopamine in other behaviors, such as associa-
tive learning, response association, decision-making, and
working memory. In addition, the finding that the input
to the direct and indirect pathway is segregated by dopa-
mine receptor type suggests a key role for dopamine in
the delicate balancing of input to these pathways.
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The normal action of dopamine is to selectively pro-
mote activity in the direct pathway. Activation of D1
and D2 receptors produces opposite effects; D1 neurons
are excited by dopamine, whereas D2 neurons are
inhibited (Gerfen, Keefe, & Gauda, 1995). The D1 and
D2 receptors are predominantly expressed on the
neurons comprising the direct and indirect pathways,
respectively. Therefore, dopamine release selects for
activity in the direct (D1) pathway and inhibits the com-
peting indirect (D2) pathway (Bamford et al., 2004).

8.3.5 Functional Circuits Through
the Basal Ganglia

As noted, the cortical input to the striatum arises
from the cortical mantle, and the output from the thal-
amus projects back to the cortex. Several segregated
loops are proposed to run in parallel through the basal
ganglia (Alexander, DeLong, & Strick, 1986). Their
purported function is based on the cortical areas from
which the basal ganglia input arises and also the part
of the striatum receiving this input. For example,
a motor loop via the putamen to the supplementary
motor area receives input from premotor, primary
motor, and somatosensory cortex. Another loop is
formed by input from the dorsolateral prefrontal cor-
tex to the head of the caudate nucleus and output back
to this area from the basal ganglia via the thalamus.
The function of this loop is thought to be “associative”
or “executive,” contributing to frontal-lobe cognitive
processes such as decision-making, working memory,
and attention, for example. The ventral striatum
receives its main input from medial and orbitofrontal
cortex and amygdala and, in turn, projects back to
these areas via the medial dorsal nucleus of the thala-
mus. The function of this latter circuit is often
described as “limbic,” indicating a role in emotional
processing, motivational states, and reward-based
learning. Studies in nonhuman primates describe fur-
ther functional loops through the basal ganglia, for
example, one involved in oculomotor control. It is
probable that the human brain contains specialist
loops through the basal ganglia for auditory-motor
control and vocal learning, homologous to those
described in songbirds (Bolhuis, Okanoya, & Scharff,
2010; Nottebohm, 2005).

Although the functional loops through the basal
ganglia are described as parallel, they are not strictly
segregated; information flowing through these loops is
convergent, allowing integration of information across
areas. For example, the MSNs in the putamen receive
convergent input from primary motor and primary
somatosensory representations of the same body part
(Flaherty & Graybiel, 1993). One cortical area may

innervate multiple targets in the striatum, however,
and these divergent projections reconverge on pallidal
structures downstream (Flaherty & Graybiel, 1994).
Furthermore, there may be cross-talk between the par-
allel loops mediated by recurrent striato-nigral-striatal
circuits through the three major divisions of the stria-
tum (Haber, 2003).

8.3.6 Disorders of the Basal Ganglia

Much of our understanding of the motor function of
the basal ganglia has been gleaned from studies of two
neurodegenerative diseases, namely PD and HD. In
PD, the dopamine-containing neurons in the SNc
degenerate, leading to the loss of dopamine innerva-
tion to the striatum. This loss typically starts posteri-
orly, affecting the putamen and resulting in motor
characteristics that are symptomatic of the disease.
As more anterior regions of the striatum become
affected during the disease progression, the effects on
cognitive and emotional processes are observed. Motor
symptoms in PD are characterized by impairment in
initiating movement (akinesia), slower and smaller
movements (bradykinesia), resting tremor, muscle
rigidity, and postural instability. The lack of facial
movements results in a loss of expression and charac-
teristic “mask.” In HD, movements are uncontrollable
and described as choreiform (“dancing”); there are
also emotional and cognitive disturbances that are
attributed to degeneration of cortical areas. The disease
is caused by an expanded CAG triplet repeat in the
Huntington gene. The MSNs in the indirect pathway
degenerate in HD. At the simplest level, excessive inhi-
bition of movement in PD appears to result from over-
activity in the indirect pathway; the dopamine
depletion results in reduced activity of the direct path-
way and a corollary reduction in the inhibition of the
indirect pathway, with the net result being increased
inhibition of the thalamus. Conversely, the choreiform
movements associated with HD would result from
overactivity in the direct pathway due to the selective
loss of the MSN in the indirect pathway that normally
inhibit the GPi/SNr output via GABAergic projection
to the STN. As noted, this direct/indirect pathway
model of basal ganglia function has been challenged,
in particular, with respect to its explanation of patho-
logical conditions such as PD and HD. Even so, recent
optogenetic studies support the notion that this model
can help explain the pathophysiological basis for the
cardinal signs of PD. For example, using optogenetics,
selective excitation of the MSNs in the indirect path-
way produced Parkinsonian symptoms in a rodent
model that were reduced by activation of direct path-
way MSNs (Kravitz et al., 2010).
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In addition to causing disorders of movement
control, such as PD and HD, pathology within the
basal ganglia has been linked to a range of other disor-
ders, including neuropsychiatric ones such as
obsessive�compulsive disorder, Tourette’s syndrome,
and addiction. Common to these disorders is
impairment in the control of behavior in general, not
just in the control of movement. One explanation for
this is found in the role of dopamine in linking rewards
to actions, thereby providing motivation or “will.”
Dopamine modulation is critical to signaling reward,
lack of expected reward, and predicting rewards during
learning (Schultz, 1997). A loss of dopamine might lead
to reduced motivation or apathy. Similarly, too much
dopamine might lead to excessive or risky behaviors,
such as pathological checking or gambling.

8.3.7 Learning and Memory and the
Basal Ganglia

The role of the basal ganglia in learning and memory
is largely thought to be nondeclarative (procedural or
implicit), leading to refinement of motor skills through
practice and the acquisition of behavioral routines or
habits (Graybiel, 2008; Wickens, Horvitz, Costa, &
Killcross, 2007). Behaviors can be learned and habits
can be acquired over long time periods (days or years)
and, once established, they are performed almost auto-
matically, without awareness. Such habits are typically
sequences of motor or cognitive behaviors evoked in
response to a specific stimulus or context (Yin &
Knowlton, 2006). In pathological states, these habits or
routines become motor stereotypes or repetitive beha-
viors and thoughts that can feature in diseases such as
HD, schizophrenia, obsessive�compulsive disorder,
and others. The basal ganglia also contribute to another
form of nondeclarative memory, namely, the develop-
ment of stimulus-response associations underlying con-
ditioning or reinforcement learning (Schultz, Dayan, &
Montague, 1997).

8.3.8 Summary

The basal ganglia contribute to the control of move-
ment and selection of actions through the balance of
activity in the direct and indirect pathways that serve
to release the thalamic output to the cortex or further
inhibit it. In this way, the basal ganglia gains control
over the smooth execution of movements. Therefore,
diseases affecting the structure or function of the basal
ganglia result primarily in impairment in movement
control. The role of the basal ganglia in promotion of
desired motor behaviors and suppression of undesired
ones can be generalized to the cognitive domain.

Similarly, their role in learning is not restricted to the
motor domain. For the remainder of this chapter, we
briefly outline how these basal ganglia functions might
contribute to the control of speech and language.

8.4 THE ROLE OF THE BASAL GANGLIA
IN SPEECH MOTOR CONTROL

As noted, the most commonly studied function of
the basal ganglia is their role in the control of move-
ment. Speech production requires precise control of
movement of a large number of muscles, from the dia-
phragm and intercostal muscles involved in breath con-
trol to those involved in very rapid, tiny movements of
the tongue to alter the shape of the vocal tract and pas-
sage of air through it. This complex process requires
coordination of activity in multiple brain regions to
plan, sequence, time, execute, and monitor these move-
ments. The coordination of sequences of articulatory
movements that comprise the elements of speech—
phonemes and syllables—is normally achieved
smoothly and with little effort. It seems likely that this
control, like limb-movement control, is achieved by
basal ganglia regulation of thalamocortical outputs to
prefrontal cortical areas. These cortical areas include
ventrolateral prefrontal cortex, ventral and dorsal pre-
motor cortex, presupplementary and supplementary
motor areas, as well as primary sensorimotor cortex.

Patients with damage to basal ganglia nuclei are
commonly reported to have disturbances affecting
speech production, such as apraxia of speech and dys-
arthria (Pickett, Kuniholm, Protopapas, Friedman, &
Lieberman, 1998). Hypophonia, reduced speech output
and initiation, and poor articulatory and phonatory
control, in general, appear consequential to lesions of
the striatum (particularly the putamen) and pallidum.
In accord with these lesion data, speech production in
PD appears to be similar to the hypokinesia described
for limb movements in these patients; pitch variation
and loudness are reduced so that speech is monoto-
nous and low (Ho, Iansek, Marigliani, Bradshaw, &
Gates, 1999). In contrast, patients with HD can produce
erratic speech with increased variation and loss of con-
trol of pitch and loudness (Hartelius, Carlstedt,
Ytterberg, Lillvik, & Laakso, 2003).

Sequencing the individual elements of speech utter-
ances relies on timing cues. These internal cues are
thought to signal the end of one submovement and
trigger the initiation of the next submovement in a
sequence via phasic changes in basal ganglia output to
the supplementary motor area (SMA) (Brotchie,
Iansek, & Horne, 1991). When the relative timing of
speech elements is altered in speech production, the
listener often perceives a change in accent. The
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meaning of an individual word or its emphasis can
also be altered by timing changes and the timing of
words within an utterance affects prosody, which, in
turn, changes meaning. One example of this is seen in
foreign accent syndrome, which can occur after lesions
to the basal ganglia, particularly to the left putamen
(Gurd, Bessell, Bladon, & Bamford, 1988). In this disor-
der, previously fluent speakers appear to produce their
native language with a foreign accent mostly likely
caused by disturbed timing, prosody, and articulation
that, combined, give the impression of nonnative
speech production (Blumstein, Alexander, Ryalls,
Katz, & Dworetzky, 1987).

Strikingly, cortico-striatal-thalamo-cortical circuit
abnormalities are a key feature of a genetic disorder of
speech and language demonstrated by affected mem-
bers of a large multigenerational family who have a
mutation in the gene FOXP2 (see Chapter 2). Family
members carrying the mutation have developmental
verbal dyspraxia. They are impaired at repeating
sequences of syllables that are either familiar (words) or
unfamiliar (nonwords), and they are impaired at imitat-
ing sequences of nonverbal orofacial movements, but
not of limb movements (Watkins, Dronkers, & Vargha-
Khadem, 2002). Brain imaging revealed structural and
functional abnormalities of the dorsal striatum in indi-
viduals carrying the mutation (Watkins, Vargha-
Khadem, et al., 2002).

FOXP2 is expressed in MSN in the striatum (among
many other cortical and subcortical areas). Mice with
one copy of Foxp2 knocked out show abnormal synap-
tic plasticity at the level of the MSNs and are impaired
at learning to run on an accelerating rotating rod
(Groszer et al., 2008). Songbirds express FoxP2 in stria-
tal spiny neurons. One portion of the avian striatum,
Area X, is specialized for vocal learning and shows
increased FoxP2 expression during vocal learning.
When levels of FoxP2 are reduced in Area X, juvenile
zebra finches show impaired learning of their tutor’s
song (Haesler et al., 2007).

Basal ganglia dysfunction is suspected to cause
another developmental speech disorder, namely stut-
tering (Alm, 2004); neurogenic stuttering acquired after
brain injury is also frequently associated with basal
ganglia lesions. The main difficulty in stuttering is
with the initiation of speech segments and producing
smooth transitions between them. Dopamine blockers,
such as haloperidol, can improve speech fluency, and
early imaging studies showed abnormal levels of
dopamine metabolism in people who stutter. More
recent imaging studies confirm functional abnormali-
ties in the basal ganglia and their cortical targets (see
Chapter 79). People who stutter often experience peri-
ods of fluency and can achieve fluency through
practice or via external cues and altered feedback.

Interestingly, patients with PD also benefit from exter-
nal cues to initiate and perform sequences of limb
movements fluently (Glickstein & Stein, 1991).

The motor circuitry involving the striatum is critical
for the control of movement sequences more generally
and not specifically for speech, yet neither the affected
members of the KE family nor people who stutter
exhibit impairments in the control of other movements.
It could be that speech-specific corticostriatal circuits
are affected in these disorders, or that fluent speech
production requires relatively more rapid and complex
coordination of movements than the control of other
effectors. It could also be the case that speech is special
because it requires integration with auditory feedback,
and that this is critical for accurate timing of
movement. The inputs to the basal ganglia allow
convergence of related motor and sensory representa-
tions as described.

8.5 THE ROLE OF THE BASAL GANGLIA
IN LANGUAGE

The role of the basal ganglia in language is less
clearly established relative to their role in speech
motor control. Language disturbance is commonly
reported in association with damage to nuclei in the
left hemisphere (Fabbro, Clarici, & Bava, 1996). Aside
from the speech fluency deficits associated with lesions
to the putamen and pallidum described, problems
with lexico-semantics are typically associated with
damage to the head of the caudate nucleus. However,
lesions that cause language impairment tend to be
extensive, with damage often extending to the white
matter tracts adjacent to the striatum, including the
internal, external, and extreme capsules. Such damage
would interrupt communication to and from the thala-
mus or between temporal and frontal language areas,
which could explain the subsequent language
impairment rather than the deficits being the result of
specific lesions to the basal ganglia (Nadeau &
Crosson, 1997). Furthermore, the language impair-
ments described in patients with PD, such as compre-
hension of syntactically complex sentences, could be
explained by more general processing deficits in atten-
tion, working memory, or general slowing (Grossman
et al., 2003). In sum, a consensus opinion has emerged
that selective pathology of the basal ganglia nuclei
does not cause aphasic symptoms like those seen after
damage to cortical language areas. Rather, it may
result in more subtle disturbances that contribute to
complex language functions.

One example of a complex language function to
which the basal ganglia likely contribute is in the
implicit learning and application of morphosyntactic
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rules. Language learning is clearly analogous to other
forms of learned behaviors that become habits.
Language acquisition typically occurs over many years.
The rules that govern the construction of sequences of
morphemes and words are learned implicitly. These
rule-governed sequences are produced accurately, effort-
lessly, and without awareness, even when operating on
novel combinations of language elements. According to
one model, the basal ganglia contribute to the use of
rules such as the one for producing the regular past tense
in English (add -ed) (see Chapter 76). Patients with PD
have difficulty applying this rule to novel verbs (e.g.,
“Everyday, he plags his lawn. Yesterday, he. . ..?”
[plagged]), whereas patients with HD overregularize (e.g.,
“Everyday, he prunes his roses. Yesterday, he. . ..?” [pru-
neded]) (Ullman et al., 1997). Both groups of patients are
unimpaired at production of irregular past tense word
forms because these are learned as individual lexical
items and do not require rules to produce them.
However, another study found that similar groups of
patients with PD and HD or with basal ganglia vascular
lesions were unimpaired on priming tasks that tested
these past-tense relationships (Longworth, Keenan,
Barker, Marslen-Wilson, & Tyler, 2005). In that study,
some patients had problems inhibiting semantically
appropriate alternatives to novel word forms, which is
consistent with a role for the basal ganglia in inhibiting
competing alternatives during selection.

8.6 SEGREGATED FUNCTIONAL LOOPS
FOR SPEECH AND LANGUAGE

Previously, we described two loops through the
basal ganglia labeled as “motor” and “executive.” The
putamen was the primary recipient of inputs from pre-
motor, primary motor, and somatosensory cortex in
the “motor” loop, whereas the caudate nucleus
received inputs from prefrontal cortex as part of the
“executive” loop. Findings from functional imaging
studies of bilinguals and lesion and brain stimulation
studies of patients support a similar division for motor
and cognitive control of speech and language. For
example, the caudate nucleus is robustly activated
when bilinguals switch between languages and need
to exert control over language production (Crinion
et al., 2006). Language switching requires selection of
the desired output (the correct language) and suppres-
sion of the undesired one (the competing alternative),
which could be achieved by activation of the direct
and indirect pathways through the basal ganglia,
respectively. In contrast, the left putamen contributes
to articulatory processes when speaking a second lan-
guage, but only if the speaker is not highly proficient
in the second language (Abutalebi et al., 2013). Further

evidence for a differential role of the caudate nucleus
and putamen in language functions comes from a
functional mapping study of the dominant striatum in
patients undergoing tumor removal. Electrical stimula-
tion of the head of the caudate nucleus elicited persev-
eration of previously named pictures, consistent with a
role for this nucleus in selection of linguistic items.
However, stimulation of the putamen produced anar-
thria with no accompanying interruption of hand
movements or facial muscular contraction. This is con-
sistent with the role of the putamen in motor coordina-
tion for speech articulation (Gil Robles, Gatignol,
Capelle, Mitchell, & Duffau, 2005).

8.7 SUMMARY

The role of the basal ganglia in motor function in
general is evident in the contribution they make to
speech motor control. Even so, the impairments noted
in speech due to pathology of the basal ganglia are not
as severe as those seen for limb-movement control in
the same patients. More severe speech and language
disruptions are seen in developmental disorders with
known or suspected basal ganglia pathology, which
points to a more critical role played by these circuits in
language acquisition. The significance of the basal gan-
glia in language acquisition is also supported by the
literature on second language learning. However, a
definite role for the basal ganglia in more cognitive
aspects of language processing has not yet been estab-
lished, because specific linguistic impairments could
be explained by more general cognitive control
mechanisms that are known to be impaired by basal
ganglia pathology. In this brief review of basal ganglia
contributions to speech and language processing, we
focused primarily on the production side. Nonetheless,
speech perception and language comprehension (in
particular the comprehension of syntax) rely on accu-
rate perception of timing and the ability to predict
cues in auditory sequences of speech and language
(Kotz, Schwartze, & Schmidt-Kassow, 2009). The basal
ganglia circuitry is a strong candidate substrate not
only for the production of speech but also for the pro-
cesses involved in abstracting statistical information
from perceptual sequences, a function that might be
critical for learning rules and producing apparently
rule-governed behavior, such as syntax.

References

Abutalebi, J., Della Rosa, P. A., Gonzaga, A. K., Keim, R., Costa, A.,
& Perani, D. (2013). The role of the left putamen in multilingual
language production. Brain and Language, 125(3), 307�315.

92 8. THE ANATOMY OF THE BASAL GANGLIA

B. NEUROBIOLOGICAL FOUNDATIONS



Alexander, G. E., DeLong, M. R., & Strick, P. L. (1986). Parallel orga-
nization of functionally segregated circuits linking basal ganglia
and cortex. Annual Review of Neuroscience, 9, 357�381.

Alm, P. A. (2004). Stuttering and the basal ganglia circuits: A critical
review of possible relations. Journal of Communication Disorders, 37
(4), 325�369.

Bamford, N. S., Robinson, S., Palmiter, R. D., Joyce, J. A., Moore, C.,
& Meshul, C. K. (2004). Dopamine modulates release from corti-
costriatal terminals. The Journal of Neuroscience, 24(43), 9541�9552.

Bertran-Gonzalez, J., Herve, D., Girault, J. A., & Valjent, E. (2010).
What is the Degree of Segregation between Striatonigral and
Striatopallidal Projections? Frontiers in Neuroanatomy, 4. pii: 136.

Blumstein, S. E., Alexander, M. P., Ryalls, J. H., Katz, W., &
Dworetzky, B. (1987). On the nature of the foreign accent syn-
drome: A case study. Brain and Language, 31(2), 215�244.

Bolhuis, J. J., Okanoya, K., & Scharff, C. (2010). Twitter evolution:
Converging mechanisms in birdsong and human speech. Nature
Reviews Neuroscience, 11(11), 747�759.

Brotchie, P., Iansek, R., & Horne, M. K. (1991). Motor function of the
monkey globus pallidus. 2. Cognitive aspects of movement and
phasic neuronal activity. Brain, 114(Pt 4), 1685�1702.

Calabresi, P., Picconi, B., Tozzi, A., Ghiglieri, V., & Di Filippo, M.
(2014). Direct and indirect pathway of basal ganglia: A critical
reappraisal. Nature Neuroscience, 17(8), 1022�1030.

Carlsson, A., Lindqvist, M., & Magnusson, T. (1957). 3,4-
Dihydroxyphenylalanine and 5-hydroxytryptophan as reserpine
antagonists. Nature, 180(4596), 1200.

Carpenter, M. B., Nakano, K., & Kim, R. (1976). Nigrothalamic pro-
jections in the monkey demonstrated by autoradiographic tech-
nics. The Journal of Comparative Neurology, 165(4), 401�415.

Crinion, J., Turner, R., Grogan, A., Hanakawa, T., Noppeney, U.,
Devlin, J. T., et al. (2006). Language control in the bilingual brain.
Science, 312(5779), 1537�1540.

Cui, G., Jun, S. B., Jin, X., Pham, M. D., Vogel, S. S., Lovinger, D. M.,
et al. (2013). Concurrent activation of striatal direct and indirect
pathways during action initiation. Nature, 494, 238�242.

Dronkers, N. F., Plaisant, O., Iba-Zizen, M. T., & Cabanis, E. A.
(2007). Paul Broca’s historic cases: High resolution MR imaging of
the brains of Leborgne and Lelong. Brain, 130(Pt 5), 1432�1441.

Fabbro, F., Clarici, A., & Bava, A. (1996). Effects of left basal ganglia
lesions on language production. Perceptual and Motor Skills, 82(3
Pt 2), 1291�1298.

Flaherty, A. W., & Graybiel, A. M. (1993). Two input systems for
body representations in the primate striatal matrix: Experimental
evidence in the squirrel monkey. The Journal of Neuroscience, 13(3),
1120�1137.

Flaherty, A. W., & Graybiel, A. M. (1994). Input�output organization
of the sensorimotor striatum in the squirrel monkey. The Journal
of Neuroscience, 14(2), 599�610.

Gerfen, C. R., Engber, T. M., Mahan, L. C., Susel, Z., Chase, T. N.,
Monsma, F. J., Jr., et al. (1990). D1 and D2 dopamine receptor-
regulated gene expression of striatonigral and striatopallidal neu-
rons. Science, 250(4986), 1429�1432.

Gerfen, C. R., Keefe, K. A., & Gauda, E. B. (1995). D1 and D2
dopamine receptor function in the striatum: Coactivation of D1-
and D2-dopamine receptors on separate populations of neurons
results in potentiated immediate early gene response in D1-
containing neurons. The Journal of Neuroscience, 15(12),
8167�8176.

Gil Robles, S., Gatignol, P., Capelle, L., Mitchell, M. C., & Duffau, H.
(2005). The role of dominant striatum in language: A study using
intraoperative electrical stimulations. Journal of Neurology,
Neurosurgery, and Psychiatry, 76(7), 940�946.

Glickstein, M., & Stein, J. (1991). Paradoxical movement in
Parkinson’s disease. Trends in Neurosciences, 14(11), 480�482.

Graybiel, A. M. (2008). Habits, rituals, and the evaluative brain.
Annual Review of Neuroscience, 31, 359�387.

Grossman, M., Cooke, A., DeVita, C., Lee, C., Alsop, D., Detre, J.,
et al. (2003). Grammatical and resource components of sentence
processing in Parkinson’s disease: An fMRI study. Neurology,
60(5), 775�781.

Groszer, M., Keays, D. A., Deacon, R. M., de Bono, J. P., Prasad-
Mulcare, S., Gaub, S., et al. (2008). Impaired synaptic plasticity
and motor learning in mice with a point mutation implicated in
human speech deficits. Current Biology, 18(5), 354�362.

Gurd, J. M., Bessell, N. J., Bladon, R. A., & Bamford, J. M. (1988). A
case of foreign accent syndrome, with follow-up clinical, neuro-
psychological and phonetic descriptions. Neuropsychologia, 26(2),
237�251.

Haber, S. N. (2003). The primate basal ganglia: Parallel and integra-
tive networks. Journal of Chemical Neuroanatomy, 26(4), 317�330.

Haber, S. N., Lynd, E., Klein, C., & Groenewegen, H. J. (1990).
Topographic organization of the ventral striatal efferent projec-
tions in the rhesus monkey: An anterograde tracing study. The
Journal of Comparative Neurology, 293(2), 282�298.

Haber, S. N., & McFarland, N. R. (2001). The place of the thalamus in
frontal cortical-basal ganglia circuits. Neuroscientist, 7(4), 315�324.

Haesler, S., Rochefort, C., Georgi, B., Licznerski, P., Osten, P., &
Scharff, C. (2007). Incomplete and inaccurate vocal imitation after
knockdown of FoxP2 in songbird basal ganglia nucleus Area X.
PLoS Biology, 5(12), e321.

Hartelius, L., Carlstedt, A., Ytterberg, M., Lillvik, M., & Laakso, K.
(2003). Speech disorders in mild and moderate Huntington dis-
ease: Results of dysarthria assessments of 19 individuals. Journal
of Medical Speech-Language Pathology, 11(14), 1�14.

Ho, A. K., Iansek, R., Marigliani, C., Bradshaw, J. L., & Gates, S.
(1999). Speech impairment in a large sample of patients with
Parkinson’s disease. Behavioural Neurology, 11(3), 131�137.

Kotz, S. A., Schwartze, M., & Schmidt-Kassow, M. (2009). Non-motor
basal ganglia functions: A review and proposal for a model of
sensory predictability in auditory language perception. Cortex, 45
(8), 982�990.

Kravitz, A. V., Freeze, B. S., Parker, P. R., Kay, K., Thwin, M. T.,
Deisseroth, K., et al. (2010). Regulation of parkinsonian motor
behaviours by optogenetic control of basal ganglia circuitry.
Nature, 466, 622�626.

Longworth, C. E., Keenan, S. E., Barker, R. A., Marslen-Wilson,
W. D., & Tyler, L. K. (2005). The basal ganglia and rule-governed
language use: Evidence from vascular and degenerative condi-
tions. Brain, 128(Pt 3), 584�596.

Marie, P. (1906). Revision de la question de l’aphasie: La troisieme
circonvolution frontale gauche ne joue aucun role special dans la
fonction du langage. Semaine Medicale, 26, 241�247.

Mink, J. W. (1996). The basal ganglia: Focused selection and inhibi-
tion of competing motor programs. Progress in Neurobiology, 50(4),
381�425.

Nadeau, S. E., & Crosson, B. (1997). Subcortical aphasia. Brain and
Language, 58(3), 355�402.

Nambu, A., Tokuno, H., & Takada, M. (2002). Functional significance
of the cortico-subthalamo-pallidal “hyperdirect” pathway.
Neuroscience Research, 43(2), 111�117.

Nauta, W. J., & Mehler, W. R. (1966). Projections of the lentiform
nucleus in the monkey. Brain Research, 1(1), 3�42.

Nottebohm, F. (2005). The neural basis of birdsong. PLoS Biology, 3
(5), e164.

Pickett, E. R., Kuniholm, E., Protopapas, A., Friedman, J., &
Lieberman, P. (1998). Selective speech motor, syntax and cogni-
tive deficits associated with bilateral damage to the putamen and
the head of the caudate nucleus: A case study. Neuropsychologia,
36(2), 173�188.

93REFERENCES

B. NEUROBIOLOGICAL FOUNDATIONS



Schultz, W. (1997). Dopamine neurons and their role in reward
mechanisms. Current Opinion in Neurobiology, 7(2), 191�197.

Schultz, W., Dayan, P., & Montague, P. R. (1997). A neural substrate
of prediction and reward. Science, 275(5306), 1593�1599.

Selemon, L. D., & Goldman-Rakic, P. S. (1985). Longitudinal topogra-
phy and interdigitation of corticostriatal projections in the rhesus
monkey. The Journal of Neuroscience, 5(3), 776�794.

Ullman, M. T., Corkin, S., Coppola, M., Hickok, G., Growdon, J. H.,
Koroshetz, W. J., et al. (1997). A neural dissociation within lan-
guage: Evidence that the mental dictionary is part of declarative
memory, and that grammatical rules are processed by the proce-
dural system. Journal of Cognitive Neuroscience, 9(2), 266�276.

Watkins, K. E., Dronkers, N. F., & Vargha-Khadem, F. (2002).
Behavioural analysis of an inherited speech and language

disorder: Comparison with acquired aphasia. Brain, 125(Pt 3),
452�464.

Watkins, K. E., Vargha-Khadem, F., Ashburner, J., Passingham, R. E.,
Connelly, A., Friston, K. J., et al. (2002). MRI analysis of an inher-
ited speech and language disorder: Structural brain abnormalities.
Brain, 125(Pt 3), 465�478.

Wichmann, T., & DeLong, M. R. (1996). Functional and pathophysio-
logical models of the basal ganglia. Current Opinion in
Neurobiology, 6(6), 751�758.

Wickens, J. R., Horvitz, J. C., Costa, R. M., & Killcross, S. (2007).
Dopaminergic mechanisms in actions and habits. The Journal of
Neuroscience, 27(31), 8181�8183.

Yin, H. H., & Knowlton, B. J. (2006). The role of the basal ganglia in
habit formation. Nature Reviews Neuroscience, 7(6), 464�476.

94 8. THE ANATOMY OF THE BASAL GANGLIA

B. NEUROBIOLOGICAL FOUNDATIONS



C H A P T E R

9

The Thalamus and Language
Daniel A. Llano

Department of Molecular and Integrative Physiology, University of Illinois at Urbana-Champaign, Champaign, IL, USA

Is there a role for the thalamus in language? This
question has vexed investigators for decades. As early as
1959, Penfield and Roberts postulated that certain areas of
the thalamus may integrate information across distant
cortical areas (Figure 9.1). This was based on their aware-
ness of clinical findings that patients with left thalamic
lesions may have aphasia, and because of their own find-
ings that anterior and posterior language areas appeared
to be highly functionally integrated, even when interven-
ing areas of peri-Sylvian cortex were lesioned, suggesting
a subcortical integration site (Penfield & Roberts, 1959).
Over the ensuing decades, a great deal has been learned
about the functional organization of the thalamus as well
as the clinical impact of small lesions within the thalamus.
Based on this body of work, there have been recent
attempts to integrate the clinical literature (reviewed in
De Witte et al., 2011) as well as the imaging literature
(reviewed in Llano, 2013) with modern theories about tha-
lamic function into a coherent view of the potential role
for the thalamus in language function (Crosson, 2013;
Hebb & Ojemann, 2013; Klostermann, Krugel, & Ehlen,
2013). This chapter summarizes these contributions and
offers suggestions for future approaches to link human
and animal studies to better understand the role of the
thalamus in language.

9.1 OVERVIEW OF THALAMIC
ORGANIZATION

The thalamus comprises at least a dozen subnuclei
that project in an approximately topographic fashion to
all areas of the cerebral cortex (Table 9.1). Therefore, a
reasonable starting point in the study of the potential
role for the thalamus in language is to ask which tha-
lamic nuclei project to the frontal, temporal, and parietal
cortical regions that are typically reported as playing a

role in language. However, this question is complicated
by the fact that connectivity data are mostly available for
nonhuman primates and are relatively scarce in humans.
Thus, we are left to examine thalamic inputs to cortical
regions that bear some structural and functional similari-
ties to human language areas, such as the macaque ven-
tral premotor cortex and the superior temporal gyrus,
including the supratemporal plane (Gil-da-Costa et al.,
2006). A restricted retrograde tracer injection placed into
the caudal portion of the macaque ventral premotor cor-
tex, a putative homologue of Broca’s area, produces sub-
stantial retrograde labeling in no fewer than 10 thalamic
nuclei: ventrolateral nucleus, ventral anterior nucleus,
ventral medial nucleus, centrolateral nucleus, centré-
median nucleus, medial dorsal nucleus, area X, lateral
posterior nucleus, medial pulvinar, and ventral posterior
nucleus (Morel, Liu, Wannier, Jeanmonod, & Rouiller,
2005), thus revealing the difficulty in assigning thalamic
nuclei to cortical regions in a one-to-one fashion. More
recently, a study by Bruce Crosson’s group using high-
resolution diffusion-weighted imaging tractography in
humans identified the ventral anterior thalamus and pul-
vinar as sites of connectivity with Broca’s area in humans
(Ford et al., 2012, 2013). Injections of retrograde tracers
into the macaque caudal superior temporal gyrus, a
putative homologue of Wernicke’s area, retrogradely
labeled neurons in multiple thalamic nuclei: the medial
pulvinar, lateral posterior nucleus, suprageniculate-
limitans nucleus, and the medial division of the medial
geniculate body (Hackett, Stepniewska, & Kaas, 1998). In
each of the tracer studies, a convergence of projections of
neurons from both principal and intralaminar or parala-
minar nuclei to a single cortical area is observed. This
type of convergent organization is not restricted to lan-
guage cortex homologues, because other cortical areas in
the macaque receive inputs from multiple thalamic
nuclei (Schmahmann & Pandya, 1990). These findings
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suggest that any viable model of the thalamic contribu-
tion to cognitive function should account for the multi-
plicity of thalamic inputs to individual cortical regions.

9.2 DEFINING THE ROLE OF THE
THALAMUS IN LANGUAGE

There are substantial numbers of case reports and case
series documenting an impairment of language function
after thalamic damage. However, the anatomical preci-
sion of the lesions and the quality of behavioral assess-
ments (both language and other cognitive functions)
performed in these studies are extremely variable. To
restrict this review of the literature to studies in which
reasonable structure�function relationships can be estab-
lished, this chapter focuses on patients with ischemic
stroke or who have had stereotactic neurosurgery and
does not include literature in the meta-analysis from
patients with intracranial hemorrhage and with thalamic
tumors, given the potential for remote CNS damage and
the development of compensatory mechanisms in these
clinical scenarios, respectively. In addition, the studies
that have performed more than a cursory language and
cognitive assessment will be included in this analysis
and, as a benchmark, only studies that permit classifica-
tion into the Wernicke�Geschwind model (i.e., studies
that have assessed naming, speech production, speech
comprehension, and repetition) have been included.

Given these restrictions, the author has compiled a list
of 36 case reports and series from the English-language
literature and these are displayed in Table 9.2. Several
generalizations can be made from these data. First,
although nearly all lesions causing language dysfunction

Broca’s
area

f.Rol.

f.Syl.

Supra-
marg-
gyrus

Angular
gyrus

M.D.

A

B

C

G

D

E F

D′
E′

C.M.
VP

VL

L.P.

Pulv.

FIGURE 9.1 Penfield and Roberts’ model of thalamic involve-
ment in language. Penfield postulated that there were multiple
thalamic regions that were reciprocal relationships with language-
related cortical structures. Solid lines represent connections that (at
the time) were established via monkey tract-tracing and electrophysi-
ological recordings. Dotted lines represent connections only estab-
lished via electrophysiological recordings. From Penfield & Roberts
(1959) with permission from Princeton University Press.

TABLE 9.1 Major Groups of Thalamic Nuclei, Their Putative Domain of Function and Major Projection Targets

Thalamic nucleus Putative domain of function Major projection target

Anterior nuclear group Memory Cingulate cortex

Mediodorsal nucleus Executive function Prefrontal cortex

Intralaminar1midline nuclei (including
centré-median and parafascicular group)

Attention, arousal Frontal and parietal cortices

Pulvinar1 lateral posterior Higher order sensation Frontal and parietal cortices

Ventral anterior and ventrolateral nuclei Motor Primary and supplementary motor cortex

Lateral geniculate nucleus Vision Visual cortex

Ventral posterior nucleus Somatosensation Somatosensory cortex

Medial geniculate body Audition Auditory cortex

The nomenclature proposed by Hirai and Jones (1989) will be used here rather than the nomenclature commonly seen in the older literature

(Hassler, 1959).
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TABLE 9.2 Case Reports of Thalamic Aphasia

Reference Location Naming Repetition Production Comprehension Other findings

ISCHEMIC INFARCTS

Cohen, Gelfer,
and Sweet (1980)

Left anterior
thalamus

Impaired Preserved ? Impaired Decreased spontaneous speech

Archer, Ilinsky,
Goldfader, and
Smith (1981)

Left ventrolateral
or ventral anterior
nucleus

Impaired Impaired Preserved Impaired Perseveration

Fluctuating performance

Improvement to mild anomia at
2 months

Case 1 McFarling,
Rothi, and
Heilman (1982)

Left lateral thalamus Impaired Preserved Impaired Impaired Perseveration

Poor spontaneous speech

Fluctuating performance

Grammar preserved

No paraphasic errors

No followup data

Case 2 McFarling
et al. (1982)

Left lateral thalamus Preserved Preserved Impaired Preserved Poor verbal fluency on FAS test

Grammar preserved

No paraphasic errors

Etiology not known, but no
hemorrhage

Authors note remarkable
improvement while in hospital

Lhermitte (1984) Infarct of whole left
thalamus

Preserved Impaired Impaired Preserved Semantic paraphasic errors

Poor short-term verbal memory

Case 1 Graff-
Radford, Eslinger,
Damasio, and
Yamada, (1984)

Left anterior
thalamus

Impaired Preserved Preserved Impaired Perseveration

Paraphasic errors

On SSEP: Delay in first three
negative waves after P14

Case 2 Graff-
Radford et al.
(1984)

Left thalamus Impaired Preserved Preserved Impaired Perseveration

Semantic paraphasic errors

Significant improvement after
2 months, but continued word-
finding-difficulty and difficulties
with comprehension after 4 years

Case 1
Bogousslavsky,
Regli et al. (1986)

Left anterior
thalamus—
tuberothalamic artery
distribution

Impaired Preserved Preserved Impaired Naming deficit worse than
comprehension deficit

Decrease in spontaneous speech

Semantic paraphasic errors

Grammar preserved

Dyscalculia

Case 2
Bogousslavsky,
Regli et al. (1986)

Left anterior
thalamus—
tuberothalamic
artery distribution

Impaired Preserved Impaired Impaired Many semantic and phonological
paraphasic errors

Perseveration

(Continued)
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TABLE 9.2 (Continued)

Reference Location Naming Repetition Production Comprehension Other findings

Case 3
Bogousslavsky,
Regli et al. (1986)

Left anterior
thalamus—
tuberothalamic artery
distribution

Impaired Preserved Preserved Impaired

Case 18 Bruyn
(1989)

Left anterior and
ventral anterior
nucleus

Impaired Preserved ? Preserved Perseveration

No paraphasic errors

No neologisms

Case 20 Bruyn
(1989)

Dorsal medial (side not
given)

Impaired Preserved ? Preserved No paraphasic errors

No perseveration

Neologisms

Demeurisse et al.
(1979)

Left thalamus Impaired ? Preserved Preserved Perseveration

Inattentive

Hypophonic

Paraphasic errors

Remained aphasic for .1 year

Puel et al. (1992) Case 1 Left anterior
thalamic nucleus and
ventral anterior
nucleus

Impaired Preserved ? Impaired Many semantic paraphasic errors

No phonemic paraphasic errors

Perseveration

Deficits persisted for at least 1 year

Hypoperfusion in left caudate, left
temporal cortex, right temporal
cortex on SPECT

Case 7 Neau and
Bogousslavsky
(1996)

Left pulvinar—
posterior choroidal
territory

Impaired Preserved Impaired Preserved

Case 8 Neau and
Bogousslavsky
(1996)

Left pulvinar—
posterior choroidal
territory

Impaired Preserved Impaired Preserved

Case BD Raymer,
Moberg, Crosson,
Nadeau, and
Rothi (1997)

Left anterior
thalamus—
tuberothalamic artery
distribution

Impaired Preserved Preserved Impaired Lethargy

Dysarthria

Verbal paraphasias

No perseveration

General improvement at 5 months,
but persistent dysnoma (WAB
score5 92.2, BNT5 48/60)

Case WT Raymer
et al. (1997)

Left thalamus Impaired Preserved Preserved Preserved Poor spontaneous speech

Paraphasic errors

Neologisms

Grammar preserved

(Continued)

98 9. THE THALAMUS AND LANGUAGE

B. NEUROBIOLOGICAL FOUNDATIONS



TABLE 9.2 (Continued)

Reference Location Naming Repetition Production Comprehension Other findings

Ebert, Vinz,
Görtler, Wallesch,
and Herrmann
(1999)

Right nucleus
lateropolaris,
mamillothalamic tract,
nucleus ventrooralis
externus, ventrooralis
internus (patient was
left handed)

Impaired ? Impaired Impaired Semantic and phonological
paraphasic errors

Marked fluctuations in language
performance

Non-aphasic at 16 months

Patient had pre-existing left
subcortical white matter lesion

Case 3 Karussis,
Leker, and
Abramsky (2000)

Left tuberothalamic
artery territory

Impaired Preserved Impaired Preserved Paraphasic errors

Case 4 Karussis
et al. (2000)

Left tuberothalamic
artery territory

Impaired Impaired Impaired Preserved Poor grammar

No improvement after 1 year

Case 7 Karussis
et al. (2000)

Left inferior lateral
artery territory

Impaired Impaired Impaired Preserved

Case 8 Karussis
et al. (2000)

Left anterior choridal
artery territory

Impaired Impaired Impaired Preserved Poor grammar

Improved at followup (followup
interval not given)

Weisman,
Hisama,
Waxman, and
Blumenfeld (2003)

Left ventrolateral
thalamus lacune

Preserved Impaired Preserved Preserved No paraphasic errors

Case OGy
Szirmai, Vastagh,
Szombathelyi,
and Kamondi
(2002)

Left LP, CM, VP Impaired Preserved Impaired Preserved Apathy

Poor memory

Disorientation

Hypoperfusion in left temporal
cortex, left insular cortex and right
cerebellum on SPECT

Radanovic,
Azambuja,
Mansur, Porto,
and Scaff (2003)

Left medial thalamus Impaired Impaired ? Impaired Perseveration

Poor performance on Trail-Making-
Test A and B

Semantic paraphasia

Evaluated 6 months post-insult

Radanovic et al.
(2003)

Right posterior-lateral
thalamus (patient was
right-handed)

Impaired Impaired ? Impaired Poor performance on Trail-Making-
Test A and B

Evaluated 9 years post-insult

Segal, Williams,
Kraut, and Hart
(2003)

Left anterior thalamus Impaired Preserved Impaired Impaired Poor animal fluency

Impaired semantic recall

Levin, Ben-Hur,
Biran, and
Wertman (2005)

Left anterior
thalamus—
tuberothalamic artery
distribution

Impaired Preserved Preserved Preserved Category-specific dysnomia

Lethargic

Poor verbal memory

Executive dysfunction

Perseveration

Symptoms persisted for at least
1 month.

(Continued)
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are in the dominant thalamus, the specific thalamic
nucleus involved varies considerably (see Figure 9.2 for
a summary of lesion locations). This anatomic heteroge-
neity is further addressed later. Clinically, there is an
almost universal deficit in naming, often severe, and,
importantly, most naming errors in these studies take
the form of semantic substitutions, rather than omis-
sions. Second, across most studies, there is a relative
preservation of repetition, often including the repetition
of complex utterances. Beyond these features, the find-
ings are more variable. Not all studies describe a clear
deficit of language production or comprehension, but of
those that do, most describe relatively mild deficits,

more commonly in comprehension than in production,
with general congruence of verbal and orthographic defi-
cits. Therefore, applying a Wernicke�Geschwind scheme
to these data (with all appropriate provisos regarding the
Wernicke�Geschwind taxonomy), one would describe
most of these patients as having a transcortical sensory
aphasia, a transcortical motor aphasia, or, most com-
monly, an anomic aphasia.

Another notable feature in this population is the high
degree of individual performance variability, often
moment to moment, which seems to track with the level
of arousal of the patient (Archer et al., 1981; Ebert et al.,
1999; McFarling et al., 1982), seen in both ischemic and

TABLE 9.2 (Continued)

Reference Location Naming Repetition Production Comprehension Other findings

Margolin et al.
(2008)

Left anterior and
paramedian thalamus

Impaired Preserved Impaired Impaired Hypophonia

Skew deviation

Phonemic paraphasic errors

General improvement over first
8 days, but naming still poor
(BNT5 8/60)

No language deficits at 1 year

De Witte et al.
(2011)

Right midline—lateral
thalamus (patient
right-handed)

Impaired Preserved Preserved Impaired Semantic paraphasic errors

Neologisms

Persistent dysnomia at 18 months

Perfusion SPECT at 1 year showed
severe hypoperfusion in right
temporo-parietal, anterior frontal
cortex and right thalamus

Hoffmann (2012) Left lateral posterior
thalamus

Preserved Preserved Impaired Preserved Semantic paraphasias

Impaired oral word and sentence
reading

Impaired picture word matching
and writing

SURGICAL LESIONS
Bell (1968) 10 cases of VL

thalamotomy
Impaired Preserved Impaired Preserved Perseveration seen

5 patients better within 3 weeks

4 patients had gradual improvement
with some persistent deficit

1 with persistent deficit after 4 years

Samra et al.
(1969)

8 patients with
ventrolateral
thalamotomy (7 on left,
1 on right)

? Impaired in
2/8

Impaired in
8/8

Impaired in 4/8 All cases pathologically confirmed
to be within ventrolateral nucleus

Darley, Brown,
and Swenson
(1975)

Left ventrolateral
thalamotomy

Preserved ? Impaired Impaired

Vilkki and
Laitinen (1976)

Left pulvinar or
ventrolateral
thalamotomy

Impaired ? ? Impaired Recovery at 3 months
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hemorrhagic stroke, and detailed in an early study of
a thalamic hemorrhage patient (Mohr, Watters, &
Duncan, 1975). In addition, many authors have noted a
high frequency of semantic paraphasic errors
(Demeurisse et al., 1979; Ebert et al., 1999; Karussis et al.,
2000; Radanovic & Scaff, 2003; Raymer, Moberg,
Crosson, Nadeau, & Rothi, 1997) and perseverations (Bell,
1968; Bogousslavsky, Regli, & Assal, 1986; Bruyn, 1989;
Demeurisse et al., 1979; Graff-Radford et al., 1984; Levin
et al., 2005; McFarling et al., 1982; Puel et al., 1992).
Finally, a commonly reported feature of these patients is a
relatively rapid recovery of language deficits. When
recovery has been described, most patients recover to a
significant degree within 6 months of the ictus (Archer
et al., 1981; Graff-Radford et al., 1984; McFarling et al.,
1982; Raymer et al., 1997; Vilkki & Laitinen, 1976),
although several patients with persistent aphasic deficits
after focal thalamic lesions have been described as well
(Bell, 1968; Demeurisse et al., 1979; Graff-Radford et al.,
1984; Karussis et al., 2000; Puel et al., 1992; Radanovic &
Scaff, 2003). Although not included in Table 9.2 for the
reasons described previously, it is worth mentioning here
that a large number of patients with thalamic hemorrhage
have been described (etiologically more common than
isolated thalamic infarction) with a virtually identical
symptom complex (Karussis et al., 2000; Mohr et al., 1975;
Radanovic & Scaff, 2003; Wallesch, 1997).

Although the Wernicke�Geschwind formulation pro-
vides a bird’s eye view of thalamic aphasia as primarily a
disorder of naming and mild comprehension deficits
with spared repetition, it does not provide sufficient
detail about language and cognitive behavior to assist in

the generation of neural models to explain the role of the
thalamus in language. Several authors have provided
more detailed accounts of the language deficits in patients
with thalamic lesions, and these data are briefly reviewed
here. Note that several patients with thalamic hemor-
rhage have been included in this analysis because hemor-
rhage sizes were small and the quality of the language
data is high. Raymer et al. (1997) and Crosson (1999)
described the language deficits of two thalamic stroke
patients, one with a stroke damaging the ventrolateral,
ventral anterior, centré-median, and thalamic reticular
nuclei and another with damage to the ventral anterior,
ventrolateral, mediodorsal, centré-median, parafascicular,
and thalamic reticular nuclei. Both subjects had signifi-
cant difficulty with naming across modalities but had no
difficulty with writing to dictation or reading aloud.
Furthermore, the majority of the naming errors (84% and
63% in the two subjects) were semantic. These suggested
to Crosson that the core deficit was neither purely lexical
nor purely semantic. Instead, the deficit was one of
retrieval of lexical items from semantic input (Crosson, 1999).

Another study of a patient with Parkinson’s disease
undergoing left thalamotomy of the ventrolateral nucleus
and studied before and 3 months after thalamotomy
showed no change in performance on the Boston
Naming Test but demonstrated decreases in category flu-
ency and deficits in higher-level tests of language func-
tion, such as combining lexical units into sentences, as
well as significant difficulty remembering word pairs. If
a semantic strategy were used to attempt to remember
word pairs, then both the word pair deficit and the deficit
in sentence creation could potentially be explained by a
deficit in the mapping of semantic to lexical information
(Whelan, Murdoch, Theodoros, Silburn, & Hall, 2002).
Further breakdown in lexical-semantic processing was
noted by Segal, Williams, Kraut, and Hart (2003) in a
case of left tuberothalamic artery stroke. Their patient
had poor naming, halting speech, impaired comprehen-
sion, and impaired performance in category fluency,
with preserved reading and repetition of words and sen-
tences. Other deficits were also present, including mild
impairments on property judgment, category judgment,
and semantic association, and severe disruption of
semantic recall (i.e., the patient was given two words or a
word plus picture and asked to generate the concept of
an item that is associated with both). The patient reported
that he could only generate a semantic item 64% of the
time, but more importantly he was not able to provide
the name of the semantic item for any of the pairs. These
data point to a deficit in the mapping of semantic infor-
mation to lexical units and may also suggest a deficit in
the generation of new conceptual representations.

In addition to these lexical-semantic difficulties,
patients with thalamic lesions have marked variability
in language performance and often have significant
perseveration. Two particularly dramatic cases were

FIGURE 9.2 Thalamic blood supply. CL5 centrolateral division,
CM5 center median, MD5medial dorsal, Pf5parafascicular, TRN5

thalamic reticular nucleus, VA5ventral anterior, VLa5ventrolateral
anterior region, VLp5ventrolateral posterior region, VPL5ventral
posterior lateral, VPM5ventral posterior medial. Redrawn and modi-
fied from Carrera & Bogousslavsky (2006).
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described by Mohr et al. (1975) in the setting of left tha-
lamic hemorrhage. In the acute stage, both patients ran-
ged in performance from essentially normal language
to marked logorrheic jargonaphasia with perseverative
components. An excerpt from the logorrheic state:

Examiner Patient

How are things
going?

I thinks, a, going fine, and . . . I can say, s’quit
alright, si sings say, rou, rup. . .

What
happened?

Well, . . . See up chup a lupdup. Cheche den, etc., and,
a, she is quite please at that.

What did you
say?

She said, that was fudal wedel wedl And she also,
when she comes in, eetosaid You have it every time it
nevel a dedal wedel.

Seven days later, the patient had generally improved
but continued to have periods of jargonaphasia with
more overt perseveration:

Examiner Patient

How are you today? Just fine.

Anything wrong? Yes, I feeling fine.

How old are you? Ahh, 59.

Where are you? 59.

No, where are you? Where, 59.

Mohr commented that increases in the level of arousal
were associated with improved language performance.
Another example was provided by Luria (1977), who
described a patient with a lesion secondary to aneurys-
mal hemorrhage into the left thalamus. This patient was
fluent, with normal grammar and prosody, but had
severe loss of spontaneous speech, repetition, and nam-
ing, and could understand only fragments of speech.
Many of his errors were perseverative in nature and his
performance fluctuated significantly. Luria noted that
the patient’s speech was marked by “extraneous associa-
tions, influences of the immediate situation, and frag-
ments from former traces” which Luria termed
“pathological inertia.” The patient appeared to do better
when structure was imposed on the range of semantic
information that needed to be culled for a task (i.e., his
performance during picture description was better than
during spontaneous speech). A similar improvement
was noted during discussion of a restricted range of
familiar versus unfamiliar topics in a patient with hem-
orrhage into the lateral nucleus of the thalamus and the
anterior superior pulvinar (Crosson et al., 1986).
Although it is possible that the fluctuations described
may be related to secondary effects of the hemorrhage
such as edema or nonconvulsive seizures, similar find-
ings have been described (although without similar

vivid descriptions) in both ischemic thalamic stroke and
thalamotomy patients.

Given the heterogeneity of lesion location in these
patients, the marked performance variability, the lack
of a uniform aphasic syndrome, the absence of lan-
guage deficits in many patients with injury to the
dominant thalamus, and the generally rapid recovery
of language function after thalamic damage, several
authors have questioned the role of the thalamus in
language at all (Luria, 1977; Van Buren, 1975). For
example, Cappa et al. reported five consecutive
patients with dominant thalamic lesions who did not
have aphasia (Cappa, 1986), and Wallesch et al. found
few differences in language performance between
patients with small left-side versus right-side thalamic
strokes (Wallesch et al., 1983). Given these conflicting
clinical data, it seems likely that subjects with focal
thalamic damage without language deficits must fall
into one of three categories: (i) patients without dam-
age to structures and/or connections that play a role
in language performance; (ii) patients who recovered
rapidly and thus escaped detection of any deficits
because they were not present at the time of testing; or
(iii) patients with actual deficits that were not detected
for other reasons, such as inadequate examination.

The relative consistency in naming deficits despite
heterogeneity in thalamic lesion locus is not dissimilar
to what has been described for the cerebral cortex. For
example, Ojemann (1991) and Penfield & Roberts
(1959) described dysnomia in response to cortical stim-
ulation across virtually the whole peri-Sylvian cortex,
without clear location specificity to the patterns of
errors observed. These data point to two features of
naming. First, it requires many different component
processes to achieve, from early vision to visual object
recognition to modality-dependent (and/or modality-
independent) conceptual access to lexical access to
phonological assembly to phonemic mapping and
motor output, functions that are subserved by net-
works extending throughout the whole peri-Sylvian
region. Second, many regions throughout the peri-
Sylvian cortex and associated thalamic nuclei probably
participate in a distributed network that encodes word
meanings and conceptual information, such that a
lesion in any part of the network causes a breakdown
in lexical-semantic processing. This similarity in the
clinical presentation of focal thalamic and cortical
lesions extends to recovery in language function after
focal thalamic lesions. Rather than being evidence for
the absence of a role for the thalamus in language, we
note that both thalamic and focal cortical lesions dem-
onstrate recovery (Mohr et al., 1978; Penfield &
Roberts, 1959) and point to a high level of redundancy
and plasticity in thalamocortical networks that are
important for language.
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Another criticism of “thalamic aphasia” is one that
has been articulated by Luria and others, stating that
thalamic language deficits are not bona fide language
deficits at all in that there is no deficit in the formula-
tion or understanding of grammatical structure, but
rather they reflect instability of cortical language
traces. As described, it may be that the absence of
grammatical formulation errors in patients with domi-
nant thalamic injury serves as an important constraint
on any model of thalamic function for language. Given
the well-known role of the thalamus in arousal func-
tion, it may be that a key role for the thalamus is to
sustain cortical representations of language during
production or comprehension of language, which is
explored in Section 9.4.1.

9.3 A THALAMIC “LOCUS” FOR
LANGUAGE?

At a first approximation, one might think it could be
possible to resolve some of the heterogeneity in clinical
presentation from careful analysis of lesion location or
vascular distributions of thalamic infarcts. Unfortunately,
this approach has proven to be quite challenging. For
example, there is not a single thalamic blood vessel that
has been exclusively associated with thalamic aphasia.
The thalamus receives its blood supply from the tuber-
othalamic, paramedian, inferolateral, and posterior cho-
roidal arteries, which are derived from the posterior
circulation and all have been implicated in thalamic
aphasia (Bogousslavsky, Miklossy, Deruaz, Regli, &
Assal, 1986; Bogousslavsky, Regli, et al., 1986; Karussis
et al., 2000; Levin et al., 2005; McFarling et al., 1982;
Neau & Bogousslavsky, 1996; Perren, Clarke, &
Bogousslavsky, 2005; Radanovic et al., 2003; Raymer
et al., 1997). Analysis of the distributions of these infarcts
is further complicated by the fact that certain regions of
the thalamus, such as the pulvinar, receive a dual vascu-
lar supply (Morandi et al., 1996; Takahashi et al., 1994),
and because patients with pulvinar lesions tend to also
have associated (often devastating) midbrain or brain-
stem lesions, making any analysis of language difficult.
This may create the impression that the pulvinar is not
involved in language. However, given the widespread
projections of the pulvinar to regions of the cortex that
are involved with language (Romanski, Giguere, Bates, &
Goldman-Rakic, 1997) and findings using other clinical
sources (hemorrhage, deep brain stimulation, tracing
degenerating axons), all point to a potential role for the
pulvinar in language (Crosson et al., 1986; Ojemann,
Fedio, & van Buren, 1968; Van Buren & Borke, 1969).

Another approach is to examine lesion location and
perform a traditional lesion-deficit analysis. One starting
hypothesis may be that anterior thalamic infarctions

would be more likely to cause deficits in language
motor production, and posterior thalamic infarctions
would be more likely to cause deficits in language com-
prehension. Such an analysis has been performed, and
the anterior/posterior distinction has not solved the
problem. For example, several investigators have
described infarction of the tuberothalamic artery, which
serves the anterior thalamic nuclei, ventral pole of
the dorsal medial nucleus, ventral anterior nucleus,
and intralaminar and rostral ventral lateral nucleus
(Figure 9.2). In these patients, the clinical syndromes
span the full range of language behaviors, without a
clear predominance of “sensory” or “motor” manifesta-
tions. Of the patients described in Table 9.2, seven can
be described as having primarily a “sensory” aphasia,
and one might predict that the lesions in these cases
predominantly affect portions of the thalamus known
to project to superior temporal, inferior parietal, or
adjacent areas of the cortex (i.e., “Wernicke’s area”).
However, five out of seven of these patients had lesions
in the territory of the tuberothalamic artery, which sup-
plies anterior thalamic structures (ventral anterior
nucleus, ventral lateral nucleus, mediodorsal nucleus,
anterior thalamic nuclei, and the anterior intralaminar
nuclei), which are generally not known to project to
areas within or near Wernicke’s area.

The author has examined the locations and extents
of lesions in the case reports and series (when
figures were available from the original publications)
and has superimposed this information onto generic
maps of the thalamus (taken from Morel, 2007); these
maps are shown in Figure 9.3. As shown, the distri-
bution of lesion sites demonstrates a propensity for
sites to be located in the anterior nuclei (possibly for
the reasons stated), but importantly demonstrates
that lesions producing aphasia can be found in nearly
all regions of the thalamus.

It may be possible to avoid some of the biases intro-
duced by analysis of the vascular distributions of tha-
lamic ischemic infarctions and the nonspecific effects
of hemorrhage by analyzing data from patients under-
going therapeutic thalamotomy or deep brain stimula-
tion. Here, for therapeutic reasons, most of the lesion/
stimulation sites have been in the ventral lateral nucleus,
intralaminar nuclei, and pulvinar. Much of the classic
work in this field was performed by Ojemann and his
colleagues. They found that stimulation in adjacent areas
of the left ventral lateral nucleus and pulvinar caused
dysnomia, and that the dysnomia was not related to
motor speech difficulties. Most of the errors were substi-
tution errors, which stands in contrast to errors made in
a similar paradigm using stimulation of subcortical
white matter beneath parietal cortex, which mostly
causes omission errors (Ojemann et al., 1968; Ojemann &
Ward, 1971).
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The notion that the pulvinar plays a role in language,
which was not obvious from the lesion data (Figure 9.3),
was supported by work by Fedio and Van Buren, who
also performed a direct brain stimulation study of picture
naming. They predominantly found substitution errors
during stimulation of the left pulvinar, but no errors dur-
ing stimulation of areas anterior or inferior to the left pul-
vinar (or the right pulvinar). These findings contrast with
those of Vilkki and Laitinen (1976), who compared lan-
guage performance of patients undergoing thalamotomy
of the ventral lateral nucleus with those undergoing pul-
vinotomy. They found decreases in word fluency and
token test performance in those undergoing left ventro-
lateral thalamotomy, but only nonsignificant trends
toward worsening token test performance and naming
for patients undergoing pulvinotomy. Finally, more
recent work involving patients undergoing deep brain
stimulation of the centré-median nucleus of the intrala-
minar group of nuclei has induced enhancement across a
number of cognitive domains (language, memory, and

reasoning). Many language tasks showed improvement,
including object naming, recall, antonym recall, word flu-
ency, sentence comprehension (Token test), and verbal
expression (Bhatnagar, 2005). These studies, coupled
with the previously described neurosurgical literature,
interpreted conservatively, implicate the ventrolateral
nucleus, the pulvinar, and possibly the centré-median
nucleus in engaging in language.

A third approach to determining the anatomical site
within the thalamus for language performance is to
attempt to trace specific areas of the cortex known to
play a role in language (e.g., inferior frontal gyrus, poste-
rior superior temporal gyrus) to specific thalamic nuclei.
There are very few data using this approach in humans,
but the data generally point to the same nuclei that
emerged from the thalamic lesion literature. For exam-
ple, limited human autopsy studies examining patterns
of degeneration after cortical aphasic stroke involving
posterior regions important for language (e.g., superior
temporal gyrus, supramarginal gyrus, angular gyrus)
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FIGURE 9.3 Perimeters of lesions taken from original publications referenced in Table 9.2 (when good-quality images were available), over-
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produced degeneration in the central lateral nucleus (an
intralaminar nucleus), lateral posterior (part of the pulvi-
nar complex), and pulvinar proper. For example, a
patient with stroke suffering from a “motor aphasia with
perseverations” involving cortical damage to the post-
central gyrus, superior insula, and parietal operculum,
yielded thalamic degeneration in ventral posterior
medial nucleus, medial geniculate body, ventral anterior
nucleus, and the centrolateral nucleus (Van Buren &
Borke, 1969). Most recently, as mentioned, Ford and col-
leagues identified the ventral anterior nucleus as demon-
strating strong connectivity with Broca’s area (Ford
et al., 2013), suggesting that this region is involved in the
motor and/or grammatical aspects of speech. Overall,
these data again implicate the pulvinar, intralaminar
nuclei, the ventrolateral nucleus, and the ventral anterior
in language function, with some regional anatomical
specificity such that ventral anterior nucleus may have
direct projections to Broca’s area and more posterior
language areas having connectivity with pulvinar and
possibly the intralaminar nuclei. These analyses are very
preliminary and, as tractography techniques advance,
we are likely to learn much more about thalamic
correlates to physiologically identified cortical regions
involved with language.

Given what appears to be a general conservation
of the topology of the cortical structures involved in
language superimposed on the thalamus, it is pecu-
liar that the functional distinctions between the ante-
rior and posterior language systems, evident in the
cortex, are not evident in the thalamus. In other
words, although naming tends to be distributed
widely throughout brain language centers, other
more specific types of language deficits appear to
have a more segregated anatomical distribution in
the cortex but do not appear to do so in the thalamus.
Some light on this issue has been shed by work
examining cortical perfusion in the setting of acute
thalamic stroke. Puel et al. (1992) demonstrated corti-
cal hypoperfusion via SPECT imaging in the peri-
Sylvian, posterior temporal, and temporo-occipital
regions of the left hemisphere, regions not innervated
by the anterior group of nuclei and occupying a
larger area than would be predicted by a lesion of
one or more of these nuclei. These results were con-
firmed and extended by Shim et al. (2008), who dem-
onstrated decreased regional cerebral blood flow in
several peri-Sylvian cortical regions, including the
left inferior frontal gyrus, supramarginal gyrus, and
superior temporal gyrus after infarction of left ante-
rior thalamic structures manifested by dysnomia and
poor semantic and phonemic fluency (Figure 9.4).
Similar decreases across broad regions of cortex were
also seen by Lanna et al. (2012). These data point to
an apparent lack of a 1:1 structural�functional

relationship of the thalamic nuclei and their cortical
targets with respect to language. This difficulty was
noted by Crosson (1999), who suggested that the
common deficits produced by disparate lesions point
to the possibility of damage to different portions of a
common neural system, rather than separable neural
systems with separate roles each. This distinction
will become important as different models of tha-
lamic involvement in language are discussed.

9.4 IMAGING OF THE THALAMUS
IN LANGUAGE TASKS

A complementary approach to the lesion-deficit anal-
ysis presented is to measure thalamic activation during
language tasks using functional imaging. The author has
systematically reviewed the relevant fMRI and PET liter-
ature previously (Llano, 2013) and summarizes the find-
ings here. Despite a large number of functional imaging
studies having been performed over the past 20�30
years measuring brain activity during language tasks,
very few have described the patterns of activation seen
in the thalamus (or any other subcortical structures).
There are several reasons for this. First, thalamic nuclei
are relatively small (a few millimeters in diameter, typi-
cally) relative to the smoothing windows for most stud-
ies, which range from 5 to 20 mm, full width at half
maximum. Second, movement artifact due to respiration
and heart rate is more prominent in subcortical rather
than cortical structures (Guimaraes et al., 1998). Third, it
is likely that neurometabolic coupling is different in cor-
tical regions versus thalamus (Llano, Theyel, Mallik,
Sherman, & Issa, 2009), such that canonical hemody-
namic response functions, optimized for cortex, may not
be optimal for thalamus. There may also be fundamental
differences in redundancies and integrative properties
between thalamus and cortex, yielding different meta-
bolic requirements during the activations of these struc-
tures. Finally, and possibly most importantly, most
investigators do not place regions of interest in the thala-
mus and/or do not optimize their spatial resolution on
subcortical structures, leading to a lack of detection of
activation in thalamus during a language task.

Despite these limitations, the author previously iden-
tified 50 studies that demonstrated thalamic activation
while normal subjects performed a language task
(Llano, 2013). Two of the most common tasks leading to
thalamic activation were word or sentence generation
tasks and naming. Less commonly, activation was seen
during lexical decision, reading, and working memory
tasks. Activation was generally seen throughout the thal-
amus, but with a predominance of activation sites in the
left thalamus, and was associated with activations in
frontal and temporal cortical regions typically associated
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with language tasks (Figure 9.5). These analyses indicate
that the thalamus may be involved in processes that
involve manipulations of lexical information, particu-
larly when based on semantic cues.

9.4.1 Models of the Role of the Thalamus
in Language

The data presented suggest that the thalamus plays
an important role in language, although its specific
role or roles are not yet known. Several models of tha-
lamic function in language are considered here. Any
model of thalamic function in language should be able
to reproduce the key findings described in the clinical
literature on thalamic aphasia and should be con-
strained by the known anatomical and physiological
features of thalamic circuitry. As such, it is proposed

that a reasonable model should be able to reproduce
the following elements:

1. The primary cognitive deficits in thalamic aphasia
involve the following three features:
a. The deficit is one of lexical selection based on

semantic information
b. The deficits fluctuate with level of arousal
c. The deficits do not involve repetition

2. These deficits can be produced via lesions in
multiple different loci in the dominant thalamus,
with the primary nuclei involved being the
ventrolateral, centré-median, and pulvinar.

3. The model should be constrained by the known
anatomical and physiological properties of the
thalamus.

Several investigators have developed descriptive
models of thalamic mechanisms that underlie language

FIGURE 9.4 (Top) T2-weighted images of four patients with isolated infarcts to the left tuberothalamic artery. (Bottom) Average regional
cerebral blood flow map, averaged across all four patients, demonstrating hypoperfusion across multiple anterior and posterior language-
related cortical areas. Image taken from Shim et al. (2008) with permission from the publishers.
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processing. Most of these models have ascribed an atten-
tional role to the thalamus (Crosson, 1999; Johnson &
Ojemann, 2000; McFarling et al., 1982; Riklan & Cooper,
1975). Two of the more well-developed and most refer-
enced are described here after a brief description of rele-
vant thalamic anatomy and physiology.

9.5 THALAMIC CIRCUITRY
AND PHYSIOLOGY

One challenge in understanding the role of the thala-
mus in language is the heterogeneity of organization
within this structure. There have been many attempts to

bring order to the thalamus by classifying thalamic
nuclei and thalamocortical neurons. The main points of
distinction between thalamic neurons and thalamic
nuclei have been the types of inputs received by a tha-
lamic neuron, and therefore the direction of information
flow through the thalamus, and the layer of termination
in the cortex of thalamocortical neurons and, therefore,
the types of effects that a thalamic neuron can have on
the cortex. For example, it is possible to distinguish
between principal thalamic nuclei, such as the lateral
geniculate nucleus for vision, which sends specific sen-
sory information to middle layers of the occipital cortex,
compared with the intralaminar nuclei, whose cortical
projections show a more widespread distribution and

FIGURE 9.5 Compilation of the center of activation foci taken from Talairach and Tournoux coordinates (either given in original publi-
cations or transformed from MNI coordinates). Two axial sections are shown. (A) Taken from 2.7 mm superior�inferior (base image
reproduced from Morel, 2007). (B) Taken from 8.1 mm superior�inferior. Each study is represented by a different symbol. (C) Histogram of
the number of activation loci within each 10 mm of midline in the medio-lateral dimension. Different symbols represent activations from
different studies. A5 anterior, P5posterior, M5medial, L5 lateral, AM5 anteromedial nucleus, AV5 anteroventral nucleus,
Cd5 caudate nucleus, CeM5 central medial nucleus, GPe5 globus pallidus externa, Hb5habenular nucleus, ic5 internal
capsule, Li5 limitans nucleus, LP5 lateral posterior nucleus, MDmc5mediodorsal nucleus, magnocellular division, MDpc5mediodorsal
nucleus, parvocellular division, MDpl5mediodorsal nucleus, paralamellar division, mtt5mammillothalamic tract, Pf5parafascicular
nucleus, PuA5 anterior pulvinar, PuL5 lateral pulvinar, PuM5medial pulvinar, PuT5putamen, Pv5paraventricular, R5 thalamic reticu-
lar nucleus, sm5 stria medullaris, VAmc5ventral anterior nucleus magnocellular, VApc5ventral anterior nucleus parvocellular,
VLa5ventrolateral anterior, VLpd5ventrolateral posterior nucleus dorsal division, VLpv5ventrolateral posterior nucleus ventral
division, VM5ventromedial, VPLa5ventral posterior nucleus anterior division, VPLp5ventral posterior nucleus posterior division.
Anatomical image reproduced with permission from Informa Healthcare. Figure reproduced from Llano (2013). Please see Llano (2013) for details.
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tend to terminate in upper layers and have been
implicated in the control of arousal (Purpura & Schiff,
1997; Van der Werf, Witter, & Groenewegen, 2002)
(Figure 9.6A). Although this distinction has heuristic
value, it is muddied by the presence of layer 1-projecting
neurons in principal nuclei (Abramson & Chalupa, 1985;
Rockland, Andresen, Cowie, & Robinson, 1999).
An additional parcellation scheme is based on the types
of inputs received by thalamic neurons. Thalamic neu-
rons receive inputs from many sources: primary sensory
afferents (e.g., the retina for the lateral geniculate
nucleus), brainstem monoaminergic and cholinergic
nuclei, the thalamic reticular nucleus, and the cerebral
cortex. It has been proposed that these inputs can be
divided into “drivers,” which are inputs with morpho-
logical and physiological specializations characterized by
very high synaptic efficacy, and “modulators,” which are
physiologically better suited to regulate the tuning func-
tions of thalamic neurons (Sherman & Guillery, 1998).
Based on these distinctions, Sherman and Guillery
divided the thalamus into “first-order” nuclei, such as
the lateral geniculate nucleus, which receive their drivers
primarily from the sensory periphery and “higher-order”
nuclei, such as the pulvinar, which receive their drivers
from the cerebral cortex (Figure 9.6B). The relevance here
for language is that higher-order nuclei may serve as an
alternative route for the transmission of long-range corti-
cal communication via a cortico-thalamo-cortical route
(Theyel, Llano, & Sherman, 2010).

The other important and relevant features of the thala-
mus concern the physiological properties of thalamic
neurons and the main readout of thalamocortical
neurons: the thalamocortical synapse. Most thalamocorti-
cal neurons contain T-type calcium channels, which
de-inactivate with protracted (100 s of milliseconds)
hyperpolarization and, then, with a low threshold,

produce a large depolarization leading a burst of spikes
(Figure 9.6C). Therefore, thalamocortical neurons may
exist in one of two response modes: tonic or burst (Jones,
2007; Sherman, 2001). In addition, thalamocortical synap-
ses can show profound short-term depression (Boudreau &
Ferster, 2005; Castro-Alamancos & Oldford, 2002; Chung,
Li, & Nelson, 2002; Gil, Connors, & Amitai, 1999), which
limits the types of patterns of thalamic discharges that
are likely to elicit cortical responses. Therefore, high-
frequency tonic patterns of spiking activity, often
assumed to be the “relay” mode of thalamic neurons,
may be nearly completely suppressed at the level of the
cortex, and other patterns of thalamic activity, such as
bursts and pauses, may, in fact, be more suited to drive
postsynaptic cortical activation.

The presence of bursting in thalamocortical neurons
and synaptic depression in thalamocortical synapses
opens the door to coding schemes beyond the simple
gated relay model often referenced in the literature. Of
particular interest is the micro-organization of circuits that
engage GABAergic neurons in the thalamic reticular
nucleus, which is closely associated with the thalamus
and implicated in thalamic models of language (Crosson,
2013). The thalamic reticular nucleus receives input from
thalamus and cortex, as well as the basal forebrain and
amygdala (Asanuma & Porter, 1990; Zikopoulos &
Barbas, 2012), and sends GABAergic projections to
thalamocortical neurons. By hyperpolarizing thalamo-
cortical cells, the thalamic reticular nucleus may
modify cortical activation by: (i) diminishing spiking
in thalamocortical neurons; (ii) introducing a pause in the
thalamic spike train, resulting in relief of tonic depression
at thalamocortical synapses; (iii) synchronizing popula-
tions of thalamic cells; and/or (iv) inducing low-threshold
bursting behavior, which has been shown to be a highly
effective mechanism to drive postsynaptic activation
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FIGURE 9.6 Models of thalamic organization. (A) Principal nuclei primarily project to middle cortical layers while intralaminar nuclei
project to layer 1. (B) First-order nuclei receive their driving input from the sensory periphery, whereas higher-order thalamic nuclei receive
their input from layer 5 of cortex, and relay that input to other areas of cortex. (C) An example of a neuron in tonic mode (top) and burst
mode (bottom). Data from Llano laboratory.
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(Denning & Reinagel, 2005; Lisman, 1997; Mukherjee &
Kaplan, 1995; Person & Perkel, 2005; Reinagel, Godwin,
Sherman, & Koch, 1999; Smith, Cox, Sherman, & Rinzel,
2000; Swadlow & Gusev, 2001). Therefore, the influence of
the thalamic reticular nucleus may be an increase or
decrease of cortical activation, depending on the ongoing
activity in thalamic cells and the relative timing of inputs
from the thalamic reticular nucleus and other structures.
These data indicate that simple linear models of thalamic
function are unlikely to capture the range of influences
that the thalamus may have on cortical function.

9.6 MODELS OF THALAMUS
AND LANGUAGE

Two influential models of thalamic function and lan-
guage are considered here in more detail: that of
Ojemann (Johnson & Ojemann, 2000, updated in Hebb &
Ojemann, 2013) and Crosson (1999) (updated in Crosson,
2013). George Ojemann and colleagues have attributed a
“specific alerting response” to the thalamus, generated
by ventrolateral thalamus and pulvinar, which gates the
entry of language information to the peri-Sylvian
regions. The specific alerting response is also required
for the retrieval of specific lexical information, which is
embedded into peri-Sylvian circuits. This descriptive
model is based on four types of evidence driven by
Ojemann’s body of work using deep brain electrical
stimulation in human subjects. First, as described, nam-
ing deficits occur during electrical stimulation of ventro-
lateral thalamus and pulvinar (Ojemann et al., 1968;
Ojemann & Ward, 1971). These errors are typically mis-
naming errors rather than omissions or speech arrest.
Second, stimulation of the ventrolateral nucleus during
the presentation of verbal material enhanced the ability
to recall this material, but stimulation during recall of
previously learned material impaired this process
(Ojemann, Blick, & Ward, 1971). Third, stimulation of
the left ventrolateral nucleus during the presentation of
nonverbal information impaired the retention of this
information. This suggests that the enhancement effects
seen with left ventrolateral nucleus stimulation are
restricted to verbal information. Fourth, silent naming
induced desynchronization in the electrocorticogram
across peri-Sylvian structures known to be important for
naming (Ojemann, Fried, & Lettich, 1989). In this context,
it is worth noting that Slotnick et al. noted a decrease in
low-frequency power during a semantic recall task
across multiple cortical sites that was correlated with a
decrease in low-frequency power in the thalamus, bilat-
erally (Slotnick, Moo, Kraut, Lesser, & Hart, 2002).
The four points described led Ojemann to speculate that
specific left thalamic areas (most likely ventrolateral
nucleus and pulvinar) selectively engage language cortex

to support the retrieval of lexical information (Johnson &
Ojemann, 2000). The most recent update of the model
(Hebb & Ojemann, 2013) offers speculation about
regional specialization and circuit-based mechanisms
such that the ventral tier nuclei (such as the ventrolateral
nucleus) and intralaminar nuclei modulate the specific
alerting response either by recruiting striatal networks or
via intralaminar thalamocortical or thalamoreticular pro-
jections. They also speculate that the pulvinar may syn-
chronize oscillations of related cortical regions
representing different features of an object to be named,
a hypothesis for which there is recent support from the
literature involving monkeys (Saalmann, Pinsk, Wang,
Li, & Kastner, 2012).

Bruce Crosson and colleagues have proposed several
potential models of the role of the thalamus in language
(Crosson, 2013), and these have been derived primarily
by the detailed study of patients with thalamic damage
and aphasia. In the most recent instantiation, Crosson
and colleagues hypothesized that the language deficits
observed in their patients were caused by a failure to
activate cortical circuits needed to retrieve lexical infor-
mation from semantic representations. Further, they
proposed that the failure was due to a lesion in the
fronto-inferior thalamic peduncle-nucleus reticularis-
centré-median thalamus system. This is based on the
idea that the frontal cortex can gate the transmission of
information through the thalamus to other areas of cor-
tex (Brunia, 1993; Yingling & Skinner, 1975). This model
focuses on the intralaminar nuclei (centré-median
nucleus) rather than the ventrolateral nucleus and pul-
vinar, based on several arguments. They claim that
there is a lack of anatomical specificity in electrical
stimulation studies of ventrolateral nucleus and pulvi-
nar due to spread of current to adjacent nuclei or fibers
of passage, and that infarctions may have encroached
on neighboring structures (such as the inferior thalamic
peduncle, centré-median, or their connections). In addi-
tion, they note that their patients with strokes in appar-
ently disparate areas within the thalamus have in
common the disruption of the inferior thalamic
peduncle-nucleus reticularis-centré-median thalamus
system. They further argue that the intralaminar
system, by virtue of its unique anatomical and physio-
logical properties, is more suited to serve an attentional
language function (Nadeau & Crosson, 1997).

This attentional model is derived from the cardinal
findings that their patients with thalamic aphasia had
particular difficulties with retrieval of lexical information
from semantic information. They have argued that this
process is more dependent on attention than is pure lexi-
cal processing or pure semantic processing. This postu-
late is supported by data from Crosson’s group, which
showed that incorporation of a lexical-semantic task
(semantic associate generation) was far more distracting
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than a lexical-lexical task (word reading) in a modified
Posner paradigm (Crosson, 1999). A more specific form
of attention, such as selective engagement, may also be
utilized during these tasks. Specifically, they have pro-
posed that the role of this type of selective engagement
of cortex is to enhance differences in the activation level
of semantically related lexical items. Failure of selective
engagement increases the likelihood that inappropriate
lexical items will be selected.

Most recently, Crosson has updated this model by
attempting to unify the multiple different processing
streams that exist in thalamocortical and thalamocorti-
cal networks. He proposed four different circuits
responsible for different aspects of language function
and used the process of naming a hammer to illustrate
these mechanisms. First, for example, to generate the
name “hammer,” Broca’s area exerts control over dis-
parate areas of cortex responsible for the semantic
representation of a hammer (e.g., fusiform gyrus for
the visual form of the hammer and inferior parietal
lobule for motor sequences). This control occurs via
layer 6 corticothalamic projections to the thalamic
reticular nucleus, which, in turn, controls activation of
pulvino-cortical circuits, potentially by inducing
gamma oscillations (Figure 9.7A). This is a modifica-
tion of the specific alerting response mentioned, and
the suggestion that pulvinar may conjoin disparate
areas of cortex using oscillatory assemblies is sup-
ported by some recent experimental data (Saalmann
et al., 2012). It should also be mentioned that this type
of frontal cortex-thalamic organization has long been
speculated to be part of a mechanism of frontal cortical
control over widespread cortical networks (Brunia,
1993; Skinner & Yingling, 1977) and is consistent with
recent observations of the existence of prefrontal corti-
cal circuits that target portions of the thalamic reticular
nucleus that influence parts of the thalamus that do
not necessarily send a return projection to the prefron-
tal cortex (Zikopoulos & Barbas, 2006).

Once appropriate areas of the cortex are activated via
the alerting response described, a cortico-thalamocortical
route may transfer semantic feature information from
these areas to the posterior parietal cortex (Figure 9.7B).
There is some support for the existence of cortico-
thalamocortical transmission in animal models (Llano &
Sherman, 2008; Theyel et al., 2010), although all of the
current work to date has focused on sensory processing
within a single modality. A third mechanism involves
the activation of modulator-type corticothalamic projec-
tions, which have been shown to augment and poten-
tially sharpen thalamic activations within sensory
systems (Alitto & Usrey, 2003; Sillito, Cudeiro, & Jones,
2006), and may facilitate word retrieval by activating par-
ticular regions of the thalamus (Figure 9.7C). Finally,
word selection, analogous to movement selection, may

occur via pathways that involve presupplementary
motor areas that project to basal ganglia circuits that proj-
ect to the ventral anterior nucleus (Figure 9.7D). This
may diminish the chance of errors in lexical selection. For
further discussion of the potential role of the basal gan-
glia in language, please see Chapter 8 in this volume on
the basal ganglia.

This multi-level model of thalamic function may help
to explain: (i) the number of thalamic nuclei implicated
in thalamic aphasia; (ii) the widespread cortical meta-
bolic impact of restricted thalamic lesions (Figure 9.4);
and (iii) the convergence of multiple thalamic nuclei to
individual cortical areas (Hackett et al., 1998; Morel
et al., 2005), such that different thalamic subnuclei may
play distinct roles in cortical processing.

9.7 SUMMARY AND CONCLUSIONS

The clinical literature demonstrates that lesions of the
dominant thalamus can cause dysnomia that is frequently
coupled with perseverations and fluctuations in perfor-
mance related to arousal. The dysnomia is likely driven
by a deficit in lexical selection based on semantic informa-
tion. Anatomically, the clinical and the imaging literature
have not consistently pointed to a particular responsible
thalamic nucleus, although certain nuclei, such as the
ventrolateral nucleus, the centré-median nucleus, and
medial pulvinar are frequently implicated. Review of pre-
vious models of large-scale thalamocortical organization
suggests that multiple mechanisms may underlie tha-
lamic involvement in language. Specifically, the thalamus
may play a key role in arousal of specific cortical net-
works necessary for language function and may use the
ubiquitous layer 6 corticothalamic projections to refine
these representations. Further, cortico-thalamocortical
communication may be required to route information
represented in different regions of the cortex to the poste-
rior parietal cortex. Finally, lexical selection may take
place via pallidothalamic circuits. This type of multi-
function model of the thalamus helps to reconcile some
of the disparate clinical and imaging data, which point to
lesions or activations in virtually all thalamic nuclei in
aphasic patients and imaging studies, respectively.

Many questions remain, however, and many of these
have to do with fundamental questions regarding the
physiologic organization of thalamic functions. For
example, core features of thalamic physiology, such as
the role of transitions between tonic and burst modes,
which will have substantially different effects on their
postsynaptic targets, are not specified in these models.
Further, the role of convergent thalamic inputs, particu-
larly those to layer 1 and layer 4, speculated to play a
key role in the ability of the thalamus to activate cortex
(Llinas, Leznik, & Urbano, 2002; Purpura & Schiff, 1997)
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have not explicitly been tied to language function,
although such convergence models could support the
“specific alerting system,” as conceived of by Ojemann
and colleagues (Hebb & Ojemann, 2013; Johnson &
Ojemann, 2000). Finally, the thalamic reticular nucleus,
whose function remains quite mysterious, given its rela-
tive inaccessibility to experimentation, has been specu-
lated to be involved in language (Crosson, 2013;
Nadeau & Crosson, 1997), but basic questions about
this structure remain unanswered. For example,

previous models postulate that the thalamic reticular
nucleus can impact the flow of information between
thalamic nuclei. Although this possibility is intriguing
and some data do support this (Crabtree & Isaac, 2002;
Kimura, Imbe, Donishi, & Tamai, 2007; Pinault &
Deschênes, 1998), to date there is a very poor under-
standing of how such “open-loop” networks are orga-
nized, or even if they cause inhibition or paradoxical
excitation (via low-threshold bursting) in their thalamic
targets.
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FIGURE 9.7 Four mechanisms proposed by Crosson (2013) to explain thalamic involvement in language. (A) A selective engagement
model whereby corticothalamic projections from Broca’s area to the thalamic reticular nucleus and/or pulvinar initiate more widespread acti-
vation of cortical areas involved in the representation of a particular object to be named. (B) A transfer of information model whereby informa-
tion from cortical areas representing features of the object to be named is routed to the inferior parietal lobe via cortico-thalamocortical routes.
(C) Layer 6 corticothalamic neurons sharpen the focus of activation in the thalamus in its primary sensory representation (in this case, the
visual cortex). (D) Lexical selection is performed using basal ganglia circuits involving the direct, indirect, and hyper-direct loops from pre-
supplementary motor cortical areas via the basal ganglia and the ventral anterior nucleus. Sharpening may also be possible here via layer 6
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Therefore, to make progress in this area, it will be nec-
essary to develop a better basic understanding of the
role of the thalamus in long-range cortical processing
and, specifically, how the individual circuit elements
found in the thalamus alter patterns of activation found
in the cortex. In addition, more work will be needed
using human subjects to better delineate the thalamic
nuclei involved in task-based activations and in struc-
tural imaging studies to more precisely define the con-
nectivity of thalamic nuclei with functionally defined
regions of cortex. Finally, longitudinal functional and
structural imaging studies of patients recovering from
thalamic lesions will help us to understand the degree to
which alternate or redundant pathways may contribute
to cortical language processing. Therefore, the basic and
the clinical literatures have served complementary roles
in further developing our understanding of the thalamus
and language to this point, and both will continue to
shape our understanding of this critical yet poorly
understood structure.
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10.1 GROSS ANATOMY

Rudimentary sketches of the insular cortex
appeared as early as the 1500s (Shelley & Trimble,
2004). The first notable description of the insula was
published in 1796 by Johann-Christian Reil (Binder,
Schaller, & Clusmann, 2007), who later named it “die
Insel” in 1809 (Shelley & Trimble, 2004). Illustrations
appeared in the first edition of Gray’s Anatomy (1858),
with the earliest detailed descriptions published by
Korbinian Brodmann (1909), Binder et al. (2007), and
Kurth et al. (2010). The insular cortex, also referred to
as the “island (or isle) of Reil,” “Reil’s island,” “insula
Reili,” and the “central lobe,” is a discrete lobe in the
cerebral cortex covered by considerable vasculature
and the frontal, temporal, and parietal opercula (Afif
& Mertens, 2010; Stephani, Vaca, Maciunas, Koubeissi,
& Luders, 2011; Ture, Yasargil, Al-Mefty, & Yasargil,
1999). Popular illustrations of this hidden cortical
island reveal it by locating the Sylvian fissure and
pulling away the opercula to view the structure under-
neath (Figures 10.1 and 10.2).

The insula is divided into anterior and posterior
portions by a central insular sulcus (CIS). The CIS is
generally continuous with the central cerebral sulcus
(Rolandic fissure), sharing an axis of development and
orientation with the overlying cortex (Afif & Mertens,
2010; Varnavas & Grand, 1999). The insula is generally
described as triangular in shape, with three peri-
insular sulci (anterior/inferior/superior). Recently, a
morphometric study performed using fresh human
cadaver brain specimens revealed that, in all hemi-
spheres dissected (10 left, 10 right), there were four
peri-insular sulci (anterior/inferior/posterior/super-
ior) separating a trapezoidal insula from surrounding
structures (Afif & Mertens, 2010). There are eight sulci

facing the underside of the operculum. Anterior to the
CIS (moving outward from center) are the pre-CIS,
anterior IS (AIS), and the anterior peri-IS (ApIS).
Posterior to the CIS are the post-CIS and the posterior
peri-IS (PpIS). The remaining two sulci are the inferior
and superior boundaries to the insula (inferior and
superior peri-IS [IpIS, SpIS]). There are six insular gyri,
four in the anterior insula and two in the posterior
insula. Located anterior to the CIS are the short poste-
rior insular gyrus (sPIG), short middle IG (sMIG), and
short anterior IG (sAIG). There is a smaller transverse
insular gyrus (TIG) below the apex of the insula, read-
ily viewed in a majority of brain specimens (Ture
et al., 1999). In approximately half of the brain speci-
mens, there is an accessory gyrus on the ventral ante-
rior insular cortex (it is underdeveloped or absent
in the other half; Ture et al., 1999). Located posterior
to the CIS are the long anterior insular gyrus (lAIG)
and the long posterior IG (lPIG) (Figure 10.3).

10.2 CYTOARCHITECTURE

Brodmann (1909) first identified two distinct areas
within the insula—an anterior agranular area and a
posterior granular area (Kurth et al., 2010). Since then,
cytoarchitectural parcellations ranging from 3 to 301
subdivisions have been proposed (for review, see
Kurth et al., 2010; Nieuwenhuys, 2012). Presently, the
most popular scheme for humans involves three
divisions following a posterosuperior to anteroinferior
gradient of decreasing granularity—posterior insula-
granular (Ig), intermediate insula-dysgranular (Idg),
and anterior insula-agranular (Iag) (Figure 10.3).
Several additional subdivisions have been indepen-
dently proposed with some convincing and/or
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FIGURE 10.1 The hidden insula is revealed by locating the Sylvian fissure and separating the overlying opercula. Artist: C. Vincent
Collier.

FIGURE 10.2 High-resolution T1 MRI with left hemisphere insula featured in coronal (upper left), axial (lower left), and sagittal (right) planes.
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convergent results (despite differences in boundaries
and terminology):

• Two Ig areas (posterior), with the most extreme
posterosuperior section described as “hypergranular”
• G and Ig (Morel, Gallay, Baechler, Wyss, &

Gallay, 2013)
• Alternatively, Ig1 and Ig2 (Kurth et al., 2010)

• Three Idg areas (intermediate), with progressively
decreasing granule cell layer representation
• Id3, Id2, and Id1, from greatest to least layer II/IV

representation (Kurth et al., 2010; Morel et al., 2013)
• Two Iag areas (anterior), with no granule cell layer

representation and the presence of von Economo
neurons (VENs; Box 10.1)
• Ia2 and Ia1 (Morel et al., 2013)
• Or, agranular anterior zone (AA) and insular

limbic cortex (ILC) (Nieuwenhuys, 2012)
• Or, “frontoinsular cortex” (referring to the section

of anterior insula heavily populated with VENs)
and agranular insular cortex (Allman et al., 2011;
Bauernfeind et al., 2013; Butti, Santos, Uppal, &
Hof, 2013; Cauda et al., 2013).

10.3 VASCULATURE

The insula receives its blood supply from the middle
cerebral artery (MCA), which is generally divided into

four segments (Gibo, Carver, Rhoton, Lenkey, & Mitchell,
1981; Tanrovier, Rhoton, Kawashima, Ulm, & Yasuda,
2004; Tatu, Moulin, Bogousslavsky, & Duvernoy, 1998;
Ture, Yasargil, Al-Mefty, & Yasargil, 2000):

M1: sphenoidal (the main trunk, before bi- or tri-
furcation; Kahilogullari, Ugur, Comert, Tekdemir, &
Kanpolat, 2012; Ture et al., 2000)
M2: insular
M3: opercular
M4: cortical (which may be further divided into
separate “parasylvian” and “terminal” segments;
Ture et al., 2000).

The insula is perfused primarily by M2, with some
additional contribution from M1 and M3 (Tanrovier
et al., 2004; Ture et al., 2000). The accessory MCA,
which originates from the anterior cerebral artery, has
also been observed to serve the insula (Tanrovier et al.,
2004). The insula is drained by deep (deep middle
cerebral vein) and superficial (superficial Sylvian vein)
venous drainage systems (Tanrovier et al., 2004).
Although deep venous drainage predominates for the
insula as a whole, there are cortical areas within the
insula primarily drained by superficial drainage sys-
tems (e.g., sAIG, sMIG, insula apex) and many areas
draining into both deep and superficial systems.

Isolated insular infarction is rare. Most often, the
insula is just one of many regions damaged when
MCA is compromised. However, if infarction extends
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to the insula after MCA damage, then it is thought to
be a special risk factor for increased tissue damage
(Ay, Arsava, Koroshetz, & Sorensen, 2008; Kamalian
et al., 2013). Ay et al. (2008) revealed that when MCA
infarcts lead to insular damage, they resulted in signif-
icantly greater volume of infarct progression (ische-
mic-to-infarcted tissue conversion) than MCA infarcts
without insular damage, even when controlling for
volume of ischemic tissue and site of occlusion.
Further, when more than 25% of the insular cortex is
infarcted at admission, it is a stronger predictor of
infarct progression than stroke scale score (NIHSS),
infarct volume at admission as judged by diffusion
weighted imaging, or other imaging-based scores
(Kamalian et al., 2013). The reason for insular damage
as a risk factor is unclear—whether it is due to its
numerous connections, whether it initiates other harm-
ful events (Ay et al., 2008), or whether greater insula
damage leads to further stroke complications (e.g.,
vasoconstriction, immunodepression, and sympathetic
hyperactivation; Kamalian et al., 2013; Walter et al.,
2013) requires further scrutiny.

10.4 CONNECTIVITY

The anterior insula is considered to be a paralimbic
region (Eslinger, 2011; Mesulam, 2003; Nieuwenhuys,

2012; Stephani et al., 2011). Briefly, there are four
stages of cortical differentiation (Mesulam, 2003):

1. Corticoid—Basic differentiation into “cortex-like
structures;” inconsistent organization/patterning

2. Allocortex—Moderate differentiation of bands of
neurons; includes paleocortex and archicortex

�Corticoid plus Allocortex form the limbic region
3. Paralimbic (or periallocortex)—Greater

differentiation; transition zone from limbic regions
to neocortex; divided into olfactocentric and
hippocampocentric groupings, with the insula as
part of the olfactocentric group (Eslinger, 2011)

4. Neocortex—Most complex differentiation

As a paralimbic structure, the anterior insula has
extensive interconnections with other paralimbic struc-
tures along a cortical differentiation continuum (i.e.,
the more allocortical-like insula is connected to more
allocortical-like portions of other paralimbic structures,
and the more neocortical-like insula is connected to the
more neocortical-like portions of other paralimbic
structures) (Eslinger, 2011). Additionally, the insula is
well connected with primitive limbic regions and more
advanced neocortex (Augustine, 1996; Eslinger, 2011;
Nieuwunhuys, 2012).

Since Augustine’s (1985, 1996) seminal reviews on
primate (human and nonhuman) insular circuitry, the
topic has been extensively studied with varied
approaches. Because of the different techniques,

BOX 10.1

VON ECONOMO NEURONS (VEN s )

In the early 1900s, Ramon y Cajal first described large

spindle cells in the human cortex that seemed to only

appear in the cingulate and insular cortices (Butti et al.,

2013; Seeley et al., 2012). Soon thereafter, Constantin von

Economo (and George Koskinas) provided the first

detailed illustration and description of these neurons in

1925 (Butti et al., 2013; Sak & Grzybowski, 2013; Seeley

et al., 2012), referring to them as rod cells (Stabzellen) and

corkscrew cells (Korkzieherzellen) (Seeley et al., 2012). In

humans, VENs appear in the cingulate and insular cortices

and are also present in the frontal cortex and hippocampal

formation (Butti et al., 2013; Fajardo et al., 2008;

Nimchinsky et al., 1999). VENs have been reported in non-

human primates, whales, elephants, hippopotamus, mana-

tees, zebras, walrus, and dolphins (Bauernfeind et al.,

2013; Butti & Hof, 2010, Butti et al., 2013; Sak &

Grzybowski, 2013) and are thought to be related to social

cognition (Allman et al., 2011; Bauernfeind et al., 2013)

and vocalizations (Butti & Hof, 2010). Interestingly,

although they are present in other species, they only

appear in cluster formations in humans and great apes

(Bauernfeind et al., 2013). VENs are thought to be special-

ized for rapid and long-distance signal transmission (Butti

et al., 2013; Fajardo et al., 2008; Menon & Uddin, 2010;

Sridharan, Levitin, & Menon, 2008) and are present in

agranular and dysgranular areas, specifically layers V and

III (Butti & Hof, 2010; Butti et al., 2013; Morel et al., 2013).

Another large cell appears alongside VENs in the

anterior insula. These cells are similarly large and long,

but they have two large dendrites pointing away from

the cell soma and have thus been described as fork cells

(Gabelzellen) (Seeley et al., 2012). These cells are less

studied but are of interest because they only appear in

the anterior insula.
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regions of interest, methodologies, and terminology
utilized, it is difficult to generate a coherent picture of
insular circuitry. For example, translating the circuitry
information from the mixed human and nonhuman
primate literature should be performed with caution,
given that recent tractography work has revealed some
inconsistencies between the two populations, specifi-
cally regarding connections between the insula and the
anterior cingulate cortex (Cerliani et al., 2012;
Cloutman, Binney, Drakesmith, Parker, & Lambon
Ralph, 2012). Additionally, nomenclature may be simi-
lar, but definitions often differ; not all anterior, inter-
mediate, or posterior insular divisions are the same.
Divisions may be determined by granularity, sulcal
boundaries, functional connectivity, or other structural
or functional features. Even if authors use a similar
technique but different thresholds for determining
boundaries, location and size of divisions will vary.
The expanse of these divisions is also known to differ
between humans and nonhuman primates, with posi-
tive allometric relationships (i.e., hyperallometric)
between insula volume and total brain volume
observed when comparing across primate brain
volumes. This means that as total brain volume
increases in primates, insula volume increases to a
slightly greater degree (Bauernfeind et al., 2013).
Interestingly, the Iag exhibits greater hyperallometry
than Idg and Ig (Bauernfeind et al., 2013).

In Figure 10.4, we merge connectivity findings in an
attempt to provide a basic illustration of structural cir-
cuitry. No information about direction of information
flow is provided here, because previous reports often
differ and/or may stem from nonhuman primate or
mixed human/nonhuman primate reports. Further,
the boundaries and number of divisions (e.g., ante-
rior/posterior versus anterior/intermediate/posterior)
vary. We have included:

• Aforementioned (reciprocal) connections with
paralimbic and limbic structures (to and from
anterior insula)

• Neocortical structures
• Frontal, temporal, parietal lobes

• Basal nuclei
• Striatum

• Olfactory prepiriform cortex
• Dorsal thalamus

Cloutman et al. (2012) recently utilized in vivo prob-
abilistic tractography in humans to investigate insular
circuitry. Relying on gross anatomical gyral landmarks
for seed positioning, they hypothesized that the path-
ways carrying information between neocortical and
insula structures identified in their research might
include the following fasciculi: arcuate, inferior fronto-
occipital, middle longitudinal, and uncinate. They also
hypothesized that the extreme capsule (EC) was a path
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FIGURE 10.4 Basic illustration of insular structural circuitry based on reviews and investigations of primate (human and nonhuman)
insula (Augustine, 1985, 1996; Catani et al., 2012; Cloutman et al., 2012; Mesulam & Mufson, 1982, 1985; Nieuwenhuys, 2012). The
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of information flow, but some consider the EC not as a
separate tract but rather as a thoroughfare for more
distinct tracts.

In addition to these connections, animal and human
research has revealed abundant and reciprocal intra-
insular connections (not included in Figure 10.4). In
nonhuman primates, the informational flow has been
described as traveling from anterior to posterior (i.e.,
abundant anterior to posterior, little posterior to
anterior; Flynn, 1999; Mesulam & Mufson, 1982). In
humans, Cloutman et al. (2012) revealed strong inter-
connectivity within anterior and posterior divisions,
and an intermediate division with heavy connections
to both anterior and posterior divisions. In addition,
there were significant connections between the anterior
apex and the posterior pole. Almashaikhi et al. (2014)
performed an electrophysiological study complemen-
tary to Cloutman et al. (2012) due to their use of gyral
landmarks for electrode placement (placed electrodes
in all gyri used as seed regions in Cloutman et al.,
excluding only apical and polar regions). Interpreting
their electrophysiological findings within the ante-
rior�intermediate�posterior framework used by
Cloutman et al., they demonstrated predominantly
unidirectional flow of information from sAIG to more
posterior regions (with only stimulation of sMIG
resulting in sAIG response) and reciprocal connections
between intermediate and posterior regions. The agree-
ment between these tractography and electrophysiol-
ogy results bolsters confidence in the findings.
Commissural fibers, via anterior commissure and cor-
pus callosum, have received little attention (Flynn,
1999), and the recent study by Almashaikhi et al. pro-
duced surprising results because no electrodes stimu-
lated resulted in evoked potentials in the contralateral
hemisphere. (Almashaikhi et al. urge caution when
interpreting the predominantly unilateral information
flow from sAIG as well as the contralateral findings
because of small sample sizes specifically for these
regions.)

Knowledge of these unique structural connections is
helpful in the quest for determining insular function.
The insula seems uniquely situated and connected to
serve important integrative functions. Indeed, “para-
limbic and related limbic system structures may be
particularly important for developmentally establish-
ing and mediating links between cognition, visceral
states, and emotion” (Eslinger, 2011; see also Mesulam,
2000; Mesulam & Mufson, 1985).

10.5 INSULAR CORTEX AND BEHAVIOR

Research of the function of the insula using a vari-
ety of techniques has revealed functional divisions that

are generally consistent with structural connectivity
data. Although the number of divisions identified dif-
fers, there is some agreement between different
research groups and methods that point toward three
functional divisions—posterior, dorsal anterior, and
ventral anterior (Chang, Yarkoni, Khaw, & Sanfey,
2013; Deen, Pitskel, & Pelphrey, 2011; Kelly et al., 2012;
Kurth et al., 2010). Resting state fMRI and metanalytic
research conducted by Chang et al. (2013) revealed the
following functional relationships: posterior insula is
coactivated with supplementary motor area (frontal),
somatosensory cortex (parietal), posterior temporal lobes,
hippocampus, and rostral ACC; dorsal anterior insula is
coactivated with dorsal ACC, dorsolateral prefrontal cortex
(DLPFC), dorsal striatum, and temporoparietal junction
(TPJ); and ventral anterior insula is coactivated with
amygdala, ventral tegmental area (VTA), superior tempo-
ral sulcus (STS), temporal poles, posterolateral orbitofron-
tal cortex (pLOFC), medial prefrontal cortex (MPFC), and
ventral striatum. Posterior (and central) insula has been
implicated in sensory, motor, interoceptive, and lan-
guage behaviors (Chang et al., 2013; Kelly et al., 2012;
Kurth et al., 2010). Dorsal anterior insula has been
associated with goal-directed cognitive tasks, including
speech and language, and memory (Chang et al., 2013;
Kelly et al., 2012; Kurth et al., 2010). Finally, ventral
anterior insula is implicated in social/emotional, auto-
nomic, and chemosensory behaviors (Chang et al.,
2013; Kelly et al., 2012; Kurth et al., 2010).

Discussion of every suggested role of the insula is
beyond the scope of this chapter and textbook because
the insula has been tied to nearly every human behavior
as well as numerous disorders (Box 10.2). It has been
proposed that because of the insula’s unique position-
ing at the junction of structures that mediate lower level
and higher level functions, the insula performs an
important integrative role, specifically regarding the
salience of stimuli and events (Craig, 2009, 2010, 2011;
Menon & Uddin, 2010; Seeley, et al., 2007). Craig (2009,
2010) has proposed that: (i) the feelings we experience
(e.g., anger, trust, surprise, and joy) are a result of the
neural encoding of “the unified representation of all
salient conditions;” (ii) these feelings are updated con-
tinually, with each sampling of feelings at a point
in time constituting a “global emotional moment;”
(iii) these “global emotional moments” beget a sense of
awareness, or sentience, which is used to evaluate and
predict energy utilization; (iv) all feelings are correlated
with anterior insula activation; and (v) therefore, the
processing that takes place within the anterior insula is
the foundation for sentience.

Relatedly, recent cortical network research has iden-
tified two prominent networks in brains during tasks
and at rest—the central executive network (CEN) and
the default mode network (DMN) (Greicius, Krasnow,

120 10. THE INSULAR CORTEX

B. NEUROBIOLOGICAL FOUNDATIONS



Reiss, & Menon, 2003; Menon & Uddin, 2010).
Consistently demonstrated is a pattern of increased
CEN activation and decreased DMN activation at
onset of tasks requiring cognitive effort, with
decreased DMN activation correlated with “accurate
behavioral performance” (Kelly et al., 2008; Menon &
Uddin, 2010). Menon and Uddin (2010) have expanded
this model by identifying with rs-fMRI research a
salience network (SN) that includes as a key compo-
nent the anterior insula, along with dorsal ACC, amyg-
dala, VTA, and thalamus (Menon & Uddin, 2010;
Seeley et al., 2007). The anterior insula seems to be cru-
cial for integrating internal state with external state/
stimuli, determining the salience of external state/sti-
muli, and communicating with higher-order structures

that are capable of initiating goal-directed behavior
(Menon & Uddin, 2010). In other words, the anterior
insula seems to be the structure that switches between
CEN and DMN modes. This is supported by fine-
grained analysis of the timing of network responses,
which shows the anterior insular activation occurring
before the increase in either CEN or DMN activation
changes. Such a role is consistent with the structural
and functional connections we have so far reviewed in
this chapter. Further, the existence of the VENs in
CEN, DMN, and SN structures would provide the nec-
essary rapid signaling required for this crucial and
time-sensitive network communication because VENs
are thought to be specialized for quickly transmitting
information over long distances (see Box 10.1).

BOX 10.2

IN SULAR FUNCT ION

The insular cortex in humans is unique in that it

includes allocortical, paralimbic, and isocortical sections.

Because of its unique architecture and positioning within

the central nervous system, and because of the numerous

connections with limbic, paralimbic, and isocortical asso-

ciation cortices, it is no surprise that the insula has been

credited with many and varied functions and disorders.

Visceral

• Sensory (esophageal/gastric/abdominal)

• Motor (cardiovascular function, respiration, vomiting)

Sensory

• Audition, vestibular sense

• Gustation, olfaction

• Somatosensation (tactile, pain, temperature, itch)

Motor

• Articulation (speech)

• Ocular movements

• Swallowing

• Voluntary respiratory control

Integration

• Awareness, bodily awareness, consciousness, emotion

processing and recognition, interoception, mood,

motivation

• Time awareness

• Music (listening, singing)

• Sensorimotor

• Self-recognition

Higher-Order/Complex/Cognitive

• Attention, decision-making, error awareness, working

memory

• Speech and language

Disorders

• Addiction, craving

• Agnosia, neglect

• Alzheimer’s disease, frontotemporal dementia,

primary progressive aphasia

• Anxiety, depression

• AOS, speech fluency

• Dysphagia

• Eating disorders (anorexia nervosa, bulimia nervosa)

• Schizophrenia

• Seizures

Plasticity/Recovery

Ackermann and Riecker (2010), Augustine (1996),

Bates et al. (2003), Couto et al. (2013), Craig (2009, 2010,

2011), Dronkers (1996), Garavan (2010), Ibanez,

Gleichgerrcht, and Manes (2010), Kim, Ku, Lee, Lee, and

Jung (2012), Klein, Ullsperger, and Danielmeier (2013),

Kosillo and Smith (2010), Lee and Reeve (2013),

Manoliu et al. (2013), Nagai, Kishi, and Kato (2007),

Nieuwenhuys (2012), Palaniyappan and Liddle (2012),

Rossi et al. (2013), Sliz and Hayley (2012).
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10.6 ASSOCIATION WITH
SPEECH�LANGUAGE BEHAVIOR

The insula has been associated with speech�
language production since the beginning of the search
for the “seat” of this complex behavior. One of the ear-
liest appearances of the insula in association with (or
actually in dissociation from) speech�language behav-
ior was in Broca’s (1861) report of the famous case of
Leborgne (“Tan-Tan,” Mr. Tan, Patient Tan). When
describing changes over time, Broca divided the
behavioral deficits into the first clinical period and the
second clinical period. The first period involved more
restricted deficits (i.e., speech production) and the sec-
ond clinical period involved the appearance of addi-
tional motor and cognitive deficits. Broca hypothesized
that the speech�language deficits demonstrated by
Leborgne were attributed to damage (softening) of the
left inferior frontal gyrus and that the additional defi-
cits occurred only when the softening progressed to
other structures (Broca, 1861; Kann, 1950).

Broca’s early descriptions of Leborgne’s speech
referred to reduced “faculty to coordinate the movements
which belong to the articulate language, or simpler, it is
the faculty of articulate language” (Broca, 1861). This
description is more consistent with our current under-
standing of apraxia of speech (AOS), a motor speech
impairment, rather than aphasia (Berker, Berker, &
Smith, 1986; Lazar & Mohr, 2011; Richardson, Fillmore,
Rorden, Lapointe, & Fridriksson, 2012). Another patient
of Broca’s, Lelong, demonstrated expressive deficits
(could only utter five words, some mispronounced) and
similar damage to the left inferior frontal lobe, but with
sparing of the insula (Dronkers, Plaisant, Iba-Zizen, &
Cabanis, 2007; Pearce, 2009). His early judgment was
then that the insula was not necessarily a contributor to
speech articulation.

Many and conflicting reports of insular involvement
in speech�language disorders ensued. Jules Parrot
(1863) reported a case in which the entire insular cor-
tex and inferior frontal cortex of the right hemisphere
were damaged but speech and cognition were pre-
served, lending support to language lateralization the-
ories (Bateman, 1890; Klingbeil, 1939). M. Flaubert
(1866) reported a case of extensive damage, including
“flattening” of the insula in both hemispheres, with no
observable motor or speech�language deficits
(Bateman, 1890; Klingbeil, 1939), supporting the notion
that the insula was not necessary for motor or
speech�language functions. However, William
Sanders (1866) and D.C. Finkelnburg (1870) theorized,
based on separate case observations of insular lesions,
that damage to the insula, rather than inferior frontal
convolutions (i.e., Broca’s area), was responsible for

speech impairment or “palsy” (Bateman, 1890; Duffy
& Liles, 1979; Elder, 1897; Klingbeil, 1939).

In the late 1860s to early 1900s, there was much
discussion and debate regarding the relationship
between insular damage and conduction aphasia, a
type of fluent aphasia in which individuals produce
output containing phonemic paraphasias, have little
to no auditory comprehension deficits, and demon-
strate marked difficulty with speech repetition
(Goodglass, 1992). Theodor Meynert, Karl Wernicke,
and Ludwig Lichtheim all separately hypothesized
that damage to the insular region was related to con-
duction aphasia (Ackermann & Riecker, 2010;
Goldstein, 1948; Henderson, 1992), with Lichtheim
(1885) even proposing use of the term “insular apha-
sia” (Henderson, 1992). However, a close examination
of their discourse reveals that they all eventually
attributed conduction aphasia to damage to the white
matter fibers coursing near or through the insula, par-
ticularly the arcuate fasciculus fibers that branch off
and travel through the EC (Ackermann & Riecker,
2010; Goldstein, 1948; Henderson, 1992; Palumbo,
Alexander, & Naeser, 1992). Between the early and
late 1900s, the insula was consistently linked to
reports of conduction aphasia, although damage was
rarely restricted to the insula (but see Goldstein,
1948). Over time, discussions of conduction aphasia
included less of an emphasis on the insula and more
of an emphasis on the arcuate fasciculus, EC, inferior
parietal lobule, Sylvian�parietal�temporal, and
others (Damasio & Damasio, 1980; Geschwind, 1965;
Goodglass, 1992; Hickok, 2009; Palumbo et al., 1992;
Saur et al., 2008). Schuell et al. (1964) summarized
this ever-evolving debate—“Speech functions have
been ascribed to [the insula], although conclusive
evidence for this is lacking” (p. 69).

Notions about the involvement of the insula in
speech processing changed considerably with the pub-
lication of a seminal paper by Dronkers (1996). In this
study involving stroke patients, a strong relationship
was revealed between damage to the anterior portion
of the left insula and AOS. Specifically, each of the 25
patients who presented with AOS also had damage to
the anterior insula, whereas 19 patients who were not
diagnosed with AOS had cortical damage that did not
involve the same portion of the anterior insula. Thus,
this study presented a strong dissociation between
patients with or without AOS whose stroke either did
or did not involve the left anterior insula, respectively.
Based on these findings, Dronkers concluded that the
left anterior insula, and not Broca’s area, was a crucial
region for speech articulation, a claim that challenged
the long-held view that speech articulation was associ-
ated with Broca’s area. Although this study was
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particularly remarkable for its unexpected findings, it
was also important in that it was one of the first to use
a lesion overlay method to compare and contrast
patients with different behavioral profiles. It is impor-
tant to note, however, that several years before, Naeser
et al. (1989) had utilized statistical methods to compare
lesion locations among patients with different levels of
speech fluency and found that damage to the subcallosal
fasciculus (deep to Broca’s area, with projections to cin-
gulate gyrus, supplementary motor area, and striatum)
and periventricular white matter (deep to sensorimotor
cortical areas for mouth) was particularly detrimental to
speech fluency in stroke patients with left hemisphere
damage. Nevertheless, Dronkers’ study probably had
greater effects on the field based on its implications of
the insula, instead of Broca’s area, in speech articulation.
Had Dronkers relied on the statistical methods outlined
by Naeser and colleagues, it is unlikely that their conclu-
sions would have changed based on the reported “dou-
ble dissociation,” where 25 out of 25 patients with AOS
had insular damage and 19 out of 19 patients without
AOS did not have insular damage.

In a follow-up study that included some of the same
patients from the studies of Dronkers (1996), Baldo,
Wilkins, Ogar, Willock, and Dronkers (2011) found
that complex speech articulation (i.e., speech sound
clusters, high articulatory travel, greater number of
syllables) is particularly vulnerable in patients who
have damage to a subregion of the anterior insula, the
superior portion of the short posterior insular gyrus
(superior sPIG), referred to as the superior precentral
gyrus of the insula (SPGI). Similar to the study by
Dronkers (1996), a clear association between Broca’s
area damage and speech articulation was absent. It is
important to note that this study relied on relatively
few patients (N5 33) and that their lesion overlay map
yielded limited statistical power in regions outside the
anterior insula. Therefore, it is perhaps not surprising
that this study implicated the anterior insula because it
had limited potential to highlight other regions that
might potentially contribute to speech articulation.
Because the insula receives its blood supply from the
MCA, maximum lesion overlap in the anterior insula
is fairly typical among lesion studies and, as a result,
attributing specific behavioral processes to the insula
should be performed with caution unless it can be
demonstrated that ample statistical power is achieved
in other cortical regions.

Although the studies by Dronkers (1996) and Baldo
et al. (2011) provided concordant evidence regarding
the role of the anterior insula, specifically the SPGI, in
speech articulation, others have provided contradictory
evidence. In a study that included 80 left MCA stroke
patients (40 with insular damage, 40 without insular
damage), Hillis et al. (2004) found limited involvement

of the anterior insula in AOS. In contrast, damage to
Broca’s area was found to be a far stronger predictor
of AOS. The Hillis et al. study only included acute
patients and damage to Broca’s area, and the anterior
insula was evaluated by raters who were blinded to
clinical examination (i.e., the presence of AOS).

To provide a clearer picture of the role of the left
insula in speech articulation, Richardson et al. (2012)
attempted to replicate the seminal study by Dronkers
(1996). Two notable improvements were included by
Richardson et al. First, brain damage among the
patients examined by Dronkers was determined based
on MRI or CT scans. The spatial resolution of early CT
scans was typically limited, making it difficult to ascer-
tain lesion boundaries. Patients (N5 50) included in
the Richardson et al. study all underwent high-
resolution MRI scans collected using a 3T MRI scanner,
making lesion detection relatively easier compared
with lower resolution modalities. Second, Richardson
et al. utilized voxel-wise lesion symptom mapping
(VLSM; Bates et al., 2003), the current standard for
determining lesion�behavior relationships and a
method that was not available to Dronkers in the
1990s. VLSM relies on binary maps of cortical damage
that typically is demarcated by a trained expert and
compares patients’ behavioral scores on voxel-by-voxel
basis in standardized brain space. The lesion overlay
comparisons among patients with and without AOS in
the Richardson et al. study were relatively similar to
Dronkers, with one major exception: patients with
AOS had the greatest lesion overlap in the SPGI,
whereas the greatest overlap in damage was found in
the left middle temporal lobe among patients without
AOS. (Also, unlike Dronkers’ patients without AOS,
several of the AOS-negative patients examined by
Richardson et al. had cortical damage that involved
the anterior insula, including the SPGI.) However, the
VLSM analysis used by Richardson et al. yielded very
different results compared with those of Dronkers.
Instead of implicating the anterior insula, their find-
ings showed a strong relationship between AOS and
damage to the posterior portion of Broca’s area, the
pars opercularis, as well as areas of the left precentral
gyrus. In addition to relating frank cortical damage to
AOS, Richardson and colleagues examined cerebral
perfusion in relation to AOS. Both structural damage
and hypoperfusion in Broca’s area were strongly asso-
ciated with AOS, a finding that corroborates findings
by Hillis et al (2004) but strongly contradicts Dronkers
and the later study by Baldo et al. (2011).

One final lesion study is of particular relevance to
the role of the insula in speech production. A unique
study by Graff-Radford et al. (2014) included patients
who had pure AOS as a result of stroke. Although
AOS is fairly common after left frontal stroke, the
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majority of AOS patients also have aphasia, making
pure AOS a very rare syndrome. Among seven
patients, five of whom had pure AOS and two who
had AOS plus only very minor language impairment,
the greatest lesion overlap was found in the left pre-
motor cortex with relative or complete sparing of the
left insula. Although this lesion study included a small
patient sample, its finding of nearly complete sparing
of the insula among patients with pure AOS further
suggests that the insula does not play a specific role in
speech articulation.

So far, we have focused mostly on lesion studies
that examined speech deficits in stroke patients. Hillis
et al. (2004), Richardson et al. (2012), and Graff-
Radford et al. (2014) provide strong evidence against a
central role of the insula in speech production.
Evidence from dementia patients tells a similar story.
A recently identified syndrome, primary progressive
apraxia of speech (PPAOS), is a form of dementia
where the primary behavioral deterioration manifests
in impaired speech articulation with relative sparing of
language and other cognitive functions (Josephs et al.,
2012). Although PPAOS is a very rare syndrome, a few
studies have shown that the primary areas of deterio-
ration include gray matter in the premotor and motor
cortex with relative sparing of other regions such as
the insula. Decreased metabolism is observed in the
same cortical regions and in the underlying white mat-
ter areas. Along with the aforementioned stroke stud-
ies, evidence from dementia patients further suggests
that the insula is probably not the cortical seat of
speech articulation.

Whereas several lesion studies have yielded compel-
ling evidence against the insula as playing an impor-
tant role in speech, numerous functional imaging
studies have revealed insula activation during speech
processing (for a review, see Ackermann & Riecker,
2010). As is typical among functional studies, it is diffi-
cult to determine if insula activation is crucial for
speech or if such activation represents other processes
involved in task completion but not specific to speech.
To address this issue, Fedorenko, Fillmore, Smith, and
Fridriksson (in press) used fMRI to examine speech-
related activity in the anterior insula, including the
SPGI. This research differed from previous studies
(where insula activation was typically revealed in a
whole-brain group analysis) by functionally defining
speech-related regions of interest (ROI) within the
insula on a subject-by-subject basis and then compar-
ing activation across different functional tasks. In addi-
tion to the insula, functional activation was also
examined in the left inferior frontal gyrus (LIFG), an
area commonly implicated in speech production.
Twenty control participants completed several tasks
during fMRI scanning: speech production (easy versus

difficult articulation), vowel production (/a/, /i/, /u/),
breath patterns (e.g., breathe in slowly, breathe out
fast), and nonspeech oral movements (e.g., move ton-
gue to touch the upper and lower lips). In addition,
all participants completed a visual�spatial working
memory task to verify that functional activation
reflected process-specific activation and not effort
related to completing the tasks. The study revealed
very limited activation in the SPGI or other areas of
the insula during speech production, vowel produc-
tion, breathing, or working memory tasks. As impor-
tantly, the SPGI and other insula regions did not
respond preferentially to more difficult speech articu-
lation. In contrast, the LIFG showed significant mod-
ulation during speech articulation and enhanced
activation during the difficult (compared with easy)
speech articulation condition. Although the LIFG was
active during other tasks, it showed by far the great-
est activation during speech articulation. Somewhat
surprisingly, the SPGI seemed to be selectively
recruited during the nonspeech oral movement task.
Fedorenko and colleagues concluded that although
the left SPGI or other subregions of the insula are
somewhat engaged during speech tasks, it is proba-
bly not specific to speech articulation. Further study
is needed to better understand insula involvement
during oral movements that are not speech-specific.

It seems less likely that the insula is essential for
speech articulation and more likely that the insula is
important for other behaviors that accompany or facili-
tate speech articulation. For example, it could be that
the insula is primarily involved in the social aspects of
speech (or other communication modalities).
Alternatively, the insula could be more involved in the
emotional tone of speech production, which would
require modulation of respiratory, phonatory, and
articulatory systems to alter rhythm and prosody
appropriately. Given the wealth of knowledge about
insula involvement in interoception and salience net-
works, and given the connections discussed in this
chapter (Catani et al., 2012), it seems most likely that
the insula is involved in: (i) monitoring internal states
(visceral and emotional, Catani et al., 2012) and per-
haps articulatory and auditory states (Hickok &
Poeppel, 2004; Tourville & Guenther, 2011); (ii) moni-
toring external state/stimuli; and (iii) communicating
with other structures to assist with modulation of
speech. Whatever the role in speech, language, or com-
munication, the only thing that can be said with cer-
tainty is that there is much more to be learned about
the role of the insula in human behavior, and that
research in the area of communication, both typical
and disordered, will continue to inform this knowl-
edge base. As reviewed in this chapter, there are many
qualities of the insula unique to humans, and it is an
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exciting time to explore the potential relationships
between this structure and behaviors, such as speech
and language, that are also unique to humans.
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11.1 INTRODUCTION

For many decades, the neural basis underlying cog-
nitive functions was conceived in a localizationist and
fixed framework. According to this view, the brain
was thought to be organized in highly specialized criti-
cal zones (e.g., Broca’s and Wernicke’s areas) for which
any injury induces severe and irrevocable functional
impairment, and in “noneloquent” regions (that is,
areas that are not generating neurological deficits
when they are damaged). This dogma of a static func-
tional organization of the brain had numerous impli-
cations for neuroscience, notably resulting in the
elaboration of simplistic and rigid models of cognition.
In this setting, the subcortical connectivity has received
less attention, especially in humans. Although many
studies on the structural anatomy of white matter
pathways have been performed in monkeys because of
the possibility of using anterograde and retrograde tra-
cers (Schmahmann & Pandya, 1990), in the 20th cen-
tury only a few works of anatomic dissection on
cadavers were reported in humans (Déjerine, 1895;
Klingler, 1935; Ludwig & Klinger, 1956).

Because of the development of connectomics (i.e.,
the map of neural connections), an alternative hodoto-
pical account was proposed in which brain functions
are subserved by the dynamic interactions of large-
scale distributed and parallel subnetworks (Catani,
2007; de Benedictis & Duffau, 2011; Duffau, 2013). The
recent development of diffusion tensor imaging (DTI),
allowing a tractography of white matter tracts in vivo,
provided new insights into the cerebral connectivity
(Catani, Jones, & ffytche, 2005). However, it is notewor-
thy that every recent review article about DTI has
noted its shortcomings and underlined the need for rig-
orous anatomical validation (Hubbard & Parker, 2009;

Jbabdi & Johansen-Berg, 2011; Le Bihan, Poupon,
Amadon, & Lethimonnier, 2006). In this context,
Klingler’s work has received renewed interest because
it is applicable for correlating the DTI results to actual
anatomic evidence provided by postmortem dissection
of white matter bundles (Fernandez-Miranda et al.,
2008, 2012). However, the classical fiber dissection
methodology consists of extensive removal of sur-
rounding brain tissue and hampers analysis of cortical
terminations. Recently, a modification of Klinger’s tech-
nique was proposed in which removal of brain tissue
was kept to a minimum to preserve the cortex and rela-
tionships within the brain until the end of the dissection
(Martino et al., 2011). Using this cortex-sparing fiber
dissection, the trajectory and the orientation of white
matter tracts as well as their cortical terminations can
now be identified reliably and reproducibly, including
in humans (Martino et al., 2013; Sarubbo, De Benedictis,
Maldonado, Basso, & Duffau, 2013). A validation of this
new technique in a macaque would nonetheless be
useful.

Beyond structural considerations, a better under-
standing of the functional role of subcortical pathways
was made possible thanks to advances in intraopera-
tive mapping achieved in patients who underwent
awake surgery for brain lesions. Direct electrical stimu-
lation (DES) of the brain offers a unique opportunity to
investigate functional anatomy. It has become common
clinical practice to awaken patients to assess the func-
tional role of restricted cortical and subcortical regions,
and to avoid neurological impairments. Patients per-
form cognitive tasks while DES temporarily inactivates
discrete brain areas: if the patients produce wrong
response, then the stimulated site is preserved. DES
interacts locally with a small cortical or axonal site, but
also nonlocally, as the focal perturbation disrupts the
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whole (sub)network sustaining a given function.
Therefore, DES induces a transient virtual lesion by
inhibiting a subcircuit during a few seconds. By gath-
ering all cortical and axonal sites where the same type
of errors were observed when stimulated, one can
build-up the subnetwork of the disrupted subfunction.
DES identifies with a great accuracy (approximately
5 mm) and reproducibility, in vivo in humans, the
structures—not only cortex but also white matter
tracts—crucial for cognitive functions (Duffau, 2011).
Combining transient disturbances elicited by DES with
the anatomical data provided by preoperative and
postoperative MRI enables performance of real-time
anatomo-functional correlations both at cortical and
subcortical levels, supporting a network organization
of the brain and leading to the reappraisal of cognitive
models—notably regarding language (Duffau, Moritz-
Gasser, & Mandonnet, 2013).

Here, the goal is to review the recent literature on
the structure and function of white matter pathways in
humans. In addition, the limiting role of subcortical
tracts in cerebral plasticity is discussed.

11.2 PROJECTION PATHWAYS

11.2.1 Motor Corticospinal Tract and
Somatosensory Thalamocortical Pathways

Recent anatomical�functional studies have trans-
formed our understanding of cerebral motor control
away from a hierarchical structure and toward parallel
and interconnected specialized circuits. First, anatomic
dissection, DTI, and DES in humans have confirmed
that the corticospinal tracts come from the primary
motor cortex run with a somatotopical organization
within the corona radiata (with, from lateral to
medial, the pyramidal tracts of the face, upper limb,
and lower limb) and then within the posterior limb of
the internal capsule (with, from anterior to posterior,
the pyramidal tracts of the face, upper limb, and lower
limb) before reaching the brainstem and the
spinal cord (Duffau, Capelle, Denvil, Sichez, et al.,
2003; Maldonado, Mandonnet, & Duffau, 2012).
Furthermore, the existence of an additional “modula-
tory motor network” was recently evidenced, eliciting
movement arrest or acceleration when stimulated in
awake patients, with no loss of consciousness. The
subcortical stimulation sites were distributed veil-like,
anterior to the primary motor fibers, suggesting des-
cending pathways originating from premotor areas
known for negative motor response characteristics.
Further stimulation sites in the anterior arm of the
internal capsule indicate a large-scale motor control
circuit (Schucht, Moritz-Gasser, Herbet, Raabe, &

Duffau, 2012). More recently, the first evidence of
bilateral negative motor responses elicited by
unilateral subcortical DES has been reported. Such
findings support the existence of a bilateral cortico-
subcortical network connecting the premotor cortices,
basal ganglia, and spinal cord involved in the control
of bimanual coordination (Rech, Herbet, Moritz-
Gasser, & Duffau, 2013).

Posterior thalamocortical somatosensory pathways
and their somatotopy have also been investigated by
anatomic studies and using DES, which generate dys-
esthesias or tingling in awake patients (Duffau,
Capelle, Denvil, Sichez, et al., 2003). Of note, stimula-
tion of the white matter under the retrocentral gyrus
may also induce disturbances in movement control
(Almairac, Herbet, Moritz-Gasser, & Duffau, 2014),
possibly due to transient inhibition of U fibers within
the rolandic region (Catani et al., 2012). Regarding a
frontoparietal sensory-motor network connection
through thalamic nuclei, few studies in nonhuman pri-
mates demonstrate connections between these two
structures (Gharbawie, Stepniewska, Burish, & Kaas,
2010). Anatomical tracer studies have shown that the
posterior parietal cortex receives input from motor
nuclei in the thalamus and shares overlapping thala-
mocortical connections with the frontal cortex
(Gharbawie et al., 2010). In human, on the basis of DES
findings, a fronto-thalamo-parietal network cannot be
excluded (Almairac et al., 2014; Schucht et al., 2012).
Moreover, in patients who experienced interference
with movement during subcortical DES, fibers that
induced inhibition or acceleration were located imme-
diately posterior to thalamocortical somatosensory
pathways. Therefore, a thalamo-parietal connection
distinct from somatosensory pathways remains a pos-
sibility (Almairac et al., 2014; Schucht et al., 2012).

11.2.2 Optic Radiations

The optic radiations arise from the lateral geniculate
body in three bundles. The anterior bundle curves
anterolaterally above the temporal horn (Meyer’s
loop), usually reaching beyond the anterior limit of the
temporal horn, and then loops backward along the
inferolateral wall of the atrium. The middle bundle
courses laterally around and turns posteriorly along
the lateral wall of the atrium and the occipital horn.
The posterior bundle courses directly backward, also
along the lateral wall of the atrium and occipital horn.

Recently, visual pathways have also been mapped
in awake patients. Interestingly, their stimulation gen-
erates a “shadow” (negative effect) or phosphenes
(positive effect) in the controlateral visual field, possi-
bly associated with metamorphopsia (i.e., visual
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illusion) or visual hemiagnosia. In all cases, these vari-
ous and complex phenomena lead to a transitory
visual deficit in the contralateral hemifield (Gras-
Combes, Moritz-Gasser, Herbet, & Duffau, 2012).

11.3 LONG-DISTANCE ASSOCIATION
PATHWAYS

Since the seminal work by Underleider and Haxby
(1994), the process of visual information has been
divided in a dorsal stream dedicated to the analysis of
the spatial position (“where”) and in a ventral stream
specialized in object identification (“what”). By anal-
ogy, a dual-stream model for auditory language pro-
cessing was suggested, with a dorsal stream involved
in mapping sound to articulation and a ventral stream
involved in mapping sound to meaning (Hickok &
Poeppel, 2004). New insights into the connectivity sub-
serving this model have recently been provided in
humans (Dick, Bernal, & Tremblay, 2013).

11.3.1 The Dorsal Superior Longitudinal
Fascicle/Arcuate Fascicle Complex

11.3.1.1 Anatomy

Recent fiber dissection and DTI tractography stud-
ies in humans have investigated the anatomical con-
nectivity of the superior longitudinal fascicle (SLF)/
arcuate fascicle (AF) complex (Catani et al., 2005;
Martino et al., 2013). The different components of the
perisylvian SLF were isolated and the fibers were fol-
lowed until their cortical terminations. Three seg-
ments of the perisylvian SLF were identified:
(i) anterior segment of the lateral SLF, connecting the
supramarginal gyrus and superior temporal gyrus (in
the region just posterior to the Heschl’s gyrus) with
the ventral portion of the precentral gyrus (ventral
premotor cortex); (ii) posterior segment of the lateral
SLF, connecting the posterior portion of the middle
temporal gyrus with the angular gyrus; and (iii) long
segment of the AF, deeply located, stemming from the
caudal part of the temporal lobe, mainly the inferior
and middle temporal gyri, that arches around the
insula and advances forward to end within the frontal
lobe, essentially within the precentral gyrus and pos-
terior portion of the inferior and middle frontal gyri.
Based on these original results, and challenging the
traditional view, it was suggested that the fibers from
the posterior part of the superior temporal gyrus are
part of the anterior portion of the perisylvian SLF and
not of the AF (Martino et al., 2013).

11.3.1.2 Structural�Functional Correlations

In awake patients performing a picture-naming task,
cortically, phonemic paraphasia can be elicited by DES
of the inferior parietal lobule and inferior frontal gyrus
in the dominant hemisphere (Maldonado, Moritz-
Gasser, & Duffau, 2011). Axonally speaking, phonemic
paraphasias were elicited when stimulating the AF
(Duffau et al., 2002; Martino et al., 2013). Geschwind
(1970) previously postulated that lesions of this tract
would produce conduction aphasia, including phone-
mic paraphasia, and this supports the role of the sub-
part of the dorsal stream mediated by the AF in
phonological processing. Interestingly, the posterior cor-
tical origin of the AF within the posterior part of the
inferior temporal gyrus corresponds to the visual object
form area (Martino et al., 2013). This region represents a
functional hub involved in semantic and phonological
processing dedicated to visual material (Vigneau et al.,
2006). Thus, phonological processing subserved by the
AF is performed in parallel to the semantic processes
implemented by the ventral route. In addition to this
direct dorsal route, the indirect dorsal stream of the lat-
eral SLF is implied in articulation and phonological
working memory, as demonstrated by DES. Cortical
areas eliciting articulatory disorders are located in the
ventral premotor cortex, supramarginal gyrus, and pos-
terior part of the superior temporal gyrus (Duffau,
Capelle, Denvil, Gatignol, et al., 2003). Axonally, stimu-
lation of the white matter under the frontoparietal oper-
culum and supramarginal gyrus, laterally and ventrally
to the AF, induces anarthria as well (van Geemen,
Herbet, Moritz-Gasser, & Duffau, 2014). This bundle
corresponds to part III of the SLF according to Makris
et al. (2005). This lateral operculo-opercular component
of the SLF constitutes the articulatory loop by connect-
ing the supramarginal gyrus/posterior portion of the
superior temporal gyrus (which receives feedback infor-
mation from somatosensory and auditory areas) with
the frontal operculum (which receives afferences bring-
ing the phonological/phonetic information to be trans-
lated into articulatory motor programs and efferences
toward the primary motor area) (Duffau, Capelle,
Denvil, Gatignol, et al., 2003).

Using the same paradigm, DES also demonstrated that
syntactic processing was subserved by delocalized cortical
regions (left inferior frontal gyrus and posterior middle
temporal gyrus) connected by a subpart of the left SLF.
Interestingly, this subcircuit is interacting but independent
of the subnetwork involved in naming, as demonstrated
by a double dissociation between syntactic (especially
grammatical gender) and naming processing during
DES. These findings support a parallel rather than serial
theory, calling into question the principle of “lemma”
(Vidorreta, Garcia, Moritz-Gasser, & Duffau, 2011).
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The left SLF seems also to underpin word repetition
(Moritz-Gasser & Duffau, 2013).

In the same vein, DES showed that spatial cognition
was subserved by several cortical areas, including the
right supramarginal gyrus, connected together by a
subpart of the SLF (Thiebaut de Schotten et al., 2005). In
such a “connectionist” view of brain organization, inter-
actions between different systems have also been
described. DES evidenced the existence of an executive
system (including prefrontal cortex, anterior cingulate,
and caudate nucleus) involved in the cognitive
control of a more dedicated subcircuit for language
switching—itself constituted by a wide cortico-
subcortical network comprising postero-temporal areas,
supramarginal and angular gyri, inferior frontal gyrus,
and a subpart of the SLF (Moritz-Gasser & Duffau,
2009). In addition, it seems that the frontal aslant tract,
which connects the presupplementary motor area and
anterior cingulate with the inferior frontal gyrus
(Catani et al., 2013; Thiebaut de Schotten, Dell’Acqua,
Valabregue, & Catani, 2012; Vergani et al., 2014), might
play a role in language control, especially with regard
to planning of speech articulation (Kinoshita et al.,
2014). In the same vein, a cortico-subcortical loop
involving the deep gray nuclei, especially the caudate
nucleus was also demonstrated as participating in the
control of language (selection/inhibition) because DES
of the head of the caudate nucleus in the left hemi-
sphere generated perseverations with a high level of
reliability (Gil Robles, Gatignol, Capelle, Mitchell, &
Duffau, 2005). This cortico-striatal loop could be
anatomically supported by the frontostriatal tract
(Kinoshita et al., 2014).

11.3.2 The Ventral Stream

11.3.2.1 Anatomy

The ventral route connects the occipital and posterior
temporal areas with the frontal lobe. This ventral stream
is referred to by some authors as “extreme capsule fiber
system” with reference to connectivity studies in the
primate (Makris et al., 2009; Saur et al., 2008). It none-
theless seems more adapted to speak about fascicles
rather than the “extreme capsule,” because the latter
only considers a discrete anatomical structure and the
former considers actual neural pathways with their cor-
tical termination in a hodotopical view. If one takes
account of the sole subcortical region without any con-
siderations regarding the cortical epicenters connected
by the white matter tracts, then it does not allow the
understanding of the whole eloquent network.

Using both anatomic dissection and DTI, it has
recently been demonstrated that the ventral stream is
supported by direct and indirect pathways. The direct

pathway is represented by the inferior fronto-occipital
fascicle (IFOF). This IFOF has never been described in
animals, explaining the debate about its role
(Schmahmann & Pandya, 2006). In humans, the IFOF is
a ventral associative bundle that connects the occipital
lobe, parietal lobe, and the postero-temporal cortex with
the frontal lobe. Recent anatomic studies (Martino,
Brogna, Gil Robles, Vergani, & Duffau, 2010) combined
with DTI have investigated the main course of the IFOF
(Sarubbo et al., 2013). From the posterior cortex, it runs
within the sagittal stratum in the superior and lateral
part of the atrium; it reaches the roof of the sphenoidal
horn in the temporal lobe; it joins the ventral part of the
external/extreme capsule and runs under the insula at
the posterior two-thirds of the temporal stem; and then
it joins the frontal lobe (Martino et al., 2010). Two layers
of the IFOF have been described (Sarubbo et al., 2013).
The superficial and dorsal layers connect the posterior
portion of the superior and middle occipital gyri, the
superior parietal lobule, and the posterior part of the
superior temporal gyrus to the inferior frontal gyrus
(pars triangularis and opercularis). The deep and ven-
tral subcomponent connects the posterior portion of the
inferior occipital gyrus, the posterior temporal-basal
area including the Fusa (fusiform area at the occipito-
temporal junction), and the posterior part of the middle
temporal gyrus to the frontal lobe—orbitofrontal cortex,
middle frontal gyrus, and dorsolateral prefrontal cortex.

In parallel, the ventral stream is subserved by an
indirect pathway comprising the anterior part of the
inferior longitudinal fascicle (ILF) (running below the
IFOF) that links the posterior occipitotemporal region
(Fusa) and the temporal pole (TP) and is then relayed
by the uncinate fasciculus (UF) that connects the TP to
the basifrontal areas by running within the anterior
third of the temporal stem (in front of the IFOF)
(Mandonnet, Nouet, Gatignol, Capelle, & Duffau,
2007). Of note, the posterior part of the ILF links the
occipital lobe to the posterior occipitotemporal junction
(visual object form area) (Mandonnet, Gatignol, &
Duffau, 2009). This means that this indirect route con-
nects the occipital/Fusa to the orbitofrontal cortex,
which is partially overlapped with the IFOF. Finally,
although previously observed in monkey, another
pathway has recently been described in humans: the
middle longitudinal fascicle (MdLF) (Makris et al.,
2009). It connects the angular gyrus with the superior
temporal gyrus up to the TP and courses under the
superior temporal sulcus, lateral and superior to the
IFOF (Maldonado et al., 2013; Menjot et al., 2013).

11.3.2.2 Structural�Functional Correlations

In the awake patient during picture naming, DES of
the IFOF, at least in the left dominant hemisphere,
elicited semantic paraphasias either associative
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(e.g.,/key/ for /padlock/) or coordinate (e.g., /tiger/
for /lion/) in more than 85% of cases. It did not matter
what portion of the IFOF was stimulated (parieto-
occipital junction, temporal, subinsular, or frontal part)
(Duffau et al., 2005). These language disorders were
mainly generated by stimulating the superficial layer
of the IFOF. Interestingly, semantic paraphasias were
never observed during stimulation of the dorsal route
(SLF) (Maldonado et al., 2011). Of note, IFOF stimula-
tion may also generate verbal perseveration (Khan,
Herbet, Moritz-Gasser, & Duffau, 2013).

DES of the IFOF also induced nonverbal compre-
hension disturbances in more than 90% of cases during
nonverbal semantic association test (e.g., Pyramid and
Palm Trees Test). The patients were no longer able to
make a semantic choice during DES, with some of
them still able to join a short verbal description of their
feelings, like “I don’t know at all,” “what do I have to
do?,” and “I don’t understand anything” (Moritz-
Gasser, Herbet, & Duffau, 2013). These comprehension
disorders were mainly generated by stimulating the
deep layer of the IFOF and elicited a double dissocia-
tion: semantic paraphasia with normal nonverbal
semantic choice during DES of superficial IFOF and
vice versa during DES of deep IFOF. Thus, it was sug-
gested that there exists a superficial component
involved in verbal semantics and a deep component
involved in amodal semantic processing.

These data are in agreement with the cortical termi-
nations of the IFOF (prefrontal, temporal-basal, and
parietal areas) that correspond with the cortical
network involved in semantic control (Whitney,
Kirk, O’Sullivan, Lambon-Ralph, & Jefferies, 2011).
Consequently, an original anatomo-functional model
of semantic processing has recently been proposed in
which the crucial pathway is represented by the IFOF.
In this model, visual information is processed at the
level of the occipital and temporal-basal associative
cortices, and auditory information is processed at the
level of the temporal and parietal associative cortices.
They are transmitted directly on an amodal shape to
the prefrontal areas, which exert top-down control
over this amodal information to achieve successful
semantic processing in a given context. DES of this fas-
cicle generates a disruption of these rapid direct con-
nections. The transient semantic disorganization
observed when stimulating the IFOF would therefore
be caused by dis-synchronization within this large-
scale network, simultaneously interrupting the bottom-
up transmission and the top-down control mechanisms
(Moritz-Gasser et al., 2013). Thus, IFOF might play a
crucial role not only in verbal and nonverbal semantic
processing but also in the awareness of amodal seman-
tic knowledge, namely noetic consciousness. From a
phylogenic perspective, because recent studies in the

primate failed to identify this tract, one could suggest
that the IFOF is the proper human fascicle. This multi-
function fascicle allows humans to produce and
understand language, to manipulate concepts, and to
comprehend the world (i.e., metalinguistics, conceptuali-
zation, and awareness of knowledge), and it contributes
to making the human what he/she is, with his/her
infinite wealth of mind.

The functional role of the indirect ventral pathway is
still debated. This indirect route connects areas involved
in semantic processing such as Fusa and lateral frontal
cortex (Vigneau et al., 2006). Moreover, the major corti-
cal relay between the ILF and UF is the TP, which is a
“hub” (i.e., a functional epicenter allowing a plurimodal
integration of the multiple data coming from the unim-
odal systems [subserved by ILF, UF, and MdLF]),
explaining its role in semantics and its implication in
semantic dementia when (bilaterally) damaged
(Holland & Lambon-Ralph, 2010). However, except for
the posterior part of the ILF for which injury generates
alexia (Chan-Seng, Moritz-Gasser, & Duffau, 2014;
Mandonnet et al., 2009), the indirect pathway can be
functionally compensated when (unilaterally) damaged.
DES of both the anterior ILF and UF never
elicited any naming or nonverbal semantic disorders
(Duffau, Gatignol, Moritz-Gasser, & Mandonnet, 2009;
Mandonnet et al., 2007). This was also confirmed by
functional recovery after anterior temporal lobectomy in
tumor and in epilepsy surgery (Duffau, Thiebaut de
Schotten, & Mandonnet, 2008). Even if very mild and
selective deficit may persist, as with proper name
retrieval after resection of the UF (Papagno, Miracapillo,
et al., 2011), this is a good illustration of the concept of
“subcortical plasticity” in which a subnetwork (IFOF,
direct pathway) is able to bypass another subnetwork
(indirect pathway) and functionally compensate for it
(Duffau, 2009). Similarly, DES of MdLF and resection of
its anterior part failed to induce any functional disor-
ders (De Witt Hamer, Moritz-Gasser, Gatignol, &
Duffau, 2011), demonstrating that this fascicle converg-
ing to the TP can also be compensated.

11.4 IMPLICATION OF A HODOTOPICAL
VIEW OF BRAIN ORGANIZATION IN

HUMANS: RETHINKING THE
CONNECTIVITY OF LANGUAGE AND

ITS RELATIONSHIPS WITH COGNITION

These original data based on the better knowledge of
functional neuroanatomy of the subcortical white matter
pathway result in the elaboration of new models of cog-
nition. For example, the connectivity underpinning pic-
ture naming based on multiple direct and indirect
cortico-subcortical interacting subnetworks involved in
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semantic, phonological, and articulatory processes has
recently been reevaluated. This model offers several
advantages in comparison with previous ones: it
explains double dissociations during axonal DES (e.g.,
semantic versus phonemic paraphasias); it takes into
account the subcortical anatomic constraints; and it
explains the possible recovery of aphasia after a lesion
within the “classical” language areas (Figure 11.1).

Beyond language, by using subcortical DES and per-
forming anatomo-functional correlations, it has recently
been demonstrated that low-level and high-level menta-
lizing accuracy were correlated with the degree of (dis)
connection in the AF and the cingulum, respectively
(Herbet, Lafargue, Bonnetblanc, et al., 2014). These find-
ings, which constitute the first experimental data on the
structural connectivity of the mentalizing network, sug-
gest the existence of a dual-stream hodotopical model
and could lead to a better understanding of disorders
that affect social cognition. Finally, intraoperative DES
of the posterior cingulate connectivity may also elicit

transient behavioral unresponsiveness with loss of
external connectedness, supporting the role of func-
tional integrity of this subcortical network for maintain-
ing consciousness of external environment (Herbet,
Lafargue, de Champfleur, et al., 2014).

11.5 THE LIMITING ROLE OF AXONAL
CONNECTIVITY IN BRAIN PLASTICITY

Although a huge plastic potential has been demon-
strated in humans at the cortical level, subcortical plas-
ticity is low, implying that axonal connectivity should
be preserved to allow postlesional compensation
(Papagno, Gallucci, et al., 2011). Lessons from stroke
studies have taught us that damage of the white matter
pathways generates a more severe neurological out-
come than lesions of the cortex. Recently, we proposed
the elaboration of a probabilistic postsurgical residue
atlas computed using a series of patients who
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underwent incomplete resection for a glioma on the
basis of intraoperative DES (Ius, Angelini, de Schotten,
Mandonnet, & Duffau, 2011). We gathered 58
postoperative MRI results of patients who underwent
operation for WHO grade II glioma under direct
electrical cortico-subcortical stimulation with a tumor
resection performed according to functional bound-
aries. Postoperative images were registered on the
Montreal Neurological Institute (MNI) template to con-
struct an atlas of functional resectability for which
each voxel represents the probability of observing
residual nonresectable glioma, that is, noncompensable
area (Ius et al., 2011). The anatomo-functional correla-
tions obtained by combining the intrasurgical func-
tional data with postoperative anatomical MRI
findings provided new insights into the potentials and
limitations of cerebral plasticity. This probabilistic atlas
highlighted the crucial role of the axonal pathways in
the reorganization of the brain after a lesion. It pro-
vided a general framework to establish anatomo-
functional correlations by computing for each brain
voxel its probability to be left—due to its functional
role—on the postoperative MRI. Its overlap with the
cortical MNI template and a DTI atlas offered a unique
tool to analyze the potentialities and the limitations of
interindividual variability and plasticity for cortical
areas and axonal pathways. We observed low proba-
bility of residual tumors on the cortical surface,
whereas most of the regions with high probability of
residual tumor were located in the deep white matter.
Thus, projection and association axonal pathways
seem to play a critical role in the proper functioning of
the brain. In other words, the functions subserved by
long-range axonal pathways seem to be less subject to
interindividual variability and reorganization than cor-
tical sites (Duffau, 2009; Ius et al., 2011). The reproduc-
ibility of these results may suggest the existence of a
“minimal common brain” necessary for the basic cog-
nitive functions, even if likely insufficient for more
complex functions such as multiprocessing.

11.6 CONCLUSION

Neuroscientists should improve their knowledge of
white matter circuitry. Understanding axonal connec-
tivity is crucial to optimize the models of neuro-
cognition (movement, language, behavior, and even
consciousness), which should integrate the anatomic
constraint represented by the subcortical pathways. In
addition, according to the principle of connectomics,
cerebral plasticity seems to be possible only on the
condition that the white matter fibers are preserved to
allow spatial communication and temporal synchroni-
zation among large interconnected networks.
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12.1 INTRODUCTION

Phonology is typically defined as “the study of
speech sounds of a language or languages, and the
laws governing them,”1 particularly the laws govern-
ing the composition and combination of speech
sounds in language. This definition reflects a seg-
mental bias in the historical development of the field
and we can offer a more general definition: the study
of the knowledge and representations of the sound
system of human languages. From a neurobiological
or cognitive neuroscience perspective, one can
consider phonology as the study of the mental model
for human speech. In this brief review, we restrict
ourselves to spoken language, although analogous
concerns hold for signed language (Brentari, 2011).
Moreover, we limit the discussion to what we con-
sider the most important aspects of phonology.
These include: (i) the mappings between three sys-
tems of representation: action, perception, and long-
term memory; (ii) the fundamental components of
speech sounds (i.e., distinctive features); (iii) the laws
of combinations of speech sounds, both adjacent and
long-distance; and (iv) the chunking of speech sounds
into larger units, especially syllables.

To begin, consider the word-form “glark.” Given
this string of letters, native speakers of English will
have an idea of how to pronounce it and what it
would sound like if another person said it. They would
have little idea, if any, of what it means.2 The meaning
of a word is arbitrary given its form, and it could
mean something else entirely. Consequently, we can

have very specific knowledge about a word’s form
from a single presentation and can recognize and
repeat such word-forms without much effort, all
without knowing its meaning. Phonology studies the
regularities of form (i.e., “rules without meaning”)
(Staal, 1990) and the laws of combination for speech
sounds and their sub-parts.

Any account needs to address the fact that
speech is produced by one anatomical system (the
mouth) and perceived with another (the auditory
system). Our ability to repeat new word-forms,
such as “glark,” is evidence that people effortlessly
map between these two systems. Moreover, new
word-forms can be stored in both short-term and
long-term memory. As a result, phonology must
confront the conversion of representations (i.e., data
structures) between three broad neural systems: mem-
ory, action, and perception (the MAP loop; Poeppel &
Idsardi, 2011). Each system has further sub-systems
that we ignore here. The basic proposal is that this
is done through the use of phonological primitives
(features), which are temporally organized (chunked,
grouped, coordinated) on at least two fundamental
time scales: the feature or segment and the syllable
(Poeppel, 2003).

12.2 SPEECH SOUNDS
AND THE MAP LOOP

The alphabet is an incredible human invention, but
its ubiquity overly influences our ideas regarding the

1Longman Dictionary of Contemporary English.

2Urban Dictionary (http://www.urbandictionary.com/) states that it means “to slowly grasp the meaning of a word or concept, based on

the situation in which it is used” (i.e., almost grokking a concept).
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basic units of speech. This continues to this day and is
evident in the influence of the International Phonetic
Alphabet (IPA; http://www.langsci.ucl.ac.uk/ipa/)
for transcribing speech. Not all writing systems are
alphabetic, however. Some languages choose ortho-
graphic units larger than single sounds (moras, sylla-
bles) and a few, such as Bell’s Visible Speech (Bell,
1867) and the Korean orthographic system Hangul
(Kim-Renaud, 1997), decompose sounds into their
component articulations, all of which constitute impor-
tant, interconnected representations for speech.

12.2.1 Action or Articulation of Speech

The musculature of the mouth has historically been
somewhat more accessible to investigation than audi-
tion or memory, and linguistic phonetics has often dis-
played a bias toward classifying speech sounds in terms
of the actions needed to produce them (i.e., the articula-
tion of the speech sounds by the mouth). For example,
the standard IPA charts for consonants and vowels
(Figure 12.1) are organized by how speech sounds are
articulated. The columns in Figure 12.1A arrange conso-
nants with respect to where they are articulated in the
mouth (note: right to left corresponds to anterior to
posterior position within the oral cavity), and the rows
correspond to how they are articulated (i.e., their
manner of articulation). The horizontal dimension in
Figure 12.1B represents the relative frontness-backness
of the tongue, and the vertical dimension represents the
aperture of the mouth during production. These are the
standard methods for organizing consonant and vowel
inventories in languages.

Within the oral cavity, there are several controllable
structures used to produce speech sounds. These include
the larynx, the velum, the tongue (which is further
divided into three relatively independently moveable
sections: the tongue blade, the tongue dorsum, and the
tongue root), and the lips (see Figure 12.2 reproduced
from Bell, 1867; for more detail see Zemlin, 1998).

Each of these structures has some degrees of free-
dom of movement, which we describe in terms of
their deflection from a neutral posture for speaking.
The position for the mid-central vowel schwa, [ə], is
considered to be the neutral posture of the speech
articulators. In most structures, two opposite directions
of movement are possible, yielding three stable regions
of articulation, that is, the tongue dorsum can be put
into a high, mid (neutral), or low position. In the neu-
tral posture the velum is closed, but it can be opened
to allow air to flow through the nose, and such speech
sounds are classified as nasal (as in English “m” [m]).
The lips can deflect from the neutral posture by being
rounded (as in English “oo” [u]) or drawn back (as in
English “ee” [i]). The tongue tip can be curled conca-
vely or convexly either along its length (yielding retro-
flex and laminal sounds, respectively) or across its
width (yielding grooved and lateral sounds, respec-
tively). The tongue dorsum (as mentioned) can be
moved vertically (high or low) and horizontally (front
or back), and the tongue root can be moved horizon-
tally (advanced or retracted).

The larynx (Figure 12.3) is particularly complex and
can be moved along three different dimensions: modi-
fying its vertical position (raised or lowered), modify-
ing its tilt (rotated forward to slacken the vocal folds
or rotated backwards to stiffen them), and changing
the degree of separation of the vocal folds (adducted
or abducted). Furthermore, the lips and the tongue
blade and dorsum can close off the mouth to dif-
ferent degrees (termed the “manner” of production):
completely closed (stops), nearly closed with turbulent
airflow (fricatives), or substantially open (approxi-
mants). Taken together, these articulatory maneuvers
describe how to make various speech sounds. For
example, an English [s], as in “sea”, is an abducted
(voiceless, high glottal airflow) grooved fricative.
Furthermore, as described in Section 12.3, the antago-
nistic relationships between articulator movements
serve as the basis for the featural distinctions (whether

Place of articulation

Bilabial

Stop

Fricative

Affricate

Lateral

Nasal

Retroflex

Glide

Interdental Alveolar Palatal Velar Glottal Close

Front Central Back

Close-mid

Open-mid

Open

Alveo-
palatal

Labio-
dental

(A) (B)

M
an

ne
r 

of
 a

rt
ic

ul
at

io
n
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monovalent, equipollent, or binary; see Fant, 1973;
Trubetzkoy, 1969) that have proven so powerful in
understanding not only the composition of speech
sounds but also the phonology of human language.

12.2.2 Perception or Audition of Speech

A great deal of the literature regarding speech per-
ception deals with how “special” speech is (Liberman,
1996) or is not. Often, this is cast as a debate between
the motor theory of speech perception (Liberman &
Mattingly, 1985) and speech as an area of expertise
within general auditory perception (Carbonnell &
Lotto, 2014). The motor theory of speech perception
posits speech-specific mechanisms that recover the
intended articulatory gestures that produced the phys-
ical auditory stimulus. General auditory perception
models, however, posit that the primary representa-
tional modality of speech perception is auditory and
the mechanisms used during speech perception are
the same as those responsible for nonspeech auditory
perception. This dichotomy, in some ways, parallels
debates about face perception (Rhodes, Calder,
Johnson, & Haxby, 2011). Since the development of the
sound spectrograph (Potter, Kopp, & Green, 1947) and
the Haskins pattern playback machine (Cooper,
Liberman, & Borst, 1951), it has been known that it is
technologically feasible to analyze and accurately
reproduce speech with time�frequency�amplitude
analysis techniques, as in the spectrogram in
Figure 12.4, where time is on the horizontal axis, fre-
quency is on the vertical axis, and amplitude is illus-
trated in the relative darkness of the pixels.

Thyrohyoid membrane

Median thyrohyoid
ligament

Laryngeal incisure

Thyroid cartilage

Median cricothyroid
ligament

Conus clasticus

Cricoid cartilage

Trachea

Hyoid bone

Lateral thyrohyoid
ligament

Superior cornu
of thyroid cartilage

Superior laryngeal
nerve and artery
Oblique line

Cricothyroid muscle

Inferior cornu
of thyroid cartilage

Cricothyroid joint

FIGURE 12.3 The external view of
the larynx. From Olek Remesz, http://
commons.wikimedia.org/wiki/File:Larynx_
external_en.svg, with permission from the
publisher.
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1. The larynx
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FIGURE 12.2 Speech articulators. Note that terminology in 1�8
are all still in current usage (Zemlin, 1998:251) and that there are
many synonymous terms in common use. In the current chapter,
articulator 5 is known as the tongue dorsum, 6 is the tongue blade or
corona, and 7 is the tongue tip or apex. From Bell (1867) with permis-
sion from the publishers.
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Linking such technologies with neuroscience, Aertsen
and Johannesma (1981) demonstrated that auditory
neurons display particular spectro-temporal receptive
fields (STRFs) to auditory stimuli, akin to a set of
building blocks for spectrograms. So, this sets a
strong goal for phonology: find lawful relationships
between the available articulator movements and
their acoustic/auditory consequences (as in Stevens,
1998), especially in terms of STRFs. We return to this
question in the discussion of features. More recently,
Mesgarani, David, Fritz, and Shamma (2014) have
shown that STRFs derived from measuring responses
in ferret primary auditory cortex can be used to
“clean” speech in various kinds of noise, including
reverberation, demonstrating that the auditory system
enhances the neural representation of speech events
against background noise.

12.2.3 Memory or the Long-Term Storage
of Speech

It is a remarkable fact that humans can retain
detailed knowledge about a great number of words,
arbitrarily pairing forms with meanings across tens of
thousands of cases. This, again, is reminiscent of our
memory abilities for faces. More remarkably, the land-
scape of the form-meaning relation is not at all smooth,
because small physical changes in form between two
words (what linguists call “minimal pairs”) can have
profound differences in meaning. If the form-meaning
relation were smooth, then there would be many more
pairs like “ram” and “lamb,” which differ only in their
first sound and share a great deal in meaning (“a male
sheep” and “a young sheep,” respectively, definitions
from Merriam Webster’s Collegiate Dictionary 11th
edition). Instead, most cases are like “ramp” and
“lamp,” which differ in the same small sound attribute

(“r” versus “l”), but share nothing discernible in mean-
ing (see Hinton, Nichols, & Ohala, 1994 for cases of
phonaesthesia).

The fundamental question of long-term memory
representations in speech is one of abstraction: attend-
ing to and storing critical differences between forms
while ignoring irrelevant differences. This is homo-
morphic to a fundamental problem in vision. A pri-
mary problem for visual object recognition is to
account for “discrimination among diagnostic object
features and generalization across nondiagnostic fea-
tures” (Hoffman & Logothetis, 2009). The traditional
linguistic solution to this problem has been to posit a
single long-term memory representation (called the
underlying representation [UR], notated with / /)
and a set of transformations that yield the observed
pronunciation variants (called surface representations
[SRs], notated with [ ]). Determining URs for word-
forms and the nature of the transformations respon-
sible for SRs (given a particular UR) has been the core
goal of generative phonology for the past 50 years
(Chomsky & Halle, 1968) and survives as the domi-
nant question in modern generative models of
phonology, such as Optimality Theory (OT), which
posit ranked violable constraints instead of transfor-
mations (Prince & Smolensky, 2004; see Idsardi, 2006
for an argument that OT may not be computationally
tractable). This is the analog of “view invariant”
models of visual object recognition (Booth & Rolls,
1998). The relation between various URs and SRs
can become quite complicated, but it boils down to
two kinds of basic cases: derived homophones and
derived differences.

Consider the two words “intense” and “intents,”
which can both be pronounced so that their pronuncia-
tions end in [nts]. This is a case of derived
homophones. Yoo and Blankenship (2003) show that in
an experimental setting such pairs have substantially
overlapping pronunciations, and also that a statistical
analysis of a corpus shows that the [t] in “intense” is
somewhat shorter on average. However, another
related word-form, “intensive,” is much less likely to
exhibit an intrusive [t], with the “ns” usually being
pronounced [ns]. Ohala (1997) provides a compelling
misproduction explanation for this effect due to the
difficulty in precisely coordinating the closing of the
velum during production in /ns/ with the simulta-
neous transition from a complete closure in [n] to a
narrow incomplete closure in [s]. If these two changes
are not completely synchronized, then for a short
period there can be a complete closure in the mouth
and a closed velum, resulting in the presence of an
intrusive [t]. As Ohala (1997: 85) notes: “the emergent
stop is purely epiphenomenal and, indeed, such brief
unintended stops are often observed in spontaneous

0.1 0.2 0.3 0.4

Time (s)

0.5 0.6 0.70
0

1,000

2,000

Fr
eq

ue
nc

y 
(H

z)

3,000

4,000

5,000

FIGURE 12.4 Sound spectrogram of a male voice saying “tata.”
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speech.” Now the listener faces the following problem:
is that [t] a critical aspect of the word-form or is it an
irrelevant detail? Presumably relying on statistics and
the pronunciations of related word-forms, such as
“intensive” and “intent,” learners generally do arrive
at different long-term memory representations, one
with a /t/ (“intents”) and one without (“intense”), as
the usual English spellings reflect. But, Ohala argues,
the listener cannot always reliably reconstruct the
speaker’s intent, and this is one cause of historical lan-
guage change.

The other situation, that of derived differences, is
already also illustrated by part of the previous exam-
ple in that “intensive” is less likely to have an intrusive
[t] in its pronunciation than “intense” is, so the pro-
nunciations of the “intense” portion diverge. However,
much more dramatic examples can be found in other
English words. Consider the word “atom” in Standard
American English, for instance. On its own, it can be
pronounced as a homophone with “Adam” (the /t/
and /d/ both pronounced as a flap, notated as [ɾ]).
When the suffix “-ic” is added to “atom” to create
“atomic,” its pronunciation contains a portion
homophonous with “Tom,” where the /t/ now has a
pronunciation canonically associated with word-initial
position, [th]. Adding “-ic” to “Adam,” however, gives
“Adamic” with a portion pronounced as “damn.” So,
ideally we would like to know how to recognize /t/
from the speech signal. That is, what invariant aspects
are obtained across [ɾ] and [th] (and any other pronun-
ciations of /t/)? Such speech sound sized memorized
units are known as phonemes, or as archi-phonemes
(Trubetzkoy, 1969) when their pronunciation ranges
over an even wider variety of pronunciations, as in the
final sound of the negative prefix “in-,” which is pro-
nounced [l] in “illegal,” [ɹ] in “irregular,” [m] in
“impossible,” and [ŋ] in “incomplete.”

The goal, then, is to discover representations that
abstract away from irrelevant changes in pronuncia-
tion but include diagnostic differences and differenti-
ate between word-forms when they do have distinct
pronunciations, such as “atomic” and “Adamic.”
These two words differ in [th] and [d], motivating a
/t/ versus /d/ difference in long-term memory. Note
that they also differ in their middle vowels, /a/ versus
/æ/, a difference also missing in the corresponding
portion of “atom” and “Adam.”

Most importantly, memory serves as the mediating
representation between audition and articulation (Gow,
2012). That is, the repetition of an auditorily pre-
sented word-form must be first mapped from a per-
ceptual representation to a memory representation,
and only then mapped to an articulatory representa-
tion. There is no short-cut directly from audition to
articulation.

12.3 FEATURES OR THE INTERNAL
COMPOSITION OF SOUNDS

Let us now return to the “glark” example, but this
time consider its cursive written form in English, as in
Figure 12.5.

The motions necessary to produce cursive “glark”
can be accomplished with a finger (as in finger paint-
ing), a handheld stylus or pencil, a computer mouse
(as was used to produce Figure 12.5), the tip of the
nose, the elbow, or other body parts or instruments.
This wide variety of available “articulators” to produce
a cursive “glark” is a simple demonstration of the
notion of motor equivalence (Wing, 2000). Motor
equivalence is one kind of many-to-many mapping
between causes and effects, and often is a symptom of
an ill-posed inverse problem (of reasoning backward
from effects to their causes). In contrast, speech exhi-
bits only limited motor equivalence. It is not generally
possible to substitute other coordinated sound-
producing gestures (such as finger snapping) even
when their acoustic effect might be appropriate (for
example, as substitutes for the click sounds found in
southern African languages, some of which are
described as sounding like “sharply snapped fingers;”
see http://en.wikipedia.org/wiki/Click_consonant).
One stereotypical (and racist) example of a strong
form of motor equivalence is the portrayal of Native
American war chants with a “woo woo” sound pro-
duced by repetitively covering the mouth with a hand
(and infants often explore such activities, e.g., https://
www.youtube.com/watch?v5tcWmMPNUVb4). In this
case, the acoustic effect of closing and opening an
acoustic tube at one end can be accomplished either by
closing and opening the lips or by placing and remov-
ing the palm of the hand from the lips; however, even
though infants explore such gestures, no language
uses the hand to make the bilabial approximant [w].

However, it is true that some conditions (ventrilo-
quism, speaking with an object held by the teeth)
show that some limited, approximate compensation is
possible, but other simple “experiments” (such as the
children’s taunt of saying “I was born on a pirate
ship” while holding your tongue with your fingers)
show that some speech features can really only be
performed by a single articulator, and no adequate
compensation is possible. Speakers robustly compen-
sate during production when their vocal tract is
obstructed (Guenther, 2006), and vowels exhibit more

FIGURE 12.5 The word “glark” as drawn with a mouse.
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compensation possibilities than consonants generally
(see Ladefoged & Maddieson, 1996: 300ff on tongue
root position, for example), and English /r/ is notori-
ous for its variety of articulations (Zhou, Espy-Wilson,
Tiede, & Boyce, 2007). Although we have no solution to
offer for the problem of /r/, we simply note that the
range of different articulations for /r/ includes flaps,
trills, and uvulars, which have a similarly wide range
of acoustic manifestations, so this goes well beyond
what is meant by motor equivalence (where there are
multiple ways to achieve the same acoustic conse-
quence). Whatever the reason for the extreme variability
in /r/ realizations, it cannot be just motor equivalence.

Thus, given the limited amount of motor equiva-
lence, we may have a reasonable inverse problem;
therefore, we may also have the possibility of finding
lawful relationships between articulatory actions and
their acoustic/auditory consequences following the
lead of Halle (1983), Jakobson, Fant, and Halle (1952),
and especially Stevens (1998). The general neurobio-
logical conceit here is that pre-existing auditory
feature detectors for ecologically important events for
mammals were paired with actions that the mouth
could perform and thereby packaged as discrete
units (features) for storage in long-term memory.
Returning once again to the traditional articulatory
descriptions of speech sounds, we describe them in
terms of manner, place of articulation (POA), and
laryngeal posture. Importantly, the cues for POA and
laryngeal posture are dependent on the manner of
articulation, so the cues for manner serve as “land-
marks” for the analysis of the speech signal (Juneja &
Espy-Wilson, 2008; Stevens, 2002) and constrain the
subsequent search for POA and laryngeal attributes.
We provide here only a very oversimplified catalog
of these relationships.

One result that has persisted throughout theoretical
innovation within phonology is the notion that speech
sounds are composed of smaller units of representa-
tions (i.e., distinctive features; Jakobson et al., 1952).
These features have traditionally been binary in nature
(i.e., either a positive or negative value) and relate to a
speech sound’s articulation. For example, a consonant
is either produced with the lips (i.e., [1labial]) or not
(i.e., [-labial]), or a vowel is either produced with an
advanced tongue root (i.e, [1ATR]) or not (i.e.,
[-ATR]). These binary distinctions incorporate the
apparent antagonistic relationship between articulator
positions discussed in Section 12.2.1. The power of dis-
tinctive features in generative phonology has been
their ability to explain why certain cross-linguistic
phonological patterns are observed and why others are
not. Consider the case of word-final consonant devoi-
cing, which occurs in German and Dutch among other
languages. When the sounds /b, d, v, z, g/ occur in

the final position of word, they are pronounced as
their devoiced counterparts [p, t, f, s, k] (e.g., bewei[z]en
“to prove” is produced as bewei[s] “proof”). The
sounds that undergo this process form a natural class
(i.e., voiced obstruents) that can be represented as
[1voiced, 1 obstruent]. The expectation, then, is that
all consonants that are [1voiced, 1 obstruent] that
exist in German or Dutch are to participate in this pro-
cess. Thus, a very straightforward transformation can
be formulated to account for this process: /1voiced,
1obstruent/-[-voiced]/___ # (in word final posi-
tion). What we do not observe in natural language is
for phonological rules to target non-natural classes of
sounds, such as /i, g, θ, j, a/. These sounds do not
form a natural class and, consequently, are not pre-
dicted to undergo systematic alternations like what we
observed in German word-final obstruent devoicing.
Thus, the utility of distinctive features in explaining
observed cross-linguistic phonological patterns is obvi-
ous. That the features themselves are cast in articula-
tory terms or binary in nature have been points of
substantial debate. We would argue that neither is nec-
essary to maintain their explanatory power. As a point
of fact, distinctive features were initially described in
auditory/acoustic terms (Jakobson et al., 1952; see
Clements and Hume, 1995 for a discussion of different
proposals for features valences).

There are four broad classes for manner of articula-
tion: stops (plosives), fricatives, nasals, and approxi-
mants. Stops have a complete closure in the mouth
and are characterized acoustically by a period of very
low energy or silence often followed by a burst, similar
to percussive environmental events with discontinu-
ities such as twigs snapping or rocks colliding.
Fricatives are made with a narrow channel causing
turbulent airflow and are characterized acoustically by
sustained aperiodic noise (which may be overlaid on a
periodic signal) as with wind noise or rushing water.
Nasals are made with a closed oral cavity and an open
velum, and they are characterized acoustically by hav-
ing a single, strong single frequency resonance, a hum
such as some insects produce (but see Pruthi & Espy-
Wilson 2004 for a comprehensive discussion of other
important attributes for nasals). Finally, approximants
are made with a relatively open vocal tract and are
characterized by having a rich resonance structure of
multiple formants; these sounds are characteristic of
animal vocal tracts in particular and would have
served as a useful kind of animal detector within the
mammalian auditory system. Neurobiologically, this
four-way division into “major class” features also
seems to be well-reflected in a coherent cortical map.
Mesgarani, Cheung, Johnson, and Chang (2014) mea-
sured the responses in implanted electrical cortical
grids (ECOG) placed along the superior temporal
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gyrus (STG) in presurgical epilepsy patients and found
remarkable correlations between articulatory character-
istics (consistent with phonological classes) and single
electrode sites. In the supplemental materials for their
article, we can see that electrode e1 responds to stops,
e2 responds to fricatives, e5 responds to nasals, and e3
and e4 respond to approximants with dorsal and coro-
nal POA, respectively.

POA is primarily characterized by the most active
(most displaced) articulator, as described: the lips
(labial), tongue blade (coronal), tongue body (dorsal),
tongue root (pharyngeal), or the larynx alone (laryn-
geal). As already noted, the acoustic correlates of POA
are heavily dependent on the manner of articulation.
In the case of approximants, POA is signaled by the
relative frequencies of the first three formants
(Monahan & Idsardi, 2010), in fricatives by the disper-
sion and center of the frication noise (often termed
center of gravity), and in stops and fricatives by the
formant transitions with neighboring approximants.
POA also appears to be topologically organized in cor-
tex. ECOG recordings (Bouchard, Mesgarani, Johnson, &
Chang, 2013) find a two-dimensional dorso-ventral by
anterior�posterior POA map in STG, and cluster
analysis of the electrode responses recapitulates the
POA categories labial, coronal, and dorsal. Most
importantly, the POA categories cut across the various
manner classifications (stop, fricative, nasal, and
approximant). Taking the ECOG findings together, this
suggests a complex spatially entwined set of multidi-
mensional maps for manner and POA, broadly consis-
tent with other speech sound featural maps found
using magnetoencephalography (Scharinger, Idsardi, &
Poe, 2012).

Phonetic feature information is encoded in the brain
in several different ways. Along with the recent corti-
cal topographic findings, it is also known that the
latency of the evoked magnetoencephalographic M100
response tracks vowel height (Roberts, Flagg, & Gage,
2004), manner of articulation of consonants (Gage,
Poeppel, Roberts, & Hickok, 1998), and POA of conso-
nants (Gage, Roberts, & Hickok, 2002), and that the
electrophysiological mismatch negativity (MMN)
response is sensitive to native language phonetic
and phonological category representations (Kazanina,
Phillips, & Idsardi, 2006; Näätänen et al., 1997; Sharma &
Dorman, 2000). So, although maps are often a satisfy-
ing answer to the question of neural coding, the brain
seems to be using all the methods at its disposal in
coding speech.

Now that we have features at our disposal, we can
redefine our intuitive notion of segments as “feature
bundles” (Chomsky & Halle, 1968: 64), overlapping
features that are phonologically coordinated during a
period of time.

12.4 LOCAL SOUND COMBINATIONS
AND CHUNKING

Speech sounds can be combined together, but not
all combinations are possible. Given the set of sounds
{a, g, k, l, r}, some combinations are possible English
words (e.g., the now-familiar “glark” and others like
“gralk”), but other combinations are not licit, �”rlgka.”
One important constraint on sound sequences in
word-forms is (approximately) that they must form a
legal sequence of syllables in the language, and within
syllables there are a limited set of pre-vowel and post-
vowel consonant sequences. Moreover, these local
sequence constraints often depend on the manner fea-
tures of the segments. For example, a stop-
approximant sequence is an acceptable pre-vowel
sequence in English (as in “blue”), but approximant-
stop is not (�”lbue”). Berent (2013) summarizes a num-
ber of investigations into this preference, which is
exhibited even when listeners lack language experi-
ence to both kinds of consonant sequences (“bl” and
“lb”). Building on this work, Berent et al. (2014) show
modulation of the fMRI BOLD response across such
contrasts, with anterior portions of BA 45 showing
less activation to syllables beginning with “lb” and
posterior portions showing more activation relative to
that for “bl.” Additionally, listeners are sensitive to
vowel�consonant sequence restrictions, exhibiting
negative deflections in event-related potentials in res-
ponse to illicit sequences (Steinberg, Truckenbrodt, &
Jacobsen, 2011). In short, listeners are clearly sensi-
tive to licit and illicit local sequences within syllables,
and these can be detected with various different
methods.

But what is the motivation for another layer of orga-
nization that groups segments together? Ghitza (2012)
and Ghitza, Giraud, and Poeppel (2012) suggest that
the dual time-scale organization is related to endoge-
nous brain rhythms in the theta (syllable) and gamma
(segment) bands. The idea here is that syllables can be
identified from gross, easily tracked properties of the
speech signal, namely its envelope. Once syllables
have been chunked, the signal can be further analyzed
to yield segment and feature information, guided by
the syllable parsing. This proposal is similar to the
landmarks proposal reviewed in that an initial coarse
coding of the signal is performed and then elaborated
into finer distinctions as necessary. Taken together,
these proposals suggest another possible indexation
method for the mental lexicon, similar to hash tables.
If the signal is coarsely processed into manner classes
(Plosive, Fricative, Nasal, Approximant) and syllable
chunks are identified, then listeners can retrieve the
lexical items matching that coarse form (e.g., both
“nest” [nεst] and “mashed” [mæʃt] would fall into the
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,NAFP. group). We could then do further segment
and feature discovery guided by the manner class, the
syllabic position, local sequence constraints, and the
pool of retrieved candidates, which would significantly
be a reduction in the search space of a couple orders of
magnitude compared with the entire lexicon.

So, then do we need segments at all, or could we do
with just organizing features into syllables without
segmental organization? This has been proposed at
least for perception (Hickok, 2014). The strongest argu-
ment for segments comes from resyllabification
effects. Russian provides a particularly clear example.
Consider the name “Ivan.” Alone, this name is
pronounced with two syllables, indicated with paren-
theses: [(i)(van)]. Russian nouns are inflected for case
with suffixes, and so the form for “to Ivan” adds a pre-
fix “k-” meaning “to,” and the appropriate case suffix
“-u,” so that we have (abstractly) “k-Ivan-u.” But
Russian strongly prefers that every consonant�vowel
sequence be grouped together into a syllable and, con-
sequently, the syllabification in the pronounced form
is [(kɨ)(va)(nu)] (the vowel change from [i] to [ɨ] is
symptomatic of the resyllabification). Notice that now
none of the original syllables survive into the derived
form, but the segment sequence [. . .ivan. . .] does (with
a slight vowel change). If we store forms as syllables
and features without a segment level of representation,
then we would have to build large tables of syllable
correspondences such as (kɨ)3(i), (va)3(van) to rec-
ognize “Ivan” in “k-Ivan-u.” But such syllable corre-
spondences are straightforwardly captured if segments
are available to us. Moreover, the extent of resyllabifica-
tion is usually limited to a single segment, so, for exam-
ple, Russian [(gart)] “printer type metal nom. sg.”
resyllabifies to [(gar)(ta)] in the plural, even though syl-
lables can begin with /rt/, [(rtut’)] “mercury nom. sg.”.
In languages with small syllable inventories and
restricted syllable types (e.g., Hawaiian, Japanese),
eschewing segmental representations might suffice;
however, once we consider languages with complex
syllable structures (e.g., Russian, Polish), frequent resyl-
labification (e.g., Korean), and complex morphology
(e.g., Navajo), it becomes more difficult to maintain
segment-less representations during perception. As
such, resyllabification remains the greatest conceptual
challenge to understanding the appropriate data struc-
ture for the organization of the mental lexicon.

12.5 NONLOCAL SOUND
COMBINATIONS

The local sound sequence restrictions discussed
are widely known and form the conceptual basis for
n-gram models in natural language processing. Less

well-known are the nonlocal, action-at-a-distance
phonological effects such as vowel and consonant
harmony and disharmony. For example, in languages
with vowel harmony, the set of vowels of the lan-
guage are divided into two classes and an indivi-
dual word-form will canonically draw all of its
vowels from only one of the two sets. To illustrate
vowel harmony, consider the following paradigm
from Turkish (Clements & Sezer, 1982: 216) providing
the nominative (nom) and genitive (gen) forms for
the singular (sg) and plural (pl) versions of represen-
tative nouns.

nom.sg gen.sg nom.pl gen.pl

“rope” ip ip-in ip-ler ip-ler-in

“girl” kɨz kɨz-ɨn kɨz-lar kɨz-lar-ɨn

“face” yüz yüz-ün yüz-ler yüz-ler-in

“stamp” pul pul-un pul-lar pul-lar-ɨn

“hand” el el-in el-ler el-ler-in

“stalk” sap sap-ɨn sap-lar sap-lar-ɨn

“village” köy köy-ün köy-ler köy-ler-in

“end” son son-un son-lar son-lar-ɨn

The suffix in the genitive singular forms alternates
between [in]/[ɨn] and [ün]/[un]. The suffix is pro-
duced as [in]/[ɨn] when the root vowel is [-round]
(/i, ɨ, e, a/) and [un]/[ün] when the root vowel is
[1 round] (/u, ü, o, ö/). Moreover, the suffix is pro-
duced with a front vowel [in]/[ün] when the root
vowel is [-back] (/i, ü, e, ö/) and with a back vowel
[ɨn]/[un] when the root vowel is [1back] (/ɨ, u, a, o/).
In short, two dimensions of the Turkish vowel space
(i.e., backness and roundedness) participate in the
harmony process (and the suffixes then need only
contain vowel height information, a classic case of
archi-phonemes). Similar analyses account for the nomi-
native plural and genitive plural paradigms. Vowel
harmony illustrates “action-at-a-distance” because these
patterns hold despite the presence of intervening
consonants. That is, these are nonlocal phonological
dependencies, unique from local assimilation patterns
we find in many languages (in English, /a/ is pro-
nounced as a nasalized /ã/ before nasal consonants,
e.g., [bæ̃n] “ban”). Consonant harmony is similar to
vowel harmony, except that the harmony process is
between consonants and not vowels. Disharmony refers
to processes that cause two sounds (at a distance) to be
less similar.

A remnant of a process of consonant disharmony in
Latin survives statistically in English in the choice of
the adjective forming suffixes “-al” and “-ar,” which
tend to alternate with a preceding “l” or “r” in the
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word so that “circle” derives “circul-ar” but “flower”
derives “flor-al,” and the higher frequency of “line-ar”
as compared with “line-al” (see Figure 12.6), even
though the “l” in “linear” is three syllables apart from
the “r.”

Heinz and Idsardi (2011, 2013) argue that such
effects cannot be reduced to iterated local effects of
coarticulation across the intervening sounds and
constitute a separate type of phonological generaliza-
tion with distinct computational properties (perhaps
also motivating larger grouping structures such as
feet and phonological phrases that we are igno-
ring here). So far, there are few studies examining
brain responses to vowel and consonant harmony
(see Scharinger, Poe, and Idsardi, 2011 for a prelimi-
nary study of Turkish vowel harmony and see
Monahan, 2013 for Basque sibilant harmony). Even
though such action-at-a-distance effects may seem
exotic, and even though the experimental materials
are more difficult to construct (because they must
eventually test the effects across various distances), it
is important to examine the neuropsychological prop-
erties of these phonological laws to determine how
they differ from the local sequence laws (for instance,
whether the discontiguous sequence effects decrease
with increasing distance).

12.6 SUMMARY

In this chapter, we have provided neurobiological
motivations for what we feel are the core concepts of
phonology: features, segments, syllables, abstraction,
and laws of combination (both local and long-
distance). Although we obviously do not yet under-
stand how speech is mentally represented for action,

perception, and memory, we feel confident that
features, segments, syllables, abstraction, and laws of
form will be crucial in explicating the mental represen-
tations and computations used in listening and speak-
ing. We have deliberately not attempted to provide a
comprehensive review of the neuropsychological find-
ings in speech relevant for phonology. For two reviews
in that vein, see Idsardi and Poeppel (2012) and
Monahan, Lau, and Idsardi (2013).
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13.1 INTRODUCTION

Within linguistics, morphology is the subdiscipline
devoted to the study of the distribution and form of
“morphemes,” taken to be the minimal combinatorial
unit languages use to build words and phrases. For
example, it is a fact about English morphology that
information about whether a sentence is in the past
tense occurs at the end of verbs. This fact reduces to a
generalization about the distribution of the tense mor-
pheme in English, which is a fact about “morphotactics”
(the distribution and ordering of morphemes) in mor-
phology. It is also a fact about English morphology that
the (“regular”) past-tense morpheme is pronounced /t/
after a class of voiceless consonants (walked, tipped,
kissed) and /d/ after a class of voiced consonants and
after vowels (gagged, ribbed, fizzed, played). This fact is a
fact about “allomorphy” (alternations in the pronuncia-
tion of morphemes). Traditionally, then, morphology
concerns itself with morphotactics and allomorphy.

Although the division or decomposition of words
and phrases into smaller units seems relatively intui-
tive, linguistic morphologists have repeatedly ques-
tioned basic assumptions about morphemes. With one
view, instead of dealing with the distribution and pro-
nunciation of small pieces of language, morphology
is about the form of words, where, for example, kick,
kicks, kicking, and kicked, are all forms of the same verb
kick (Matthews, 1965) but are not composed of a
sequence of morphemes. With this view, languages are
claimed to make a strict distinction between words
and phrases, with only the latter having an internal
structure of organized pieces. From this morpheme-
less perspective, kicked is a form of the stem kick, not
the combination of kick1 PAST TENSE, where PAST TENSE is
realized as /t/. Other morphologists also endorse a

strict division between words and phrases but still
analyze words as consisting of morphemes; with this
view, the internal arrangement of morphemes within
words falls under a different set of principles than the
arrangement of words into sentences. However, in the
morphological theory most closely associated with
generative grammar in this century, distributed mor-
phology, there is no strict word/phrase distinction
(Matushansky & Marantz, 2013). The internal arrange-
ment of morphemes both within words and within
phrases and sentences is explained by a single syntactic
theory, and morphology provides an account of the
way in which these morphemes are realized phonolog-
ically (in sound), whether inside words or indepen-
dently arranged in phrases.

This chapter explains aspects of the theory of
morphology with a view of the way that morphology
has been explored in neurolinguistics. An important
conclusion of the chapter is that although the types of
investigation of morphology currently found in neuro-
linguistics might seem to rely on motivated linguistic
distinctions, such as that between derivational and
inflectional morphology, linguistic theory itself does
not support such distinctions in the manner required
to motivate neurolinguistic experiments. Although
research in the neurobiology of language does at least
sometimes adopt the vocabulary of linguistic morphol-
ogy in investigating the neural bases of morphology, the
attention given to linguistic analysis is often superficial,
with the consequence that experimental results are diffi-
cult to interpret with respect to central questions of
language processing in the brain. There is hope that
recent advances in psycholinguistics and in computa-
tional linguistics may help bridge the gap between
linguistic theory and the theory of neurolinguistic pro-
cessing, such that linguistics’ deep understanding of the
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nature of language can inform neurolinguistics and, in
turn, neurolinguistic findings can help shape linguistic
theory.

Although some controversies within linguistics over
the correct analysis of morphological phenomena are
explained in this chapter, in general I adopt the
assumptions and results of distributed morphology.
As explained in Marantz (2013b), distributed morphol-
ogy is relatively conservative from a historical perspec-
tive, preserving the insights of mainstream linguistics
from the 20th century. In experimental work, one can
attempt to explicitly test differing predictions made by
competing representational theories of language, and
so an experimentalist could choose to pit predictions
of distributed morphology against available alterna-
tives. However, experimental work related to morphol-
ogy must make some theoretical commitments; it is
not possible to be agnostic over issues such as whether
words decompose into morphemes.

13.2 WHY MORPHOLOGY?

There seems to be an obvious need for a theory of
syntax that would explain the constraints on how smal-
ler linguistic units combine into and distribute across
words and phrases, or for a theory of phonology that
would explain the way that the pronunciation of units is
conditioned by their environments in sentences, or for a
theory of semantics that would explain the way that
meanings of smaller units combine to form meanings of
larger units. Syntax, phonology, and semantics together
represent the essential structure of grammar: an engine
of combination (syntax) and two interpretive “compo-
nents” that translate the combinations into sound (pho-
nology) and meaning (semantics). However, the role
of morphology in language presents more of a puzzle.
If we think of morphology as exemplified by the stuff
we add to English words—things like the past-tense
ending or a prefix like re- in repaint—the question arises:
why is there morphology in addition to syntax, phonology,
and semantics? For the investigation of the nature of
language, we can ask why languages appear to add
stuff to words and why that stuff takes the particular
shapes we observe cross-linguistically. For linguistics,
we can ask whether an account of this stuff requires
a special (sub-)theory of “morphology” in addition to
syntax, phonology, and semantics—a theory of an inde-
pendent morphological component of grammar—or
whether the theory of morphemes can be reduced to
these other theories (with the properties of morphemes
distributed across the syntactic, phonological, and
semantic components, as in distributed morphology).
This chapter explains why contemporary morphologists
claim that morphology is not a special component of

grammar and that the interaction of syntax, phonology,
and semantics produces the morphological phenomena
we observe and allows for the variation in the expres-
sion of morphemes that is exhibited cross-linguistically.

The why morphology? question can be usefully divided
into three issues. The first issue concerns the reason
why certain information is sometimes indicated by
attaching sounds to a word while the same information
could be carried by an independent word. Why should
the past tense in English be indicated by a suffix on walk
in a statement, He walked, but by an auxiliary verb did in
a yes/no question, Did he walk? Why should we say
repaint when the two words paint again can be used with
the same meaning? Why do languages ever use prefixes
or suffixes, given that independent words can serve the
same function? If every language chose independent
words for these functions, there is a sense in which there
would be no morphology.

A second, related question is why such diversity
exists in the way that morphemes are realized across
the world’s languages. Languages can signal informa-
tion like past tense by copying part of a verb stem
(reduplication), by tucking phonological material
inside of a verb stem (infixing), and by other means,
as well as by concatenating a stem and a tense prefix
or suffix or by using a phonologically independent
word. Do these different modes of signaling informa-
tion correspond to deep grammatical differences
between languages?

A third question involves particular types of mor-
phemes such as agreement and case affixes. For a pre-
fix like re-, it should be clear why English might want
to use the morpheme for the expression of a meaning
also expressible by the independent word again (John
repainted the house5 John painted the house again): the
meaning contrast between repaint and paint hinges on
the presence of the prefix on the first verb. However,
the necessity of agreement morphology on verbs
(He runs every day, They run every day) and case mark-
ing on nouns and pronouns (He saw him, where the
subject is “nominative” and the object “accusative”) is
less obvious, given that many languages lack such
markings. Even in languages like English that show
some limited agreement and case marking, any help
that such morphology might provide in disambiguat-
ing word strings is minimal. For example, modal verbs
like may in English show no agreement (he may, they
may), whereas auxiliary verbs like be do (he is, they are),
but the lack of agreement on may does not cause com-
prehension difficulties.

For each of these questions about the necessity of
morphology for language, the answer that comes from
the theory of morphology is this: do not be misled to
generalize a language-particular choice along a spec-
trum of possibilities to a universal about the nature of
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language. That is, from a general perspective of the
structure of grammar, the variations in morphologies
cross-linguistically can be seen as superficial variations
on strong universal themes.

Taking “morpheme” to be defined as the smallest
unit combined by the syntax of a language, morphology
makes a strong distinction between the roots of
the so-called lexical categories—nouns, verbs, and
adjectives—and all other morphemes. This distinction
between roots and other morphemes underlies an often
cited but less technical distinction between content
words and function words and morphemes. The root
morphemes, like cat, describe properties of entities,
states, and events. Their meanings are strongly con-
nected to our a-linguistic cultural and conceptual
knowledge, and the set of root morphemes varies con-
siderably across languages and people. However,
nonroot morphemes are sets of grammatical features
that operate in a uniform way across languages and are
central to the grammatical system. A past-tense mor-
pheme would consist of features available to the gram-
mar of every language and would likely be shared
across speakers of the language. Root morphemes need
to combine with the lexical category morphemes that
create nouns, verbs, and adjectives to be used in
phrases and sentences; each root morpheme1 category-
determining morpheme complex will, in general, anchor
a phonological word, part of the “open class” vocabu-
lary of a language (cases of compounding like blackbird
and similar phenomena in other languages allow for
multiple roots in a single phonological word). Nonroot
morphemes, so-called functional morphemes that form
the “closed class” of items in a language, find their pho-
nological realization either by joining a root in a phono-
logical word anchored by the root or by forming a
phonological word of their own, perhaps with other
functional morphemes. In general, then, the answer to
the first question about the existence of morphology—
why some languages express certain types of informa-
tion piled up in a single word while other languages
might express the same information on separate
words—follows from the generalization that language
makes a cut between root morphemes and functional
morphemes. The general principles about the sound
realization of root morphemes demand that they anchor
independent phonological words cross-linguistically.
The general principles about the sound realization
of functional morphemes allow languages plenty of
room for variation, giving the appearance that some
languages have more morphology—more of the func-
tional morphemes appear as affixes on root-based pho-
nological words—whereas others have less—more of
the functional morphemes appear as or as part of
root-less phonological words (i.e., as function words).
In addition, the phonological realization of a functional

morpheme is not forced by any general, universal prin-
ciple; such morphemes often are silent. Thus, the inven-
tory of phonologically realized morphemes also differs
across languages, in addition to the differences in how
pronounced morphemes are phonologically realized.

The distinction between root and functional mor-
phemes and the distinction between morphemes as
combinable constituents and the phonological (sound)
forms of these morphemes also provide the answer to
the second issue regarding the variety of alternatives
cross-linguistically for the sound expression of various
morphemes. The organization of morphemes within a
word or phrase is determined by the syntax and can
be displayed in a hierarchical tree structure. Linguists
have developed a general account of the way that indi-
vidual morphemes are realized that covers not only
roots like cat that have the phonological form of a syl-
lable but also suffixes like past tense /d/ that are a
single consonant, and the roots of Semitic languages
like Arabic, which might consist of just three conso-
nants without vowels or syllable structure. The same
generalized account that assigns each morpheme a bit
of phonological substance can describe cases of redu-
plication, where the added phonological material is in
a sense borrowed from the stem, and even truncation,
where it looks like the addition of a morpheme results
in a shortening of the stem. That is, the general picture
has each morpheme determining a bit of phonological
content (perhaps phonologically null), with the pho-
nological forms of the morphemes combining accord-
ing to the phonological principles of the language.
The exoticness of infixing and reduplication—or the
expression of a morpheme as a tone on the vowel of a
stem or via gemination of a stem consonant—is rela-
tive to the phonological structure of English; from a
cross-linguistic standpoint there is no reason to treat
these morphemes’ expression as more unusual than
affixation.

Finally, we may address the issue of why certain
types of syntactically dependent morphology should
exist, particularly agreement and case marking. The
overt realization of agreement between subject and verb
(or verb and object, etc.) and the overt realization of case
marking on constituents of noun phrases (nouns, adjec-
tives, determiners, numerals) are certainly not necessary
for the processing of language; many languages do fine
with minimal expression of such morphology. But the
general characteristic of such morphology is the reflec-
tion of grammatical relations among constituents of a
sentence that are present and necessary with or without
the morphology. Subject�verb agreement, for example,
reflects the computation of a relation between (features
of) a subject and (a constituent of) a verb that under-
lies the grammatical analysis of a sentence. The general
picture of the syntax of language, then, is one of the
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recursive combination of morphemes into hierarchical
constituent structures PLUS the computation of certain
relations between morphemes—like the subject�verb
(tense) relation—that are not completely reducible to
constituency (like “sister” relations in a tree) or linear
relations (like “next to”). Such grammatical relations
(with traditional names like “subject” and “object”)
involve the transfer or checking of features on functional
morphemes. These features are phonologically realized
as case and agreement morphology in some languages,
but the syntactic operations and computations that
underlie this morphology are present in every language.

13.3 WHAT MAKES MORPHOLOGY,
MORPHOLOGY

In answering the question of why language includes
morphology, we have sketched a picture of a struc-
ture of grammar that denies a distinction between
the organization of morphemes within words and the
organization of words within sentences; that is, the
contemporary linguistic perspective on morphology
makes no principled distinction between syntax and
morphology. Nevertheless, the sound system of a lan-
guage organizes the pronunciation of sentences into
units of different sizes, with smaller units nested inside
larger units, that is, “phonological words” combined
into “phonological phrases” (Hall, 1999). These phono-
logical units are the locus of certain phonological pro-
cesses and generalizations. For example, in many
European languages, including German and Russian,
voiced consonants like /b/ or /d/ are pronounced
voiceless—/p/, /t/—at the end of a phonological
word. In English, some of the units we write as sepa-
rate words do not contain enough phonological mate-
rial to be pronounced as phonological words; for
example, the and a pronounced as they usually are
before a consonant-initial noun must be joined with the
noun in a phonological word. In general, the phono-
logical constraints on these phonological constituents
require a certain mismatch between the syntactic struc-
ture and the phonological structure, as is well-known
from such examples as the queen of England’s hat, which
is pronounced with the possessive morpheme joined
with England, although the hat belongs to the monarch
rather than the country. The grammar of a language
must describe how the syntactic arrangement of hierar-
chically organized morphemes is realized as the pho-
nological organization of phonological words and
phrases, and which morphemes will come together
into single phonological words, as ’s and England come
together in our example. What we call the morphology
of a language includes an account of how the grammar
of the language packages some morphemes into

phonological words, and how these morphemes are
pronounced.

Contemporary generative grammar, as described
within the “Minimalist Program” associated with Noam
Chomsky (Chomsky, 1995), describes the essence of lin-
guistic structure as involving the recursive “merger” of
morphemes. Two morphemes are merged into a con-
stituent, which might undergo further merger with
another morpheme or with some previously constructed
complex of morphemes. Repeated operation of merger
yields familiar hierarchical constituent structures. For
morphemes interpreted as semantic functions or opera-
tors, the hierarchical structure determines their scope.
For example, if morphemes interpreted as make, want,
and go are merged into a structure like [make[want[go]]],
then the interpretation would involve causing the desire
to leave, while a structure that swaps the structural
positions of want and make—[want[make[go]]]—would
involve the desire to cause leaving. If we imagine that
these hierarchical structures built by repeated merge
operations hold no implications for the linear order of
the two constituents joined by each merge, the usual
pronunciation of these syntactic structures must involve
a decision, for each merger, regarding the order of each
merged pair. Because the decision to order a complex
constituent X before a complex constituent Y causes
each subconstituent of X to be ordered before each sub-
constituent of Y, the linearization of a hierarchical syn-
tactic structure will result in morpheme order reflecting
the hierarchical structure. Within words, this correspon-
dence between hierarchical structure and linear order
of morphemes has come to be called the “Mirror
Principle” (Baker, 1985), which is not really a “principle”
but an observation about this correspondence.

The interface between the syntax of a language that
determines the hierarchical structures of morphemes
and the phonology of a language that determines the
pronunciation of these structures must decide which
morphemes to group together into phonological words
and how to pronounce these morphemes. The envi-
ronment in which a morpheme appears will determine
how the morpheme is pronounced to a greater or lesser
extent, depending on properties of the language and the
particular morpheme itself. Several factors may condi-
tion the form of a morpheme. For example, as mor-
phemes are linearized in the phonological interpretation
of a hierarchical syntactic structure, a morpheme might
show a different form (a different allomorph) depending
on the phonological shape or the actual identity of a
neighboring morpheme. The indefinite article a/an in
English is pronounced a before a consonant-initial word
and an before a vowel-initial word—allomorphy condi-
tioned by the phonology of a neighboring morpheme.
The plural suffix is pronounced -en after ox but
as silence after sheep—allomorphy conditioned by the
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identity of the morpheme to which it attaches, not its
phonological shape. Similarly, an allomorph of a mor-
pheme might be conditioned by general phonological
properties of the language and of the morpheme, or the
allomorph might be unconnected to phonological prop-
erties of the language. The pronunciation of the past-
tense morpheme as /t/ after voiceless consonants in
English but as /d/ after voiced consonants follows from
general phonological facts about English. However, the
choice of an before vowel-initial stems in the English
indefinite article is not determined by general phonolog-
ical properties of English; English does not generally
insert an /n/ between vowels to avoid a hiatus.

From this short sketch, the reader can already proj-
ect some of the investigations that occupy morpholo-
gists. For example, questions arise regarding whether
there are constraints on how close two morphemes
must be to influence each other’s pronunciation, and
whether closeness should be measured in terms of the
hierarchical structure of morphemes or in terms of a
linear string of their pronunciations. What kinds of
information associated with morphemes could serve as
triggers for particular phonological alternations on
morphemes, and do the constraints on types of contex-
tual information depend on the relative location of the
morphemes within a hierarchical tree? Morphologists
have discovered that these interactions between mor-
phemes are very local and are very dependent on the
hierarchical syntactic structures in which the mor-
phemes appear (Embick, 2010). The locality of so-called
contextual allomorphy (the pronunciation of a mor-
pheme triggered by its linguistic context) seems conve-
nient for language processing and would seem to
constrain accounts of how language might be acquired.

13.4 TYPES OF MORPHEMES, TYPES
OF MORPHOLOGIES, TYPES OF
MORPHOLOGICALTHEORIES

Given this general picture of morphology as the
exploration of principles governing the organization of
morphemes into words and their pronunciation in con-
text, we can turn to certain contrasts between sets of
morphemes and between theories of morphemes that
hold potential importance for the study of language in
the brain. A commonly invoked division between
morphemes divides the “inflectional” from the “deri-
vational.” On some definitions, inflectional morphol-
ogy creates different forms of an individual word,
while derivation creates new words from words. For
example, English tense would be inflectional, because
the past-tense form of a verb is arguably a form of
the verb, rather than a word with its own distribution
and meaning, whereas the suffix -able is derivational,

creating an adjective from an input verb, as in knowable
from know. Although there is no doubt that tense mor-
phemes and category-changing morphemes like -able
differ in many ways, one must ask two general ques-
tions about the distinction.

First, does language make a binary distinction
between two classes of morphemes such that it is
coherent and important that we can identify a given
morpheme as either inflectional or derivational, with
certain characteristics deducible from the identifica-
tion (e.g., whether it changes grammatical category or
whether it may be realized as reduplication)? Second,
given a division into inflection and derivation, do
any linguistic generalizations or principles rely on
the feature of being inflectional or derivational, or do
properties that characterize one or the other class of
morphemes follow from specific features of the mor-
phemes themselves, not the inflection versus deriva-
tion label? That is, does the theory of linguistics call on
the features “inflectional” and/or “derivational”? The
emerging answer to both questions from contemporary
morphology is “no.”

Recall that the syntax of a language places various
constraints and requirements on different sets of
morphemes. For example, a main clause in English
requires a tense morpheme, and a present-tense verb in
English must agree with a third-person singular subject,
usually with the -s suffix (He walks). However, a prefix
like re- in English behaves like an optional modifier—
like the independent word again. A suffix like -able par-
allels to some degree the adjective able: This game is win-
nable parallels Someone is able to win this game. The
question arises whether morphemes split into large
classes such that properties of morphemes follow from
their membership in these classes. A recurrent proposal
has been to divide morphemes into “inflection” versus
“derivation,” where inflection would include “grammat-
ical” morphemes like tense and agreement that are rele-
vant to the syntax, and derivational morphemes would
include those that derive words of one category (noun,
verb, adjective) from words of a different category.
However, although linguists have discovered some fea-
tures of morphemes that determine their behavior, no
characterization of the inflection versus derivation split
has proved relevant within morphological theory.

For example, within distributed morphology it has
been observed that morphemes that attach directly to
roots, such as the morphemes that create nouns, verbs,
and adjectives from roots, share properties governing
the conditioning of allomorphy on roots that are
not shared by morphemes that attach to constituents
that already contain these category-determining mor-
phemes (Embick & Marantz, 2008; Marantz, 2013a).
Subclasses of functional morphemes, then, share proper-
ties that a theory of morphology should explain.
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However, there is no particular evidence that, for exam-
ple, tense and number morphemes form a coherent class
with case and agreement morphemes (the putative class
of inflection) as opposed to category-changing mor-
phemes (the putative class of derivation) that might
motivate a broad distinction between inflection and
derivation.

The search for contrastive properties for inflection
versus derivation was motivated by the observation
that some morphemes, such as tense, were required by
a syntactic environment and selective regarding their
host words (e.g., tense is required in main clauses in
English and attaches to verbs), whereas other words,
while perhaps selective regarding their hosts (-able
attaches generally to verbs), were not required by the
broader sentential context in any important sense
(although one might construct a syntactic environment
that requires an adjective, this environment would not
require an adjective made with the -able suffix).
Historically, linguists have explored two main hypoth-
eses about properties that might follow from the inflec-
tion versus derivation distinction, characterized in this
way by the morphemes’ sensitivity to their syntactic
environment. First, it has been claimed that inflection
is paradigmatic while derivation is not. Second, and
relatedly, it has been claimed that inflection and
derivation involve different mechanisms for the pho-
nological realization of the information carried by the
morphemes.

The notion of a paradigm should be familiar for
readers learning a classical language or a highly
“inflected” language like Finnish or Russian. For verbs,
the various combinations of tense, aspect, and mood
features that modify verbs, along with the features of
agreement (usually subject agreement) that can be sig-
naled on the verb construct a multidimensional grid of
feature values such that each cell of the grid is filled
by a form of the verb whose paradigm is being dis-
played. In English, the paradigm for the present tense
of the verb to be would have six cells, one for each of
the combinations of person and number for the subject
of the verb: (I) am; (you) are; (he) is; (we) are; (you
PLURAL) are; and (they) are. Two important features of
paradigms are that for each verb, noun, or adjective
associated with an inflectional paradigm, there is
expected to be a form for each cell in the paradigm
(although one form may fill multiple cells, as are does
for to be in English) and, in general, only a single form
fills each cell. The latter property is behind the notion
of “blocking”: an irregular form that fills a cell specific
to a particular stem or class of stems “blocks” the crea-
tion of a regular, predicted form for that stem to fill
that paradigm cell. For example, the irregular is blocks
the creation of regular be for the third-person singular
cell of the paradigm for the verb to be.

Although the possible role of paradigms in a speak-
er’s knowledge of language is still a somewhat contro-
versial subject in linguistics (Bachrach & Nevins, 2008),
properties of paradigms do not motivate a distinction
between inflection and derivation, for two main rea-
sons. First, to the extent that a derivational relation is
made available by the general properties of language,
derived forms can be displayed paradigmatically such
that a form is predicted for each cell for each noun,
verb, or adjective stem and such that there is a block-
ing relation between an irregular form (specific to a
stem or set of stems) and a regular form. For example,
the function served by the English -er suffix, attaching
to verbs to create a noun referring to a person that
habitually does what the verb describes, is generally
available cross-linguistically, and every verb with the
appropriate meaning is predicted to allow an -er for-
mation. A definition of inflection that related to the
formation of paradigms would include category-
changing -er as inflection. Blocking effects in canonical
category-changing derivational morphology are less
easy to illustrate with simple English examples for the
reasons described in Embick and Marantz (2008); how-
ever, such effects are definitely found. For example,
the productive phonological realization of the mor-
pheme creating nouns from adjectives with the mean-
ing “the quality or property of being adjective” is the
suffix -ness. The suffix -ity is a phonological realization
of the same morpheme, but with a more restricted
environment. In particular, when a stem ends in the
affix -able, -ity is the preferred pronunciation, and -ness
is “blocked”: we get transferable and transferability, but
not transferableness. The function of the morpheme
-ness/-ity, then, creates a type of paradigm for adjec-
tives, as well as a blocking relation between forms.

In addition to the fact that canonical derivational
morphemes can be paradigmatic and exhibit blocking,
a crucial fact that undermines any categorical distinc-
tion between inflection and derivation is that appar-
ently inflected forms are often used in languages as
category-changing derivation. In English, for example,
the present participles of verbs, as -ing forms, are often
used to create nouns, as in gerunds (the running of the
race), and passive participles of verbs are often used to
create adjectives (the closed door, a typed note).

In addition to the possible correlation between para-
digms and inflectional morphology, linguists have
explored the possibility that the phonological expres-
sion of morphemes differs fundamentally between
derivation and inflection. For example, in Anderson’s
A-Morphous Morphology theory (Anderson, 1992),
inflection involves phonological alterations to a stem,
whereas derivation involves the concatenation of the
stem with morphemes with independent phonological
form (standard affixation, for example). However, a
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major outcome of research in the 1970s and 1980s
was the demonstration that derivation and inflection
cannot be distinguished phonologically. Apparent
“processes” altering the forms of stems such as redu-
plication and truncation are not limited to canonical
inflection, and in general it is not possible to predict
anything about the phonology of a morpheme based
on the inflection versus derivation distinction.

This conclusion about phonological realization is
more general: the organization of grammar computes
the phonological realization of morphemes and combi-
nations of morphemes without universal constraints
based on their syntactic or semantic features. Individual
languages may impose constraints on the phonological
forms of classes of morphemes; for example, the roots of
verbs in Arabic are sequences of two to four consonants,
with further constraints observed regarding possible
sequences of identical consonants. But the general prin-
ciples of language do not impose such constraints on
roots, nor do they restrict reduplication to any subset of
functional morphemes. As already mentioned, these
principles do impose locality constraints on what might
serve as context for choice of phonological realizations,
and other properties of syntactic structures may deter-
mine aspects of phonological realization due to the very
architecture of the grammar. For example, if phono-
logical realization is restricted to syntactic units of a par-
ticular size, as it is in theories in which linguistic
computation is “cyclic,” then information carried by
morphemes outside these cyclic realizational (“spell-
out”) domains cannot influence the pronunciation of
morphemes inside these domains. But grammatical
principles governing the phonological realization of
morphemes do not seem to refer directly to classes of
morphemes.

The uniformity of phonological realization across
types of morphemes extends to the distinction between
morphemes like case and agreement that reflect
grammatical relations between elements in a syntactic
structure and all other morphemes. The principles of
morphology that govern how root or functional mor-
phemes are pronounced do not singleout case and
agreement morphemes, although features of such mor-
phemes do require special mechanisms in the syntax
above and beyond the merger of morphemes into hier-
archical structure. The fact that case and agreement
cannot be identified solely on the basis of their phonol-
ogy holds crucial clues regarding the organization of
grammar and the nature of language acquisition.
Although syntactic structure feeds semantic and pho-
nological interpretation, its operation is autonomous
and opaque in the phonological forms that language
learners encounter.

In addition to investigating the significance of
certain pretheoretical distinctions between classes of

morphemes, like that between inflection and deriva-
tion, linguists have asked whether apparent typo-
logical differences between classes of languages,
organized by their morphological systems, are theoreti-
cally meaningful. For example, languages are some-
times divided among the isolating and synthetic
languages, with synthetic languages further divided
into the fusional and the agglutinative. Isolating lan-
guages, to some degree, seem to lack morphology alto-
gether. Within the morphological framework used in
this chapter, these languages would be said to realize
each root morpheme and each functional morpheme in
an independent phonological word, with no affixation.
Synthetic languages place multiple morphemes within
a single phonological word, including multiple func-
tional morphemes with a root. Latin is often cited as
an example of a synthetic language, because, for exam-
ple, a single verb might include information about
tense (e.g., past), aspect (e.g., perfect), voice (e.g.,
active), person of the subject (e.g., first person), and
number of the subject (e.g., plural): portavimus (“we
carried (PERFECT)”). Among synthetic languages,
fusional languages seem to use a single phonological
piece, such as a single suffix, to express multiple
grammatical features simultaneously (as English -s
expresses both present-tense and third-person singu-
lar subject agreement), whereas agglutinative lan-
guages might string together long sequences of
functional morphemes, each of which expresses an
independent feature. This is exemplified in Turkish
çekoslovakyalılaŞtıramayacaklarımızdanmıydınız, discussed
in Lieber (2010) from Inkelas and Orgun (1998: 368):

1. çekoslovakya- lı- laŞ- tır- ama-
Czechoslovakia- from- become- CAUSE- unable-

yacak- lar- ımız- dan- mı- ydı- nız
FUT- PL- 1PL- ABL- INTERR- PAST- 2PL

“Were you one of those whom we are not going to
be able to turn into Czechoslovakians?”

Even in describing these typological differences we
have implied that languages do not fall into pure catego-
ries along the dimensions implied by their descriptions
(English can illustrate isolation, fusion, and agglutina-
tion, for example). That is, languages are more or less
isolating, and more or less fusional. Moreover, there do
not appear to be any linguistic principles or generaliza-
tions that follow from the classification. That is, although
being mostly isolating might be statistically correlated
with other typological properties at a descriptive level of
analysis, there is no direct relationship between the
expression of functional morphemes as independent
words and any syntactic or morphological properties of
a language. The isolating/synthetic continuum, then, is
descriptive rather than essential.
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A final distinction between possible approaches to
morphological theory will serve to illustrate another
crucial property of the phonological realization of mor-
phemes, that of the “default” realization. Traditional
generative approaches to morphology have been “lexi-
cal” in the sense that they proposed that the “lexical”
or storage form of morphemes included both the sets
of features they displayed to the syntax and the pho-
nological form they carried to the sound realization of
sentences. In contrast, this chapter has been describing
a “realizational” theory of morphology in which
the syntax combines “formless” (phonology-free) mor-
phemes and the phonological form is part of the pho-
nological interpretation of a morpheme, constrained by
the syntactic features the morpheme contains but sepa-
rated from these features. For example, a past-tense
morpheme would be identified as “past” and “tense”
in the syntax, but its pronunciation would be deter-
mined after syntactic combination, during phonologi-
cal interpretation.

A crucial difference between the lexical and realiza-
tional theories is their approach to “syncretism”: a situ-
ation in which a single phonological form is used
across a variety of sets of features. For example, the
form walk in English is syncretic as a present-tense
verb, being identical across first-person and second-
person subjects as well as third-person plural subjects,
but contrasting with walks for third-person singular
subjects. With a realizational approach, a present-tense
morpheme is realized as -s when it carries third-
person singular features but is realized as null else-
where (as a default). For the null suffix to work as
a default, the grammar must setup a competition
between -s and null for the realization of a present-
tense feature with subject agreement features that are
already present in the structure being realized. The -s
realization wins the competition if the agreement
features are third-person singular; otherwise, the null
realization is used. With a lexical approach, phonologi-
cally identified morphemes must carry syntactic fea-
tures into the syntactic derivation. With this approach,
defaults that clearly behave as “elsewhere” cases in
opposition to more featurally specified morphemes
cannot exist because the notion of “elsewhere” implies
the pre-existence of a structure with syntactic features,
yet on the lexical approach it is the morphemes them-
selves that provide the features for the syntax. Lexical
approaches would postulate five homophonous walks
for the various non-third-person singular sets of agree-
ment features and attempt to provide other ways of
explaining the apparent redundancy here.

The notion of default in phonological realization
extends to “suppletion,” where the same set of features
is realized by different phonological forms in different
environments (a type of contextual allomorphy, as

described). For example, -en is the suppletive allo-
morph of the plural morpheme in English used in the
environment of the stem ox; the default plural allo-
morph is -s. The -en/-s alternation is not an example of
syncretism because the same feature—plural—is real-
ized by both allomorphs. Such suppletion, however,
is an example of the general asymmetry between a
more specified phonological realization (-en for plural
in the environment of ox) and a default realization
(-s elsewhere) that covers syncretism in a realizational
account. In general, the cross-linguistic properties of
asymmetric syncretism (with less specific phonological
realizations acting as defaults with respect to more
specific realizations) and of (asymmetric) suppletion
have supported realizational theories over lexical
theories.

13.5 THE VIEW FROM ABOVE

This chapter describes a theory of grammar in
which morphemes are the minimal units of syntactic
combination. Within such a theory, morphemes are
subject to a recursive merge operation that builds
hierarchical structures of constituents. In addition, cer-
tain syntactic relations between constituents are com-
puted, leading to the features that are realized as case
and agreement morphology. Languages differ in their
vocabularies of morphemes, particularly with respect
to the root morphemes that anchor the major syntactic
categories of nouns, verbs, and adjectives. Differences
in the vocabularies of functional morphemes across
languages directly influence typological differences in
syntax, as described by syntacticians concerned with
the “parameters” of variation between languages.

The linguistic subfield of morphology concerns itself
with a number of topics surrounding morphemes and
their realization. For example, what is the substantive
inventory of functional morphemes from which indi-
vidual languages must choose for their vocabularies?
How do features of morphemes interact in the syntax,
particularly with respect to the computation of case
and agreement? The bulk of research specific to mor-
phology concerns the phonological realization of mor-
phemes, both the manner in which sets of morphemes
get packaged into phonological words and the com-
putation of allomorphy—the choice of phonological
realizations for a morpheme and the ways in which
phonological realization might be influenced by con-
text and by competition among phonological forms
(as for syncretism, suppletion, and blocking, described
previously). The theory of morphology is therefore
about the choice of functional morphemes, the way
that language-specific choices in morphemes and fea-
tures interact with the syntax, the syntactic principles
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that distribute and constrain features like case and
agreement on morphemes, the principles by which
morphemes receive their phonological and semantic
interpretation, and the way that the phonology of a
language packages the phonological material of mor-
phemes into words and phrases.

Morphology presents an account of a speaker’s
knowledge of language inconsistent with the idea that
words could be studied in isolation from larger syntac-
tic constituents. The word itself—to the extent that it
corresponds to anything real in a person’s grammar—
is a phonological unit, not a unit of syntactic combina-
tion, and even as a phonological unit its properties are
dependent on other phonological words within its
phonological phrase. That is, linguistics provides no
basis for the notion of a mental lexicon consisting only
of stored words with gestalt properties as wholes.
The recognition or production of a word—to the
extent that the word is being recognized or produced
as belonging to a speaker’s language—necessarily
involves a sequence of grammatical computations,
including syntactic merger of morphemes and their
phonological realization and packaging.

13.6 WORDS AND RULES: THE MODERN
CONSENSUS ON DECOMPOSITION

Psycholinguistic and neurolinguistic work since the
1990s has taken as its starting point the perspective of
Pinker’s “words and rules” framework (Pinker, 1999).
From the viewpoint of linguistics, Pinker’s theory was
based on a fundamental analytic mistake, because it
postulated a grammatical difference between regular
and irregular inflectional morphology. For Pinker, it
was a syntactic fact that an irregular past-tense form
like taught was a single computational unit, repre-
sented as a nonbranching tree structure, as compared
with a regular form like walked, which would consist
of a separate stem and past-tense morpheme in hierar-
chical syntactic structure. In fact, from any consider-
ation of syntax and morphotactics, irregular and
regular forms behave identically—the difference is
entirely within the realm of the realization of mor-
phemes phonologically (allomorphy). This linguistic
error of the words and rules framework was paired
with an interesting but empirically falsified separation
between memory for morphemes and experience with
“rules,” such as the combination of morphemes. For
the retrieval of morphemes, Pinker hypothesized fre-
quency effects, but he proposed that no frequency

effects would be observed from the operation of (regu-
lar) rules.1 Frequency modulates behavior across both
retrieval of the memorized forms of morphemes and
the composition of these forms. This observation does
not undermine the essential distinction between the
atoms of linguistic composition—the morphemes—and
combinatory operations that produce and modify
structures of morphemes, but it does put pressure on
any distinction between words and phrases.

From the viewpoint of linguistic morphology,
experiments using single word processing aimed at
uncovering properties of a mental or neural lexicon are
choosing a somewhat arbitrary unit for their stimuli.
Phonological words (from open-class categories) con-
sist at least of a root and a morpheme carrying syntac-
tic category information, as well as the various
functional morphemes from the root’s syntactic envi-
ronment that are required to join the root in the same
word. A verb in English, for example, as a token of the
language, would consist of at least three morphemes:
the root, a morpheme that carries the syntactic cate-
gory “verb,” and a syntactically required tense mor-
pheme. Single word experiments, then, might be seen
as “small syntax” experiments; such experiments are
not necessarily misguided, but they should not be pre-
sented as somehow in opposition to experiments using
sequences of words. Even a simple experimental para-
digm like confrontational picture naming requires the
participants to produce minimal units of linguistic
articulation; these would be phonological words,
which are the output of a computation involving the
syntactic combination of morphemes and the phono-
logical interpretation of the resulting structure.

As explained in this chapter, morphology is not an
independent “component” of grammar for linguistics,
which recognizes a generative syntactic component
and two “interfaces.” One interface is concerned with
the realization of syntactic structures in sound (or sign
or orthography), and one is concerned with the seman-
tic interpretation of those structures. Morphologists
study particular aspects of the syntactic component
and the interfaces that center on the minimal units of
syntactic composition, but their special interests do not
pick out a subsystem of grammar with linguistically
significant autonomy. Therefore, neurobiological
research aimed at denying the presence of “morphol-
ogy” in the brain (Devlin, Jamison, Matthews, &
Gonnerman, 2004) is not targeting the claim that mor-
phology is neurologically isolatable—because the claim
would be incoherent from a linguistic perspective—
but rather the claim that the connection between sound

1For some discussion of the behavioral evidence apparently supporting a binary distinction between irregular and regular inflection,

from the point of view of morpheme-based linguistics, see Albright and Hayes (2003), Embick and Marantz (2005), Fruchter, Stockall,

and Marantz (2013), and the references cited therein.
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and meaning involves an autonomous computation of
a syntactic structure.

Computational linguists that seriously consider both
the linguistic and the experimental evidence also come
to the conclusion that there is no principled distinction
between the structure and realization of morphemes
within (phonological) words and the structure and reali-
zation of combinations of words and phrases. However,
such linguists may also deny the existence of mor-
phemes, claiming that the appearance of structured
units in the mapping between sound and meaning is an
emergent property of systems learning such mappings,
not an a priori feature of the learner’s language acquisi-
tion system, as in Baayen, Milin, Ðurðević, Hendrix,
and Marelli (2011). That is, for a generative linguist,
the language learner’s task is to learn the grammar—
the morphemes, constraints on their combination, rules
for their phonological realization, and semantic inter-
pretation—to account for observations about the correla-
tion of sound and meaning. Regarding the opposing
view of Baayen et al. (2011), learners would be acquir-
ing unmediated sound/meaning correspondences, and
morphemes would reflect general sound/meaning
correspondences that converge, for example, on contigu-
ous sequences of sounds.

There are linguists who might question the analysis
of words as hierarchical organizations of morphemes.
In this chapter, we have seen some reasons why the
consensus within generative grammar strongly sup-
ports the decomposition of words into such syntactic
structures. Despite these disagreements over morpho-
logical decomposition within words and the possibility
of an a-morphous morphology, no productive research
program in linguistics has pursued the idea that sen-
tences are a-syntactic. All competing accounts of the
well-formedness of sentences and the connections
between sound and meaning at the sentential level
assume a syntactic analysis that involves structures
of morphemes—both the elements and the relations
between the elements—that are relatively abstract with
respect to their interpretations. For example, all major
theories of syntax assume a set of syntactic catego-
ries—like noun, verb, and adjective—that although
associated with distributional categories and connected
to meanings can be reduced to neither. The absence of
a motivated analytic dividing line between words and
phrases pushes the linguists’ conclusions into the inte-
rior of words: the connections between sound and
meaning within and between words involve the com-
putation of syntactic structures of morphemes.

Because the most striking claims of morphology
involve the decomposition of words into syntactic struc-
tures of morphemes, much of the neurolinguistic research
in the era of brain imaging and brain monitoring of

healthy intact human brains has, along with corre-
sponding psycholinguistic work, centered on demonstrat-
ing that speakers decompose words into morphemes
in visual and auditory word recognition (see Ettinger,
Linzen, & Marantz, 2014; Fruchter et al., 2013;
Lewis, Solomyak, & Marantz, 2011; Rastle, Davis, &
New, 2004; Solomyak & Marantz, 2010; Zweig &
Pylkkänen, 2009 and the references cited therein). These
studies provide striking, although from a linguist’s per-
spective inevitable, support for “full decomposition”
models of recognition in which readers and listeners
recognize morphologically complex forms via recognition
and combination of their parts.

As Marcus Taft (2004) has pointed out, the apparent
incompatibility of full decomposition models with the
observation that the surface frequency of a complex
word is the primary predictor of reaction time to the
word in lexical decision experiments is tied to the
unsupported claim that the frequency of regular com-
putations and their results do not affect behavior.
If the frequency of combination of a stem with a regu-
lar past-tense ending affected the speed with which
this combination could be computed in the future,
then surface frequency effects for regular past-tense
forms could be attributed to the stage of processing in
a full decomposition model in which the morphemes
that result from decomposition of a word are recom-
posed for evaluation as a whole. When brains are mon-
itored with MEG, for example, early correlations of
brain activity with properties of morphologically com-
plex words show sensitivity to properties of the con-
stituent morphemes and their relations to other
morphemes, not to the surface frequency of the forms,
although the latter correlates well with button-pressing
in responses (Solomyak & Marantz, 2010). The late tim-
ing of surface frequency effects supports Taft’s inter-
pretation: that they reflect the frequency of the
computation of combination of morphemes, not the
frequency of the static whole forms themselves.

Once we understand the necessity of composing
morphemes via a syntactic derivation to create words,
experiments using words provide a testing ground for
general theories of language processing. Neurolinguistic
work of the next decades should uncover how the brain
accesses representations of morphemes, combines these
representations into hierarchical syntactic structures,
and realizes these structures in form and meaning.
Theories of morphology in linguistics make explicit the
types of knowledge that must be manipulated in these
computations, as well as specifics about the computa-
tions and their constraints and detailed phenomena that
any account of language processing must explain.
Linguistic morphology, then, should be a key element
in the neurobiology of language enterprise.
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14.1 INTRODUCTION

One goal of cognitive neuroscience, if not the goal of
cognitive neuroscience, is to uncover how neural sys-
tems can give rise to the computations that underlie
human cognition. Assuming, as most do, that the rele-
vant biological description can be found at the level of
neurons, then another way of stating this is that
cognitive neuroscience is (at least) the search for the
neuronal computations that underlie human cognition
(Carandini, 2012; Carandini & Heeger, 2012). To the
extent that this is an accurate formulation of the goal(s)
of the field, any research program in cognitive neurosci-
ence will have three components: (i) a cognitive theory
that specifies the potential computations that underlie
cognition; (ii) a neuroscientific theory that specifies
how neurons (or populations of neurons) perform dif-
ferent types of computations; and (iii) a linking theory
that maps between the cognitive theory and the neuro-
scientific theory (Marantz, 2005; Poeppel, 2012; Poeppel
& Embick, 2005). We take all of this to be relatively
uncontroversial; however, we mention it explicitly
because we believe that modern syntactic theories,
under a certain conception, are well-positioned to pro-
vide the first component (a theory of computations) for
a cognitive neuroscientific theory of syntactic structure
building. Our goal in this chapter is to make a case
for this belief. We hope to demonstrate that the poten-
tial for a productive cross-fertilization exists between
theoretical syntacticians and neuroscientists, and we
suggest that developments in syntactic theory over the
past two decades make this an optimal time to engage
seriously in this collaboration.

For ease of exposition, we call our view that the theory
of syntax can be, and should be, viewed as a theory of

syntactic structure-building computations the compu-
tational view of syntax. This view is simply that the
syntactic operations that have been proposed in syntactic
theory (e.g., merge in Minimalism, substitution in Tree-
Adjoining Grammar [TAG]) are a plausible cognitive the-
ory of the structure-building computations that neurons
must perform to process language. Therefore, a plausible
research program for cognitive neuroscience would be to
search for a theory of: (i) how (populations of) neurons
could perform these computations and (ii) which (popula-
tions of) neurons are performing these computations
during any given language processing event. As syntacti-
cians, this strikes us as the natural evolution of the goals
of the cognitive revolution of the 1950s in general, and of
the goals of generative linguistics in particular. However,
we are also aware that this is not how many would
describe current syntactic theory. Therefore, we attempt
to make our case in a series of steps. In Section 14.2, we
provide a brief history of the field of syntax. The goal of
this section is to contextualize modern syntactic theories
such that it becomes clear that modern theories are not
simply lists of grammatical rules (although older theories
were), but instead theories of cognitive computations. In
Section 14.3, we present two concrete examples of poten-
tial structure-building computations (from two distinct
contemporary syntactic theories) to illustrate the compu-
tational view of syntax. In Section 14.4, we lay out several
of the properties of modern syntactic theories that we
believe make them well-suited for the computational
view of syntax. We believe that these properties
will be easily recognizable to all cognitive neuroscientists
as the properties of a theory of cognitive computations.
In Section 14.5, we discuss the large-scale collaboration
between syntacticians, psycholinguists, and neuroscien-
tists that will be necessary to construct a cognitive
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neuroscience of syntactic structure building. In
Section 14.6, we discuss some of the challenges that this
collaboration might face. Section 14.7 concludes.

Before making our case for the computational view
of syntax, a small clarification about the scope of this
chapter is in order. We have explicitly chosen to focus
on the issue of why syntactic theories will be useful for
a cognitive neuroscience of language, and not how syn-
tactic theorizing is conducted today. In other words,
this chapter is intended to lay out arguments in favor
of a large-scale collaboration between syntacticians and
neuroscientists and is not intended to be a review
chapter on syntax. We assume that if our arguments
are successful, then syntacticians within these colla-
borations can carry the burden of doing the syntax.
That being said, for readers interested in reviews of
topics in contemporary syntax, we can recommend the
review chapters in the recently published Cambridge
Handbook of Generative Syntax (den Dikken, 2013),
which contains 26 excellent review chapters covering
everything from the history and goals of syntactic
theory, to overviews of several major contemporary
theories, to reviews of specific phenomena in syntax.

14.2 A BRIEF HISTORY OF SYNTACTIC
THEORY

Syntactic theory starts from two critical observa-
tions. The first is that there is no upper bound on the
number of possible phrases/sentences within any
given language (i.e., languages are, for all practical
purposes, “infinite”). This implies that successful lan-
guage learning is not only the memorization of a set of
expressions (otherwise infinity would be impossible)
but also the acquisition of a grammar, which is just a
finite specification of a recursive set of combinatory
rules. The second observation is that any child can
acquire any language (e.g., a child born to US citizens
living in Kenya will successfully learn Swahili if
exposed to Swahili speakers during childhood). Given
that the first observation suggests that languages
should be viewed as grammars, the second observa-
tion translates as any child can acquire any grammar.
These two observations lead to the two driving ques-
tions for the field of syntax:

1. What are the properties of the grammars of all of
the world’s languages?

2. What are the mental mechanisms that allow
humans to learn human languages?

The goal of Generative Syntax (GS) over the past 60
years has been to explore the properties of human
grammars (question 1) in such a way to make it possi-
ble to explore the mental mechanisms that are required

for successful language acquisition (question 2). As
with any specialized science, the pursuit of these dual
driving questions has led to the development of spe-
cific research programs and technical terminology,
both of which have at times been opaque to other cog-
nitive scientists working outside of syntax. Our goal in
this section is to provide a brief history of the way
the field has pursued these driving questions (to
contextualize the modern syntactic theories discussed
in Section 2.2) and to clarify some of the major points
of miscommunication that have historically arisen
between syntacticians and other cognitive scientists.

GS began by describing specific rules found in par-
ticular languages (and so contained in the grammars
of these languages). This is not surprising; if one is
interested in the kinds of rules natural language gram-
mars contain, then a good way to begin is by looking
for particular examples of such rules. Thus, in the ear-
liest period of GS, syntacticians built mini-grammars
describing how various constructions in particular lan-
guages were built (e.g., relative clauses in Chamorro,
questions in English, topic constructions in German,
reflexivization in French, etc.) and how they interacted
with one another to generate a reasonably robust
“fragment” of the language.

With models of such grammars in hand, the next
step was to factor out the common properties of these
language particular grammars and organize them into
rule types (e.g., movement rules, phrase structure rules,
construal rules). This more abstract categorization
allowed for the radical simplification of the language
that particular rules investigated in the prior period,
with constructions reducing to congeries of simpler
operations (although analogies are dangerous, this
seems similar to the way other sciences often discover
that seemingly distinct phenomena are in fact related,
such as the unification of planetary motion, projectile
motion, and tidal motion as instances of gravitational
attraction in physics). By the mid 1980s there were sev-
eral reasonably well-articulated candidate theories of
syntax (e.g., Government and Binding Theory, Lexical-
Functional Grammar, Tree-Adjoining Grammar), each
specifying various rule types and their properties and
each illuminating commonalities across constructions
and across languages.

The simplification of grammatical rule types also led
to progress on the second driving question. By reduc-
ing syntactic theories to only a few rule types, syntacti-
cians could reduce the number of learning mechanisms
required to learn human grammars (here we use the
term “learning mechanisms” as a cover term for all of
the components of learning theories: biases to attend to
certain input, specifications of hypothesis spaces, algo-
rithms for searching hypothesis spaces, etc.). With
fewer learning mechanisms in the theory, syntacticians
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were able to investigate (and debate) the nature of the
learning mechanisms themselves. Although there are a
number of dimensions along which learning mechan-
isms might vary, syntactic theory has often focused on
two in particular. The first is specificity: the learning
mechanisms either can be domain-general, meaning
that they are shared by several (or all) cognitive
domains, or can be domain-specific, meaning that they
are specific to language learning. The second dimen-
sion is nativity: the learning mechanisms either can be
innate, meaning that they arise due to the genetic
makeup of the organism, or can be derived, meaning
that they are constructed from the combination of
experience and other innate mechanisms. This leads to
a 23 2 grid that can be used to classify any postulated
learning mechanism (see also Pearl & Sprouse, 2013):

Specificity

Domain-specific Domain-general

Nativity Innate Universal Grammar e.g., statistical
learning

Derived e.g., learning to read e.g., n-grams

What is particularly interesting about this grid is that
it helps to clarify some of the miscommunications that
have often arisen between syntacticians and other cogni-
tive scientists surrounding terms like “innate,” “domain-
specific,” and, worst of all, “Universal Grammar (UG).”
This grid highlights the fact that the classification of any
given learning mechanism is an empirical one. In other
words, given a rule type X and a learning mechanism Y
that could give rise to X, which cell does Y occupy in the
grid? It may be the case that one or more of the cells are
never used. Second, this grid highlights the fact that a
complete specification of all of the rule types underlying
human grammars and all of the learning mechanisms
deployed to learn human grammars could involve any
combination of the four types of learning mechanisms.
As cognitive scientists, syntacticians are interested in all
of the mechanisms underlying human syntax, not just
the ones that get all of the attention in debates. Finally,

this grid clarifies exactly what syntacticians mean
when they use the term “Universal Grammar.” Universal
Grammar is just a special term for potential learning
mechanisms that are simultaneously domain-specific
and innate. Despite this rhetorical flourish, we hope it is
clear that syntacticians view UG mechanisms (if they
exist at all) as only a subset of the learning mechanisms
that give rise to human language.1

The progress made in the 1980s regarding simplify-
ing the rule types in human grammars also laid the
foundation for the current research program within
modern GS: to distill the computational commonalities
found among the various kinds of rules (i.e., the compu-
tational features common to movement rules, phrase
building rules, and construal rules). Here, again, the
dimension of domain-generality and domain-specificity
plays a role in theoretical discussions, but this time at
the level of cognitive computation rather than at the
level of learning mechanisms. As syntacticians have
made progress distilling the computational properties
of grammatical rules, they have found that some of the
suggested computations appear similar to computa-
tions in other domains of cognition (e.g., the binding, or
concatenation, of two mental representations), whereas
others still retain some amount of domain-specificity
(see Section 14.3 for a concrete example). Current GS
work is pursuing this program in full force: attempting
to identify the basic computations and determine which
are specific to the syntax and which are shared with
other cognitive domains.

Note the odyssey described: the field of syntax
moved from the study of very specific descriptions of
particular rules in particular languages to very general
descriptions of the properties of linguistic computa-
tions and their relationship, and finally to cognitive
computation more generally. This shift in the “grain”
of linguistic analysis (in the sense of Poeppel &
Embick, 2005) has had two important effects. First, it
has reduced the special “linguistic” character of
syntactic computations, making them more similar
to the cognitive computations we find in other
domains. Second, it has encouraged investigation of

1As a quick side note on Universal Grammar, the reason that UG receives so much attention, both within the syntax literature and across

cognitive science, is that the other three types of learning mechanisms are generally uncontentious. For example, it is widely assumed that

learning cannot occur in a blank slate (i.e., every learning system needs some built in biases if there is to be any generalization beyond the

input); therefore, at least one learning mechanism must be innate. Nearly every postulated neural architecture (both symbolic and

subsymbolic) assumes some form of statistical learning, which is presumably a learning mechanism (or set of mechanisms) that is domain-

general and innate. The domain-general/derived cell is likely filled with the more complex statistical learning mechanisms required by

different domains of cognition, such as the ability to track the probabilities of different sized sequences (n-grams). Similarly, the domain-

specific/derived cell could potentially contain the learning mechanisms tailored to specific areas of higher-order cognition, such as reading

(or maybe even language itself), but built from cognitive mechanisms available more broadly. It is the final cell, domain-specific/innate, that

is the most contentious (and therefore, to some, the most interesting). In syntax, we call learning mechanisms that potentially fall into this cell

Universal Grammar to highlight their significance. Currently, as we note here, a very hot area of syntactic investigation aims to reduce these

domain-specific innate mechanisms to a minimum without losing explanations for the linguistic phenomena and generalizations that

syntacticians have discovered over the past 60 years of syntactic research.
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how syntactic computations might be used in real-time
tasks such are parsing, production, and learning. Both
these effects have had the consequence of bringing
syntactic theory much closer to the empirical interests
of others working in cognitive neuroscience.

Unfortunately, this shift in syntactic theory and its
implications for cognitive neuroscience has not always
been widely appreciated. Although the field of syntax
was a central player in the cognitive revolution of the
1950s, in the intervening decades, syntax and the other
domains of cognitive science have drifted apart. Some of
this drift is the inevitable consequence of scientific spe-
cialization, and some of it reflects the internal logic of the
different research programs (i.e., that the rule-based the-
ories of the past were a necessary step in the evolution of
syntactic theories). However, some of the drift reflects
the view that syntactic theory has little to contribute to
other domains of language research (including cognitive
neuroscience). We worry that part of this problem may
be that syntacticians have done a less-than-adequate job
of conveying the general computational character of
modern syntactic theories. In the absence of such discus-
sions, it would not be surprising to learn that some cog-
nitive neuroscientists still view syntax in terms of the
phrase structure rules and transformations that typified
syntactic theory in the 1950s and 1960s (and in varying
forms up through the 1980s), rather than the more cogni-
tively general computations common in current prac-
tice.2 In the following sections, we provide two examples
of how contemporary syntax might fruitfully make con-
tact with cognitive neuroscience.

14.3 TWO CONCRETE EXAMPLES OF
SYNTACTIC STRUCTURE-BUILDING

COMPUTATIONS

Although early formulations of syntactic theories
postulated complex rules that applied to entire
constructions (often permuting, adding, or deleting

multiple words in different positions in the construc-
tions), as noted in Section 2.1, there has been a steady
evolution toward theories that postulate a small num-
ber of structure-building operations that can be
applied mechanistically (or derivationally) to construct
more elaborate syntactic structures in a piecewise fash-
ion. With very few exceptions, the primitives of con-
temporary syntactic theories are units and the
computations that apply to those units. The following
are two concrete examples3:

The syntactic theory known as Minimalism (or the
Minimalist Program) postulates a single structure-
building computation called merge, which takes two
units and combines them to form a third. The units in
Minimalism are lexical and sublexical items (something
akin to the notion of word or morpheme, although the
details can vary by analysis). Merge applies to these
units directly, and also applies recursively to the out-
put of previous instances of merge. In this way, merge
can be used to iteratively construct complex syntactic
structures from a basic inventory of lexical atoms. Of
course, merge cannot freely concatenate any two units
together. This means that restrictions on merge must be
built into the lexical items themselves (only certain lexi-
cal items are compatible with each other), and in the
case of merging units with the output of previous
merges, this means that the outputs of merge must also
contain restrictive properties. This is accomplished
through a labeling computation, let us call it label, that
applies a label to the output of merge, which can then
be used to determine what that output can be merged
with in the future.

The goal of syntactic theory is to capture the major
properties of human syntactic structures with the pro-
posed units and computations. For concreteness, we
illustrate how merge and label succeed in capturing two
such properties. The first is the distinction between local
dependencies and nonlocal dependencies. A local
dependency is simply the relationship between two
adjacent items in a sentence. Local dependencies are

2The rule and transformation view of syntax has other problems as well. This conception of syntax is considered problematic for the

computational view of syntax, because there are well-known empirical results from the 1950s and 1960s that appear to demonstrate that rule-

based syntactic theories of that sort are poor models for real-time sentence processing (or, more specifically, poor predictors of complexity effects

in language processing, as captured by the Derivational Theory of Complexity; for reviews see Fodor, Bever, & Garrett, 1974; but see Phillips,

1996 for a useful reevaluation of these claims). This problem is compounded by the fact that syntactic theories are at best only theories of

syntactic structure building, with little to nothing to say about other components that are necessary for a complete theory of sentence processing,

such as ambiguity resolution, memory/resource allocation, semantic structure building, and discourse structure building. Therefore, if one views

syntactic theory as a rule-based theory, then it might appear to be a poor theory of only one small corner of language processing. Even as

syntacticians, we understand why other cognitive scientists might find this version of syntactic theory difficult to engage with.

3There are, of course, a number of other syntactic theories that propose different types of computations (and different types of units). For

example, Head-Driven Phrase Structure Grammar (HPSG) proposes a computation similar to merge, but without the possibility of internal

merge (nonlocal dependencies involve a special slash unit instead). Construction grammar proposes a tree-unification computation similar to

substitution in TAG, but operating over much larger units (entire constructions) and with the possibility of multiple unification points in a

single construction. We assume that a full-fledged research program on the computational view of syntax would investigate all of these

possible theories.
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captured by merge by concatenating two distinct ele-
ments together. A nonlocal dependency is a relationship
between two elements that are not adjacent in a sen-
tence, such as the word what and buy in the question
What did John buy? Nonlocal dependencies can be mod-
eled by merge by concatenating a phrase with an ele-
ment that is already properly contained within that
phrase. Syntacticians call the former instantiation exter-
nal merge, because the two elements are external to each
other, and call the latter instantiation internal merge,
because one element is properly contained within the
other (Chomsky, 2004). The second property is the dis-
tinction between structures that contain verbs and their
arguments (e.g., eat bananas) and structures that contain
modifiers (e.g., eat quickly). The former, which we can
call nonadjunction structures, are built from a combina-
tion of merge and label; the latter, which we can call
adjunction structures, are built from merge alone (no
label) (Hornstein, 2009). In this way, the two primitive
computations merge and label can be used to construct
syntactic structures capable of modeling the variety of
structures one finds within natural language.

The syntactic theory known as Tree-Adjoining
Grammar postulates two structure-building computa-
tions called substitution and adjunction. The units in
TAG are small chunks of syntactic structure, or trees
(hence the name of the theory). The substitution
computation allows two elementary trees to be
concatenated into locally dependent, nonadjunction
structures. The adjunction computation, as the name

implies, allows two trees to be concatenated into locally
dependent, adjunction structures. TAG captures nonlo-
cal dependencies that are only a single clause in length
with a single elementary tree (so, What did John buy? is
a single tree without any application of substitution or
adjunction). For dependencies that are more than one
clause in length, the adjunction computation is applied
to a special type of tree called an auxiliary tree to
extend the dependency length. In this way, the two
primitive computations substitution and adjunction
can be used to construct syntactic structures from ele-
mentary and auxiliary trees, and they give rise to the
important distinctions of human syntax (for accessible
introductions to TAG, see Frank, 2002, 2013) (Box 14.1).

Although both theories capture the same set of phe-
nomena in human syntax, and although both theories
postulate structure-building computations, they do so
using different computations, different units, and differ-
ent combinations of computations for each phenomenon.
For nonadjunction structures that involve only local
dependencies, Minimalism uses external merge and label,
whereas TAG uses substitution with two elementary
trees. For adjunction structures, Minimalism uses exter-
nal merge alone, whereas TAG uses adjunction with two
elementary trees. For nonlocal dependencies, Minimalism
uses internal merge and label, whereas TAG uses adjunc-
tion with one elementary tree and one auxiliary tree. The
similarities between these two syntactic theories (i.e., both
use two basic computations to capture a wide range of
characteristics of human syntax) suggest that both are

BOX 14.1

STRUCTURE - BU I LD ING COMPUTAT IONS
IN M IN IMAL I SM AND TAG

The structure-building computation in Minimalism is

called merge. It takes two syntactic objects and concate-

nates them into a third object. When the two syntactic

objects are distinct, it is called external merge. When

one of the objects is contained within the other, it is

called internal merge:

External
merge:

[eat]1 [bananas]5 [[eat] [bananas]]

Internal
merge:

[did John buy what]1 [what]5

[[what] [did John buy what]]

The label computation determines the properties of

the new syntactic object constructed by merge by apply-

ing a label based on the properties of one of the merged

objects (the head). Label is mandatory for the merge of

argument relationships (e.g., verbs and their arguments),

but it appears to be optional for the merge of adjuncts

(e.g., verbs and modifiers):

Merge with Label: [V eat]1 [NP bananas]5

[VP [V eat] [NP bananas]]

Merge without
Label:

[VP [V run]]1 [AdvP quickly]5

[ [VP [V run]] [AdvP quickly]]

TAG proposes two structure-building operations.

Substitution combines two elementary trees to form argu-

ment relationships, whereas adjunction combines elemen-

tary trees and adjunct trees to form adjunction structures:

Substitution: [DP John]1 [TP [DP ] [VP eats bananas]]5

[TP [DP John] [VP eats bananas]]

Adjunction: [TP [DP John] [VP [V runs]]]1

[VP [VP ] quickly]5 [TP [DP John]

[VP [VP [V runs]] quickly]]
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tapping into deeper truths about human structure-
building computations. However, the subtle differences
in the character of the proposed computations suggest
that one might be able to derive competing predictions
from each theory about the presence or absence of com-
putations in different constructions. This combination of
abstract similarities and subtle differences strikes us as a
potentially fruitful starting point for a search for neuronal
structure-building computations.

14.4 ADDITIONAL PROPERTIES OF
SYNTACTIC THEORIES THAT ONE

WOULD EXPECT FROM ATHEORY OF
COGNITIVE COMPUTATIONS

In addition to focusing on structure-building com-
putations, there are a number of additional properties
of contemporary syntactic theories that make them
ideal candidates for the computational view of syntax.
Here, we review three.

First, contemporary syntactic theories attempt to
minimize the number of computations while maximiz-
ing the number of phenomena captured by the theory.
This is a general desideratum of scientific theories in
general (it is sometimes called unification, or reduc-
tionism, or just Occam’s razor), and syntax, as a sci-
ence, has adopted it as well. In fact, the name
Minimalism was chosen to reflect the fact that years of
investigations using earlier theories had yielded
enough information about the properties of language
as a cognitive system that it was finally possible to
fruitfully incorporate unification/reduction/Occam’s
razor as a core principle of the research program.
Other syntactic theories have been less blunt about this
in their naming conventions, but the principles are
obvious in the shape of the theories. Commitment to
Occam has led to syntactic theories based on simple
computations with wide applicability across the thou-
sands of syntactic constructions in human languages.
One nice side benefit of the ratio of computations to
constructions is that it may make the search for neuro-
physiological correlates of these computations more
fruitful, especially given concerns about spurious cor-
relations in high-dimensional neurophysiological data.

Second, syntactic theories attempt to minimize the
number of domain-specific computations and maximize
the number of domain-general computations (to the
extent possible given the overall minimization of the
number of computations). This is an important, and
often overlooked, point within syntax. The merge
computation in Minimalism and the substitution
computation in TAG are both plausibly domain-general
computations similar to the binding computations
that occur in multiple cognitive domains (vision, hearing,
etc.), albeit operating over language-specific represen-
tations. The formulation of these plausibly domain-
general computations stems directly from the premium
that syntactic theories now place on unification/
reductionism. In contrast, the label computation and the
adjunction computation are potentially domain-specific,
because there are no obvious correlates in other cognitive
domains, although that could just be a consequence of
our current state of knowledge. The question of whether
plausibly domain-specific computations like label and
adjunction can be learned or must be innate is an open
area of research in language acquisition.

Finally, syntactic theories have mapped a sizable por-
tion of the potential hypothesis space of syntactic
structure-building computations. As we have men-
tioned, with few exceptions, every contemporary syn-
tactic theory has the potential to serve as a theory of
cognitive structure-building computations. Although
the sheer number of competing theories may seem
daunting from outside of syntax, from inside of syntax
we believe this is a necessary step in the research. We
need to explore every possible combination of unit-size
and computation type that captures the empirical facts
of human languages (and to be clear, not every combi-
nation does) to provide neuroscientists with a list of
possible cognitive computations. To be sure, there is
more work to be done on this front. And it goes with-
out saying that syntacticians actively debate the empiri-
cal coverage of the different theories, and also how well
each theory can achieve empirical coverage without
inelegant stipulations. But from the perspective of
cognitive neuroscience, the value is in the hypothesis
space—each theory represents a different hypothesis
about the types of fundamental structure-building com-
putations (and the distribution of those functions across
different sentences in any given language).4

4Inside of the field of syntax there is a recurring debate about whether different syntactic theories (e.g., Minimalism and TAG) are in some sense

notational variants of one another. There are various mathematical proofs demonstrating that many theories are identical in terms of weak

generative capacity (i.e., the ability to create certain strings of symbols and not others; e.g., Joshi, Vijay-Shanker & Weir 1991; Michaelis, 1998;

Stabler, 1997). However, it is an open question whether these theories are equivalent in other terms, such as strong generative capacity (the types of

structures that they can generate) or empirical adequacy for human languages. It is interesting to note that inside of syntax this debate is often

couched in terms of theoretical “elegance” (i.e., how elegantly one theory captures a specific phenomenon relative to another theory). However, the

research program suggested here would make such debates purely empirical: the “correct” syntactic theory would be the one that specifies the

correct distribution of syntactic computations (and therefore their neuronal instantiations) across all of the constructions of a given language.
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14.5 THE COLLABORATION NECESSARY
TO ENGAGE IN THIS PROGRAM

The research program that the computational view
of syntax suggests will require close collaboration
between different types of researchers. The first step is
for syntacticians to identify the structure-building com-
putations that are deployed at each point in cons-
tructions from human syntax. From these analyses,
syntacticians could identify two types of interesting
cases. The first interesting case would be constructions
that predict the same type of structure-building com-
putation at the same location in all theories (e.g.,
Minimalism predicts merge at the same location in the
construction as TAG predicts substitution). These areas
of convergence may be fruitful places to begin the
search for neuronal computations. A second interesting
case would be constructions that require diverging
computations across theories (e.g., Minimalism pre-
dicts merge but TAG predicts adjunction). If these anal-
yses could be identified across a large number of
constructions, then it should be possible to construct
a type of comparison/subtractive logic that could
uncover neuronal correlates of these computations. It
seems to us that phenomena that vary along the major
dimensions of human syntax, such as nonadjunction
versus adjunction structures, or local versus nonlocal
dependencies, will be most likely to lead to these types
of convergences and divergences. But over the long-
term, every phenomenon of syntax should be investi-
gated (to the extent possible given some of the
challenges discussed in Section 14.4).

The second step is for syntacticians and theoretical
neuroscientists to figure out how neurons deploy the
structure-building computations that underlie the phe-
nomenon in each theory. In practice, this step might
require several substeps. For example, the typical form
of syntactic theories is “bottom-up”: the most deeply
embedded constituents are constructed first, followed
by the next most deeply embedded, and so on. This is
largely the reverse order from sentence comprehension
and production. Given that the empirical studies
required by later steps will be based on comprehension
(and perhaps production), it may be necessary to
convert the “bottom-up” computations of syntactic
theories into the “left-to-right” or “top-down” compu-
tations of parsing theories. There exist several
computational models for how to relate bottom-up
grammars with left�right parsers. This step will most
likely involve collaboration among mathematical
linguists (to rigorously formalize the syntactic compu-
tations (Collins & Stabler, 2011; Stabler, 1997)), mathe-
matical psycholinguists to convert those computations
into parsing computations (e.g., Berwick & Weinberg,
1984; Marcus, 1980; Stabler, 2011, 2013; and for issues

beyond structure-building: Hale, 2003; Kobele, Gerth, &
Hale, 2013), and neuroscientists to identify candidate
neurocomputational systems. Although this sounds
straightforward, it is likely that the space of possible
computations will expand at each step, from syntactic
computations to mathematically formalized computa-
tions, from formalized computations to parsing compu-
tations, and from parsing computations to neuronal
computations. It is quite possible that this step will
result in hypothesis spaces for the possible neuronal
computations for each syntactic theory relevant to each
phenomenon.

Once the structure-building computations have been
translated into potential neuronal computations (or
hypothesis spaces of potential neuronal computations),
the final step is to look for evidence of those computa-
tions in neural systems. Again, although we state this
as a single step in principle, we assume that it will be a
multifaceted process in practice, drawing on neuro-
scientists of all types: electrophysiologists (EEG/MEG),
neuroimagers (fMRI), and even neurosurgeons (ECoG).
As syntacticians, this step is the furthest beyond our
area of expertise, but we could imagine a process like
the following. First, (extracranial) electrophysiological
work (either EEG or MEG) could be used to identify
the gross neuronal signatures in either the amplitude
domain (ERP/ERF) or frequency domain (oscillations)
that occur at the critical regions in the sentences of
interest. Depending on the similarities and differences
predicted by the different syntactic theories, and the
different classes of neuronal populations that follow
from the formalization of those theories in the previous
step, the neuronal signatures (ERP/ERFs or oscilla-
tions) may be useful in eliminating competing compu-
tations from consideration. Recently, there have been
exciting examples of work of this type in both syntax
and semantics research. For example, Pylkkanen and
colleagues have been searching for neurological corre-
lates of fundamental semantic combinatory processes
in the time�amplitude domain using MEG, with
results pointing to increased activity in left anterior
temporal lobe (LATL) and ventromedial prefrontal cor-
tex (vmPFC) (e.g., Bemis & Pylkkänen, 2011; Brennan
& Pylkkänen, 2008; and many others). As another
example, Bastiaansen and colleagues have been search-
ing for neurological correlates of both syntactic and
semantic combinatory processes in the time�frequency
domain using EEG, with results pointing to the gamma
frequency band (.30 Hz) for semantic processes and
the lower beta frequency band (13�18 Hz) for syntactic
processes (e.g., Bastiaansen, Magyari, & Hagoort, 2010;
Bastiaansen, Van Berkum, & Hagoort, 2002; for a
review see Bastiaansen, Mazaheri, & Jensen, 2012).

Once electrophysiological correlates have been iden-
tified, localization studies, either with MEG (if the
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orientation of the generators is appropriate) or concur-
rent EEG and fMRI, could be used to identify cortical
areas associated with the neuronal activity of interest.
There is a large and ever-growing literature on locali-
zation in language processing, and we are sure the
other chapters in this volume provide more enlighten-
ing reviews of that literature. However, we would like
to point to Pallier, Devauchelle, and Dehaene (2011) as
an example of localization work that shares the same
spirit as the program advocated here. Pallier et al.
searched for brain areas that respond to the size of the
syntactic constituent being processed (from 1 to 12
words), in essence using the number of syntactic
computations deployed as a measure of complexity,
and finding activity in a number of regions, inclu-
ding left inferior frontal gyrus (LIFG), left anterior
superior temporal sulcus (LaPSTS), and left posterior
superior temporal sulcus (LpSTS). Finally, when
suitable location and electrophysiological hypotheses
are established, intracranial recordings (ECoG) could
be used to identify the single unit information neces-
sary to begin to identify the specific neuronal compu-
tation and observe its implementation.

We admit that the brief sketch of the collaboration
suggested by the computational view is based on our
incomplete understanding of the various fields that
would be part of the collaboration. We also admit that
the space of possible neuronal computations is likely
much larger than the space of extant structure-
building operations, making the search for the actual
neuronal computations that much more difficult. But it
seems to us that the size of the hypothesis space is
irrelevant to the question of how to move the fields of
syntax and neuroscience forward (and together). This
is either the right hypothesis space to be searching or
it is not. It seems to us that multiple domains of cogni-
tion are converging on both the need for identifying
neuronal computations and the plausibility of conduct-
ing such a search in the 21st century (Carandini, 2012;
Poeppel, Emmorey, Hickok, & Pylkkänen, 2012). We
believe that the wider field of syntax is ready to join
the search that researchers such as Bastiaansen,
Dehaene, Pallier, Pylkkanen, and colleagues have
begun.

14.6 CHALLENGES TO THIS RESEARCH
PROGRAM

Beyond the obvious challenge of engaging in the
interdisciplinary work presented in Section 14.5, there
are numerous smaller challenges that need to be
addressed for the collaboration to be successful. In this
section we discuss five, in some cases in an attempt to

dispel the challenge and in others simply to raise the
issue for future work.

One obvious challenge is the concern from some
cognitive scientists that syntactic theories are not built
on solid empirical foundations. This concern has been
expressed since the earliest days of syntactic theorizing
(Hill, 1961), and recently with several high-profile pub-
lications (Gibson & Fedorenko, 2010, 2013). This con-
cern is driven by the idea that the typical data
collection methods are too informal to provide reliable
data; therefore, the theories built on that data are
themselves unreliable. The persistence of this concern
speaks to a fundamental failure on the part of syntacti-
cians to make the argument either that the data type
that they are collecting (acceptability judgments) are
robust enough that the informality of the collection
methods have no impact or that there are unreported
safeguards in the informal methods to prevent the
kind of unreliability that they are concerned about (see
Marantz, 2005; Phillips, 2009 for discussions of these
issues). Sprouse and Almeida (2012) and Sprouse,
Schütze, and Almeida (2013) have begun to address
this concern directly by exhaustively retesting all of
the phenomena in a popular Minimalist textbook using
formal methods, and by retesting a large random sam-
ple of phenomena from a popular syntax journal using
formal methods. These retests have replicated 98% and
95% of the phenomena, respectively, suggesting that
the informal methods used in syntax have the reliabil-
ity that syntacticians claim. Given recent concerns
about replicability inside of some areas of psychology,
it is heartening to see that large-scale replications
inside of syntax yield potential error rates at or below
the conventional type I error rate of 5%.

Despite the substantial evidence that the acceptabil-
ity judgments that form the basis of syntactic theory
are reliable, one could imagine potential collaborators
being concerned that a theory built on offline data
(like acceptability judgments) would be irrelevant for a
theory built on real-time language processing data
(like the electrophysiological data required by the
research program proposed here). We agree that this
could be a reasonable concern a priori. However, there
is also a growing body of research in the sentence pro-
cessing literature demonstrating that real-time sentence
processing behavior respects grammatical conditions
on well-formedness. For example, several studies have
shown that complex constraints on the formation of
nonlocal dependencies (called island constraints in the
syntax literature) are respected by the parsing mecha-
nism that form these dependencies in real time (Stowe,
1986; Traxler & Pickering, 1996). In addition, several
studies have demonstrated that these same processing
mechanisms respect the sophisticated exceptions to
these constraints postulated by syntactic theories
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(Phillips, 2006; Wagers & Phillips, 2009). Similarly,
several studies have demonstrated that complex con-
straints on the dependencies that give pronouns their
referents (called binding constraints in the syntax liter-
ature) are also respected by real-time referential pro-
cessing mechanisms (Kazanina, Lau, Lieberman,
Yoshida, & Phillips, 2007; Sturt, 2003; Van Gompel &
Liversedge, 2003). Several recent studies also show
these effects to be the result of grammatical constraints
and not the consequences of nongrammatical proces-
sing mechanisms (Dillon & Hornstein, 2013; Kush,
Omaki, & Hornstein, 2013; Sprouse, Wagers, &
Phillips, 2012; Yoshida, Kazanina, Pablos, & Sturt,
2013). In sum, there is a growing body of convincing
evidence that syntactic theories capture structure-
building properties that are relevant for real-time sen-
tence processing, despite having initially been empiri-
cally based on offline data.

A third potential challenge for the computational
view of syntax is that not every syntactician agrees that
syntactic theories should serve as a theory of cognitive
structure-building computations. The potential for a
logical distinction between theories of syntax and theo-
ries of cognitive structure-building is clearest in exam-
ples of nonmentalistic, or Platonic, linguistic theories,
which seek to study the mathematical properties of lan-
guage without making any claims about how those
properties are instantiated in a brain. Even within GS,
which is mentalistic, it is not uncommon to hear theo-
ries of syntax described as theories of knowledge (or
competence) and not theories of use (or performance).
The computational view of syntax goes beyond simple
knowledge description. The computational view sees
syntactic theories as making substantive claims about
how syntactic structure building is instantiated in the
human brain. It may be the case that there is a one-to-
many relationship between syntactic theories and
neuronal structure-building computations, but the
relationship is there (see Lewis & Phillips, 2014 for a
deeper discussion of this challenge).

A final challenge to the computational view of syn-
tax is the problem of isolating structure-building
computations from other sentence processing compu-
tations in real-time processing data. Real-time lan-
guage processing data are going to contain signals
from both structure-building computations and all of
the nonstructure-building computations that syntactic
theory abstracts away from (parsing strategies,
resource allocation, task specific strategies in the sense
of Rogalksy & Hickok, 2011, etc). This means that the
actual construction of neurophysiological experiments
discussed in Section 14.5 will require quite a bit of
ingenuity to isolate the structure-building computa-
tions, especially given the high-dimensionality of neu-
ral data, and the likelihood of spurious correlations.

And even assuming that logically isolating a computa-
tion of interest is possible in the experimental stimuli,
physically isolating a neuronal computation in human
neural systems is probably orders of magnitude more
difficult. To our knowledge, there are no existing
neuronal computations that can be used as a guide
(a Rosetta stone of sorts) to mark the beginning or
end of a computation being physically performed.
We assume that as more and more computations are
investigated, combining them in novel ways will even-
tually allow the physical boundaries of computations
to be mapped, but this is currently a promissory note.
In summary, the narrow focus of syntactic theories on
structure-building computations is in some ways posi-
tive, because it provides a hypothesis space for a prob-
lem that is potentially tractable, but it is also negative,
because the computations left out of that hypothesis
space may be either confounds or necessary additions
to solve the physical localization problem.

14.7 CONCLUSION

We believe that modern syntactic theory is well-
suited to serve as a cognitive theory of syntactic
structure-building computations, and that the time is
right for a large-scale collaboration between syntacti-
cians, mathematical linguists and psycholinguists, and
theoretical and experimental neuroscientists to identify
the neuronal instantiations of those computations.
Such a research program will be a collaborative project
of unprecedented scope and will face numerous theo-
retical and technological challenges, but in the histories
of cognitive science, linguistics, and neuroscience,
there has never been a better time to try.
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15.1 INTRODUCTION

Among theories of phonetic perception, there are
“general auditory approaches” (Diehl, Lotto, & Holt,
2004) that contrast with “gesture theories” (Fowler,
1986; Liberman & Mattingly, 1985). These approaches
are contrasted in many publications (Diehl et al., 2004;
Fowler & Iskarous, 2013). The present chapter focuses
on gesture theories, in which the integrality of speech
production and perception is central to the accounts.

The best known of the gesture approaches to speech
perception, the motor theory (Liberman, Cooper,
Shankweiler, & Studdert-Kennedy, 1967; Liberman &
Mattingly, 1985), claims that speech perceivers per-
ceive linguistically significant (“phonetic”) gestures of
the vocal tract as immediate perceptual objects (rather
than auditory transforms of the acoustic speech signal).
Another claim is that perceiving speech necessarily
involves speech motor system recruitment. A final
claim is that, in these respects, speech perception is
special, particularly in relation to other auditorily per-
ceived events in which auditory transforms of acoustic
signals are perceptual objects. The present chapter sug-
gests that the first two claims are accurate (except pos-
sibly the necessity of motor recruitment). However, the
third claim is not. Perception of distal events (gestures,
for speech) is generally what perceptual systems
achieve (Gibson, 1966), and motor system recruitment
is widespread in perception and cognition.

An alternative gesture theory, direct realism (Fowler,
1986, 1996), agrees that listeners to speech perceive the
distal events of speaking, phonetic gestures, but dis-
agrees that, in regard to perceiving distal events, rather
than proximal (e.g., acoustic) stimulation, speech per-
ception is special (see Carello, Wagman, & Turvey, 2005
for a review of “ecological acoustics”; see also
Rosenblum, 2008). In direct realism, recruitment of the
motor system is not expected for speech perception,

because information for gestures is available in
the acoustic speech signal. Required or not, however,
evidence shows that recruitment is widespread.

In both gesture theories, speech perception is a
perceptuo-motor skill. Understanding why it is and
why that does not make it special require embedding
its study in a larger context of investigations of the
ecology of perceiving and acting. Therefore, the con-
text for the literature reviewed in this chapter is not
that of processing in the brain. Rather, it is about lan-
guage users in their world, in which perceiving and
acting are inextricably intertwined. Presumably, the
brains of language users, like the rest of language
users, will be adapted to such a world. Therefore, find-
ings of speech motor system activation in the brain
during ordinary speech perception perhaps should be
unsurprising. For an alternative perspective, see Lotto
and Holt (Chapter 16).

15.1.1 Perception and Action are Inextricably
Integrated

In the econiche, animals’ activities are necessarily
perceptually guided. For example, locomotion usually
involves visual guidance so that walkers can move
along a route toward a goal location while avoiding
collision with obstacles (Warren, 2006). Sometimes,
however, for example, crossing a street at a curve so
that oncoming traffic is not visible (or crossing any-
where for those texting while walking) may involve
detecting approaching vehicles by listening. It also
involves maintaining postural balance with the help of
vestibular systems and proprioceptive detection of the
forces exerted by the walker on the support surface
and on the walker by the support surface. Walking,
like other activities, is a multimodal perceptuo-motor
activity.
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Sometimes animals’ goals are more exploratory than
performatory. For example, human sightseers may
walk around (as it were) to enable their perceptual sys-
tems to intercept new sights or sounds or feels or smells
or tastes. In that case, complementarily to performatory
actions whereby perception serves action, action sys-
tems serve primarily perceptual aims. Either way, act-
ing and perceiving both are perceptuo-motor skills.

Aside from being perceptuo-motor in nature, how-
ever, animals’ actions and perceptions share something
else that is crucial to their lives, namely the econiche.
The world in which they act and the world in which
they obtain perceptual information is the same world.
Because survival depends on felicitous acting, it also
depends on perceptual systems that accurately expose
properties of the econiche relevant to their actions (the
“affordances” of the econiche; Gibson, 1979). In short,
perceptual systems as well as action systems have to
be adapted to the animals’ “way of life” (Gibson,
1994). There has to be a strong likelihood of a relation
of parity between properties of the econiche implied
by an animal’s actions and properties of the econiche
perceived in support of those actions.

Most analogous to language use in the world are
coordinative social activities (e.g., moving a piece of
furniture together, paddling a canoe, playing a duet).
The foregoing characterizations are true of these activi-
ties as well, but now parity has an additional cross-
person dimension. Participants have to perceive social
affordances (Marsh, Richardson, Baron, & Schmidt,
2006), and their actions generally should be true to
them. In addition, co-participants’ perceptions should
be shared and co-participants should coordinate their
actions in relation to those shared social affordances.
Speech perception and production in the econiche are
coordinative social activities.

15.1.2 Parity in Speech

Because speaking and listening are social activities,
much of this discussion applies to them. But they are
different from some nonlinguistic, nonsocial actions in
a notable way. At one level of description, an aim of
speaking is to cause patterning in the air. That is how
speaking can get the attention of a listener and how it
can get a chance to have its intended impact on him or
her. This is different from the activity of locomoting,

for example, which typically is done to get somewhere,
not to cause patterning in light or air. However, it is
not so different in that respect from performances
meant to be seen or heard, such as ballet or competi-
tive diving or musical performances.

Regarding perceiving and acting generally,
Liberman and Mattingly (1989) and Liberman and
Whalen (2000) have remarked that parity is central to
speaking and perceiving speech. For Liberman and
Whalen, parity in language use has three essential
aspects. One relates to the observation that the same
language or languages are involved in a language
user’s dual roles of talking and of listening to the
speech of others. There must be a relation of parity
(sometimes called a “common code;” Schütz-Bosbach
& Prinz, 2007) between language forms produced and
perceived by the same person. That is how perception
of one’s own speech can guide its production (e.g.,
Houde & Jordan, 1998).

A second component of parity in language relates to
between-person language use. For language use to serve
its communicative role in a between-person exchange,
there has to be a relation of sufficient parity1 between
forms uttered by a talker and forms intercepted by
listeners. For many theorists (Pierrehumbert, 1990), the
“common code” within a speaker�hearer and between
them is “mental” and not physical. However, for speech
perception not to be special, perceptual objects have to
be physical. Only physical things can causally structure
informational media such as light and air and therefore
can have effects that can be perceived. Language forms
as physical events do not prevent their being psychologi-
cal in nature as well (Ryle, 1949). In the account of
Liberman and Mattingly (1985) and others (Browman &
Goldstein, 1986; Goldstein & Fowler, 2003), the smallest
language forms are phonetic gestures of the vocal tract.
They are physical actions that have linguistic and, hence,
psychological significance.

The third component of parity for Liberman and
Whalen (2000) is that brain systems for production and
perception of language forms must have co-evolved,
because each is specialized for the unique problems to
which coarticulation gives rise, and neither specialized
system would be useful without the other. This com-
ponent is not addressed further here beyond comment-
ing that coarticulation and its effects are not special to
speech.

1The hedge “sufficient” is meant to forestall misunderstanding (Remez & Pardo, 2006). Talkers and listeners do not have to share their dialect,

and listeners do not have to detect every phone, even every word, produced by talkers for language to “work” in public use. However,

sharing of forms has to be sufficient for the talker’s message to get across in events involving talking. Relatedly, at a slower time scale, in a

language community, language forms and structures serve as conventions (Millikan, 2003) that are conventional just because they are

reproduced (with the same hedge: reproduced with sufficient fidelity to count as being reproduced) across community members. The capacity

to reproduce perceived forms implies perception�production parity.
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The foregoing discussion is meant to underscore
that, in the econiche, life, including linguistic life, is
perceptuo-motor in nature. Nothing discussed here
logically requires that mechanisms involved in action
must be incorporated in perceptual systems or vice
versa. However, it would be surprising if they were
not, and in both the linguistic and nonlinguistic
domains, they appear to be. A brief review is provided
within the domain of speech and then, outside of it
showing that evidence for the perceptuo-motor nature
of perception and cognition is quite general.

15.2 RESEARCH FINDINGS

15.2.1 Speech

Liberman and Mattingly (1985) identify their motor
theory of speech perception as motor in two respects.
First, in the theory, listeners perceive speech gestures.
Second, to achieve perception of gestures, they recruit
their own speech motor system.

The first claim does not, in fact, make the theory a
motor theory. No one would identify a theory of visual
perception as a motor theory if it made the (uncontro-
versial) claim that, when a person walks by in a percei-
ver’s line of sight, the perceiver sees someone walking.
Perceiving a motor event when a motor event occurs
in the econiche does not require a theoretical account
deserving the descriptor “motor.” The first claim of
motor theorists should imply that there is nothing spe-
cial about speech perception in regard to perceptual
objects (Rosenblum, 2008). Listeners perceive speech
gestures as they hear people knocking on doors and
see walkers walking, because perceivers intercept
structure in media, such as structured air and light
that inform about what they need to perceive: the
objects and events that compose the econiche.

Although the claim that speech listeners perceive
phonetic gestures is controversial in the field of speech
perception, within the context of the foregoing discus-
sion of perception in the econiche, phonetic gestures
are expected perceptual objects. Compatibly, there is

converging evidence for gesture perception. A sam-
pling is offered here.

Speech perception is a perceptuo-motor skill with
respect to its objects of perception. In articles pub-
lished in 1952 and 1954 (Liberman, Delattre, & Cooper,
1952; Liberman, Delattre, Cooper, & Gerstman, 1954),
Liberman and colleagues reported their first findings
that led them to develop a motor theory. Suggestions,
such as that of Lotto, Hickok and Holt (2009), that the
claims of the motor theory were motivated by a theo-
retical issue, the problem of coarticulation, are mis-
taken. The theory was motivated by research findings,
the first of which were published in 1952. The claim of
motor system involvement was rationalized in terms of
coarticulation later. The first (Liberman et al., 1952)
was a finding that the same acoustic pattern (a stop
burst centered at 1440 Hz) that had to have been pro-
duced by different consonantal gestures coarticulated
with different vowels was heard as different consonants
(the “/pi/-/ka/-/pu/” phenomenon). The second
(Liberman et al., 1954) was a finding that different
acoustic patterns (second formant transitions) that
were produced by the same (alveolar) consonant con-
striction gesture of the vocal tract coarticulated with
different vowel gestures were heard as the same conso-
nants (the “/di/-du/” phenomenon). In both cases,
when listeners’ perceptual tracking of acoustic “cues”
could be dissociated from their tracking of gesture pro-
duction, listeners were found to track gestures.2

These findings imply that listeners somehow
“parse” (Fowler & Smith, 1986) the acoustic signal
along gestural lines. That is, to perceive the same con-
sonant, /d/, from different formant transitions for the
syllables /di/ and /du/, they must extract acoustic
information that supports perceptual separation of
temporally overlapping consonantal and vocalic ges-
tures. Many distinct findings support that parsing
occurs (Fowler & Brown, 1997; Fowler & Smith, 1986;
Pardo & Fowler, 1997; Silverman, 1986, 1987).
Perceivers do the same kind of parsing in the visual
domain (e.g., in perception of walking and other bio-
logical motions; Johanssen, 1973; Runeson &
Frykholm, 1981).

2Intuitively, these findings can be explained as pattern learning instead of gesture perception. A pattern learner can learn to classify the very

different acoustic patterns for /di/ and /du/ into the same /d/ category while learning to classify the same stop bursts in /pi/ and /ka/

differently. Learning these classifications requires a systematic basis for learning, of course, and the basis must be the articulatory sameness of

the consonantal gestures in /di/ and /du/ and differentness in /pi/ and /ka/. By this account, pattern learners acquire the acoustic-

articulatory links when they hear the acoustic consequences of their own speech. No presumption that listeners perceive articulation is

required. This, in fact, was the earliest motor theory (Liberman, 1957), with the proposed learning underlying “acquired similarity” of the /d/

s in /di/ and /du/ and “acquired distinctiveness” of the stop bursts of /pi/ and /ka/. The account fails, however, as argued by early

opponents of the motor theory, because individuals exist who perceive speech successfully without being able to produce what they perceive

(MacNeilage, Rootes, & Chase, 1967). Information about articulation has to come from information in the acoustic signals from others’ speech

as well as one’s own when that is possible.

17715.2 RESEARCH FINDINGS

C. BEHAVIORAL FOUNDATIONS



One such line of investigation is that regarding com-
pensation for coarticulation. This is a finding that listen-
ers make speech judgments that reflect sensitivity to
acoustic consequences of coarticulatory gestural over-
lap. The research line has a long and controversial
history. In a seminal finding by Mann (1980), members
of a /da/-/ga/ continuum differing only in the third
formant (F3) onset frequency of the initial consonant
(high for /da/, low for /ga/) were identified differ-
ently after a precursor /al/ (high ending F3) than /ar/
(low ending F3) syllable. Listeners identified more con-
tinuum syllables as “ga” after /al/ than /ar/. As Mann
(1980) explained, this can be interpreted as perceptual
compensation for the acoustic consequences of gestural
overlap, that is, the coarticulatory fronting/backing
pulls that /l/ and /r/ would exert, respectively, on a
following /da/ or /ga/ in natural speech production.

However, Mann (1980) also remarked that her find-
ings can be interpreted in another way. They can be seen
as evidence for spectral contrast rather than for listeners’
perceptual parsing of coarticulatory gestural overlap. In
the contrast account, frequencies in a context segment
render the perceptual system temporarily insensitive to
frequencies in neighboring speech. For example, a high
F3 transition in /al/ makes frequencies in a following
syllable that is ambiguous between /da/ (high F3) and
/ga/ (low F3) sound lower and therefore more /ga/-
like. A preceding /ar/, with a low F3, has the opposite
contrastive effect, leading the syllable to sound more
/da/-like. This mimics true perceptual parsing of the
coarticulatory effects of /l/ and /r/ on /d/ and /g/.

In support of this view, investigators have reported
that nonspeech contexts can yield compensation-like
perceptual judgments (Kingston et al., 2014; Lotto &
Kluender, 1998). For example, in research by Lotto and
Kluender (1998), high- and low-frequency tones
replaced /al/ and /ar/ syllables and had qualitatively
the same effect on /da/-/ga/ judgments as the context
syllables had.

However, other findings oppose that account and
favor an interpretation that listeners, in fact, track ges-
tural overlap in speech. For example, compensation is
achieved perceptually when contrast is ruled out
because compensation is cross-modal (Mitterer, 2006).
In this study, context syllables were distinguished only
visually (in audiovisual presentations), whereas the
continuum syllables were distinguished only acousti-
cally. Because a visible speech gesture cannot be the
source of spectral contrast on a following acoustic syl-
lable, contrast is not a viable account of the perceptual
compensation that occurred in this study. Contrast is
also ruled out when the gestural overlap for which lis-
teners compensate has simultaneous, rather than suc-
cessive, acoustic consequences (Silverman, 1987),
because contrast affects perceptual sensitivity of

neighbors of the source of contrast, not of the source
itself. Finally, it is ruled out when gestural overlap is
both cross-modal and simultaneous (Fowler, 2006).
Moreover, in the only two (difficult-to-find) instances
in which predictions of gestural parsing and contrast
accounts have been dissociated in speech stimuli
(Johnson, 2011; Viswanathan, Magnuson, & Fowler,
2010), results supported gestural parsing, not contrast.

As noted, findings most supportive of the contrast
account show that nonspeech contexts trigger
compensation-like responses in speech. (Lotto &
Kluender, 1998). However, Viswanathan, Magnuson,
and Fowler (2013) distinguished a contrast from a
masking account of nonspeech effects experimentally
and found that the nonspeech contexts used in these
studies induced energetic masking rather than con-
trast. Masking cannot explain the speech effects,
however.

In a different line of investigation, perceivers are
shown to integrate cross-modal information about
speech gestures. A striking and seminal finding by
McGurk and MacDonald (1976; MacDonald and
McGurk, 1978) showed that appropriately selected
pairings of acoustic consonant�vowel (CV) syllables
and synchronous dubbed, visible mouthings of differ-
ent CVs led listeners to report hearing a syllable that
integrates information across the modalities. For exam-
ple, acoustic /ma/ dubbed onto mouthed /da/ leads
listeners to hear /na/, an integration of the visually
specified place of articulation of the consonant with its
acoustically specified nasal and voicing properties. A
gestural account of the finding is that listeners inte-
grate information about gestures that are specified
cross-modally. That is, they experience an event of
talking and integrate cross-modal information about
that event. Although there can be other accounts of the
finding that invoke past experience associating the
sights and sounds of talking (Diehl & Kluender, 1989;
Stephens & Holt, 2010), these accounts are challenged
by findings of cross-modal integration, among others.
For example, Gick and Derrick (2009) showed that
puffs of air against the neck of listeners transformed
their reports of acoustic /ba/ to /pa/ and of /da/ to
/ta/. The puff of air is evidence of the aspiration or
breathiness in production of voiceless (/p/, /t/) stops.
The gestural account is that puffs of air, acoustic sig-
nals, reflected light, and more (Fowler & Dekle, 1991)
have impacts on perceivers in ways that specify their
ecological source.

This is a subset of research that provides converging
evidence for gesture perception in speech. This work is
consistent with the framework in which perceivers
must perceive the econiche as it is specified multimod-
ally (Stoffregen and Bardy, 2001) for perception to sup-
port action and for action to support life.
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However, nothing in this review indicates that per-
ception of speech gestures reflects recruitment of the
motor system as the motor theory of Liberman and col-
leagues proposes (Liberman et al., 1967; Liberman &
Mattingly, 1985; see Scott, McGettigan, & Eisner, 2009).
Listeners perceive speech gestures because acoustic
signals, having been lawfully and distinctively struc-
tured by speech gestures, specify the gestures (Fowler,
1986, 1996)3 just as reflected light that has been law-
fully and distinctively structured as the act of walking
specifies walking. Even so, there is considerable evi-
dence that the motor system is active in effective ways
during phonetic perception. The following review is
meant to show only that there are effective perceptuo-
motor links in speech perception. It does not show
that motor involvement is required to extract phonetic
(gestural) primitives from speech signals.

Speech perception is a perceptuo-motor skill in
respect to mechanisms that support it. The following
review is restricted to behavioral evidence and is only
illustrative. Moreover, summaries of evidence of brain
activation patterns that support speech perception and
evidence complementary to that provided here show-
ing that perceptual information changes speech pro-
duction (Houde & Jordan, 1998; Tremblay, Shiller, &
Ostry, 2003) are omitted.

A direct connection between the speech perception
and action systems is reported by Yuen, Davis,
Brysbaert, and Rastle (2010). These investigators col-
lected electropalatalographic data as talkers produced
syllables starting with /k/ (produced with a constric-
tion gesture of the tongue dorsum against the velum)
or /s/ (produced with a narrow constriction between
the tongue tip and the alveolar region of the palate).
While articulating either of these syllables, the talkers
heard either congruent syllables or /t/-initial syllables
(/t/, like /s/, is an alveolar consonant; however,
because it is a stop, not a fricative like /s/, there is
more alveolar contact for /t/). The remarkable finding
was that the heard syllable left traces in the production
of /k/- and /s/-initial syllables in the form of
increased alveolo-palatal contact by the tongue when
the distractor was /t/-initial. The effect was absent
when distractor syllables were presented in print
form. This finding is important because acoustically
presented syllables were distractors to which partici-
pants did not explicitly respond. The explicit task
involved talking, not listening; even so, listening had
an impact on articulation, presumably because, in this

experimental set-up, listening automatically and unin-
tentionally involves motor system activation.

The findings are consistent with those of Fadiga and
colleagues (Fadiga, Craighero, Buccino, & Rizzolatti,
2002). They found that transcranial magnetic stimula-
tion (TMS) of the tongue region of the speech motor
system of the brain leads to more activation of tongue
muscles when words or nonwords being perceived
include lingual as compared with labial intervocalic
consonants. That is, motor activation that occurred
during perception of speech was specific to the ges-
tural properties of the words or nonwords to which
the listener was exposed.

Compatibly, D’Ausilio and colleagues (D’Ausilio
et al., 2009) used TMS either to the tongue or to the lip
region of the motor system of the brain as listeners
identified stop-initial syllables in noise. Response times
were faster and accuracy was higher to identify lingual
consonants (/d/, /t/) than labial consonants (/b/,
/p/) when TMS was to the lingual region. The pattern
reversed when stimulation was to the labial region
(see Hickok [2009, 2014] for an alternative
interpretation).

Finally, Ostry and colleagues (Ito, Tiede, & Ostry,
2009; Nasir & Ostry, 2009) have shown that changes in
the way that talkers produce a vowel also lead to
changes in the way that they perceive it. A striking
finding in that regard is reported by Nasir and Ostry
(2009). In their study, talkers produced monosyllables
including the vowel /æ/. Talkers’ jaws were per-
turbed in the direction of protrusion as they produced
the monosyllables. This perturbation did not have
measurable or audible acoustic consequences, but,
despite that, most participants compensated for it.
That is, their jaw trajectories after compensation were
closer to the preperturbation path than it was before
compensation. Before and after the perturbation expe-
rience, participants classified vowels perceptually
along a head to had acoustic continuum (where /æ/ is
the vowel in had). They showed a boundary shift after
compensation identifying fewer vowels as /æ/ than
they did before compensation to the jaw perturbations.
No shifts in identification were found for control parti-
cipants who followed the same protocol except that
perturbations were never applied during the perturba-
tion phase of the experiment. In addition, among parti-
cipants in the experimental group, the size of the
compensation to perturbation was correlated with the
size of the perceptual shift.

3Claims that acoustic signals necessarily lack the required specificity for gestural recovery (Diehl, Lotto, & Holt, 2004, p. 172: “[T]he inverse

problem appears to be intractable”) are overstated. Most approaches to the inversion problem make simplifying assumptions about the vocal

tract that are false and consequential (Iskarous, 2010; Iskarous, Fowler, & Whalen, 2010). Moreover, characteristically approaches are designed

to recover individual vocal tract states, not gestures, and so cannot take advantage of constraints provided by the tract’s history, an analog of

the retinal image fallacy in visual perception (Gibson, 1966).
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Therefore, clearly, the perceptual shift was tied to
the adaptive learning. As talkers changed the way they
produced a vowel (in response to perturbations that
had no measurable or audible acoustic consequences),
they also changed how they extracted acoustic infor-
mation about that vowel in perception.

As noted, there have been proposals that motor sys-
tem activation during speech perception may only occur
under special circumstances, such as when the signal is
noisy or only when special kinds of tasks are being per-
formed (Osnes, Hugdahl, & Specht, 2011). However, the
foregoing review suggests that motor activation occurs
whether or not the signal is noisy or distorted and in a
variety of tasks. Stimuli are sometimes meaningless syl-
lables and sometimes meaningful words; they are some-
times presented in the clear and sometimes in noise.
Moreover, the review that follows should lead skeptics
to question whether motor activation during speech per-
ception should be limited only to special circumstances.
The review shows that motor system recruitment is
widespread in other domains of perception and else-
where in the realm of language. Its pervasiveness likely
reflects humans’ adaptation to the fundamentally
perceptuo-motor nature of life in the econiche.

15.2.2 Nonspeech

15.2.2.1 Nonlanguage

As noted, evidence that perceivers perceive a motor
event when one occurs in their vicinity is not in itself
evidence for a motor theory. Even so, there is evidence
for motor activation during visual perception of walk-
ing in research by Takahashi, Kamibayashi, Nakajima,
Akai, and Nakazawa (2008). They applied TMS to the
motor systems of observers’ brains to potentiate mus-
cles of their legs as the observers watched actors either
walking or standing on a treadmill. Activity in the
observers’ leg muscles was measured. Findings were
analogous to those of Fadiga et al. (2002) for speech
perception. Greater muscle activity occurred in muscles
of the leg as observers watched walking as contrasted
with standing. As it does during speech perception,
muscle activation occurs that is specific to the event
being perceived during perception of biological motion.

Motor system activation consequent on observing
action is not restricted to visual observation.
Activation also occurs as listeners hear sounds (in a
study by Caetano, Jousmäki, & Hari, 2007, the sound
of a drum membrane being tapped with the finger)

that is comparable in some, but not all respects, with
activation that occurs when listeners produce the same
sounds themselves or see someone else producing
them with or without sound.

A finding that is conceptually analogous to that of
D’Ausilio et al. (2009) but in the visual domain has
been reported as well. D’Ausilio et al. (2009) showed
that potentiation of lip or tongue muscles facilitated
perception of labial or lingual consonants, respectively,
in noise. Blaesi and Wilson (2010) had observers clas-
sify facial expressions that had been morphed along a
continuum between a smile and a frown. In half of the
trials, the observers clenched a pen lengthwise in their
mouth to enforce an expression similar to a smile with-
out (directly) evoking the associated emotion. Findings
were that “smile” judgments increased in those trials
as compared with trials in which the observers’ facial
expression was not manipulated.

Findings similar to those reported by Blaesi and
Wilson (2010) abound in the literature. Barsalou (2008)
provides a summary of some of them in the domain of
“embodied” or “grounded” cognition.

The studies reviewed so far reveal motor activation
in perception. Research by Goldin-Meadow and collea-
gues (see Goldin-Meadow & Beilock, 2010, for a
review) uncovered a role for motor recruitment in
problem-solving and thought processes more generally.
In their review they show that the manual gestur-
ing that accompanies language use not only reflects
thought but also can guide thought. Research with
children acquiring Piagetian conservation (Ping &
Goldin-Meadow, 2008) showed that children learned
more from instruction involving both gestures and
speech than from instruction involving speech only
and that the advantage accrued whether the containers
of liquid used in the conservation problems were pres-
ent or absent (so that gestures were not points to the
critical properties of the objects).

In a study of adults, Beilock and Goldin-Meadow
(2010) presented participants with variants of the
tower of Hanoi problem.4 Participants solved the
problem and then were videotaped describing how
they had solved it. After that, they solved a variant
of the same problem. An important finding was that
gestures produced during the description phase that
were appropriate to the initial solution of the prob-
lem but inappropriate for the solution of the variant
were associated with poorer performance on the
variant.

4The tower of Hanoi tasks present solvers with four disks of different sizes and three pegs on which they may be placed. At the beginning,

the four disks are stacked on the left-most peg in order of size, with the smallest disk on top. The solver’s task is to shift the disks one at

a time so that, eventually, they are stacked in the same size order on the last peg. A constraint is that a larger disk cannot sit above a

smaller one.
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15.2.2.2 Language, Not Speech

This review shows that motor activation occurs and
is effective in perception and cognition outside of lan-
guage. It is not special to speech perception. One con-
clusion from this is that motor activation is pervasive
in perception and cognition. A second is that the view
of Liberman and colleagues (Liberman et al., 1967) that
motor recruitment in speech perception solves a prob-
lem that is special to speech is not particularly sug-
gested by findings of motor activation in that domain.
An explanation that is more likely to be valid for the
occurrence of motor activation in speech perception
will be one that is shared with explanations for motor
activation elsewhere in perception and cognition.

Motor activation within the domain of language is
not special to speech perception either. It occurs in
word recognition and in language understanding more
generally. The generality of motor activation to larger
chunks of language than consonants and vowels
reflects the fact that language use is a perceptuo-motor
activity. It is fundamentally a between-person activity
in the world; as such, it is inherently and pervasively
perceptuo-motor in its nature (Fowler, 2013). Some
examples of findings are presented.

Regarding word recognition, Pulvermüller and
Fadiga (2010) reviewed evidence that words with
action-related meanings (grasp or kick) activate the asso-
ciated part of the motor system (Hauk, Johnsrude, &
Pulvermüller, 2004) and do so with a sufficiently short
latency that the activation is likely integral to word
understanding, not consequent of it (Pulvermüller,
Shtyrov, & Ilmoniemi, 2005). Compatibly, a TMS study
(Pulvermüller, Hauk, Nikulin, & Ilmoniemi, 2005)
showed that stimulation of the arm�hand motor region
of the left hemispheres of right-handed participants
facilitated lexical decisions (made as lip-movement
responses) to words with arm�hand-related meanings
compared with words with leg-related meanings,
whereas stimulation of leg motor regions had a comple-
mentary effect on lexical decision times.

de Zubicaray, Arciuli, and McMahon (2013) chal-
lenged these findings, in part, by showing that locali-
zations of motor activations in response to linguistic
stimuli in the literature are questionable. They also
show that some findings of motor activation to words
(and nonwords) reflect sensitivity, not to the words’
content but rather to their orthographic and phonologi-
cal properties that statistically distinguish words by
syntactic class. They show that nonwords having the
statistical properties of verbs activate the motor system
despite being mostly meaningless.

Despite these findings, there is clear behavioral evi-
dence for motor activation specific to actions implied
by sentence meanings (see Taylor & Zwaan, 2009, for a

review). These findings are not subject to concerns
about where in the brain motor activation occurs,
because they show specificity in the motor actions
themselves that are primed by linguistic meanings.
Moreover, most are not subject to reinterpretation in
terms of the orthographic or phonological properties of
the stimuli. For example, Glenberg and Kaschak (2002)
presented listeners with sentences such as Andy deliv-
ered the pizza to you or You delivered the pizza to Andy
(two sentences with identical orthographic and phono-
logical properties but describing different actions).
Participants made a speeded response whether each
sentence made sense. For one participant group, the
yes response was a motion toward the body from a
home button, whereas the no response was a motion in
the opposite direction from the same home button. In
a second group of participants, the mapping was
opposite. Findings were that latencies to respond yes to
sentences like the first sentence were faster for partici-
pants whose responses were toward the body, the
same direction as the pizza’s motion. Latencies to
respond yes to sentences like the second sentence were
faster for participants whose responses were away
from the body. Compatibly, Zwaan and Taylor (2006)
presented participants with sentences visually in
sequential groups of one to three words (separated
here by slashes):

To quench/his/thirst/the/marathon/runner/eagerly/opened/
the/water bottle.

Participants turned a knob to see each new word or
word sequence. In one block of trials, they turned the
knob counterclockwise; in another block, they turned it
in the opposite direction. Half of the critical sentences
described a clockwise motion; half (as in the example)
described a counterclockwise motion. Findings were
that reading times for the critical region of the sentence
(opened in the example) were faster when the direction
of the knob turn matched the rotation direction
implied by the sentence.

15.3 CONCLUSION

Set in the context of the many recent research find-
ings showing motor system activation and effective
involvement in perception, cognition, and language
generally, the previously highly controversial claim of
Liberman’s motor theory (Liberman et al., 1967;
Liberman & Mattingly, 1985) that there is motor system
recruitment in speech perception appears quite plausi-
ble, even mundane. Even so, the associated claim of
motor theorists that speech motor system recruitment
evolved to solve a perceptual problem that is special to
speech recedes in plausibility. Whether acoustic speech

18115.3 CONCLUSION

C. BEHAVIORAL FOUNDATIONS



signals present an especially difficult obstacle to per-
ception because of coarticulation (and, most likely it
does not; Fowler, 1986, 1996; Fowler & Iskarous, 2013),
motor recruitment occurs pervasively in instances in
which this obstacle, if it is one, is absent.

The present review suggests that motor recruitment
occurs generally in perception and cognition, including
in language perception and comprehension. This is
likely because life in the econiche is pervasively
perceptuo-motor in nature, and animals, including
humans, are adapted to that kind of life. Perception
generally incorporates exploratory activity as an essen-
tial part and performatory actions are perceptually
guided. Moreover, for activities of either sort to be
felicitous requires both acting and perceiving to
be true to the nature of the econiche. Actions have
to be appropriate to the affordances of the econiche,
and perception has to reveal the affordances. The eco-
niche has to be shared (there must be a relation of
parity) between perceiving and acting.

This kind of action�perception parity is required
for interpersonal action in which participants in joint
activities have to coordinate. Participants in joint
actions have to perceive accurately their own participa-
tion in the action and their partner’s; complementarily,
their actions have to be true to the joint situation and
their perception of it. This is no less true for language
use than it is for activities such as dancing, paddling a
canoe, or playing a duet (Clark, 1996). Perceivers of
linguistic utterances produced by others have, in gen-
eral, to perceive accurately what has been said by
themselves and by interlocutors. There has to be a rela-
tion of (sufficient) parity between utterances produced
and perceived on the parts of all participants in a lin-
guistic interchange. In this case, the shared part of the
econiche is the utterance composed at the level of lan-
guage forms of appropriately sequenced linguistic
actions of the vocal tract.

Where does this leave Liberman’s motor theory?
Although Liberman was by no means the first motor
theorist, he should be recognized as among the earliest
theorists to recognize the perceptuo-motor link in the
domain of speech (Galantucci, Fowler, & Turvey,
2006). A task for motor theorists of speech perception
now is to bring the theory into alignment with devel-
opments outside the domain of speech such as those
reviewed here.
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16.1 INTRODUCTION

For much of the past 50 years, the main theoretical
debate in the scientific study of speech perception has
focused on whether the processing of speech sounds
relies on neural mechanisms that are specific to speech
and language or whether general perceptual/cognitive
processes can account for all of the relevant phe-
nomena. Starting with the first presentations of
the Motor Theory of Speech Perception by Alvin
Liberman and colleagues (Liberman, Cooper, Harris,
MacNeilage, & Studdert-Kennedy, 1964; Liberman,
Cooper, Shankweiler, & Studdert-Kennedy, 1967;
Studdert-Kennedy, Liberman, Harris, & Cooper, 1970)
and the critical reply from Harlan Lane (1965), many
scientists defended “all-or-none” positions on the
necessity of specialized speech processes, and much
research was dedicated to demonstrations of phenom-
ena that were purported to require general or speech-
specific mechanisms (see Diehl, Lotto, & Holt, 2004 for
a review of the theoretical commitments behind these
positions). Whereas the “speech-is-special” debate con-
tinues to be relevant (Fowler, 2008; Lotto, Hickok, &
Holt, 2009; Massaro & Chen, 2008; Trout, 2001), the
focus of the field has moved toward more subtle dis-
tinctions concerning the relative roles of perceptual,
cognitive, motor, and linguistic systems in speech per-
ception and how each of these systems interacts in the
processing of speech sounds. The result has been an
opportunity to develop more plausible and complete
models of speech perception/production (Guenther &
Vladusich, 2012; Hickok, Houde, & Rong, 2011).

In line with this shift in focus, in this chapter we
concentrate not on whether the general auditory sys-
tem is sufficient for speech perception but rather on

the ways that human speech communication appears
to be constrained and structured on the basis of the
operating characteristics of the auditory system. The
basic premise is simple, with a long tradition in the sci-
entific study of speech perception: the form of speech
(at the level of phonetics and higher) takes advantage
of what the auditory system does well, resulting in a
robust and efficient communication system. We review
here three aspects of auditory perception—discrimina-
bility, context interactions, and effects of experience—
and discuss how the structure of speech appears to
respect these general characteristics of the auditory
system.

It should be noted that we include in our conception
of the “auditory system” processes and constructs that
are often considered to be “cognition,” such as mem-
ory, learning, categorization, and attention (Holt &
Lotto, 2010). This is in contrast to previous characteri-
zations of “Auditorist” positions in speech perception
that appeared to constrain explanations of speech phe-
nomena to peculiarities of auditory encoding at the
periphery. Most researchers who have advocated for
general auditory accounts of speech perception actu-
ally propose explanations within a larger general audi-
tory cognitive science framework (Holt & Lotto, 2008;
Kluender & Kiefte, 2006). Recent findings in auditory
neuroscience provide support for moving beyond sim-
ple dichotomies of perception versus cognition or top-
down versus bottom-up or peripheral versus central.
There have been demonstrations that manipulation of
attention may affect the earliest stages of auditory
encoding in the cochlea (Froehlich, Collet, Chanal, &
Morgon, 1990; Garinis, Glattke, & Cone, 2011; Giard,
Collet, Bouchet, & Pernier, 1994; Maison, Micheyl, &
Collet, 2001) and experience with music and language
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changes the neural representation of sound in the
brain stem (Song, Skoe, Wong, & Kraus, 2008; Wong,
Skoe, Russo, Dees, & Kraus, 2007). In line with these
findings, we treat attention, categorization, and learn-
ing as intrinsic aspects of auditory processing.

16.2 EFFECTS OF AUDITORY
DISTINCTIVENESS ON THE FORM

OF SPEECH

At the most basic level, the characteristics of the
auditory system must constrain the form of speech
because the information-carrying aspects of the signal
must be encoded by the system and must be able to be
discriminated by listeners. Given the remarkable abil-
ity of normal-hearing listeners to discriminate spectral-
temporal changes in simple sounds such as tones and
noises, the resolution of the auditory system does not
appear to provide much of a constraint on the possible
sounds used for speech communication. The smallest
discriminable frequency change for a tone of 1,000 Hz
is just over 1 Hz (Wier, Jesteadt, & Green, 1977), and
an increment in intensity of 1 dB for that tone will
likely be detected by the listener (Jesteadt, Wier, &
Green, 1977). However, it is a mistake to make direct
inferences from discriminability of simple acoustic sti-
muli to the perception of complex sounds, such as
speech. Speech perception is not a simple detection or
discrimination task; it is more similar to a pattern rec-
ognition task in which the information is carried
through changes in relative patterns across a complex
multidimensional space. These patterns must be
robustly encoded and perceptually discriminable for
efficient speech communication.

To the extent that some patterns are more readily
discriminable by the auditory system, they will pre-
sumably be more effective as vehicles for communica-
tion. Liljencrants and Lindblom (1972) demonstrated
that one could predict the vowel inventories of lan-
guages relatively well by maximizing intervowel dis-
tances within a psychophysically scaled vowel space
defined by the first two formant frequencies (in Mel
scaling). For example, /i/, /a/, and /u/ are correctly
predicted to be the most common set of vowels for a
three-vowel language system based on the presump-
tion that they would be most auditorily discriminable
given that their formant patterns are maximally dis-
tinct in the vowel space. Vowel inventory predictions
become even more accurate as one more precisely
models the auditory representation of each vowel
(Diehl, Lindblom, & Creeger, 2003; Lindblom, 1986).
These demonstrations are in agreement with proposals
that languages tend to use sounds that maximize audi-
tory distinctiveness in balance with the value of

reducing articulatory effort, such as Stevens’ (1972,
1989) Quantal Theory, Lindblom’s (1991) H&H Theory
(which we return to below), and Ohala’s (1993) models
of sound change in historical linguistics.

The proposal that auditory distinctiveness is impor-
tant for effective speech communication was pushed
even further by the Auditory Enhancement Theory
from Diehl and colleagues (Diehl & Kluender, 1987,
1989; Diehl, Kluender, Walsh, & Parker, 1991).
According to Auditory Enhancement, speakers tend to
combine articulations that result in acoustic changes
that mutually enhance distinctiveness of the resulting
sounds for the listener. For example, in English the
voicing contrast between /b/ and /p/ when spoken
between two vowels, such as rabid versus rapid, is sig-
naled in part by the duration of a silent interval that
corresponds to the lip closure duration, which is shorter
for /b/. However, speakers also tend to lengthen the
duration of the preceding vowel when producing a /b/.
Kluender, Diehl, and Wright (1988) demonstrated that
preceding a silent gap with a long-duration sound
results in the perception of a shorter silent gap, even for
nonspeech sounds; this can be considered a kind of
durational contrast. Thus, when talkers co-vary short
lip closure durations with longer preceding vowels and
vice versa, they produce a clearer auditory distinction
between /b/ and /p/. This is just one of numerous
examples appearing to indicate that the need for audi-
tory distinctiveness drives the phonetic structure of lan-
guages (Diehl, Kluender, & Walsh, 1990; Kingston &
Diehl, 1995).

In addition to providing constraints on the global
structure of spoken languages, there is good evidence
that the individual behavior of speakers is influenced by
the local needs of listeners for auditory distinctiveness.
According to Lindblom’s (1991) H(yper) & H(ypo)
Theory of speech communication, speakers vary their
productions from hyperarticulation to hypoarticulation
depending on the contextual needs of the listener.
Spoken utterances that are redundant with other
sources of information or with prior knowledge may
be spoken with reduced effort, resulting in reduced
auditory distinctiveness. However, novel information
or words that are likely to be misperceived by a lis-
tener are produced with greater clarity or hyperarticu-
lation. In accordance with this theory, there have been
many demonstrations that speakers modulate produc-
tions when speaking to listeners who may have per-
ceptual challenges, such as hearing-impaired listeners
or non-native language learners (Bradlow & Bent,
2002; Picheny, Durlach, & Braida, 1985, 1986).

Despite the continued success of the theories
described, it remains a challenge to derive a valid met-
ric of “auditory distinctiveness” for complex time-
varying signals like speech (and equally difficult to
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quantify “articulatory effort”). The classic psychophys-
ical measures of frequency, intensity, and temporal
resolution are simply not sufficient. The pioneering
work of David Green regarding auditory profile analy-
sis in which listeners discriminate amplitude pattern
changes across a multitonal complex (Green, 1988;
Green, Mason, & Kidd, 1984) was a step in the right
direction because it could conceivably be applied to
measuring the ability to discriminate steady-state
vowel acoustics. However, vowel acoustics in real
speech are much more complex and it is not clear that
these measures scale up to predict intelligibility of
speech at even the level of words. The future prospects
of understanding how the operating characteristics of
the auditory system constrain the acoustic elements
used in speech communication are brighter given
more recent approaches to psychoacoustic research
that investigate the roles of context, attention, learning,
and memory in general auditory processing (Kidd,
Richards, Streeter, Mason, & Huang, 2011; Krishnan,
Leech, Aydelott, & Dick, 2013; Ortiz & Wright, 2010;
Snyder & Weintraub, 2013).

16.3 EFFECTS OF AUDITORY
INTERACTION ON THE FORM

OF SPEECH

The patterns of acoustic change that convey informa-
tion in speech are notoriously complex. Speech sounds
like /d/ and /g/ are not conveyed by a necessary or
sufficient acoustic cue and there is no canonical acoustic
template that definitively signals a linguistic message.
Furthermore, variability is the norm. The detailed
acoustic signature of a particular phoneme, syllable, or
word varies a great deal across different contexts, utter-
ances, and talkers. The inherent multidimensionality of
the acoustic signatures that convey speech sounds and
the variability along these dimensions presents a chal-
lenge for understanding how listeners readily map the
continuous signal to discrete linguistic representations.
This has been the central issue of speech perception
research. Although some researchers have suggested
that acoustic variability may serve useful functions in
speech communication (Elman & McClelland, 1986;
Liberman, 1996), the prevailing approach has been to
explore how listeners accommodate or compensate for
the messy physical acoustic signal to align it with
native-language linguistic knowledge.

Although this framing of speech perception has
dominated empirical research and theory, the focus on
acoustic variability may lead us to pursue answers to
the wrong questions. Like all perceptual systems, the
auditory system transforms sensory input; it is not a
linear system. It is possible that the nature of auditory

perceptual transformations is such that the challenge
of acoustic variability is mitigated when analyzed
through the lens of auditory perception. Some of the
more daunting mysteries about the ability of humans
to accommodate acoustic variability in speech may
arise from a lack of understanding of how the auditory
system encodes complex sounds, generally.

Coarticulation is a case in point. As we talk,
the mouth, jaw, and other articulators move very
quickly, but not instantaneously, from target to
target. Consequently, at any point in time the move-
ment of the articulators is a function of the articula-
tory demands of previous and subsequent phonetic
sequences as well as the “current” intended produc-
tion. As a direct result, the acoustic signature of a
speech sound is context-dependent. When /al/ pre-
cedes /ga/, for example, the tongue must quickly
move from anterior to posterior occlusions to form the
consonants. The effect of coarticulation is to draw
/ga/ to a more anterior position (toward /al/). This
context-sensitive shift in production impacts the resul-
tant acoustic realization, making it more “da”-like
because the place of tongue occlusion slides forward in
the mouth toward the articulation typical of “da.”
Likewise, when /da/ is spoken after the more posteri-
orly articulated /ar/, the opposite pattern occurs; the
acoustics of /da/ become more “ga”-like. This means
that, due to coarticulation, the acoustic signature of the
second syllables in “alga” and “arda” can be highly
similar (Mann, 1980).

Viewed from the perspective of acoustic variability,
this issue seems intractable. If the second consonant of
“alga” and “arda” is signaled by highly similar acoustics,
then how is it that we hear the distinct syllables “ga”
and “da”? The answer lies in the incredible context
dependence of speech perception; perception appears to
compensate for coarticulation. This can be demonstrated
by preceding a perceptually ambiguous syllable between
/ga/ and /da/ with /al/ or /ar/. Whereas the acoustics
of /ga/ produced after /al/ are more “da”-like, a pre-
ceding /al/ shifts perception of the ambiguous sound
toward “ga.” Similarly, /ar/ shifts perception of the
same ambiguous sound toward “da.” This pattern
opposes the coarticulatory effects in speech production.
In this example and many replications with other tasks
and stimuli, coarticulation assimilates speech acoustics,
but perception “compensates” in the opposing direction
(Mann, 1980; Mann & Repp, 1980).

The traditional interpretation of these findings high-
lights that theoretical approaches have tended to dis-
count what the auditory system can contribute to the
challenges of speech perception. The flexibility of
speech perception to make use of so many acoustic
dimensions to signal a particular speech sound and
the dependence of this mapping on context has

18716.3 EFFECTS OF AUDITORY INTERACTION ON THE FORM OF SPEECH

C. BEHAVIORAL FOUNDATIONS



suggested to many that it is infeasible for these effects
to arise from auditory processing. This challenge is
part of what led to the proposal that motor representa-
tions might be better suited to serve as the basis of
speech communication. But, by virtue of being sound,
acoustic speech necessarily interfaces with early audi-
tory perceptual operations. As noted, these operations
are not linear; they do not simply convey raw acoustic
input, they transform it. Thus, although acoustics are
readily observable and provide a straightforward
means of estimating input to the linguistic system,
this representation is not equivalent to the auditory
information available to the linguistic system. What
might be gained by considering auditory—rather than
acoustic—information?

Lotto and Kluender (1998) approached this question
by examining whether perceptual compensation for
coarticulation like that described for “alga” and “arda”
really requires information about speech articulation,
or whether the context sounds need to be speech at all.
They did this by creating nonspeech sounds that had
some of the acoustic energy that distinguishes /al/
from /ar/. These nonspeech signals do not carry infor-
mation about articulation, talker identity, or any other
speech-specific details. The result was two nonspeech
tone sweeps, one with energy like /al/ and the other
with energy mimicking /ar/. Lotto and Kluender
found that when these nonspeech acoustic signals pre-
ceded /ga/ and /da/ sounds, the tone sweeps had the
same influence as the /al/ and /ar/ sounds they mod-
eled. So-called perceptual compensation for coarticula-
tion is observed even for nonspeech contexts that
convey no information about speech articulation.

This finding has been directly replicated (Fowler,
2006; Lotto, Sullivan, & Holt, 2003) and extended to other
stimulus contexts (Coady, Kluender, & Rhode, 2003;
Fowler, Brown, & Mann, 2000; Holt, 1999; Holt & Lotto,
2002) many times. Across these replications, the pattern
of results reveals that a basic characteristic of auditory
perception is to exaggerate contrast. Preceded by a high-
frequency sound (whether speech or nonspeech), subse-
quent sounds are perceived to be lower-frequency. This
is also true in the temporal domain; preceded by longer
sounds or sounds presented at a slower rate, subsequent
sounds are heard as shorter (Diehl & Walsh, 1989;
Wade & Holt, 2005a, 2005b). Further emphasizing the
generality of these effects, Japanese quail exhibit the
pattern of speech context dependence that had been
thought to be indicative of perceptual compensation for
coarticulation (Lotto, Kluender, & Holt, 1997).

This example underscores the fact that acoustic and
auditory are not one and the same. Whereas there is
considerable variability in speech acoustics, some of
this variability is accommodated by auditory percep-
tual processing. In this way, the form of speech can

have coarticulation and still be an effective communi-
cation signal because the operating characteristics of
the auditory system include exaggeration of spectral
and temporal contrast. Lotto et al. (1997) argue that the
symmetry of assimilated speech production and con-
trastive perception is not serendipitous, but rather is a
consequence of organisms having evolved within natu-
ral environments in which sound sources are physi-
cally constrained in the sounds they can produce.
Because of mass and inertia, natural sound sources
tend to be assimilative, like speech articulators.
Perceptual systems, audition included, tend to empha-
size signs of change, perhaps because in comparison
with physical systems’ relative sluggishness rapid
change is ecologically significant information. Having
evolved like other perceptual systems to respect regu-
larities of the natural environment, auditory processing
transforms coarticulated acoustic signals to exaggerate
contrast and, thus, eliminates some of the apparent
challenges of coarticulation. We can communicate effi-
ciently as our relatively sluggish articulators perform
acrobatics across tens of milliseconds to produce
speech, in part because our auditory system evolved to
use acoustic signals from natural sound sources that
face the same physical constraints.

These results also highlight the importance of con-
sidering higher-level auditory processing in constrain-
ing models of speech perception. Subsequent research
has shown that the auditory system exhibits spectral
and temporal contrast for more complex sound input
(Holt, 2005, 2006a, 2006b; Laing, Liu, Lotto, & Holt,
2012). These studies indicate that the auditory system
tracks the long-term average spectra (or rate; Wade &
Holt, 2005a) of sounds, and that subsequent perception
is relative to, and contrastive with, these distributional
characteristics of preceding acoustic signals (Watkins,
1991; Watkins & Makin, 1994). These effects, described
graphically in Figure 16.1, cannot be explained by low-
level peripheral auditory processing; effects persist
over more than a second of silence or intervening
sound (Holt, 2005) and require the system to track
distributional regularity across acoustic events (Holt,
2006a). These findings are significant for understand-
ing talker and rate normalization, which refer to the
challenges introduced to speech perception by acoustic
variability arising from different speakers and different
rates of speech. What is important is that the preceding
context of sounds possess acoustic energy in the spec-
tral (Laing et al., 2012) or temporal (Wade & Holt,
2005a, 2005b) region distinguishing the target pho-
nemes, and not that the context carries articulatory or
speech-specific information. Here, too, some of the
challenges apparent from speech acoustics may be
resolved in the transformation from acoustic to
auditory.
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16.4 EFFECTS OF LEARNABILITY
ON THE FORM OF SPEECH

Auditory representations are influenced greatly by
both short-term and long-term experience. Categorical
perception, the classic textbook example among speech
perception phenomena, exemplifies this. When native-
language speech varying gradually in its acoustics is
presented to listeners, the patterns of identification
change abruptly, not gradually, from one phoneme (or
syllable or word) to another. Likewise, there is a corre-
sponding discontinuity in discrimination such that
pairs of speech sounds are more discriminable if they
lie on opposite sides of the sharp identification bound-
ary than if they lie on the same side of the identifica-
tion curve’s slope, even when they are matched in
acoustic difference. Said another way, acoustically dis-
tinct speech sounds identified with the same label are
difficult to discriminate, whereas those with different
labels are readily discriminated. Despite the renown of
categorical perception for speech, it is now understood
that it is not specific to speech (Beale & Keil, 1995;
Bimler & Kirkland, 2001; Krumhansl, 1991; Livingston,

Andrews, & Harnad, 1998; Mirman, Holt, &
McClelland, 2004), and that even speech is not entirely
“categorical” (Eimas, 1963; Harnad, 1990; Liberman,
Harris, Hoffman, & Griffith, 1957; Pisoni, 1973). Infants
(Kuhl, 1991; McMurray & Aslin, 2005) and adults
(Kluender, Lotto, Holt, & Bloedel, 1998; McMurray,
Aslin, Tanenhaus, Spivey, & Subik, 2008) remain sensi-
tive to within-category acoustic variation. Speech cate-
gories exhibit graded internal structure such that
instances of a speech sound are treated as relatively
better or worse exemplars of the category (Iverson &
Kuhl, 1995; Iverson et al., 2003; Johnson, Flemming, &
Wright, 1993; Miller & Volaitis, 1989).

We have argued that it may be more productive to
consider speech perception as categorization, as opposed
to categorical (Holt & Lotto, 2010). This may seem like a
small difference in designation, but it has important
consequences. Considering speech perception as an
example of general auditory categorization provides a
means of understanding how the system comes to
exhibit relative perceptual constancy in the face of
acoustic variability and does so in a native-language�
specific manner. The reason for this is that although
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there is a great deal of variability in speech acoustics,
there also exist underlying regularities in the distribu-
tions of experienced native-language speech sounds.
This is the computational challenge of categorization;
discriminably different exemplars come to be treated as
functionally equivalent. A system that can generalize
across variability to discover underlying patterns and
distributional regularities—a system that can categorize—
may cope with the acoustic variability inherent in
speech without need for invariance. Seeking invariance
in the acoustic signatures of speech becomes less essen-
tial if we take a broader view that extends beyond pat-
tern matching to consider active auditory processing
that involves higher-order and multimodal perception,
categorization, attention, and learning.

From this perspective, learning about how listeners
acquire auditory categories can constrain behavioral and
neurobiological models of speech perception. Whereas
the acquisition of first and second language phonetic
systems provides an opportunity to observe the develop-
ment of complex auditory categories, our ability to
model these categorization processes is limited because
it is extremely difficult to control or even accurately mea-
sure a listener’s history of experience with speech
sounds. However, we are beginning to develop insights
into auditory categorization from experiments using
novel artificial nonspeech sound categories that inform
our understanding about how speech perception and
acquisition are constrained by general perceptual learn-
ing mechanisms (Desai, Liebenthal, Waldron, & Binder,
2008; Guenther, Husain, Cohen, & Shinn-Cunningham,
1999; Holt & Lotto, 2006; Holt, Lotto, & Diehl, 2004; Ley
et al., 2012; Liebenthal et al., 2010).

One example of what this approach can reveal
about how auditory learning constrains speech relates
to a classic early example of the “lack of invariance” in
speech acoustics. If one examines the formant frequen-
cies corresponding most closely with /d/ as it pre-
cedes different vowels, then it is impossible to define a
single acoustic dimension that uniquely distinguishes
the sound as a /d/; the acoustics are greatly influ-
enced by the following vowel (Liberman, Delattre,
Cooper, & Gerstman, 1954). This kind of demonstra-
tion fueled theoretical commitments that speech per-
ception is accomplished via the speech motor system
in the hopes that this would provide a more invariant
mapping than acoustics (Liberman et al., 1967).
Viewed from the perspective of acoustics, perceptual
constancy for /d/ seemed an intractable problem for
auditory processing.

Wade and Holt (2005a, 2005b) modeled this percep-
tual challenge with acoustically complex nonspeech
sound exemplars that formed categories signaled
only by higher-order acoustic structure and not by
any invariant acoustic cue (see Figure 16.2 for a

representation of the stimulus set). Naı̈ve participants
experienced these sounds in the context of a video-
game in which learning sound categories facilitated
advancement in the game but was never explicitly
required or rewarded. Within just a half-hour of game
play, participants categorized the sounds and general-
ized their category learning to novel exemplars. This
learning led to an exaggeration of between-category
discriminability (of the sort traditionally attributed to
categorical perception) as measured with electroen-
cephalography (EEG; Liu & Holt, 2011). The seemingly
intractable lack of acoustic invariance is, in fact, readily
learnable even in an incidental task.

This is proof that the auditory system readily uses
multimodal environmental information (modeled in
the videogame as sound-object links, as in natural
environments) to facilitate discovery of the distribu-
tional regularities that define the relations between cat-
egory exemplars while generalizing across acoustic
variability within categories. More than this, however,
the approach can reveal details of auditory processing
that constrain behavioral and neurobiological models
of speech perception. Using the same nonspeech cate-
gories and training paradigm, Leech, Holt, Devlin, and
Dick (2009) discovered that the extent to which partici-
pants learn to categorize nonspeech sounds is strongly
correlated with the pretraining to post-training recruit-
ment of left posterior temporal sulcus (pSTS) during
presentation of the nonspeech sound category exem-
plars. This is unexpected because left pSTS has been
described as selective for specific acoustic and infor-
mational properties of speech signals (Price, Thierry, &
Griffiths, 2005). In recent work, Lim, Holt, and Fiez
(2013) have found that left pSTS is recruited online in
the videogame category training task in a manner that
correlates with behavioral measures of learning. These
results also demonstrate that recruitment of left pSTS
by the nonspeech sound categories cannot be attrib-
uted to their superficial acoustic signal similarity to
speech or to mere exposure. When highly similar non-
speech sounds are sampled such that category mem-
bership is random instead of structured, left pSTS
activation is not related to behavioral performance.

As in the examples from the preceding sections, this
series of studies demonstrates that there is danger in
presuming that speech is fundamentally different from
other sounds in either its acoustic structure or in the
basic perceptual processes it requires. The selectivity
of left pSTS for speech should not be understood to be
selectivity for intrinsic properties of acoustic speech
signals, such as the articulatory information that
speech may carry. Instead, this region seems to meet
the computational demands presented by learning to
treat structured distributions of acoustically variable
sounds as functionally equivalent.
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Likewise, caution is warranted in presuming that
the transformation from acoustic to auditory involves
only a static mapping to stable, unchanging linguistic
representations. The recruitment of putatively speech-
selective left pSTS was driven by category learning in
less than an hour (Lim et al., 2013). Thus, the behav-
ioral relevance of the artificial, novel auditory catego-
ries drove reorganization of their transformations from
acoustic to auditory. The examples we present here
illustrate the facile manner by which auditory catego-
ries can be acquired. On an even shorter time scale,
there is considerable evidence that the mapping of
speech acoustics to linguistic representation is “tuned”
by multiple information sources in an adaptive man-
ner such as may be required to adapt to foreign
accented speech or to speech in adverse, noisy envir-
onments (Kraljic, Brennan, & Samuel, 2008; Mehler
et al., 1993; Vitela, Carbonell, & Lotto, 2012). The
active, flexible nature of auditory processing puts
learning in the spotlight and positions questions of
speech perception in greater contact with other

neurobiological approaches to understanding percep-
tion, cognition, and language.

16.5 MOVING FORWARD

The preceding sections provide a few brief examples
of how general auditory processing may influence the
perception of speech sounds as well as the structure of
phonetic systems. These examples demonstrate that, at
the very least, human speech communication appears
to take advantage of the things that the auditory sys-
tem does well—phonetic inventories tend to include
sounds whose differences are well-encoded in the
auditory system. The acoustic effects of coarticulation
are just the types of interactions that the auditory sys-
tem can accommodate, and the multidimensional
structure of speech sounds form just the kinds of cate-
gories that are easily learned by the auditory system.
Whether there are additional specialized processes
required for speech perception, it is likely that the
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auditory system constrains the way we talk to and per-
ceive each other to a greater extent than has been
acknowledged.

One of the beneficial outcomes of the fact that the
auditory system plays a strong role in speech perception
is that there is the opportunity for synergy between
research of speech and of general auditory processing.
Speech perception phenomena shine a light on auditory
processes that have remained unilluminated by research
of simpler acoustic stimuli. The theories regarding the
auditory distinctiveness of speech sounds have inspired
the search for better models of auditory encoding of
complex stimuli and better functions for computing dis-
tinctiveness (Lotto et al., 2003). The existence of per-
ceptual compensation for coarticulation and talker
normalization provide evidence for spectral and tempo-
ral interactions in general auditory processing that are
not evident when presenting stimuli in isolation (Holt,
2006a, 2006b; Holt & Lotto, 2002; Watkins & Makin,
1994). The complexity of speech categories along with
the ease with which humans learn them is the starting
point for most of the current work on auditory categori-
zation (Goudbeek, Smits, Swingly, & Cutler, 2005; Lotto,
2000; Maddox, Molis, & Diehl, 2002; Smits, Sereno, &
Jongman, 2006; Wade & Holt, 2005a, 2005b).

The vitality of auditory and speech cognitive neuro-
science depends on continuing this trend of using
speech and auditory phenomena to mutually inform
and inspire each field.
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In listening to spoken language, speech perception
subjectively seems to be a simple, direct pattern match-
ing system (cf. Fodor, 1983) because of the immediacy
with which we understand what is said. This subjec-
tive simplicity is misleading given the difficulty of
developing speech recognition devices with human-
level performance over the range of conditions under
which we have little difficulty understanding speech.
A typical approach to understanding the mechanisms
of human speech perception is to treat the system as if
composed of two parts, a simple acoustic�linguistic
pattern matcher and some kind of noise reducing filter.
However, we argue that this simple form of speech
recognition, which is based largely on subjective
impression, misconstrues the nature of noise�robust
processing in speech. Rather than construe noise
robustness as a separate system, we argue that it is
intrinsic to the definition of the human speech per-
ception system and suggestive of the processes that
are necessary to explain how we understand spoken
language. We argue here that understanding the
mechanisms of speech perception depends on adaptive
processing that can respond to contextual variability
that can take a wide range of noise and distortion.
Further, what counts as signal and what counts as
noise (or contextual variability) may well depend on
the listener’s goals at the moment of listening.

17.1 SPEECH AND SPEAKERS

In perceiving speech, we typically listen to under-
stand what someone is saying (the content of their
message), as well as to understand something about
who is saying it (speaker identity). Of course the
message (word by word) changes much faster than

who is delivering the message. But this means that
much of speech understanding takes place in the con-
text of a particular speaker, and if the speaker changes,
the context changes. Although what is being said
changes more frequently in a conversation, there can
also be changes between speakers, and such changes
are important for the listener to recognize. A shift
between talkers can pose a perceptual challenge to
a listener due to an increase in the variability of
how acoustic patterns map onto phonetic categories.
This perceptual challenge is often referred to as the
problem of talker variability. For different talkers, a
given specific acoustic pattern may correspond to dif-
ferent phonemes perceptually, whereas conversely,
across talkers, a given phoneme may be represented
in speech by different acoustic patterns (Dorman,
Studdert-Kennedy, & Raphael, 1977; Liberman, Cooper,
Shankweiler, & Studdert-Kennedy, 1967; Peterson &
Barney, 1952). For this reason, as well as others, changes
in talker are important because they may mark signifi-
cant changes in how acoustic patterns map onto
phonetic categories (cf. Nusbaum & Magnuson, 1997).

Additionally, recognizing a change in speaker may
be important because a listener’s attitudes and behavior
toward a speaker are often informed by what a listener
knows about a speaker (e.g., Thackerar & Giles, 1981).
For example, indirect requests are understood in
the context of a speaker’s status (Holtgraves, 1994).
More directly relevant to speech perception, however, a
listener’s belief about the speaker’s social group can
alter the perceived intelligibility of the speech (Rubin,
1992). Additionally, dialect (Niedzielski, 1999) and
gender (Johnson, Strand, & D’Imperio, 1999) expecta-
tions can meaningfully alter phoneme perception,
highlighting that social knowledge about a speaker can
affect relatively “low-level” perceptual processing of a
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speaker’s message, much in the same way that knowl-
edge of vocal tract characteristics can (Ladefoged &
Broadbent, 1957; although see Huang & Holt, 2012;
Laing, Lotto, & Holt, 2012 for an auditory explanation
of the mechanism that could underlie this). To under-
stand speech, it is important to know something about
the speaker’s speech. Of course, speaker recognition is
important in its own right, over and above the way
that it informs message understanding, although
speaker identification for its own sake is much less fre-
quent as a typical listener goal.

In general, there have been two broad views
regarding how talker information is used during percep-
tion. One account, often called “talker normalization”
(Nearey, 1989; Nusbaum & Magnuson, 1997), suggests
that listeners use talker information to calibrate or frame
the interpretation of a given message to overcome the
considerable uncertainty (e.g., acoustic variability, refer-
ence resolution) that arises from talker differences. An
alternative view suggests that talker information is not
used as a context to frame message understanding at all.
Rather the alternative view is that speaker recognition is
something listeners need to do for social information or
just to identify the speaker as a known individual
(see Goldinger, 1998). However, this then suggests
that there are two general, independent processes for
spoken language understanding—word recognition (or
phoneme or syllable) and speaker identification.

The kind of knowledge and information that is used
during talker normalization is different from the
knowledge used to account for phoneme recognition.
To carry out talker normalization, it is necessary to
derive information about the talker’s vocal characteris-
tics. For example, in Gerstman’s (1968) model, the
point vowels are used to scale the location of the F1-F2
space to infer all the other vowels produced by a
given talker. Because the point vowels represent the
extremes of a talker’s vowel space, they can be used to
characterize the talker’s vocal tract extremes and there-
fore bound the recognition space. Similarly, Syrdal and
Gopal‘s (1986) model scales F1 and F2 using the talk-
er’s fundamental frequency and F3 because these are
considered to be more characteristic of the talker’s
vocal characteristics than vowel quality (e.g., Fant, 1973;
Peterson & Barney, 1952). Thus, talker normalization
models use information about the talker rather than
information about the specific message or phonetic con-
text, as in models of phoneme perception such as Trace
(McClelland & Elman, 1986), Motor Theory (Liberman,

Cooper, Harris, & MacNeilage, 1962; Liberman,
Cooper, Harris, MacNeilage, & Studdert-Kennedy, 1967;
Liberman & Mattingly, 1985), analysis-by-synthesis
(Stevens & Halle, 1967), or the Fuzzy Logical Model of
Perception (Massaro, 1987; Massaro & Oden, 1980).

Traditionally, speech perception has been described
as classifying linguistic units (e.g., phonemes, words)
from a mixture of detailed acoustic information that
contains both phonetically relevant and irrelevant
information. In other words, there is an assumed
(typical or idealized) pattern that corresponds to
linguistic information combined with noise or dis-
tortion of that pattern as a consequence of the process
of speaking, including aspects of speech production
that are specific to the speaker. Given that the acoustic
information about a talker (as opposed to the message)
might be viewed as noise in relation to the canonical
linguistic units on which speech perception relies, it is
sometimes assumed that talker information is lost or
stripped away during this process of message recogni-
tion (e.g., Blandon, Henton, & Pickering, 1984; Disner,
1980; Green, Kuhl, Meltzoff, & Stevens, 1991).
Although it is possible that talker information, even in
a talker normalization theory, is preserved in parallel
representational structures for other listening goals1

(e.g., Hasson, Skipper, Nusbaum, & Small, 2007), the
concern about losing talker-specific information and
recognition of the need for this information for other
perceptual goals prompted the alternative view. In this
view all auditory information in an utterance is
putatively represented in a more veridical fashion
that maintains talker-specific auditory information
along with phonetically relevant auditory informa-
tion (e.g., Goldinger, 1998) as well as any environ-
mental noise or distortion. In the details of such
theories, there is separate coding that represents both
talker-specific auditory information such as funda-
mental frequency and acoustic-phonetic information.2

However, because this is an auditory-trace model, there
are no specific provisions for the representation or pro-
cessing of other aspects of talker information such as
knowledge about the social group of the talker, the dia-
lect of the talker, or the gender of the talker that might
come from glottal waveform or other source informa-
tion. Further, the echoic encoding account does not
explain how talker-specific information that is not acous-
tic (e.g., visual talker information) can affect speech
processing or how other kinds of auditory information
(e.g., noise or competing talkers) is filtered out.

1There are many examples of parallel representations for other sensory systems: there are multiple somatosensory maps (e.g., Kaas, 2004),

visual maps (e.g., Bartels & Zeki, 1998), and auditory maps (e.g., Hackett & Kaas, 2004) in the brain.

2As specified, there is no process to determine what is talker-specific information (e.g., glottal waveshape or idiolectal cue combinations)

versus phonetically relevant information, nor is there a way of separating noise, although the model suggests that there are separate codes for

talker-specific and phonetic-specific information (Goldinger, 1998).
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Moreover, and perhaps more importantly, this
view privileges speaker differences as a problem for
speech perception. But variation in speaking rate
within a single talker can have the same kind of effect
(Francis & Nusbaum, 1996) such that one acoustic
pattern corresponds to different phonemes and one
phoneme can be produced with different acoustic
patterns (Miller, O’Rourke, & Volaitis, 1997; Miller &
Volaitis, 1989). For example, at slow rates of speech,
the acoustic pattern of /b/ is similar to /w/ produced
at a fast speaking rate, meaning that one acoustic
pattern can correspond to either a /b/ or /w/,
depending on the rate of speech. Conversely, any
phoneme can be produced at a fast or slow speaking
rate, resulting in different acoustic patterns. Of course,
changes in phonetic and lexical context can restructure
the relationship between acoustic patterns and pho-
netic categories to produce the lack of invariance
problem (Liberman, Cooper, Shankweiler, et al., 1967;
Nusbaum & Magnuson, 1997). Thus, talker differences
are simply one example of the different kinds of vari-
ability that can affect the pattern properties of speech.

Noise can also come from environmental sources
such as conversations or machinery, and distortion can
be introduced by transmission (e.g., cell phone) or
room acoustics. These are all modifications of the
speech signal that are extrinsic to the utterance that
was emitted from the lips of the person talking.
However, some signal modifications (that can affect
pattern structure) of the speech signal arise within the
speaker during speech production, such as varying
speaking rate or voice amplitude or fundamental
frequency changes. This distinction between extrinsic
and intrinsic modifications of speech assumes that
there is an idealized acoustic pattern corresponding to
a linguistic message and these kinds of signal modi-
fications impair the ability of the listener to recover
that putative idealized form from within the noise and
distortions. In addition, there is an assumption that the
idealized forms of linguistic messages are distinctive
in sufficiently differentiating among messages such that
once the noise is eliminated, the similarity of a cleaned-
up acoustic pattern to known representations of linguis-
tic messages can be determined. While these assump-
tions underlie almost all theories of speech perception,
the problems entailed by these assumptions and how
they shape our understanding of the neurobiology of
language are seldom examined explicitly.

17.2 THE LACK OF INVARIANCE
PROBLEM

In speech perception, the rubric of a lack of invari-
ance between acoustic patterns in speech and the

linguistic interpretation of those patterns is a core
challenge to theories of speech perception. Many
simple recognition systems assume that given some
pattern as input, the features or structure of the input
pattern can be compared mathematically to a set of
stored representations of patterns and the distance
between the input and each can be computed in some
Minkowski metric (e.g., city block or Euclidean space).
This distance can then serve as the basis for the deci-
sion criterion for selecting the recognized interpre-
tation. In other words, when stimulus patterns are
sufficiently different, recognition is simply a compari-
son process between the input pattern and the stored
representations with recognition determined by the
stored representation that is most similar to the input.
However, this kind of approach has traditionally failed
for speech recognition.

The problem of lack of invariance in the relationship
between the acoustic patterns of speech and the
linguistic interpretation of those patterns is a funda-
mental problem. Although the many-to-many mapping
between acoustic patterns of speech and perceptual
interpretations is a longstanding, well-known issue
(e.g., Liberman, Cooper, Shankweiler, et al., 1967),
there are two aspects of this problem—many-to-one
versus one-to-many mappings—that are not distin-
guished, but may be important to understanding the
neural architecture of the language processing system.
The core computational problem associated with the
many-to-many mapping problem only truly emerges
when a particular pattern has many different inter-
pretations or can be classified in many different ways.
Nusbaum and Magnuson (1997) argued that a many-
to-one mapping can be understood with a simple
deterministic class of mechanisms, whereas a one-to-
many mapping can only be solved by nondeterministic
mechanisms. In essence, a deterministic system estab-
lishes one-to-one mappings between inputs and outputs
and thus can be computed by passive mechanisms
such as feature detectors. To achieve many-to-one
simply requires a set of one-to-one detectors for differ-
ent input signals. In other words, a many-to-one
mapping (e.g., rising formant transitions signaling a
labial stop and diffuse consonant release spectrum sig-
naling a labial stop) can be instantiated as a collection
of one-to-one mappings. However, in the case of a
one-to-many mapping (e.g., a formant pattern that
could signal either the vowel in BIT or BET) there is
ambiguity about the interpretation of the input
without additional information. One solution is that
additional context or information could eliminate some
alternative interpretations, such as talker information
(Nusbaum & Magnuson, 1997). However, this leaves
the problem of determining the nature of the con-
straining context and how it is processed, which
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together are arguably contingent on the nature of the
ambiguity itself. This suggests that there is no auto-
matic or passive means of identifying and using the
constraining information. Thus, an active mechanism
that tests hypotheses about interpretations and tenta-
tively identifies sources of constraining information
(see Nusbaum & Schwab, 1986) is needed.

In spoken language understanding, active cognitive
processing is vital to achieve flexibility and genera-
tivity (Nusbaum & Magnuson, 1997; Nusbaum &
Schwab, 1986). Active cognitive processing is con-
trasted with passive processing in terms of the control
mechanisms that organize the nature and sequence of
cognitive operations (Nusbaum & Schwab, 1986).
A passive process is one in which inputs map directly
to outputs with no hypothesis testing or information-
contingent operations as in the simple distance-based
recognition system already described. Automatized
cognitive systems (see Shiffrin & Schneider, 1977)
behave as though passive, in that stimuli are manda-
torily mapped onto responses without flexibility or
any demand on cognitive resources. However, it is
important to note that cognitive automatization does
not have strong implications for the nature of the
mediating control system such that different mechan-
isms have been proposed to account for the appear-
ance of automatic processing (e.g., Logan, 1988). By
comparison, active cognitive systems have a control
structure that permits “information contingent proces-
sing” or the ability to change the sequence or nature of
operations in the context of new information or uncer-
tainty. In principle, active systems can generate
hypotheses to be tested as new information arrives or
is derived (Nusbaum & Schwab, 1986) and thus pro-
vide substantial cognitive flexibility to respond to
novel situations and demands. Understanding how
and why such active cognitive processes are involved
in speech perception is fundamental to the develop-
ment of a theory of speech perception. However, what
is important for understanding the neurobiology of
speech perception is the notion that an active control
system could, in principle, implicate brain regions that
are outside the traditional perisylvian language proces-
sing regions. This assumes that the active control of
speech perception requires changes in attention to pat-
tern information, as well as the recruitment of brain
regions involved in long-term memory for nonlinguis-
tic knowledge, and working memory systems to main-
tain alternative linguistic interpretations.

When there are multiple alternative interpretations
for a particular acoustic pattern, the information
needed to constrain the selection depends on the
source of variability that produced the non-
determinism, and this could arise due to variation in
speaking rate, or talker, or linguistic context, or other

signal modifications. Whether the system uses articula-
tory or linguistic information or other contextual
knowledge as a constraint, the perceptual system
needs to flexibly use context as a guide in determin-
ing the relevant properties needed for recognition
(Nusbaum & Schwab, 1986). The process of elimi-
nating or weighing potential interpretations may
involve working memory and changes in attention as
alternative interpretations are considered, as well as
adapting to new sources of lawful variability in context
(Elman & McClelland, 1986). Similar mechanisms may
be implicated at higher levels of linguistic processing
in spoken language comprehension, although the
neural implementation of such mechanisms might well
differ depending on whether the nondeterminism
occurred at the level of the speech signal, the lexical
level, or the sentential level.

The involvement of cognitive mechanisms
(e.g., working memory, attention) in speech perception
remains controversial. In particular, one such mecha-
nism, adaptability or plasticity in processing, has long
been a point of theoretical contention. Although much
of the controversy about learning in language pro-
cessing has focused on syntax, there is also some dis-
agreement about the plasticity of speech processing. At
the center of this debate is how the long-term memory
structures that guide speech processing are modified
to allow for this plasticity while at the same time
maintaining and protecting previously learned infor-
mation from being expunged. This is especially impor-
tant because often newly acquired information may
represent irrelevant information to the system in a
long-term sense (Born & Wilhelm, 2012; Carpenter &
Grossberg, 1988).

17.3 ADAPTIVE PROCESSING
AND PERCEPTUAL LEARNING

To overcome this problem, researchers have
proposed various theories, and although there is no
consensus, a hallmark characteristic of these accounts
is that learning occurs in two stages. In the first
stage, the memory system is able to use fast learning
and temporary storage to achieve adaptability and
in a subsequent stage, during an offline period such
as sleep, this information is consolidated into
long-term memory structures if the information is
germane (Ashby, Ennis, & Spiering, 2007; Marr, 1971;
McClelland, McNaughton, & O’Reilly, 1995). However,
this kind of mechanism does not figure into speech
recognition theories despite its arguable importance.
Traditionally theories for speech recognition focus less
on the formation of category representations and the
need for plasticity during recognition than on the
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stability and structure of the categories (e.g., pho-
nemes) to be recognized. Theories of speech perception
often avoid the plasticity�stability trade-off problem
by proposing that the basic categories of speech are
established early in life, tuned by exposure, and subse-
quently only operate as a passive detection system
(e.g., Abbs & Sussman, 1971; Fodor, 1983; McClelland &
Elman, 1986). However, even these kinds of theories,
suggest that early exposure to a phonological system
has important effects on speech processing.

Research has established that adult listeners can
learn a variety of new phonetic contrasts from outside
their native language (Best, McRoberts, & Sithole, 1988;
Lively, Logan, & Pisoni, 1993; Logan, Lively, & Pisoni,
1991; Pisoni, Aslin, Perey, & Hennessy, 1982; Yamada &
Tohkura, 1992). For example, Francis and Nusbaum
(2002) demonstrated that listeners are able to learn to
direct perceptual attention to acoustic cues that were
not previously used to form phonetic distinctions in
their native language. This change in perceptual pro-
cessing can be described as a shift in attention
(Nusbaum & Schwab, 1986), although other des-
criptions are used as well. Auditory receptive fields
may be tuned (e.g., Cruikshank & Weinberger, 1996;
Wehr & Zador, 2003; Weinberger, 1998; Znamenskiy &
Zador, 2013) or reshaped as a function of appro-
priate feedback (cf. Moran & Desimone, 1985) or
context (Asari & Zador, 2009). This is consistent
with theories of category learning (e.g., Schyns,
Goldstone, & Thibaut, 1998) in which category struc-
tures are related to corresponding sensory patterns
(Francis, Kaganovich, & Driscoll-Huber, 2008; Francis,
Nusbaum, & Fenn, 2007). This learning could also
be described as cue weighting as observed in the
development of phonetic categories (e.g., McMurray &
Jongman, 2011; Nittrouer & Lowenstein, 2007;
Nittrouer & Miller, 1997). Yamada and Tohkura (1992)
describe native Japanese listeners as typically directing
attention to acoustic properties of /r/-/l/ stimuli that
are not the dimensions used by English speakers, and
as such are not able to discriminate between these
categories. This is because Japanese and English listen-
ers distribute attention in the acoustic pattern space
for /r/ and /l/ differently as determined by the
phonological function of this space in their respective
languages. Perceptual learning of these categories
by Japanese listeners suggests a shift of attention to
the English phonetically relevant cues. Recently,
McMurray and Jongman (2011) proposed the C-Cure
model of phoneme classification in which the relative
importance of cues varies with context. Although
the model does not specify a neural mechanism by
which such plasticity is implemented, there are a
number of possibilities. This kind of approach to learn-
ing or modifying phonetic categories provides a

mechanism that can support adaptation to contextual
variability such as talker variability or other kinds of
speech distortion.

Given that learning specific phonetic contrasts
depends on changes in perceptual attention, learning
the phonetic properties of a particular talker (distinct
from more typical talkers) is relevant to the kinds of
variability that reflect talker differences or might be
produced by variation in speaking rate. For this reason,
research on the way listeners learn to recognize low-
quality synthetic speech produced, by rule, should be
informative about the processes that underlie adapta-
tion to talker variability and variation in speaking rate
(Schwab, Nusbaum, & Pisoni, 1985). Synthetic speech
learning has been demonstrated to generalize beyond
the training exemplars to novel spoken words and
contexts (Greenspan, Nusbaum, & Pisoni, 1988). Thus,
listeners can learn the acoustic-phonetics that are idio-
syncratic to a particular talker (Dorman et al., 1977).
Furthermore, this kind of perceptual learning of the
acoustic phonetics of a particular talker results in
changes in attention to the speech signal (Francis,
Baldwin, & Nusbaum, 2000). Moreover, this shift in
attention between acoustic cues produces a restructur-
ing of the perceptual space for that talker’s speech
(Francis & Nusbaum, 2002). Perceptual learning of a
novel talker’s speech results in a reduction in the cogni-
tive load on working memory for recognizing the
speech (Francis & Nusbaum, 2009). In other words, sys-
tematic experience listening to a novel talker allows a
listener to learn the acoustic-phonetic mapping for a
given talker. This learning increases the intelligibility of
the talker’s speech, which results from shifting attention
to phonetically more relevant cues, which in turn lowers
the working memory demands of speech perception.
This is a hallmark of an active processing system—infor-
mation about perceptual classification can be used to
direct attention to improve performance and reduce the
demands on working memory. However, although this
demonstrates the operation of active cognitive processes
during speech perception, it is more about learning the
categories of speech or modifying those categories to be
specific to improving recognition of that talker’s speech.

Taken together, this work demonstrates that listeners
are able to detect variance with known acoustic-
phonetic patterns and to shift attention to appropriate
cues, given feedback, in order to reduce uncertainty in
interpretation and provides a computational solution
to the one-to-many lack of invariance problem. Given
a set of possible interpretations of a particular acoustic
pattern, listeners may shift attention to the cues that
discriminate among the alternative interpretations. The
question, then, is whether such a mechanism seems to
operate in circumstances of contextual (e.g., speaker or
speaking rate) variability. If it is the case that sources

19917.3 ADAPTIVE PROCESSING AND PERCEPTUAL LEARNING

C. BEHAVIORAL FOUNDATIONS



of variability impose a nondeterministic computational
structure on the problem of perception, then it must
follow that we can reject all theories that have an inher-
ently passive control structure. In other words, it is our
contention that phonetic constancy must be achieved by
an active computational system (e.g., Nusbaum &
Morin, 1992; Nusbaum & Schwab, 1986).

17.4 EMPIRICAL EVIDENCE FOR
ACTIVE PROCESSING IN TALKER

NORMALIZATION

Active control systems use a feedback loop structure
to systematically modify computation to converge on
a single, stable interpretation (MacKay, 1951, 1956).
By comparison, passive control structures represent
invariant computational mappings between inputs and
outputs. In consideration of this distinction, there are
two general patterns of behavioral performance that
can be taken as empirical evidence for the operation of
an active control system (see Nusbaum & Schwab,
1986, for a discussion). First, evidence of load sensi-
tivity in processing should provide an argument for
active processing. There are several ways to justify this
claim. For example, automatized processing in per-
ception occurs when there is an invariant mapping
between targets and responses whereas controlled—
load-sensitive—processing occurs when there is
uncertainty regarding the identity of targets and dis-
tractors over trials or when there is no simple single
feature difference to distinguish targets and distractors
(e.g., Shiffrin & Schneider, 1977; Treisman & Gelade,
1980). In other words, when there are multiple possible
interpretations of a stimulus pattern, processing shows
load sensitivity, which may be manifest as an increase
in processing time, a decrease in recognition accuracy,
or an interaction with an independent manipulation of
cognitive load (Navon & Gopher, 1979) such as digit
preload (e.g., Baddeley, 1986; Logan, 1979).

Second, the appearance of processing flexibility as
demonstrated by the effects of listener expectations,
context effects, learning, or other forms of online stra-
tegic processing should indicate active processing.
Although an active process need not demonstrate this
kind of flexibility, a passive process by virtue of its
invariant computational mapping certainly cannot.
This means, for example, that evidence for the effects
of higher-order linguistic knowledge on a lower-level
perceptual task such as lexical influence on phonetic
recognition (e.g., Samuel, 1986) should implicate an
active control system in processing.

There is definitely a great deal of evidence arguing
that speech perception is load-sensitive under condi-
tions of talker variability. For example, the accuracy of

word recognition in noise and word recall is reduced
when there is talker variability (speech produced by
several talkers) compared with a condition in which a
single talker produced the speech (Creelman, 1957;
Martin, Mullennix, Pisoni, & Summers, 1989; Mullennix,
Pisoni, & Martin, 1989). Talker variability also slows
recognition time for vowels, consonants, and spoken
words in a number of different experiments using a
range of different paradigms (Mullennix & Pisoni, 1990;
Nusbaum & Morin, 1992; Summerfield & Haggard,
1975). This provides some basic evidence that percep-
tion of speech is sensitive to talker variability, but it
does not really indicate why this occurs.

Our view is that the evidence regarding the load
sensitivity of the human listener when there is talker
variability provides strong evidence that speech percep-
tion is performed by an active process. Furthermore,
evidence of the flexibility of human listeners in proces-
sing speech, given talker variability, provides additional
support. For example, we have found that listeners
shift attention to different acoustic cues when there is
a single talker and when there is talker variability
(Nusbaum & Morin, 1992). In one condition, subjects
monitored a sequence of spoken vowels for a specified
target vowel, and the vowels were produced by one
talker. In a second condition, a mix of different talkers
produced the vowels. Both of these conditions were
given with four different sets of vowels that were pro-
duced by LPC resynthesis of natural vowels used in
our other experiments (Nusbaum & Morin, 1992). One
set consisted of intact, four-formant voiced vowels.
A second set consisted of the same vowels with voicing
turned off to produce whispered counterparts. A third
set was produced by filtering all information. A fourth
set combined whispering with filtering to eliminate F0
and formant information above F2.

If listeners recognize vowels using a mechanism
similar to the one described by Syrdal and Gopal
(1986), then fundamental frequency and F3 information
(although see Johnson, 1989, 1990a) should be necessary
to recognition under all circumstances because their
view is this information provides a talker-independent
specification of vowel identity. This predicts that in
both the single-talker and mixed-talker conditions,
the intact voiced vowels should be recognized most
accurately with whispering or filtering reducing per-
formance somewhat and the combination reducing
performance the most, because these modifications
eliminate critical information for vowel recognition. Our
results showed that in the single-talker condition, recog-
nition performance was uniformly high across all four
sets of stimuli. In the mixed-talker condition, however,
accuracy dropped systematically as a function of the
modifications of the stimuli with the voiced, intact
vowels recognized most accurately and the whispered,
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filtered vowels recognized least accurately (Nusbaum &
Morin, 1992). If vowel recognition were performed by a
passive, talker-independent mechanism (e.g., Syrdal &
Gopal, 1986), then the same pattern of results should
have been obtained in both the single-talker and mixed-
talker conditions. The results we obtained suggest that
listeners only direct attention to F0 and F3 when there
is talker variability (cf. Johnson, 1989, 1990a). This kind
of strategic flexibility in recognition is strong evidence
of an active mechanism. Furthermore, it suggests that
the reason for the increase in cognitive load given talker
variability may be because the listener must distribute
attention over more cues in the signal than when there
is a single talker. Wong, Nusbaum, and Small (2004)
demonstrated that talker variability increased brain
activity consistent with an increase in cognitive load
and mobilization of attention in superior parietal cortex.

Listener expectations affect talker normalization
processes as well. In a previous study, we found that
not all talker differences increase recognition time in a
mixed-talker condition (Nusbaum & Morin, 1992; also
see Johnson, 1990a). When the vowel spaces of talkers
are sufficiently similar and their fundamental fre-
quencies are similar, there may be no difference in
recognizing targets when speech from these talkers is
presented in separate blocks or in the same block of
trials. Magnuson and Nusbaum (2007) performed a
study designed to investigate more specifically under
what conditions talker variability increases recognition
time. In this study, two sets of monosyllabic words
were synthesized with two different mean F0s differ-
ing by 10 Hz. In one condition, a small passage was
played to subjects in which two synthetic talkers,
differing in F0 by 10 Hz, have a short dialogue. In a
second condition, another group of subjects heard
a passage in which one synthetic talker used a 10-Hz
pitch increment to accent certain words. Both groups
then listened to exactly the same set of single-pitch
and mixed-pitch recognition trials using the mono-
syllabic stimuli. The subjects who listened to the dia-
logue between two talkers showed longer recognition
times when there was a mix of the two different F0s in
a trial compared to trials that consisted of words pro-
duced at a single F0. By comparison, subjects who
expected that the 10-Hz pitch difference was not a
talker difference showed no difference in recognition
times or accuracy between the single-pitch and mixed-
pitch trials. This demonstrates two things. First, the
effect of increased recognition time in trials with a mix
of F0s cannot be attributed to a simple contrast effect
(see Johnson, 1990b) because both groups received
exactly the same stimuli. Instead, the increased recog-
nition times in the mixed-pitch trials seem to reflect
processing specific to the attribution of the pitch differ-
ence to a talker difference and not something about

the pitches themselves. Second, and perhaps more
important for the present argument, the listeners’ expec-
tations affected whether they showed any processing
sensitivity to pitch variability. This kind of processing
flexibility cannot be accounted for by a simple passive
computational system and argues strongly for an active
perceptual mechanism (Nusbaum & Schwab, 1986).

17.5 TOWARD AN ACTIVE THEORY OF
CONTEXTUAL NORMALIZATION

First and foremost, our view is that contextual
normalization—using contextual variability as a per-
ceptual frame for phoneme recognition—is carried
out by the normal process of speech perception. In
other words, talker or rate normalization is not carried
out by a separate module or computational system,
but it is a consequence of the basic computational
structure of the normal operations of speech percep-
tion. This stands in sharp contrast to most previous
approaches to normalization that emphasized the prob-
lem of computing talker vocal tract limits and scaling
vowel spaces or base rates of speaking. It may be more
productive to treat the processing of lawful variation as
a single perceptual problem and focus on the common-
alties rather than separating these problems based on
the specific sources of information and knowledge
needed to support normalization and recognition.

Second, the effects of talker or rate variability on
perceptual processing directly reflect the computa-
tional operations needed to achieve phonetic con-
stancy. Increased recognition times and interactions of
varying cognitive load with recognition reflect the
increased processing demands on capacity that are
incurred by talker variability. Contextual variability
increases the number of possible alternative interpreta-
tions of the signal, thereby increasing the processing
demands on the listener. As a corollary of our first
point, we predict that the same kinds of processing
demands will be observed whenever there is any non-
deterministic relationship between acoustic cues and
linguistic categories during perceptual processing.
Furthermore, even though there may be some rela-
tionship between the information used in talker
identification and talker normalization, we claim that
the perceptual effects of talker variability are not a con-
sequence of talker identification processes competing
with speech understanding. This is likely true of any
aspect of contextual variability, although listeners are
not typically called on to explicitly identify speaking
rate or other forms of contextual variability.

Third, to achieve phonetic constancy, given a
nondeterministic relationship between cues and cate-
gories, different sources of information and knowledge
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beyond the immediate acoustic pattern to be recog-
nized must be brought to bear on the recognition
problem. For example, if the F1 and F2 extracted from
an utterance could have been intended as either of
two different vowels given talker variability, informa-
tion about the vocal tract that produced the vowels
(e.g., from F0 and F3) will be used to provide the
context for interpretation. Whenever there is a one-to-
many mapping between a particular acoustic pattern
and linguistic categories, listeners will have to use
information outside the specific pattern to resolve the
uncertainty. This information could come from other
parts of the signal, previous utterances, linguistic
knowledge, or subsequent parts of the utterance.

To realize the kind of computational flexibility
required for this approach, it is important to reconcep-
tualize the basic process of speech perception. The
standard view of speech perception is that phoneme
recognition or auditory word recognition is a process
of comparing auditory patterns extracted from an
utterance with stored mental representations of pattern
information associated with linguistic categories. Our
view is that speech perception, as an active process, is
basically a cognitive process as described by Neisser
(1967) and is more akin to hypothesis testing than
pattern matching (cf. Nusbaum & Schwab, 1986).
Nusbaum and Henly (1992) have argued that linguistic
categories need to be represented by structures that
are much more flexible than have been previously
proposed. They claimed that a particular linguistic
category such as the phoneme /b/ might be better
represented by a theory of what a /b/ is. This view is
an extension of the argument of Murphy and Medin
(1985) regarding more consciously processed, higher-
order categories. From this perspective, a theory is a
set of statements that provide an explanation that
accounts for membership in a category. Rather than
view a theory as a set of explicit verbal statements, our
view is that a theory representation of a linguistic cate-
gory is an abstract, general specification regarding the
identity and function of that linguistic category.
Although this could be couched as a set of features, it
is more reasonable to think of a theory as something
that would generate a set of features given particular
contextual constraints.

Recognizing a particular phoneme or word is a
process of generating a set of candidate hypotheses
regarding the classification of the pattern structure of
an utterance. Conjectures about possible categories
that could account for a section of utterance are pro-
posed based on the prior context, listener expectations,
and information in the signal. Given a set of alterna-
tive classifications for a stretch of signal information,
the perceptual system may then carry out tests that are
intended to diagnose the specific differences among

the alternative classifications. Cognitive load increases
as a function of the number of alternatives to be con-
sidered and the number of diagnostic tests that must
be carried out.

By this view, phonetic constancy is the result of a
process of testing hypotheses that have been tailored
to distinguish between alternative linguistic inter-
pretations of an utterance. An active control system
mediates this process of hypothesis formation and test-
ing. An abstract representation of linguistic categories
in terms of theories provides the flexibility to apply
diverse forms of evidence to this classification process
allowing the perceptual system to resolve the non-
deterministic structure produced by talker variability.
These components taken together form a complex
inferential system that has much in common with
conceptual classification (Murphy & Medin, 1985) and
other cognitive processes.

17.6 NEUROBIOLOGICALTHEORIES
OF SPEECH PERCEPTION

There are a number of recently proposed theories
of speech perception that have been framed in terms of
brain regions identified as active during speech proces-
sing. To the extent that such theories are described as
purely bottom-up recognition systems, wherein audi-
tory coding leads to phonetic coding and then word
recognition, it is difficult to reconcile that kind of archi-
tecture with evidence suggesting active processing in
speech perception. Thus, neurobiological theories that
are candidates for explaining recognition given contex-
tual variability need to incorporate feedback or possibly
feedforward information, although the difference in
such models could well be testable in speech perception
experiments. Moreover, such models seldom explicitly
address the problem of talker or rate normalization,
leaving the issues of the lack of invariance out of the
domain of explanation. However, recent models have
explicitly divided the neural processing of speech into
dorsal and ventral streams following the neurobiology
of visual processing models (Ungerleider & Mishkin,
1982). The difference among the models is typically in
the functions attributed to these streams and their rela-
tionship. In considering visual perception, Bar (2003)
explicitly proposed that the visual dorsal stream, typi-
cally conceived of as functional for object location or
use (Milner & Goodale, 1995), may also serve as a fast
pathway for coarse object classification, projecting
through prefrontal cortex to ultimately connect with the
ventral stream for object recognition. This proposal of
interacting dorsal and ventral streams, interacting with
prefrontal mechanisms for working memory, attention
control, memory encoding, and goal and value
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maintenance is quite different from some of the neurobi-
ological models of speech perception because it explicitly
incorporates both feedback and feedforward active pro-
cessing using neural networks that are not typically
viewed as “perceptual.” By contrast, neurobiological
models of speech perception typically stay close to the
perisylvian language areas, even when taking into
account task effects in speech processing, albeit not
explicitly considering active processing involving more
general cognitive systems.

For example, Hickok and Poeppel (2007) have
proposed a neurobiological model that explicitly sepa-
rates ventral and dorsal speech processing streams
identifying these largely with speech object recognition
(ventral) and speech perception-production (dorsal).
There is a somewhat unusual distinction made in this
theory between speech perception and speech recogni-
tion as processes that double dissociate both function-
ally and cortically. Hickok and Poeppel define speech
perception (as dissociated from speech recognition) as
any sublexical task that involves the discrimination or
categorization of auditory input. It is an active process
that requires both working memory and executive
control, but it does not necessarily lead to the lexical-
sentential understanding of the speech signal. One
could posit that such a network could play an
important role in resolving the lack of invariance pro-
blem. Auditory�phonological representations that are
“ambiguous” (in the ventral stream) mappings with
more than one linguistic interpretation could, in prin-
ciple, be resolved using the dorsal projections into
auditory working memory and adaptive processing to
shift attention between cues. However, this is not how
Hickok and Poeppel describe the dorsal stream, which
seems more functionally focused on word learning and
metalinguistic task performance in speech perception
experiments but is not identified as having any role in
recognizing spoken language, although the connections
are present within the model for this possibility. By
contrast, utterances are recognized and understood by
the process of speech recognition, which takes place
solely within the ventral stream, transforming acoustic
signals into mental lexicon representations.

This dual-stream neural network reflects a passive
approach to speech recognition. An active process
model of speech recognition would suggest that
contextual influences processed in the dorsal stream
may contribute to this comparison of multiple acoustic
cues. However, because the cortical model proposed
by Hickok and Poeppel does not explain how the
ventral and dorsal streams interact, nor does it make
clear how additional conceptual networks cited in the
illustration of the model may influence these two path-
ways, the role of contextually based attentional
changes cannot be explained by this model. Elsewhere,

Hickok (2012) has argued that the speech motor system
(within the dorsal stream) does not play a causal role
in speech perception, despite evidence demonstrating
that activity within the putative dorsal stream is affect-
ing speech perception (Davis & Johnsrude, 2007;
Skipper, van Wassenhove, Nusbaum, & Small, 2007).

By contrast, other models (e.g., Davis & Johnsrude,
2007; Friederici, 2012; Rauschecker & Scott, 2009) pro-
pose a more direct interaction between different path-
ways and brain regions. Rauschecker and Scott (2009)
argue for a forward mapping ventral stream and an
inverse mapping dorsal stream, which provides more
explicitly for active processing. In the forward map-
ping pathway, the speech signal is decoded into
linguistic categories in the inferior frontal cortex (IFC),
which are then translated into articulatory/motor
movements in premotor cortex (PMC). These articula-
tory representations of the speech signal are then sent
to the inferior parietal lobe (IPL) as an efference copy.
The inverse mapping stream essentially follows the
same pathway in the reverse direction. Attentional and
intentional demands originating in the IPL moderate
the context-dependent motor plans that are activated
in PMC and prefrontal cortex. These predictive motor
plans are then compared with the sensory input pro-
cessed by the IFC. Rauschecker and Scott posit that
these two processing streams are active simultaneously,
as the ventral stream solves the lack of invariance
problem of the speech signal while the dorsal stream
engages in domain-general linguistic processing beyond
the maintenance of the phonological�articulatory loop.

Friederici (2012) argues for a more complex system
in which four pathways are involved in speech proces-
sing. In many respects, this approach adds complexity
to the dual-pathway model to account for sentence-
level effects and explicit top-down processing as well
as cognitive control mechanisms from prefrontal
cortex. In doing so, this model goes beyond the more
traditional perisylvian networks, but this is largely to
accommodate the demands of syntactic complexity
and sentence processing rather than the fundamental
problems of lack of invariance in speech. This contrasts
with Davis and Johnsrude (2007), who focus more on
the role of active processing in basic speech percep-
tion. They argue that in the ventral pathway, multiple
lexical interpretations of the speech input at various
levels of representation must be activated in the IFC so
that they may be compared with an echoic record of
the incoming acoustic signal in the temporal cortex.
This constant maintenance of the speech signal at
multiple levels of representation allows top-down pro-
jections from the IFC to retune the perception of the
acoustic signal at lower levels of the auditory pathway.
Similarly, somato-motor representations of the acoustic
input in the dorsal stream are projected both to the
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IFC and downstream to areas of the temporal cortex to
further influence perception of the signal at both upper
and lower levels of the pathway. In this way, Davis and
Johnsrude have created a neural model that definitively
depicts speech perception as an active process.

Despite this improvement from the interpretation
of speech recognition as a passive process, and the
increased specificity and breadth of brain region inter-
actions, perceptual learning of speech is not suffi-
ciently explained. These models also fail to go beyond
the cortico-cortical connections of speech processing.
The auditory pathway begins well before the acoustic
signal even reaches the primary auditory cortex and
it has been well-established that there are more des-
cending projections to these components of the peri-
pheral nervous system than ascending projections
(Huffman & Henson, 1990). Such evidence would
suggest that a complete model of the neural substrates
of speech perception should include the interaction
between the cortical structures of the network and
lower-level areas of the nervous system such as the
thalamus, the auditory brainstem, and even the
cochlea. To fully understand how speech perception
adapts to the many variant cues in the speech signal,
all components of the auditory pathway must be
included in the neural model.

17.7 SUBCORTICAL STRUCTURES
AND ADAPTIVE PROCESSING

The restriction of neural models of speech percep-
tion to cortical systems is in sharp contrast to the more
cognitive�neurobiological models, such as the Ashby
and Maddox (2005) model in which thalamus and stri-
atum play important roles in fast mapping of category
representations before slower sensorimotor cortical
learning occurs or the complementary learning sys-
tems model (McClelland et al., 1995) in which fast
learning occurs in the hippocampus and slower learn-
ing occurs in neocortical circuits. Acoustic input
travels from the cochlea through the cochlear nucleus,
the superior olive, the inferior colliculus, and the
medial geniculate nucleus in the thalamus before
reaching the primary auditory cortex. The connections
between these structures contain twice as many
descending projections from cortex as ascending
projections to cortex. Evidence from animal models
suggests that cortical structures utilize the corticofugal
system to engage in egocentric selection, whereby they
improve their own input from the brainstem through
feedback and lateral inhibition (Suga, Gao, Zhang,
Ma, & Olsen, 2002). Such processes allow for rapid
readjustment of subcortical processing and long-term
adjustments in cortex to facilitate associative learning.

In humans, higher-level cognitive functions clearly
have an effect on subcortical structures as low as the
cochlea, because selective attention has been shown to
enhance the spectral peaks of evoked otoacoustic
emissions (Giard, Collet, Bouchet, & Pernier, 1994;
Maison, Micheyl, & Collet, 2001) and discrimination
training has been directly related to enhanced sup-
pression of click-evoked otoacoustic emissions (de
Boer & Thornton, 2008). Despite the growing evidence
that the corticofugal system plays an important role in
audition, researchers of speech perception continue to
overlook this network when delineating the neurobio-
logical underpinnings of speech. If speech perception
utilizes the same basic categorization processes as
auditory perception in general, then the subcortical
structures that play a large role in audition must be
included in these neural networks.

The influence of top-down cortical processes on
subcortical structures is most apparent in the auditory
brainstem. Electrophysiological recordings of the audi-
tory brainstem response have demonstrated that the
frequency following response (FFR), a sustained
response phase-locked to the fundamental frequency
of a periodic stimulus and/or the envelope of the stim-
ulus (Krishnan, 2007), reflects changes in higher-level
cognitive processes such as attention and learning.
Galbraith and Arroyo (1993) determined that the FFR
is modulated by selective attention to dichotic tones,
with the attended tone eliciting larger peak amplitudes
in the FFR than the ignored tone. The FFR is also
affected by the reallocation of attentional resources
to another modality. When listeners are presented
with auditory and visual stimuli simultaneously but
instructed to only attend to the visual stimulus, the
signal-to-noise ratio of the FFR to the auditory stimulus
decreases compared with when attention is directed to
the auditory stimulus (Galbraith, Olfman, & Huffman,
2003). Although in both of these examples the auditory
input consisted of tones rather than speech, they clearly
establish an attentional influence on the activity of the
auditory brainstem, which may modify the signal that
ultimately reaches the auditory cortex.

When the FFR is examined in response to speech
stimuli, top-down influences of the linguistic categori-
zation processes that occur at the level of the cortex
can also be seen. The FFR to synthetic English vowels
contains prominent spectral peaks at the first formant
harmonics of the signal and smaller peaks at the
harmonics between formants (Krishnan, 2002). The
enhanced peaks found in the FFR at the first for-
mant suggest that some form of categorization is
already occurring at the level of the auditory brain-
stem. The representation of the input is modified to
strengthen the important cues so that they are more
prominent than the rest of the signal, indicating that the
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translation of signal to lexical representations that occurs
in the cortico-cortical connections of the speech network
may influence the way in which the auditory brainstem
represents the signal as it transfers it to higher points
along the auditory pathway. Krishnan, Xu, Gandour,
and Cariani (2005) compared the FFRs of Mandarin
speakers and English speakers with four lexical tones
used in Mandarin. They determined that Mandarin
speakers had stronger pitch representations and
smoother pitch tracking in their FFRs than did English
speakers. They also had stronger representations of the
second harmonic (F2) for all four tones. Based on these
results, the researchers concluded that language experi-
ence may induce changes in the subcortical transfer of
auditory input to enhance the representation of relevant
linguistic features that are transmitted in the signal. The
interaction between experience and brainstem activity is
not exclusive to language experience. Musically trained
individuals show earlier and larger FFRs and better
phase-locking to the fundamental frequency in response
to music stimuli as well as speech stimuli from their
native language (Musacchia, Sama, Skoe, & Kraus, 2007;
Wong, Skoe, Russo, Dees, & Kraus, 2007).

These studies demonstrate the influence of percep-
tual experience and training on the responses of the
auditory brainstem, a relatively low-level neural struc-
ture. However, such effects are currently outside the
domain of neurobiological theories of speech percep-
tion. These data do, however, demonstrate descending
and experiential effects on the processing of speech
and other acoustic stimuli and can be taken to reflect
an active processing system. Speech input varies in
many ways, both between talkers and within a single
talker. The top-down control of subcortical structures
allows the system to adapt to these changes in the
signal by enhancing the most relevant spectral cues in
the auditory input before it even reaches the cortical
speech recognition networks.

17.8 CONCLUSION

With the increase in neuroimaging methods and
studies of speech perception, there are a number of
new theories that are grounded in brain regions
attempting to explain speech perception. In some
respects these theories can be viewed as modifications
of the longstanding theory of speech perception pro-
posed in the 1800s by Wernicke focusing mostly on
perisylvian brain regions and incorporating aspects
of neural architecture from the dorsal-ventral distinc-
tion in vision. While these theories may differ in
the degree to which there are feedback connections
among regions, incorporation of brain regions outside
the “traditional” Wernicke language areas, and

specificity of phenomena accounted for, there are two
aspects of speech processing that are unaccounted for.
First, the basic problem of lack of invariance in
mapping acoustic patterns onto perceptual inter-
pretations is not directly addressed. This problem has
hindered the development of computer speech recog-
nition systems, and yet neurobiological models of
speech perception do not seem to recognize the need
for such explanations. Moreover, this is a general
problem of language understanding, not just speech
perception. A similar many-to-many mapping can
also be found between patterns at the syllabic, lexical,
prosodic, and sentential level in speech and the inter-
pretations of those patterns as linguistic messages.
This is due to the fact that across linguistic contexts,
speaker differences (idiolect, dialect, etc.), and other
contextual variations, there are no patterns (acoustic,
phonetic, syllabic, prosodic, lexical, etc.) in speech that
have an invariant relationship to the interpretation
of those patterns. For this reason, it could be beneficial
to consider how these phenomena of acoustic percep-
tion, phonetic perception, syllabic perception, prosodic
perception, lexical perception, and others are related
computationally to one another and understand the
computational similarities among the mechanisms that
may subserve them (Marr, 2010).

Second, the plasticity of human speech perception
and language processing, which is likely tied closely to
the solution to the lack of invariance problem, is also
not taken seriously. Such adaptive processing is at the
core of human speech understanding rather than some
kind of added-on system and is necessary to explain
how listeners cope with talker and rate variability, as
well as environmental noise and distortion. Explaining
the kinds of neural mechanisms that mediate this kind
of adaptive processing is key to explaining human
speech perception as well as explaining language
understanding more generally. Such explanations are
unlikely to reside in exclusively cortical systems and
need to take into account the fact that speech perception
is carried out within the auditory pathway that has
descending projections all the way down to the cochlea.
Simply recognizing the need to develop a broader view
of speech perception that incorporates brain regions
outside the traditional perisylvian network (e.g., pre-
frontal attention-working memory regions, striatum,
thalamus) and the need to explain speech perception in
the context of an intrinsically active auditory system
that has descending innervation to the cochlea is an
advance over theories derived from 1800s neurology.
However, now there is a need to develop theories that
are explicit and testable based on this broader view that
treats the perceptual processing of contextual vari-
ability in speech as central to understanding speech
recognition rather than as a separable system.
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Successful Speaking: Cognitive Mechanisms
of Adaptation in Language Production

Gary S. Dell and Cassandra L. Jacobs
Beckman Institute, University of Illinois, Urbana, IL, USA

The language production system works. If a person is
older than the age of 4, has no major brain pathology,
and has been exposed to linguistic input that accords
with their perceptual and motor abilities, then they will
have developed a production system that transmits
what they want to say. It works when the goal is only to
say “hi,” and when the speaker attempts to communi-
cate a complicated novel thought that takes several
sentences to convey.

Successful linguistic communication is achieved by
a division of labor between the speaker and the lis-
tener (Ferreira, 2008). Both the production and compre-
hension systems have to do their job. The speaker has
to say something apt and understandable, and the lis-
tener must do the rest, which can include compensat-
ing for any of the speaker’s errors or other infelicities.

In this chapter, we focus on how the production sys-
tem keeps up its end so that the listener is not overly
burdened. Our central claim is that the production sys-
tem benefits from a number of what we call speaker
tuning mechanisms. Speaker tuning mechanisms are
properties of the system that adapt it to current circum-
stances and to circumstances that are generally more
likely. These include implicit learning mechanisms that
create long-term adaptive changes in the production
system, and a variety of short-term adaptive devices,
including error monitoring, availability-based retrieval,
information-density sensitivity, and, finally, audience
design. Although we characterize these mechanisms in
cognitive rather than neural terms, we include some
pointers to relevant neurobiological data and mechan-
isms. In the following, we describe the production sys-
tem generally and then focus on the long-term and
then short-term speaker tuning mechanisms.

18.1 LANGUAGE PRODUCTION

The production system turns thoughts into
sequences of words, which can be spoken aloud,
inwardly spoken, or written down. Traditionally
(Levelt, 1989), the production process consists of
determining the semantic content of one’s utterance
(conceptualization), translating that content into lin-
guistic form (formulation), and articulation, as illus-
trated in Figure 18.1. Here, we focus on the second of
these stages, which describes how intended meaning,
sometimes called the message, is turned into an
ordered set of words that are specified for their pho-
nological content. That is, the formulation stage
describes how CHASE (CAT1, RAT1, past) becomes
/δə.kæt’.čest’.δə.ræt’/. (The “1” in “CAT1” represents
a particular definite CAT). Much of the psycholinguis-
tic and neuroscience research on formulation has con-
cerned three subprocesses: (i) lexical access, the
retrieval of appropriate words; (ii) grammatical encod-
ing, the specification of the order and grammatical
forms of those words; and (iii) phonological encoding,
determining the pronunciation of the sequence of
words. These are discussed in turn.

18.1.1 Lexical Access

Most experimental, clinical, and theoretical research
on production has concerned lexical access and focuses
on the production of single-word utterances. When
given a picture that has been identified as the concept
CAT, how does the speaker retrieve the word “cat”?
Lexical access has been characterized as a two-step
process (Garrett, 1975). First, the concept is mapped

209Neurobiology of Language. DOI: http://dx.doi.org/10.1016/B978-0-12-407794-2.00018-3 © 2016 Elsevier Inc. All rights reserved.



onto an abstract lexical representation, variously called
the lemma, the L-level representation, or simply the
word node. This abstraction identifies the grammatical
properties of the word such as its syntactic category
(e.g., noun) and other grammatically relevant features
(e.g., number, grammatical gender). Importantly, this
level does not specify anything about pronunciation.
That comes in the second step, where the word’s pho-
nological form, most often viewed as a sequence of
phonemes, is retrieved. Intuitive support for the two-
step notion comes from speech errors (Fromkin, 1971).
Slips can profitably be divided into those that might
have arisen during the first step (e.g., semantic errors
such as “dog” for “cat”) and those that could have
happened in the second step (e.g., “cap” for “cat”).
Furthermore, the tip-of-the tongue state (“I know that
word! It’s on the tip of my tongue”) can be character-
ized as getting stuck between the steps.

Much of the research on lexical access has concerned
just how separate the two steps are. For example, the
modular discrete-step view states that the first step must
be completed before the second step can begin (Levelt,
Roelofs, & Meyer, 1999). Alternatively, one could allow
for cascading, which blurs the boundaries between the
steps by allowing for phonological properties of poten-
tial word candidates to be retrieved before a single

lexical item has been settled on in the first step. Or, one
could allow for interaction, which blurs the steps even
further by allowing for relevant representations at each
step to influence one another through the interactive
spread of activation (see Dell, Nozari, & Oppenheim,
2014 for a recent review of the evidence for interaction
between the steps, and see Dell, Schwartz, Nozari,
Faseyitan, & Coslett, 2013 and Ueno, Saito, Rogers, &
Lambon Ralph, 2011 for proposals regarding the neural
correlates of the steps).

18.1.2 Grammatical Encoding

Although most production research concerns single-
word utterances, the hallmark of production is the abil-
ity to construct multiword utterances, particularly
those that the speaker has never said or even heard
before. For example, William Blake famously used the
phrase, “fearful symmetry” to characterize the tiger.
And it is not just the poets who are linguistically inven-
tive. Since Chomsky (1959) emphasized the creativity
of language, it is a psycholinguistic cliché that most
of what speakers say is novel. Regardless of whether
this claim is strictly true, there is no doubt that theories
must explain the production of novel utterances. The
usual explanation is that the production system uses
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FIGURE 18.1 Components of the language production system.
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syntactic-sequential abstractions that specify how word
categories can combine to express structured messages.
For Blake’s phrase, the relevant abstractions would dic-
tate that, in English, adjectives (fearful) precede nouns
(symmetry). Production models of grammatical encod-
ing (Bock, 1982; Chang, Dell, & Bock, 2006; Kempen &
Hoenkamp, 1987) differ considerably, but all recognize
the distinction between categorically specified abstrac-
tions and lexical items. Typically, the abstractions are
characterized as frames, that is, structures that specify
the sequence and phrasal membership of syntactically
categorized word-sized slots (Dell, 1986; Garrett, 1975).
So, there might be a noun-phrase frame with slots for
a singular indefinite determiner, an adjective, and a
singular count noun. And this frame may occupy a
larger slot in a clausal frame, and so on. Because of the
separation between words and their slots, the system
has the means to encode new phrases (e.g., “a poetic
tiger”) by putting known words into known frames in
new combinations. Evidence for such a system comes
from dissociations in aphasia between individuals with
lexical retrieval deficits and those with deficits in
syntactic-sequential processes (e.g., see Gordon & Dell,
2003, for review), from functional imaging data that
identify different brain areas for word-retrieval and
word-combination mechanisms (e.g., Hagoort, 2013),
and from structural priming studies, which are
reviewed later.

18.1.3 Phonological Encoding

The retrieval of the phonological form of a word
results in a sequence of phonological segments: k æ t.
The segments are then put together with the segments
of surrounding words, and the resulting sequence
must be characterized in terms of its syllables and
how those syllables are stressed (Levelt et al., 1999).
These processes must respect the phonological pro-
perties of the language being spoken, including how
segments combine to make syllables (phonotactic
knowledge), how syllables are organized into higher-
level prosodic structures, and how timing, pitch,
and intensity vary as a function of those structures.
Ultimately, this organized phonological structure
guides the articulatory process. The phonological
encoding process has been studied by assessing
the response time to produce words and syllables
(e.g., Cholin, Dell, & Levelt, 2011; Meyer, 1991), by
examining phonological speech errors (Warker & Dell,
2006), by measuring the articulatory and acoustic
details of utterances (e.g., Goldrick & Blumstein, 2006;
Goldstein, Pouplier, Chen, Saltzman, & Byrd, 2007;
Lam & Watson, 2010), and more recently by event-
related brain potentials and other imaging techniques
(e.g., Qu, Damian, & Kazanina, 2012).

18.2 LONG-TERM SPEAKER
TUNING: IMPLICIT LEARNING

The production system does its job because it has
learned to do so, and the basis for that learning is
experience in comprehending and speaking (Chang
et al., 2006). Learning, however, is not just something
that children do. The typical adult speaker says
approximately 16,000 words per day (Mehl, Vazire,
Ramirez-Esparza, Slatcher, & Pennebaker, 2007) and
hears and reads many more. This experience adapts
the production system so that it is able to make
effective choices in the particular circumstances that it
finds itself. We refer to this continual process of adap-
tation as implicit learning. We claim that this adaptation
is a kind of learning because the changes induced are
not short-lived, and that the learning is implicit
because it is an automatic consequence of linguistic
experience that occurs without any intention to learn
or awareness of what has been learned. In the remain-
der of this section, we review implicit-learning
research in each of the three production subprocesses
mentioned previously. For lexical access, we consider
mechanisms of lexical repetition priming and fre-
quency effects, and the possibility of phrasal frequency
effects. For grammatical encoding, we discuss the
hypothesis that structural priming in production is a
form of implicit learning. And, for phonological encod-
ing, we review studies that find implicit learning of
novel phonotactic patterns.

18.2.1 Implicit Learning of Words and Phrases

The production system adapts to make the words
that it is most likely to use easier to retrieve and articu-
late. In particular, words that we have said recently
are easier to say than words that we have not said
recently (repetition priming; e.g., Mitchell & Brown,
1988). We are also, in general, faster and more accurate
at producing words that we have more experience
saying, that is, frequent words (Caramazza, Costa,
Miozzo, & Bi, 2001; Jescheniak & Levelt, 1994). Both
repetition priming and frequency effects are thought to
arise from and can be explained by implicit learning,
which optimizes the production system for situations
that are more likely to happen.

One manifestation of implicit learning in word
production is cumulative semantic interference (e.g.,
Howard, Nickels, Coltheart, & Cole-Virtue, 2006).
When we have to name a picture of the same thing
twice (e.g., crow), we benefit from repetition priming.
But, if instead of repeating the picture’s name we next
have to name something that is similar in meaning,
but not the same word (e.g., finch), then we produce
this word more slowly and have a greater chance of
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error (e.g., Schnur, Schwartz, Brecher, & Hodgson,
2006). This negative effect is semantic interference.
Oppenheim, Dell, and Schwartz (2010) investigated the
“dark” (semantic interference) and “light” (repetition
priming) sides of word production using a computa-
tional model, aptly called the “dark-side” model. In
the model, each experience with a word tunes the
production system by prioritizing words that are
recently used and, importantly, deprioritizing their
competitors, that is, semantically similar words. This
tuning consists of the strengthening of connections to
words when they are used, but weakening of connec-
tions to these words’ competitors. As a result, when a
word is repeated it becomes relatively more active in
the lexical network, effectively by leeching activation
from similar words. In this way, repeating the word
crow becomes easier, whereas naming different, but
semantically similar, words in a sequence (e.g., crow,
finch, gull) becomes increasingly difficult. This effect
shows that the production system is adaptive, because
words that are used and will likely be used again
become easier to say, whereas words that could poten-
tially interfere with those words are rendered less
accessible and, hence, less disruptive.

We described how lexical access in production
involves two steps, retrieval of the abstract lexical
item and then retrieval of the item’s phonological
form. We also noted that semantic errors such as
“dog” for “cat” can occur at the first step, but pho-
nological errors such as “cap” or “dat” for “cat”
occur during the second step. We also said that
recently spoken or high-frequency words (e.g., “cat”
as opposed to “feline”) are less vulnerable to error
because an implicit learning process enhances their
retrieval. But does the greater ease associated with
common or repeated words apply to both steps or
just one of them? Jescheniak and Levelt (1994) pro-
posed that frequency effects in word retrieval are
felt largely during the second step. Others (e.g.,
Knobel, Finkbeiner, & Caramazza, 2008) claim that
both steps benefit when the target word is frequent,
because implicit learning should have an effect
throughout the retrieval process. Kittredge, Dell,
Verkuilen, and Schwartz (2008) addressed this ques-
tion by looking at how target-word frequency affects
semantic and phonological errors during picture
naming. They presented aphasic participants with
pictures to name that varied, among other factors, in
their word frequency. They found, as expected, that
the odds of saying the right word increased with the
frequency of the target, demonstrating that common
words are “protected” by their frequency. This pro-
tective power was found to prevent both semantic
and phonological errors, suggesting that both steps
of lexical retrieval benefit from frequency and, more

generally that the production system keeps track of
likely events at all levels.

The production system also seems to keep track of
and adapts to the degree to which words combine.
Janssen and Barber (2012) explored this by looking at
whether the frequency of the combination of two
words (e.g., red car or red hammer) predicted how easily
that phrase was generated. In particular, they pre-
sented participants with pictures of colored objects
and had them name the object and its color with an
appropriate phrase. They found that frequent phrases
had faster naming latencies than would be predicted
just by the frequency of the first or second word. This
suggests that the production system tunes itself to
probable events beyond the word level by keeping
track of word combinations as well.

18.2.2 Structural Priming

One of the classic findings in psycholinguistics is
structural priming, also known as syntactic priming,
or structural repetition. Structural priming is the
tendency for speakers to reuse recently experienced
structures. Bock (1986a) gave experimental participants
pictures that can be described with either of the
two kinds of dative structures (double objects, “The
woman handed the boy the paint brush,” versus prep-
ositional datives, “The woman handed the paint brush
to the boy”). Participants described these pictures after
saying an unrelated prime sentence that used either
a double-object or prepositional dative structure.
Priming was seen in the tendency for speakers to use
the structure of the prime when describing the picture.
Similar effects were seen for other structural alterna-
tions such as active transitive sentences (“Lightning is
striking the church”) versus passives (“The church
is struck by lightning”). The important aspect of
this priming is that it appears to be the persistence
of an abstract syntactically characterized structure
(e.g., the frame: Noun_phrase Auxillary_verb Main_verb
Prepositional_phrase for a full passive), and not the lexi-
cal content of the utterance, its meaning, or its intona-
tional properties (Bock & Loebell, 1990). As such,
structural priming provides evidence for a production
process that uses structural abstractions during gram-
matical encoding.

Bock and Griffin (2000) claimed that structural
priming is not just a temporary change to the system,
but instead it is a form of implicit learning, akin to the
connection weight changes that characterize learning
in connectionist models. They provided evidence for
this claim by showing that the effect of a prime per-
sists undiminished over at least 10 unrelated sentences
(several minutes). If priming were due to temporary
activation of a structure, then the prime’s influence
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would rapidly decay. The evidence that the learning is
implicit is that it occurs in brain-damaged speakers
who have no explicit memory of the prime sentence
(Ferreira, Bock, Wilson, & Cohen, 2008).

Chang et al. (2006) created a computational model
that reflected the idea that structural priming is
implicit learning. They trained a connectionist model
to simulate a child experiencing sentences one word at
a time. The model was also given a representation of
the intended meaning of some of the sentences that it
experienced, with this meaning presumably having
been inferred by the child from context. The model
learned by “listening” to each sentence and trying to
predict each word. When the actual next word was
heard, the model then compared its prediction to that
word, thus generating a prediction error signal. This
error signal was the impetus for the model to change
its connection weights so that its future predictions
were more accurate. By using prediction error, the
model learned the linguistic patterns in the language
(e.g., syntactic structures) and how those patterns
mapped onto meaning (e.g., Elman, 1993). After this
learning, the model was able to produce because
“prediction is production” (Dell & Chang, 2014); gen-
erating the next word from a representation of previ-
ous words and intended meaning is, computationally,
a production process. When given a representation of
intended meaning, the model’s sequence of word pre-
dictions constituted the production of a sentence. The
key aspect of this model, for our purposes, is that it
accounted for structural priming through learning.
Even after the model attained “adult” status, it contin-
ued to learn. When a prime sentence was experienced,
the model’s connection weights were changed ever so
slightly to favor the subsequent production of sen-
tences with the same structure. Experiencing, for
example, a double-object dative inclined the model to
produce that structure later. Because the priming was
based on weight change, it is a form of learning, thus
accounting for Bock and Griffin’s finding that structural
priming is undiminished over time. Also, the evidence
that the implicit learning that characterizes structural
priming is based on prediction error comes from
demonstrations that less common, and hence more sur-
prising, prime structures lead to more priming than
common ones (e.g., Jaeger & Snider, 2013).

18.2.3 Phonotactic Learning

Young children implicitly learn the phonotactic pat-
terns of their language through experience. Such pat-
terns include knowledge about where certain
consonants can occur in the syllables in their language;
for example, in English, /h/ only occurs at the begin-
ning of a syllable (the onset) and /ng/ occurs only at

the end (the coda). Because of their phonotactic knowl-
edge, English speakers can readily produce the phono-
tactically legal nonword “heng,” but not the illegal
“ngeh.” Evidence that the production system actively
uses this knowledge comes from the phonotactic regu-
larity effect on speech errors: slips tend to be phonotac-
tically legal. One might mistakenly produce “nun” as
“nung,” a phonotactically legal nonword, but not as
“ngun” (Wells, 1951).

Warker and Dell (2006) and Dell, Reed, Adams, and
Meyer (2000) created an experimental analogue to the
phonotactic regularity effect in which participants
recited four-syllable tongue twisters such as “hes feng
kem neg” at a fast pace. Unbeknownst to the partici-
pants, the syllables followed artificial phonotactic pat-
terns that were present only in the experimental
materials. For example, a participant’s syllables might
follow the pattern: During the experiment, /f/ can only
be a syllable onset and /s/ can only be a syllable coda
(as in the example four-syllable sequence above).
Participants would recite several hundred of these
sequences in each of four experimental sessions on
consecutive days. Because of the fast speech rate, slips
were reasonably common. Most often, these involved
movements of consonants from one place to another,
such as “hes feng kem neg” being spoken as “fes feng
kem neg,” in which /f/ moved to the first syllable.
The crucial feature of the study was whether these
slips respected the phonotactics of the experienced syl-
lables. As expected, slips of /h/ and /ng/ respected
English phonotactics; /h/ is always moving to an
onset position and /ng/ is always moving to a coda
position. The crucial finding, though, was that slips of
the artificially restricted consonants (/f/ and /s/ in
our example) also respected the local phonotactics of
the experiment. Notice in the example that /f/ slips to
an onset position, that is, the slip is “legal” with regard
to the experimental phonotactic patterns. And this was
not just a small statistical tendency; 98% of the slips
of experimentally restricted consonants were “legal”
in this respect, whereas consonants that were not
experimentally restricted the way that /f/ and /s/
were often slipped from onset to coda or vice versa
(Dell et al., 2000).

Finding that slips respected the experimental dis-
tributions of consonants suggests that participants
implicitly learned these distributions, and this learning
affected their slips. But is this effect truly one of learn-
ing, as opposed to some very temporary priming of
preexisting knowledge (e.g., priming of a rule that /f/
can be an onset in English)? Evidence that true learn-
ing is occurring comes from exposing participants
to more complex “second-order” constraints such as:
if the vowel is /ae/, then /f/ must be an onset and /s/ must be
a coda, but if the vowel is /I/, then /s/ must be an onset and

21318.2 LONG-TERM SPEAKER TUNING: IMPLICIT LEARNING

C. BEHAVIORAL FOUNDATIONS



/f/ must be a coda. Warker and Dell (2006) found that
participants’ slips did not follow this vowel-dependent
second-order constraint on the first day of a 4-day
experiment. On the second and subsequent days,
though, the slips did obey the constraint (e.g., more
than 90% of slips were legal). This suggests that the
effect requires consolidation, a period of time (possibly
involving sleep; Warker, 2013) in which the results of
the experience are registered in a relatively permanent
way in the brain. After consolidation, the effects
appear to remain at least for 1 week (Warker, 2013).
Because the effect requires consolidation and is persis-
tent in time, it appears to be a form of learning. Thus,
phonotactic-like knowledge and its expression in
speech production errors can be tuned by an implicit
learning process.

18.3 SHORT-TERM SPEAKER TUNING

Implicit learning is not the only mechanism that
allows the production system to fluently generate
appropriate, grammatically correct utterances that lis-
teners can easily interpret. There are several adaptive
phenomena in production that involve immediate pro-
cessing, rather than long-term learning. These short-
term tuning mechanisms include error monitoring,
availability-based production choices, sensitivity to
information density, and audience design.

18.3.1 Error Monitoring

Speakers help their listeners by avoiding making
speech errors or, when an error occurs, by attempting
to correct it. Catching slips before they happen or
fixing them after they do requires that speakers do
error monitoring. Studies of monitoring suggest that
we detect at least half of our overt slips after they hap-
pen, and that we detect and block potential errors
before they can occur (Baars, Motley, & MacKay, 1975;
Levelt, 1983). Evidence that errors can be detected
before they are spoken comes from the existence of
very rapid detections of overt errors. Levelt (1983)
gave the example of “v—horizontal.” The speaker
started to say “vertical,” but quickly stopped and
replaced it with the correct “horizontal.” The fact that
speech was stopped right away (within 100 msec of
the onset of the erroneous /v/) demonstrates that the
error was almost certainly detected before articulation
began. How is this possible? There are two theories of
error detection. One is that speakers detect errors by
comprehending their own speech and noting if there is
a mismatch with what they intended (Hartsuiker &
Kolk, 2001; Levelt, 1983). This view—the perceptual loop
theory—allows for the comprehension of internal

speech before it is produced to explain the fact that
errors can be detected before articulation. The alterna-
tive is that error detection occurs within the produc-
tion system itself. An example of this is the conflict
detection theory of Nozari, Dell, and Schwartz (2011),
which proposes that the production system can assess
the extent to which its decisions are conflicted and
assumes, when conflict is high, that an error is likely.
For example, suppose that during word access, the
word CAT was selected during the first lexical-access
step, but DOG was also nearly as activated as CAT.
That can be taken as a sign that there was a possible
error during that step. Similarly, if a particular speech
sound, for example, /d/, is selected while another,
/k/, is almost as active, again that can be a signal that
there may have been a mis-selection, this time during
the second access step. Nozari et al. used a computa-
tional model to demonstrate that the association
between high conflict and error likelihood is a strong
one, but also that the association no longer holds when
the production system is functioning very poorly.
Thus, for some aphasic individuals, conflict would not
be an effective predictor of error and such individuals
would be expected to have trouble detecting their
own errors.

To test the conflict detection theory of monitoring
and the competing perceptual loop theory, Nozari
et al. (2011) examined how successful aphasic indivi-
duals were at detecting their own errors in a picture-
naming task. The perceptual loop account predicts that
good error detection should be associated with good
comprehension because detection is performed by the
comprehension system in that theory. In contrast, the
conflict detection theory expects good detection to
be associated with production rather than comprehen-
sion skill. The results supported the conflict detection
account. The aphasic patients with higher rates of error
detection had relatively good production skills, and
comprehension ability was unrelated to error detection
rate. Furthermore, Nozari and colleagues showed that
patients who were relatively better at the first step
of lexical access, but poor at the second step, could
detect their first-step errors (e.g., semantic errors) but
not their second-step errors (phonological errors). The
complement was true as well—doing better on the
second step in production implied better detection of
second-step errors in particular. These results show
that dissociations in production abilities for the lexical-
access steps are mirrored in differential abilities to
detect errors at the two steps, exactly as expected by
the conflict detection theory.

Do the results of Nozari et al. (2011) mean that we do
not detect errors by comprehending our own speech?
No. These results only point to another possible mecha-
nism for error detection, particularly a mechanism that
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can detect errors before they happen. It seems likely that
many overtly spoken slips are detected simply by hear-
ing them, as proposed in the perceptual loop theory.
In support of this claim, Lackner and Tuller (1979) found
that using noise to mask a speaker’s speech diminished
the speaker’s ability to detect their overt phonological
errors, demonstrating that perception of the auditory
signal plays a role in detection. It is therefore likely that
multiple mechanisms contribute to the monitoring pro-
cess. For example, speakers appear to guard their speech
against slips that create taboo words (Motley, Camden,
& Baars, 1982; see also Severens, Kühn, Hartsuiker, &
Brass, 2012 for an fMRI study of frontal brain regions
involved in taboo-word monitoring).

18.3.2 Availability-Based Production

The adage, “think before you speak” advises speak-
ers to fully plan their utterances before saying them.
The fact that the adage exists suggests that speakers do
not routinely do this. Instead, language production
involves some degree of incrementality (Kempen &
Hoenkamp, 1987): utterances are often constructed and
spoken in a piecemeal fashion, with the result that one
might start talking before having planned the entire
sentence. Because production can be incremental, the
retrievability of the various parts of the utterance can
influence its structure. For example, when attempting
to produce the message illustrated in Figure 18.1, sup-
pose that we are able to retrieve “rat,” but have not yet
retrieved “cat.” We can start the utterance as “The
rat. . .” and then, because English allows for a passive
structure, can continue with “was chased by the cat”
as we eventually retrieve the other words. Thus, the
production system may opportunistically take advan-
tage of the words that are retrieved first and may start
with those words. This is the essence of availability-
based production. What is retrieved first tends to be
said first. More generally, what is available tends to be
spoken as soon as it can. Although this strategy occa-
sionally results in false starts, it makes for an efficient
production system (Bock, 1982).

Bock (1986b) provided support for availability-
based production by asking speakers to describe pic-
tures such as one in which lightning is striking a
church. This can be described with either an active
(“Lightning is striking a church”) or a passive (“The
church is struck by lightning”) structure. Earlier in this
chapter, we showed how this structural choice can be
influenced by structural priming. It turns out that this
choice is also sensitive to the relative availability of
the words “lightning” and “church.” Bock found that

participants who had recently experienced the word
“thunder,” which presumably makes “lightning” more
available, were more likely to describe the picture with
the active form, making the primed word come out
earlier. Similarly, priming “church” made the passive
more likely.

One can also see availability-based production at
work in choices about optional words. A sentence such
as “The coach knew that you missed practice” can be
produced with no “that,” without changing the mean-
ing of the sentence. So, what determines whether you
include the “that”? One possibility is that speakers
engage in audience design: when faced with a produc-
tion choice, they choose what will make the sentence
easier for their listener to understand. Notice that if
the “that” is missing, then the sentence has a tempo-
rary ambiguity when “you” is heard. The “you” can be
either the direct object of “knew” or the subject of a
new embedded clause. Including the “that” removes
the ambiguity. Ferreira (2008) and Ferreira and Dell
(2000) suggested an alternative explanation for when
“that” is present in these sentences. It has to do with
the availability of the material after “that.” If “you”
has already been retrieved and is ready to go at the
point in the sentence after “The coach knew. . .,” then
the speaker is more likely to omit “that.” But if the
speaker is not quite ready with “you,” then including
“that” is a convenient way to pause and buy time. As
described in the subsequent section on information-
density sensitivity, there is evidence that speakers do
attempt to stretch time out at certain points in a sen-
tence, and this can be thought of as an example of this.
Here the issue is whether speakers produce “that” to
disambiguate the utterance for their listeners, or
because their production systems naturally produce
whatever is available.1 If the “you” is immediately
available after “The coach knew,” then the sentence
can grammatically continue without the “that.”
Ferreira and Dell tested these ideas by comparing the
production of four kinds of sentences:

I knew (that) I missed practice. (embedded pronoun is
repeated and unambiguously nominative)

You knew (that) you missed practice. (embedded
pronoun is repeated and ambiguous)

I knew (that) you missed practice. (embedded pronoun
is not repeated and ambiguous)

You knew (that) I missed practice. (embedded pronoun
is not repeated and unambiguously nominative)

The sentences were presented and then recalled in
situations in which the participants could not remem-
ber whether there had been a “that” in the sentence

1Of course, the grammar does not always allow you to eliminate “that” as a complementizer; “the girl that saw the boy is here” must have it

in Standard American English.
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and, hence, they tended to use their natural inclina-
tions about whether to include “that.” The key variable
was the percentage of recalled sentences with “that.”
The hypothesis that speakers include “that” to help
their listeners predicts that the two sentences with
the ambiguous embedded “you” will include more
instances of “that” than the unambiguous conditions
that have the clearly nominative pronoun, “I,” as the
embedded subject. The availability hypothesis predicts
that because of repetition priming, the embedded pro-
noun (I or you) will be more available if it had just
been said as the subject of the main clause. Because
their embedded pronouns should be quite available,
the two conditions with repeated pronouns are
expected to have fewer instances of “that.” Across
several experiments, there was no tendency for more
“that”s in the ambiguous sentences, but repeating the
pronoun caused the percentage of “that”s to decrease
by approximately 9%. The results clearly supported the
availability hypothesis, providing another demonstra-
tion that the production system’s decisions are oppor-
tunistically guided by what is easily retrieved. In the
next section, we approach the question of the produc-
tion of optional words like “that” from another angle.

18.3.3 Information-Density Sensitivity

One way that people may alter production in the
short-term is by monitoring for and adjusting the prob-
abilistic characteristics of what they are about to say.
Taking a cue from information theory (Shannon, 1948),
it has been proposed that speakers control the rate of
information conveyed in their utterances so that there
are as few as possible points in which the rate is
extremely high or extremely low. Recall that, on a
formal level, words or structures that are less likely con-
tain more information and that, in the reverse case,
redundant or predictable items are associated with less
information. The idea is that keeping the information
rate constant at a level that listeners can handle maxi-
mizes the effective transmission to the listener. Too fast
a rate leads to loss of transmission, and too slow a rate
wastes time. The hypothesized information constancy
in production is termed the smooth signal redundancy
hypothesis or, alternatively, uniform information density
(UID). This tendency can be assumed to apply at all
levels of language production, including lexical choice
(Mahowald, Fedorenko, Piantadosi, & Gibson, 2013),
syntactic structure (Jaeger, 2006, 2010), and phonetic
and phonological output (Aylett & Turk, 2004).

Lexical, syntactic, phonological, and pragmatic
predictability and given-ness, as constrained by the
discourse or experiment, strongly influence the dura-
tions of individual words as would be expected from
the UID. For example, the word nine in “A stitch in

time saves nine” is shorter than in the phrase “I’d like
nine” (Lieberman, 1963) because the nine in the first
example is highly predicted by the previous words.
Speakers moderate duration and other prosodic cues
in response to these linguistic factors, as has been dem-
onstrated experimentally and in the wild, and this
effect is robust even when a large number of other fac-
tors are taken into account (Jurafsky, Bell, Gregory, &
Raymond, 2001).

Aylett and Turk (2004) examined the relationship
between reduction and redundancy, or the contribu-
tion of statistical predictability to the short-term mani-
festation of phonetic output. They modeled the
durations of syllables as a function of the degree to
which they were predicted by the preceding informa-
tion and the predictability of the word itself in dis-
course as well as its frequency of occurrence. They
found evidence that individuals regulate the distribu-
tion of information in the signal (modulating various
prosodic cues like duration, volume, and pitch) in that
these cues represent a tradeoff between predictability
and acoustic prominence. So, when a word is less pre-
dictable, it will carry more information in the sense
that it is unexpected, but speakers take this into
account by providing additional cues as to the identity
of an upcoming word or syllable, such as articulating
the word more loudly.

Jaeger (2006, 2010) identified analogous behavior
in syntactic flexibility as a function of information
density. Using evidence from the optional that structure
that we introduced in the previous section, he demon-
strated that the choice of whether to include a “that”
provides the language production system with a means
of redistributing information so that information density
is more uniform across the utterance. For example, in
sentences such as “My boss confirmed/thinks (that) we
were absolutely crazy,” speakers were more likely to
include “that” when the presence of a complement
clause (e.g., “. . .we were absolutely crazy”) is unex-
pected given the main verb (e.g., “confirmed”). This is
because confirm is a verb that most often takes a noun as
its argument (e.g., “. . .confirmed the result”), and so the
presence of a complement clause is less probable and
therefore more surprising. In contrast, the verb think
often takes a complement clause and, because that is
more expected, “that” was less likely to be included in
the utterance. In general, including a “that” when the
complement clause is unexpected makes upcoming lin-
guistic material less surprising for the listener, because
“that” very commonly signals for a complement clause.
The resulting overall structure is much more even in its
syntactic surprisal. In this way, the speaker’s choices
about optional that are sensitive to the goal of minimiz-
ing peaks and valleys in the information conveyed dur-
ing the incremental production of the sentence.
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These choices presumably translate into less effort for
the listener. It is also possible that producing sentences
with more UID directly aids the fluency of the produc-
tion process, because what may be highly surprising to
a listener may be relatively more difficult for speakers
to create.

When we say that speakers “monitor” and “adjust”
information density, this implies active online control.
But control of information rate is not necessarily the
result of an active short-term adaptation. Instead, the
mechanisms that achieve good information rates may
be learned as speakers gain experience about what
production choices lead to effective comprehension
(Jaeger & Ferreira, 2013). For example, speakers may
consistently include “that” in their complement clauses
introduced by main verbs such as “confirm” because
they have learned that failure to do so leads to misun-
derstanding. With this view, there is no active control
of information density; only the retention of successful
speaking habits.

18.3.4 Audience Design

The language production system adapts to one’s
partner, not only by avoiding high information rates
but also by considering the partner’s specific needs
and abilities; a speaker uses syntax, words, and
phonology that the partner will likely understand. As
we have outlined throughout this chapter, the produc-
tion system can adapt to internal moment-by-moment
demands, and it can change itself in the long-term as a
function of experience. In this final section, we con-
sider how the production system goes beyond what is
easy for it to do, and instead considers what might
best help the other person understand. This consider-
ation is known as audience design. We discuss two
examples of such design. First, we consider the way
individuals use words that result in more effective
communication on a cooperative task via a process
called entrainment (Brennan & Hanna, 2009; Clark &
Wilkes-Gibbs, 1986), and then how talkers can change
their own pronunciation of words to facilitate under-
standing in phonetic convergence (Pardo, 2006).

Entrainment, or the convergence on a single term
between two talkers in a conversation, is a necessary
part of communication. It is estimated that approxi-
mately 50% of discourse entities are mentioned multiple
times in a conversation or text (Recasens, de Marneffe,
& Potts, 2013). Given this degree of repetition, it would
be useful if speakers could agree on labels for those enti-
ties. If one party to a conversation referred to a particu-
lar plant as a “bush” and the other called it a “tree,”
then confusion is likely. Agreement on terms through
entrainment removes the confusion. In experimental
settings, entrainment has been examined by looking at

how participants in a cooperative task describe an object
and how that description changes as the participants
continue to interact. In Clark and Wilkes-Gibbs (1986),
participants had to cooperate to sort a set of abstract
visual shapes (made up of “tangrams”) often resembling
people or animals. Over the course of several turns,
both partners came to use similar, eventually convergent
terms or short phrases to describe the items. Early on, a
speaker might recognize that the other person does not
understand their initial description (e.g., “The next one
is the rabbit.” “huh?”), requiring that the speaker elabo-
rate (e.g., “That’s asleep, you know, it looks like it’s got
ears and a head pointing down.”). As the experiment
continues, the objects’ labels become increasingly short-
er and the listener’s errors in interpreting what is said
become rare, suggesting that talkers have optimized
label length and form for communicative efficiency. The
description of such a figure can go from the very
complex on the first exchange (“looks like a person
who’s ice skating, except they’re sticking two arms out
in front”) to shorter, multiphrasal (“the person ice skat-
ing, with two arms”) to finally a single noun phrase
(“the ice skater”). Thus, the entrainment process adapts
the production systems of both participants in such a
manner that communication success, rather than pro-
duction ease, is the goal.

Phonetic convergence is a phenomenon where indivi-
duals adopt the phonetic and phonological representa-
tions of the other talker during a conversation.
A person may adopt features of another’s accent, such
as the famous US southern “pin-pen” merger or a
northern cities vowel shift (e.g., “dawg” becomes
“dahg”), or even more subtle features such as differ-
ences in voice-onset time. Pardo (2006) demonstrated
such convergence experimentally. Participants
completed a map task where one partner’s map (the
receiver’s) needs to be drawn to look like the other’s
(the giver’s). Like the tangram task used by Clark and
Wilkes-Gibbs, the map task requires cooperative com-
munication. There were many places on the map with
standard names provided to the talkers (e.g., abandoned
monastery, wheat field, etc.). Phonetic convergence of the
speech of the talker pairs was assessed by naı̈ve parti-
cipants who were asked to judge the degree of similar-
ity of the pairs’ pronunciations for these place names
as they did the task. Not only did all conversation
partners show some degree of convergence, but also
these effects arose after very little interaction time—
many partners showed convergent phonetics as early
as before the halfway point in their dialogue, with con-
vergence persisting into the second half as well. This
convergence demonstrates that individuals engage in
audience design by adopting the phonetic features of
their conversation partner during a cooperative task.
Because it is presumably easier for each speaker to use
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his or her own accent, phonetic convergence counts as
another example in which the adaptation suits the goal
of communication, rather than the immediate ease of
the production systems of the individual speakers.

18.4 CONCLUSION

Language production is, in one sense, difficult. The
speaker has to decide on something worth saying,
choose words (out of a vocabulary of 40,000), appro-
priate syntax, morphology, and prosody, and ulti-
mately has to articulate at the rate of two to three
words per second. In another sense, production is
easy. We think it takes little effort. Particularly when
we are talking about familiar topics, we can at the
same time walk, drive, or even play the piano (Becic
et al., 2010). The seeming paradox that something so
difficult is yet so easy is resolved when we consider
the mechanisms presented in this chapter. The produc-
tion system is continually being tuned by the extraor-
dinary amount of experience we have. We say 16,000
words per day and hear and read a lot more. The
implicit learning that results from this input effectively
trains the system and tunes it well to its current cir-
cumstances. But implicit learning is not the whole
story. The production system also makes use of a vari-
ety of moment-by-moment mechanisms to compensate
for and prevent errors, to promote fluency, and to
make the job of the listener easier.
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19.1 INTRODUCTION

Speech motor control is unique among motor beha-
viors in that it is a crucial part of the language system.
It is the final neural processing step in speaking, where
intended messages drive articulator movements that
create sounds conveying those messages to a listener
(Levelt, 1989). Many questions arise concerning this
neural process we call speech motor control. What is its
neural substrate? Is it qualitatively different from other
motor control processes? Recently, research into other
areas of motor control has benefited from a vigorous
interplay between people who study the psychophysics
and neurophysiology of motor control and engineers
that develop mathematical approaches to the abstract
problem of control. One of the key results of these colla-
borations has been the application of state feedback con-
trol (SFC) theory to modeling the role of the higher
central nervous system (i.e., cortex, the cerebellum,
thalamus, and basal ganglia—hereafter referred to as
“the CNS”) in motor control (Arbib, 1981; Guigon,
Baraduc, & Desmurget, 2008b; Shadmehr & Krakauer,
2008; Todorov, 2004; Todorov & Jordan, 2002). SFC pos-
tulates that the CNS controls motor output by estimat-
ing the current state of the thing (e.g., arm) being
controlled and by generating controls based on this esti-
mated state. SFC has successfully predicted a great
range of the phenomena seen in nonspeech motor con-
trol, but as yet it has not received attention in the
speech motor control community. Here, we review
some of the key characteristics of how sensory feedback
appears to be used during speaking and what this says
about the role of the CNS in the speech motor control
process. Along the way, we discuss prior efforts to
model this role, but ultimately we argue that such

models can be seen as approximating characteristics
best modeled by SFC. We conclude by presenting an
SFC model of the role of the CNS in speech motor
control and discuss its neural plausibility.

19.2 THE ROLE OF THE CNS IN
PROCESSING SENSORY FEEDBACK

DURING SPEAKING

It is not controversial that the CNS plays a role in
speech motor output: cortex appears to be a main source
of motor commands in speaking. In humans, the speech-
relevant areas of motor cortex (M1) make direct connec-
tions with the motor neurons of the lips, tongue, and
other speech articulators (Jürgens, 1982, 2002; Ludlow,
2004). Damage to these M1 areas causes mutism and dys-
arthria (Duffy, 2005; Jürgens, 2002). However, it is much
less clear what the role of the CNS is in processing the
sensory feedback from speaking. Sensory feedback, espe-
cially auditory feedback, is critically important for chil-
dren learning to speak (Borden, Harris, & Raphael, 1994;
Levitt, Stromberg, Smith, & Gold, 1980; Oller & Eilers,
1988; Osberger & McGarr, 1982; Ross & Giolas, 1978;
Smith, 1975). However, once learned, the control of
speech has the characteristics of being both responsive
to, yet not completely dependent on, sensory feedback.
In the absence of sensory feedback, speaking is only
selectively disrupted. Somatosensory nerve block impacts
only certain aspects of speech (e.g., lip rounding, fricative
constrictions) and, even for these, the impact is not suffi-
cient to prevent intelligible speech (Scott & Ringel, 1971).
In postlingually deafened speakers, the control of
pitch and loudness degrades rapidly after hearing loss,
yet their speech will remain intelligible for decades
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(Cowie & Douglas-Cowie, 1992; Lane et al., 1997).
Normal speakers also produce intelligible speech with
their hearing temporarily blocked by loud masking noise
(Lane & Tranel, 1971; Lombard, 1911).

But this does not mean speaking is largely a feedfor-
ward control process that is unaffected by feedback.
Delaying auditory feedback (DAF) by approximately a
syllable’s production time (100�200 ms) is very effective
at disrupting speech (Fairbanks, 1954; Lee, 1950; Yates,
1963). Masking noise feedback causes increases in speech
loudness (Lane & Tranel, 1971; Lombard, 1911), whereas
amplifying feedback causes compensatory decreases in
speech loudness (Chang-Yit, Pick, Herbert, & Siegel,
1975). Speakers compensate for mechanical perturbations
of their articulators (Abbs & Gracco, 1984; Nasir & Ostry,
2006; Saltzman, Lofqvist, Kay, Kinsella-Shaw, & Rubin,
1998; Shaiman & Gracco, 2002; Tremblay, Shiller, &
Ostry, 2003), and compensatory changes in speech pro-
duction are seen when auditory feedback is altered in its
pitch (Burnett, Freedland, Larson, & Hain, 1998; Elman,
1981; Hain et al., 2000; Jones & Munhall, 2000a; Larson,
Altman, Liu, & Hain, 2008), loudness (Bauer, Mittal,
Larson, & Hain, 2006; Heinks-Maldonado & Houde,
2005), formant frequencies (Houde & Jordan, 1998, 2002;
Purcell & Munhall, 2006), or, in the case of fricative pro-
duction, when the center of spectral energy is shifted
(Shiller, Sato, Gracco, & Baum, 2007).

Taken together, such phenomena reveal a complex
role for feedback in the control of speaking—a role not
easily modeled as simple feedback control. Beyond this,
however, there are also more basic difficulties with
modeling the control of speech as being based on sensory
feedback. In biological systems, sensory feedback is noisy
due to environment noise and the stochastic firing prop-
erties of neurons (Kandel, Schwartz, & Jessell, 2000).
Furthermore, when considering the role of the CNS in
particular, an even more significant problem is that sen-
sory feedback is delayed. There are several obvious
reasons why sensory feedback to the CNS is delayed
(e.g., by axon transmission times and synaptic delays;
Kandel et al., 2000), but a less obvious reason involves
the time needed to process raw sensory feedback into
features useful in controlling speech. For example, in the
auditory domain, there are several key features of the
acoustic speech waveform that are important for discrim-
inating between speech utterances. For some of these
features, like pitch, spectral envelope, and formant fre-
quencies, signal processing theory dictates that the accu-
racy in which the features are estimated from the speech
waveform depends on the duration of the time window
used to calculate them (Parsons, 1987). In practice, this
means such features are estimated from the acoustic
waveform using sliding time windows with lengths of
approximately 30�100 ms in duration. Such integration-
window-based feature estimation methods are slow to

respond to changes in the speech waveform, and thus
they will effectively introduce additional delays in the
detection of such changes. Consistent with this theoreti-
cal account, studies show that response latencies of
auditory areas to changes in higher-level auditory
features can range from 30 ms to more than 100 ms
(Cheung, Nagarajan, Schreiner, Bedenbaugh, & Wong,
2005; Godey, Atencio, Bonham, Schreiner, & Cheung,
2005; Heil, 2003). A particularly relevant example is the
long (B100 ms) response latency of neurons in a recently
discovered area of pitch-sensitive neurons in auditory
cortex (Bendor &Wang, 2005). As a result, while auditory
responses can be seen within 10�15 ms of a sound at the
ear (Heil & Irvine, 1996; Lakatos et al., 2005), there are
important reasons to suppose that the features needed for
controlling speech are not available to the CNS until a
significant time (B30�100 ms) after they are peripherally
present. This is a problem for feedback control models,
because direct feedback control based on delayed feed-
back is inherently unstable, particularly for fast move-
ments (Franklin, Powell, & Emami-Naeini, 1991).

19.3 THE CNS AS A FEEDFORWARD
SOURCE OF SPEECH MOTOR

COMMANDS

Given these problems with controlling speech via
sensory feedback control, it is not surprising that, in
some models of speech motor control, the role of the
CNS has been relegated to being a pure feedforward
source, outputting desired trajectories for the lower
motor system to follow (Ostry, Flanagan, Feldman, &
Munhall, 1991, 1992; Payan & Perrier, 1997; Perrier,
Ostry, & Laboissiere, 1996; Sanguineti, Laboissiere, &
Ostry, 1998; Sanguineti, Laboissiere, & Payan, 1997). In
these models, it is the lower motor system (e.g., brain-
stem and spinal cord) that implements feedback con-
trol and responds to feedback perturbations. The
inspiration for these models comes from consideration
of biomechanics and neurophysiology. A muscle has
mechanical spring-like properties that naturally resist
perturbations (Hill, 1925; Zajac, 1989), and these
spring-like properties are further enhanced by somato-
sensory feedback to the motor neurons in the brain-
stem and spinal cord that control the muscle (e.g., for
the jaw: Pearce, Miles, Thompson, & Nordstrom, 2003;
see also the stretch reflex: Hulliger, 1984; Matthews,
1931; Merton, 1951). This local feedback control of the
muscle makes it look, on first approximation, like a
spring with an adjustable rest-length that can be set by
control descending from the higher levels of the CNS
(Asatryan & Feldman, 1965). The muscles affecting an
articulator’s position (e.g., the muscles controlling the
position of the tongue tip) always come in opposing
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pairs—agonists and antagonists—whose contractions
have opposite effects on articulator position. Thus, for
any given set of muscle activations, an articulator will
always come to rest at an equilibrium point where the
muscle forces are balanced. In response to pertur-
bations from its current equilibrium point, the articula-
tor will naturally generate forces that return it to the
equilibrium point, without any higher-level interven-
tion. This characteristic was the inspiration for models
of motor control based on equilibrium point control
(EPC) (Bizzi, Accornero, Chapple, & Hogan, 1982;
Feldman, 1986; Polit & Bizzi, 1979). EPC models postu-
late that to control an articulator’s movement, the
higher-level CNS need only provide the lower motor
system with a sequence of desired equilibrium point to
specify the trajectory of that articulator. The lower motor
system handles responses to perturbations.

In speech, EPC models can explain the phenomenon
of “undershoot,” or “carryover,” coarticulation (Lindblom,
1963). This can be seen when a speaker produces a vowel
in a consonant-vowel-consonant (CVC) context: as the
duration of the vowel segment is made shorter, the for-
mants of the vowel do not reach (i.e., they undershoot)
their normal steady-state values. This undershoot is easily
explained by supposing that successive equilibrium
points are generated faster than they can be achieved. In
the case of a rapidly produced CVC syllable, undershoot
of vowel formants would happen if, while it was still
moving toward the equilibrium point for the vowel, the
tongue was retargeted to the equilibrium point of the
following consonant.

There are, however, several problems with the EPC
account of the lower motor system being solely respon-
sible for feedback control. First, although both somato-
sensory (Jürgens, 2002; Kandel et al., 2000) and auditory
(Burnett et al., 1998; Jürgens, 2002) pathways make sub-
cortical connections with descending motor pathways,
the latencies of responses to somatosensory and audi-
tory feedback perturbations (approximately 50�150 ms)
are longer than would be expected for subcortical
feedback loops (Abbs & Gracco, 1983). Instead, such
response delays appear sufficiently long enough for
neural signals to go to and come from cortex (Kandel
et al., 2000). By themselves, such timing estimates do
not prove involvement of cortex, but a study by Ito and
Gomi using transcranial magnetic stimulation (TMS)
gives further evidence (Ito, Kimura, & Gomi, 2005). The
authors examined the facilitatory effect of applying a
subthreshold TMS pulse to mouth motor cortex on two
oral reflexes: the compensatory response by the upper
lip to a jaw-lowering perturbation during the produc-
tion of /ph/ (a soft version of /f/ in Japanese made
only with the lips) and a response to upper lip stimula-
tion know to be subcortically mediated called the peri-
oral reflex. The TMS pulse was applied approximately

10 ms before the time of the reflex response (i.e., at the
time motor cortex would be activated if it governed the
response). The authors found motor TMS only facili-
tated the response to jaw perturbation during /ph/,
implicating cortex involvement specifically in only the
task-dependent perturbation response during speaking.

Perhaps a larger problem with ascribing feedback con-
trol to only subcortical levels is that responses to sensory
feedback perturbations in speaking often look task-
specific. For example, perturbation of the upper lip will
induce compensatory movement of the lower lip, but
only in the production of bilabials. The upper lip is not
involved in the production of /f/ and perturbation of the
upper lip before /f/ in /afa/ induces no lower lip
response. However, the upper lip is involved in the
production of /p/ and, here, perturbation of the upper
lip before /p/ in /apa/ does induce compensatory
movement of the lower lip (Shaiman & Gracco, 2002).
Task-dependence is also seen in responses to auditory
feedback. The production of vowels in stressed syllables
appears to be more sensitive to immediate auditory feed-
back than vowels in unstressed syllables (Kalveram &
Jancke, 1989; Natke, Grosser, & Kalveram, 2001; Natke &
Kalveram, 2001), responses to pitch perturbations are
modulated by how fast the subject is changing pitch
(Larson, Burnett, Kiran, & Hain, 2000), and responses to
loudness perturbations appear to be modulated by sylla-
ble emphasis (Liu, Zhang, Xu, & Larson, 2007). Such task-
dependent perturbation responses cannot be simply
explained with pure feedback control by setting stiffness
levels (i.e., muscle impedance) for individual articulators
(e.g., upper lip or lower lip) and instead suggest that,
depending on the task (i.e., the particular speech target
being produced), the higher-level CNS uses sensory feed-
back to couple the behavior of different articulators in
ways that accomplish a higher-level goal (e.g., closing of
the lip opening) (Bernstein, 1967; Kelso, Tuller, Vatikiotis-
Bateson, & Fowler, 1984; Saltzman &Munhall, 1989).

There is also evidence that the CNS is sensitive to the
dynamics of the articulators. In controlling fast move-
ments, the CNS behaves as if it does anticipate that the
articulators will have dynamical responses to its motor
commands. For example, arm movement studies have
shown that fast movements are characterized by a
“three-phase” muscle activation sequence whereby an
initial burst of activation of the agonist muscle acceler-
ates the articulator quickly toward its target, followed
by, at approximately mid-movement, a “breaking”
burst of antagonist muscle activation that decelerates
the articulator, causing it to come to rest near the target
(followed, in turn, by a weaker agonist burst to further
correct the articulator’s position) (Hallett, Shahani, &
Young, 1975; Shadmehr & Wise, 2005; Wachholder &
Altenburger, 1926). Such activation patterns appear to
take advantage of the momentum of the arm. When
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equilibrium points are determined for such muscle acti-
vations, they appear to follow complex trajectories, ini-
tially racing far ahead of the target position before
finally converging back to it (Gomi & Kawato, 1996).
Yet, in such cases, the actual trajectory of the arm is
always a smooth path to the target that greatly differs
from the complex equilibrium point trajectory. This mis-
match suggests that even if the CNS were outputting
“desired” articulatory trajectories to the lower motor
system, it does so by taking into account dynamical
responses to these trajectory requests, such that a fast
smooth motion is achieved.

This ability of the CNS to take articulator dynamics
into account can also be seen in speech production.
A series of experiments has shown that speakers will
learn to compensate for perturbations of jaw protrusion
that are dependent on jaw velocity (Nasir & Ostry,
2008, 2009; Tremblay, Houle, & Ostry, 2008; Tremblay
et al., 2003). In learning to compensate for such altered
articulator dynamics, speakers show that they are
formulating articulator movement commands that anti-
cipate and cancel out the effects of those altered dynam-
ics. Thus, the ability to anticipate articulator dynamics
is not only a theoretically desirable property of a model
of speech motor control but also a property required to
account for real experimental results.

Taken together, these several lines of evidence sug-
gest that, rather than simply instructing the lower motor
system on what its goals are, the CNS instead likely
plays an active role in responding to sensory informa-
tion about deviations from task goals.

19.4 CURRENT MODELS OF THE ROLE
OF THE CNS IN SPEECH MOTOR

CONTROL

Current models of speech motor control can trace
their lineage back to Fairbanks’ early model. With the
advent of cybernetic theory (Wiener, 1948) and the dis-
covery of the effects of DAF soon after (Lee, 1950), it
was natural that at conference in 1953, Fairbanks would
propose a model of speech motor control based in large
part on the principles of feedback control (Fairbanks,
1954). A key element of Fairbanks’ model was a “com-
parator” that subtracted sensory feedback (including
auditory feedback) from a target “input signal,” creating
an “error signal” that was used in the control of the
vocal tract articulators. However, given the aforemen-
tioned phenomena concerning auditory feedback, it is
not surprising that current models of speech motor con-
trol are significantly more complicated than simple
feedback control models. Even Fairbanks appeared to
hedge on proposing a model completely based on feed-
back control. In his model, the “error signal” output of

his feedback control subsystem does not drive the vocal
tract directly. Instead, it is first combined with the “input
signal” (the output of a feedforward control subsystem)
by a “mixer” element to create the “effective driving
signal” that directly controls the vocal tract. This combi-
nation of feedback and feedforward control subsystems
is similar in design to that of the current Directions into
Velocities of Articulators (DIVA) model of speech motor
control (Guenther, 1995; Guenther, Ghosh, & Tourville,
2006; Guenther, Hampson, & Johnson, 1998; Guenther &
Vladusich, 2012), although the feedforward control sub-
system in DIVA is implemented as an internal feedback
loop, which we describe further.

Feedback control models can be considered the most
extreme implementation of the efference copy hypothesis,
where the motor-derived prediction functions as the
target output, and comparison with this target/prediction
results in a prediction error that directly drives the motor
control output. In current speech motor control models,
the efference-copy/feedback prediction process is still
used to create a correction, but that correction does not
directly generate output controls. Instead, it is a contri-
buting factor in the generation of output controls. These
models retain the concept of feedback control but put the
feedback loop inside the CNS, where processing delays
are minimal, with actual sensory feedback forming a
slower, possibly delayed and intermittent, external loop
that updates the internal feedback loop (Guenther &
Vladusich, 2012; Hickok, Houde, & Rong, 2011; Houde &
Nagarajan, 2011; Price, Crinion, & Macsweeney, 2011;
Tian & Poeppel, 2010). It turn out that such models can
be described as variations in the general theory of SFC,
developed in the domain of modern control engineering
theory, which is based on the concept of a dynamic state.

19.5 THE CONCEPT OF DYNAMICAL
STATE

A key feature of these current models of speech
motor control is their outer sensory processing loops
are based on comparing incoming feedback with a pre-
diction of that feedback. To make such sensory predic-
tions, the CNS would ideally base them not on what
the current articulatory target was, but instead on the
actual articulatory commands currently being sent to
the articulators (i.e., true efference copy of the descend-
ing motor commands output to the motor units of the
articulators). However, without a model of how these
motor commands affect articulator dynamics, accurate
feedback predictions cannot be made because it is only
through their effects on the dynamics of the articulators
that motor commands affect articulator positions and
velocities, and thus acoustic output and somatosensory
feedback from the vocal tract.
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But how can we model the effects of motor com-
mands on articulator dynamics? To say that vocal tract
articulators have “dynamics” is another way of saying
that how they will move in the future and how they will
react to applied controls are dependent on their immedi-
ate history (e.g., the direction they were last moving in).
The past can only affect the future via the present; in
engineering terms, the description of the present suffi-
cient to predict how a system’s past affects its future is
called the dynamical state of the system. It is this concept
of dynamical state that is basis for engineering models
of systems and how they respond to applied controls.

Based on these ideas, Figure 19.1 illustrates how the
problem of controlling speaking can be phrased in terms
of the control of vocal tract state. This discrete time
description represents a snapshot of the speech motor
control process at time t, where the controls ut21 for-
mulated at the previous timestep t � 1 have now been
applied to the muscles of the vocal tract, changing its
dynamic state to xt, which in turn results in the vocal
tract outputting yt. In this process, xt represents an
instantaneous dynamical description of the vocal tract
(e.g., positions and velocities of various parts of the
tongue, lips, or jaw) sufficient to predict its future
behavior and vtdynðut21; xt21Þ expresses the physical
processes (e.g., inertia) that dictate what next state xt
will result from controls ut21 being applied to prior state
xt21. The next state xt is also partly determined by ran-
dom disturbances wt21 (called state noise). A key part of
this formulation is that xt is not directly observable from
sensory feedback. Instead, output function vtoutðxtÞ
represents all the physical and biophysical processes
causing xt to generate sensory consequences yt. yt is also

corrupted by noise vt and delayed by −Nz , where N is a

vector of time delays representing the time taken to
neurally transmit each element of yt to the higher
CNS and process it into a control-useable form (e.g., into
pitch, formant frequencies, tongue height). Furthermore,
certain elements of yt can be intermittently unavailable,
as when auditory feedback is blocked by noise.
Therefore, from this description, the control of vocal
tract state can be summarized as follows: how can the

higher CNS correctly formulate the next controls ut to be
applied to the vocal tract given access only to previously
applied controls ut21 and noisy, delayed, and possibly
intermittent feedback yt2N?

19.6 A MODEL OF SPEECH MOTOR
CONTROL BASED ON STATE FEEDBACK

An approach to this problem is based on the follow-
ing idealization shown in Figure 19.2: If the state xt of
the vocal tract is available to the CNS via immediate
feedback, then the CNS could control vocal tract state
directly via feedback control. For this reason, this con-
trol approach is referred to as SFC. However, as dis-
cussed, because xt is not directly observable from any
type of sensory feedback, and because the sensory
feedback that comes to the higher CNS is both noisy
and delayed, the scheme as shown is unrealizable.
As a result, a fundamental principle of SFC is that con-
trol must instead be based on a running internal esti-
mate of the state xt (Jacobs, 1993). The first step toward
getting this estimate is another idealization. Suppose,
as shown in Figure 19.3, the higher CNS had an
internal model of the vocal tract, bvocal tract,
which had accurate forward models of the dynamics
bvtdynðut21; x̂t21Þ and output functionbvtoutðx̂tÞ (i.e., its
acoustics, auditory and somatosensory transformations)
of the actual vocal tract. Such an internal model could
mimic the response of the real vocal tract to applied con-
trols and provide an estimate x̂t of the actual vocal tract
state. In this situation, the controller could permanently
ignore the feedback yt2N of the actual vocal tract and
perform ideal SFC Utðx̂Þ based only on x̂t. The controls ut

thus generated would correctly control bothbvocal tract
and the actual vocal tract.

But this situation is still idealized. The vocal tract
state xt is subject to disturbances wt�1, and the forward
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?

ut–1
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FIGURE 19.1 The control problem in speech motor control. The
figure shows a snapshot at time t, when the vocal tract has produced
output yt in response to the previously applied control ut21.
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FIGURE 19.2 Ideal SFC. If the controller in the CNS had access
to the full internal state xt of the vocal tract system (red path), then it
could ignore feedback yt2N and formulate an SFC law UtðxtÞ that
would optimally guide the vocal tract articulators to produce the
desired speech output yt. However, as discussed in the text, the
internal vocal tract state xt is, by definition, not directly available.
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modelsbvtdynðut21; x̂t21Þ andbvtoutðx̂tÞ could never be
assumed to be perfectly accurate. Furthermore,
bvocal tract could not be assumed to start out in the same
state as the actual vocal tract. Thus, without corrective
help, x̂t will not, in general, track xt. Unfortunately, only
noisy and delayed sensory feedback yt2N is available to
the controller, and yt2N is not tightly correlated with the
current vocal tract state xt. Nevertheless, because yt2N is
not completely uncorrelated with xt, it carries some
information about xt that can be used to correct x̂t.
Figure 19.4 shows how this can be done by augmenting
the idealization shown in Figure 19.3 to include the fol-
lowing prediction/correction process. First, in the pre-
diction (green) direction, efference copy of the previous
vocal tract control ut21 is input to forward dynamics
modelbvtdynðut21; x̂t21Þ to generate a prediction x̂tjt21

of the next vocal tract state. x̂tjt21 is then delayed by −N̂z
to match the actual sensory delays. The resulting
delayed state estimate x̂ðtjt21Þ2N̂ is input to forward out-
put modelbvtoutðx̂tÞ to generate a prediction ŷt2N̂ of the
expected sensory feedback yt2N. The resulting sensory
feedback prediction error ~yt2N̂ 5 yt2N 2 ŷt2N̂ is a mea-
sure of how well x̂t is currently tracking xt (note, for
example, if x̂t was perfectly tracking xt, then ~yt2N̂ would
be approximately zero). Next, in the correction (red)
direction, feedback prediction error ~yt2N̂ is converted
into state estimate correction êt by the function Ktð ~yÞ.
Finally, êt is added to the original next state prediction
x̂tjt21 to derive the corrected state estimate x̂t. By this pro-
cess, therefore, an accurate estimate of the true vocal

tract state xt can be derived in a feasible way and used
by the SFC law Utðx̂tÞ to determine the next controls ut

output to the vocal tract.
As Figure 19.4 indicates, the combination of
bvocal tract plus this feedback-based correction process is
called an observer (Jacobs, 1993; Stengel, 1994; Tin &
Poon, 2005; Wolpert, 1997), which in this case, because it
includes allowances for feedback delays, is also a variant
of a Smith Predictor (Mehta & Schaal, 2002; Miall, Weir,
Wolpert, & Stein, 1993; Smith, 1959). Within the
observer, Ktð ~yÞ converts changes in feedback to changes
in state. When it is optimally determined, Ktð ~yÞ is a feed-
back gain proportional to how correlated the feedback
prediction error ~yt2N̂ is with the state prediction error
ðxt 2 x̂tjt21Þ. Thus, if ~yt2N̂ is highly uncorrelated with
ðxt 2 x̂tjt21Þ, as happens with large feedback delays or
feedback being blocked, Ktð ~yÞ largely attenuates the
influence of feedback prediction errors on correcting the
current state estimate. When Ktð ~yÞ is so optimally deter-
mined, it is referred to as the Kalman gain function and
the observer is referred to as a Kalman filter (Jacobs, 1993;
Kalman, 1960; Stengel, 1994; Todorov, 2006). We also
refer to Ktð ~yÞ as the Kalman gain function because we
assume the speech motor control system would seek an
optimal value for this function.

Therefore, SFC is the combination of a control law act-
ing on a state estimate provided by an observer. This is
a relatively new way to model speech motor control, but
SFC models are well-known in other areas of motor con-
trol research. Interest in SFC models of motor control
has a long history that can trace its roots all the way
back to Nikolai Bernstein, who suggested that the CNS
would need to take into account the current state of the
body (both the nervous system and articulatory biome-
chanics) to know the sensory outcomes of motor com-
mands it issued (Bernstein, 1967; Whiting, 1984). Since
then, the problem of motor control has been formulated
in state-space terms like those discussed (Arbib, 1981),
and observer-based SFC models of reaching motor con-
trol have been advanced to explain how people optimize
their movements (Guigon et al., 2008b; Shadmehr &
Krakauer, 2008; Todorov, 2004; Todorov & Jordan, 2002).

19.7 SFC MODELS MOTOR ACTIONS AS
AN OPTIMAL CONTROL PROCESS

Experiments show that people appear to move
optimally, not just on average, but in each movement,
making optimal responses to perturbations of their move-
ments that take advantage of task constraints (Guigon,
Baraduc, & Desmurget, 2008a; Guigon et al., 2008b;
Izawa, Rane, Donchin, & Shadmehr, 2008; Kording,
Tenenbaum, & Shadmehr, 2007; Li, Todorov, & Pan,
2004; Liu & Todorov, 2007; Shadmehr & Krakauer, 2008;
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FIGURE 19.3 A more realizable model of SFC based on an esti-
mate x̂t of the true internal vocal tract state xt. If the CNS had an
internal model of the vocal tractbvocal tract, comprising dynamics
modelbvtdynðut21; x̂t21Þ and sensory feedback modelbvtoutðx̂tÞ, then
it could send efference copy (green path) of vocal tract controls ut21

to the internal model, whose state x̂t is accessible and could be used
in place of xt in the controller’s feedback control law Utðx̂Þ (red
path). However, this scheme only works if x̂t always closely tracks
xt, which is not a realistic assumption.
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Todorov, 2007; Todorov & Jordan, 2002). Furthermore,
people quickly reoptimize their movements as task
requirements change. They flexibly discover and adap-
tively adjust control of different aspects of their move-
ments (e.g., contact force, final velocity) to take
advantage of any aspect of the task that lets them reduce
control effort (e.g., reaching to a target they must stop
in front of versus reaching to a target when they can use
impact with the target to slow their reach; Liu &
Todorov, 2007).

19.8 SPEAKING BEHAVES LIKE
AN OPTIMAL CONTROL PROCESS

Like learning to reach, the process of learning to
speak could be described as an optimization process,
with the speaker attempting to learn articulatory con-
trols that strike a balance between the idiosyncrasies of
his/her own vocal tract and the sounds demanded by
his/her language. The reason speakers can, in general,
find such an optimal balance is that the speaking task,
if defined only as “be understood by the listener,” is
underspecified with respect to the available articula-
tory degrees of freedom. This is especially true because
of the many-to-one nature of the articulatory�acoustic
relationship. For example, during the initial closure por-
tion of /b/, the lips are closed and phonation has not

begun; the position of the tongue at this time is there-
fore acoustically irrelevant and thus unconstrained by
the task.

Many studies have shown that speakers appear to
systematically take advantage of this underspecification
in their articulation of speech. This is manifest in the
trading relations seen in the production of /u/, with
tongue position being made similar to the surrounding
phonetic context and lip rounding accommodating the
resulting tongue position (Perkell, Matthies, Svirsky, &
Jordan, 1993). This same context-dependent choice of
tongue position is also seen in the production of /r/,
with the bunched articulation used in velar contexts
(e.g., /grg/) and the retroflex articulation used in alveo-
lar contexts (e.g., /drd/) (Espy-Wilson & Boyce, 1994;
Guenther et al., 1998; Guenther et al., 1999; Zhou, 2008).
These effects of phonetic context on the articulation of a
speech sound are broadly referred to as coarticulation—
a term introduced in the discussion of the undershoot
as a phenomenon that the equilibrium point hypothesis
can explain. However, coarticulation is often more com-
plicated than this simple undershoot. In their running
speech, speakers appear to anticipate the future need
of currently noncritical articulators by moving them
in advance to their ultimately needed positions: in
the production of /ba/, the tongue is already moved to
the position for /a/ during the production of /b/
(Farnetani & Recasens, 1999). How critical an articulator
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FIGURE 19.4 SFC model of speech motor control. The model is similar to that depicted in Figure 19.4 (i.e., the forward models
bvtdynðut21; x̂t21Þ andbvtoutðx̂tÞ constitute the internal model of the vocal tractbvocal tract shown in Figure 19.4), but here sensory feedback
yt2N is used to keep the state estimate x̂t tracking the true vocal tract state xt. This is accomplished with a prediction/correction process in
which, in the prediction (green) direction, efference copy of vocal motor commands ut21 are passed through dynamics modelbvtdynðut21; x̂t21Þ
to generate the next state prediction x̂tjt21, which is delayed by −N̂z . −N̂z outputs the next state prediction x̂ðtjt21Þ2N̂ from bN seconds ago to

match the sensory transduction delay of N seconds. x̂ðtjt21Þ2N̂ is passed through sensory feedback modelbvtoutðx̂tÞ to generate feedback predic-
tion ŷt2N̂. Then, in the correction (red) direction, incoming sensory feedback yt2N is compared with prediction ŷt2N̂ , resulting in sensory feed-
back prediction error ~yt2N̂. ~yt2N̂ is converted by Kalman gain function Ktð ~yÞ into state correction êt, which is added to x̂tjt21 to make corrected
state estimate x̂t. Finally, as in Figure 19.4, x̂t is used by SFC law Utðx̂tÞ in the controller to generate the controls ut that will be applied at the
next timestep to the vocal tract.
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is for a given speech target is also often language-
dependent; for example, in English, nasalization of
vowels is not a critical perceptual distinction, leaving
speakers free in the production of /am/ to begin in
advance the nasalization needed for /m/ (i.e., the open-
ing of the velo-pharyngeal port) during the production
of /a/. However, in French, where nasalization of
vowels is critical distinction, this advance nasalization
of /m/ is not seen (Clumeck, 1976). Coarticulation has
also been shown to vary widely across different native
speakers of the same language (Kühnert & Nolan, 1999;
Lubker & Gay, 1982; Perkell & Matthies, 1992). Even
within the same speaker, the instruction to speak
“clearly” reduces undershoot coarticulation (Moon &
Lindblom, 1994), showing that speaking style controls
some types of coarticulation (but not all types; see
Matthies, Perrier, Perkell, & Zandipour, 2001).

These observations suggest that coarticulation is
partly a learned phenomenon, but what exactly is
learned is a matter of debate that distinguishes theories
of coarticulation. One theory explains coarticulation
purely in terms of “phonological” rules (i.e., rules based
on the assumption that speech sounds are stored
in memory as groups of discreet valued features)
(Chomsky & Halle, 1968). For example, the representa-
tion of the /a/ includes the binary tongue features
[1high] and [1back], whereas these features are left
unspecified in /b/. In the look-ahead model of coarticu-
lation, there is a feature spreading process that considers
the full utterance to be spoken and that fills all unspeci-
fied features with any values they take on in the future
(Henke, 1966). Thus, in the case of /ba/, the unspecified
[high] and [back] features would be set to [1high] and
[1back], based on looking ahead to the features speci-
fied for /a/. Unfortunately, not all coarticulation phe-
nomena can be accounted for as an all-or-nothing
feature spreading to unspecified features (remember the
example of partial undershoot coarticulation described),
and rule-based theories have been expanded to include
learning of continuously variable, target-specific coarti-
culation resistance values (Bladon & Al-Bamerni, 1976).
Another attempt to explain the continuous nature of
coarticulation dismisses the idea of discreet feature tar-
gets in speech, instead postulating speakers learn whole
trajectories (timecourses) for different features (e.g., lip
opening or tongue-tip height) called gestures; coarti-
culation then naturally results when these gestures over-
lap in time (Browman & Goldstein, 1986; Fowler &
Saltzman, 1993). Unfortunately, not all coarticulation can
be modeled as the linear overlap of such feature time
courses, necessitating once again the supposition that
speakers learn a resistance to coarticulation (in this case,
called blending strength) for different speech targets.

An alternative to explaining coarticulation with
such explicit rules is to model it as resulting from

an optimization process, like that postulated for non-
speech movements. This was first suggested by
Lindblom in 1983 (Lindblom, 1983), and later more
fully elaborated in his “H&H” theory of speech
production (Lindblom, 1990). In it, Lindblom explains
phenomena observed in speech production as var-
iations between “hyperspeech” (speech determined
by demanding constraints on acoustic output) and
“hypospeech” (speech more determined by production
system [e.g., minimal effort] constraints). Acoustic out-
put demands are determined by two things: (i) acous-
tic distinctiveness (i.e., how confusable a given speech
sound is with nearest neighbors in “acoustic space”)
and (ii) how easily the listener can predict the next
sound to be produced based on any number of sources
of information the listener has available (e.g., semantic,
linguistic, or phonetic contextual constraints). These
factors can be approximately summarized by the more
general constraint, mentioned previously, that what
the speaker says should be understood by the listener.
In this way, the complexities of coarticulation are
explained as a “tug-of-war” between acoustic output
and production system constraints, with coarticulated
speech resulting when acoustic distinctiveness con-
straints are sufficiently lax that production system
constraints can determine a minimal effort articula-
tion. The acoustic output constraint accounts for the
language-dependent nature of coarticulation, whereas
production system constraint accounts for variations in
coarticulation across speakers, because what counts
as “minimal effort” depends on an individual speaker’s
vocal tract geometry and musculature. A variant of
this idea that makes the listener-oriented acoustic
distinctiveness constraints more explicit is Keating’s win-
dow theory of coarticulation (Keating, 1990). The theory
postulates that speech targets are not single-valued, but
instead are specified as windows—permissible ranges
for different speech features, where these permissible
feature ranges are learned by a speaker from listening to
other speakers of the language. Coarticulation happens
because articulatory trajectory planning in speaking is a
process of satisfying a language constraint that features
bounds for speech targets must be respected and a mini-
mal effort constraint.

Historically, the problem with explaining the control
of speaking as resulting from an optimization process
(i.e., that speaking is an optimal control process) is that,
by itself, this is only a descriptive theory; qualitatively,
speakers do behave as if they are working to minimize
different movement cost terms, but this does not
explain how this minimization is accomplished. This
incompleteness of the theory makes it difficult to use it
as a model of the role of the CNS in speaking. As a
result, for example, in early versions of the DIVA
model, one of the best current attempts at providing a
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mechanistic account of speech motor control, the opti-
mization process was implemented by adopting a
specific version of Keating’s window theory; the pho-
netic feature ranges on speech targets provide an
explicit rule for specifying how targets are achieved
(i.e., the articulatory trajectory must pass within the
target’s feature ranges), and the minimal effort con-
straint is replaced with an explicit rule that says that
minimal distance trajectories in phonetic feature
space will be followed between successive phonetic
targets (Guenther, 1995).

Without resorting to such explicit rules, however, the
more general question about speech motor control
remains unanswered: just how could the CNS choose
the next articulatory control to be output in ongoing
speech, such that, ultimately, some overall movement
cost constraints are satisfied? How does a distal goal,
whose achievement is only known after a word is pro-
duced, guide the selection of the next articulatory con-
trol at a given point in the ongoing production of the
word? Optimal control theory provides a solution: the
algorithms at the heart of the theory provide mechan-
isms for translating an overall movement goal into
moment-by-moment controls (Stengel, 1994). In this
framework, overall movement goals are expressed as
cost functions to minimize (Todorov, 2004, 2006;
Todorov & Jordan, 2002; Scott, 2004). These cost func-
tions are a composite of terms reflecting the competing
constraints governing movements; for example, one
term (accuracy) could express the constraint that the lis-
tener should understand what was said (e.g., it could be
obtained by an evaluation of the probability that the lis-
tener confuses what was said with a different utterance
during the state corresponding to movement finished).
Another term (effort) could express the fact that actions
incur a metabolic cost depending on the forces the artic-
ulator muscles are commanded to generate (e.g., cost as
the sum of all force magnitudes over the whole move-
ment). The total cost is then a weighting of these cost
terms, where the weighting is determined by the current
task (e.g., high weighting of accuracy and low weighting
of effort for clear speech, and low weighting of accuracy
and high weighting of effort for casual speech).

To find the control law that minimizes a given cost
function, the concept of state is crucial. Intuitively, if you
knew exactly how the system being controlled would
respond to your commands (i.e., if you knew its state),
you could choose one that minimized the need for future
corrective commands and thus minimize control efforts.
This intuitive idea is the principle behind the algorithms
that determine optimal controls. Perhaps the most
understandable versions of these algorithms are those
based on dynamic programming and reinforcement
learning, in which each state has a cost-to-go, which is
the movement cost incurred if only optimal control

actions are taken after that state. Control actions also
have a cost (as discussed) and, in one optimal control
algorithm (dynamic programming), the optimal next
control action for the current state is chosen to minimize
the cost of that action plus the cost-to-go of the state it
leads to (Bellman, 1957; Bertsekas, 2000). That minimal
cost also becomes the new cost-to-go for the current
state. Thus, over repeated utterance variations, costs-to-
go for later states are propagated backward to earlier
states, with the cost-to-go for the end state defined as the
probability that the listener will misunderstand what
was said. And, in this process of back-propagating costs-
to-go, an optimal next control action is chosen for every
state visited. In this way, the complete control law map-
ping states to output controls is eventually learned.

This process for learning a control law is of partic-
ular interest because neurophysiological processes
appear to be in the CNS that mimics it. The basal gan-
glia (BG) in particular appear to represent several of the
needed quantities, which is significant because the
BG are thought to be involved in action selection.
Dopaminergic neurons have been implicated in both
reward prediction (Hollerman & Schultz, 1998; Schultz,
Dayan, & Montague, 1997) and the detection of novel
sensory outcomes of actions (Redgrave & Gurney,
2006). Interestingly, these neurons also display a back-
propagation of their responses: they initially respond
vigorously to delivery of a reward but soon habituate
and instead respond to earlier sensory cues that predict
the reward (Schultz, 1998). If it can be considered
rewarding to improve the outcome of a movement (i.e.,
minimize its cost), then the behavior of dopaminergic
neurons suggests the possibility of a back-propagation
of state cost-to-go values would be a way for the CNS
to learn control laws (Daw & Doya, 2006; Doya, 2000).
Several studies have shown that neurons in the BG stri-
atum appear to represent and retain expected reward
returns for different possible future actions (Samejima,
Ueda, Doya, & Kimura, 2005; Wang, Miura, & Uchida,
2013)—characteristics that are well-suited for represent-
ing costs-to-go of different states. In addition, other
studies have shown that GPi output appears to repre-
sent movement effort (Desmurget, Grafton, Vindras,
Grea, & Turner, 2003; Grafton, Vindras, Grea, & Turner,
2004; Turner, Desmurget, Grethe, Crutcher, & Grafton,
2003). And although many of the detailed studies of the
role of BG in action learning have been done at a rela-
tively high level of discreet action choice, the BG are
also likely involved in the learning of new “lower level”
sensorimotor skills. The subthalamic nucleus (STN) has
been shown to react more strongly to more successful
movement outcomes in the production of simple move-
ments (Brown et al., 2006). Taken together, there is
ample evidence to implicate the BG in the learning of
state-based control laws, and studies have modeled is
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role as a “critic” that uses cost-to-go values to learn
movement control laws (Barto, 1995; Berthier,
Rosenstein, & Barto, 2005).

19.9 SFC EXPLAINS THE TASK-SPECIFIC
ROLE OF THE CNS IN SPEECH

FEEDBACK PROCESSING

Besides providing a mechanistic explanation for how
optimal control laws could be learned, the SFC frame-
work also provides an explanation for how and why
the CNS would process sensory feedback during ongo-
ing speaking. This is because, in its most general form,
the process of estimating the current state of the system
being controlled relies on more than just tracking the
sequence of controls sent to the system. Crucially, it
also relies on sensory feedback to correct errors in the
state estimate, as is described here. This full state esti-
mation process not only serves as a model of the role of
CNS in feedback processing but also explains how task-
specific responses to feedback perturbations would
occur: In SFC, such perturbations cause corrections to
the current state estimate, and the corrected state, if it
has been visited before, has a task-specific optimal con-
trol law associated with it. If the state has not been
visited before, then the process updating the cost-to-go
for that state will begin the process of learning a task-
optimal control response in that state.

In this way, a state estimation process that includes
sensory feedback explains how task-specific responses to
feedback perturbations could be learned without
recourse to assuming speech is perceived in terms of
certain specialized features. This is important because
experiments that test whether speakers use task-relevant
feature representations often have mixed results, with
some speakers behaving as if they use a certain represen-
tation and others behaving as if they do not. To return to
an earlier example, it is often reported that speakers
exhibit trading relations in the production of /u/, with
variations in tongue height being compensated by covar-
iations in lip extension (and vice versa) such that an
acoustic representation of their /u/ production (i.e., its
formant pattern) is preserved. And when such covaria-
tion has been looked for in experiments, it is observed in
many speakers (Perkell et al., 1993), consistent with their
use of an acoustic representation to constrain their /u/
productions. Critically, however, it is not observed in
other speakers. Related experiments have looked for
acoustic /u/ representations by examining how speak-
ers produce /u/ when required to hold tubes at their
lips. These tubes function as artificial perturbations of
a speaker’s lip extension, requiring compensatory adjust-
ment of other articulators like the tongue to maintain
the original /u/ formant pattern. Some speakers

compensated for the lip tubes, suggesting they worked
to maintain an acoustic /u/ representation, whereas
others did not (Savariaux, Perrier, & Orliaguet, 1995).
Because these other speakers nevertheless had normal
speech and hearing, what explains their results?
It could be that unknown experimental factors
confounded the results for these speakers, but another
distinct possibility is that there are many viable solu-
tions to the speech motor control problem, and that
different speakers learn different solutions. Thus, it
may be that the control solution based on an acoustic
representation of /u/ is only discovered and used by
some speakers. An optimal SFC model of speaking can
explain such variability across speakers because it spe-
cifies only the way that speakers learn task-dependent
perturbation responses rather than the specific repre-
sentations of the task that different speakers learn.

19.10 IS SFC NEURALLY PLAUSIBLE?

For speech, the SFC model suggests not only that
auditory processing is used by the CNS for compre-
hension during listening, but also that the CNS uses
auditory information in a distinctly different way dur-
ing speech production; it is compared with a predic-
tion derived from efference copy of motor output, with
the resulting prediction error used to keep an internal
model tracking the state of the vocal tract. There are a
number of lines of evidence supporting the neural
plausibility of this second, production-specific mode of
sensory processing. First, even in other primates, there
appear to be at least two distinct pathways, or streams,
of auditory processing. The concept of multiple sensory
processing streams in both the auditory (Deutsch &
Roll, 1976; Evans & Nelson, 1973; Poljak, 1926) and
visual (Held, 1968; Ingle, 1967) systems of the brain has
been around for decades, but the idea gained most
attention when it was advanced as an organizational
principle of the cortical regions involved in visual infor-
mation processing. A dorsal “where” stream leading to
parietal cortex that was concerned with object location
and a ventral “what” stream leading to the temporal
pole was concerned with object recognition were
hypothesized (Mishkin, Ungerleider, & Macko, 1983;
Ungerleider & Mishkin, 1982). Subsequently, studies of
the auditory system found a match to this visual system
organization (Romanski et al., 1999). Neurons respond-
ing to auditory source location were found in a dorsal
pathway leading up to parietal cortex, and neurons
responding to auditory source type were found in a
ventral pathway leading down toward the temporal
pole (Rauschecker & Tian, 2000). More recent evidence,
however, has refined the view of the dorsal stream’s
task to be one of sensorimotor integration. The dorsal
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visual stream was found to be closely linked with non-
speech motor control systems (e.g., reaching, head, and
eye movement control) (Andersen, 1997; Rizzolatti,
Fogassi, & Gallese, 1997) while in humans, the dorsal
auditory stream was found to be closely linked with the
vocal motor control system. In particular, a variety of
studies have implicated the posterior superior temporal
gyrus (STG) (Zheng, Munhall, & Johnsrude, 2010) and
the superior parietal temporal area (Spt) (Buchsbaum,
Hickok, & Humphries, 2001; Hickok, Buchsbaum,
Humphries, & Muftuler, 2003) as serving auditory feed-
back processing specifically related to speech produc-
tion. Consistent with this, studies of stroke victims have
shown a double dissociation between ability to perform
discreet production-related perceptual judgments and
ability to understand continuous speech that depends
on lesion location (dorsal and ventral stream lesions,
respectively) (Baker, Blumstein, & Goodglass, 1981;
Miceli, Gainotti, Caltagirone, & Masullo, 1980). This has
led to refined looped and “dual stream” models of
speech processing (Hickok et al., 2011; Hickok &
Poeppel, 2007; Rauschecker & Scott, 2009), with a ventral
stream serving speech comprehension and a dorsal
stream serving feedback processing related to speaking.
This two-stream model is in fact a close match with that
originally proposed by Wernicke more than 100 years
earlier (Wernicke, 1874/1977).

When the production-oriented auditory processing of
the dorsal stream is disrupted, a number of speech sen-
sorimotor disorders appear to result (Hickok et al.,
2011). Conduction aphasia is a neurological condition
resulting from stroke in which production and compre-
hension of speech are preserved but the ability to
repeat speech sound sequences just heard is impaired
(Geschwind, 1965). Conduction aphasia appears to result
from damage to area Spt in the dorsal auditory proces-
sing stream (Buchsbaum et al., 2011). Consistent with
this, the impairment is particularly apparent in the task
of repeating nonsense speech sounds, because when the
sound sequences do not form meaningful words, the
intact speech comprehension system (the ventral stream)
cannot aid in remembering what was heard. More spec-
ulatively, stuttering may also result from impairments in
auditory feedback processing in the dorsal stream. It is
well-known that altering auditory feedback (e.g., alter-
ing pitch (Howell, El-Yaniv, & Powell, 1987), masking
feedback with noise (Maraist & Hutton, 1957), and DAF
(Soderberg, 1968)) can make many persons who stutter
speak fluently. Evidence for dorsal stream involvement
in these fluency enhancements comes from a study relat-
ing DAF-induced fluency to structural MRIs of the
brains of persons who stutter (Foundas et al., 2004). The
planum temporale (PT) is an area of temporal cortex
encompassing dorsal stream areas like Spt, and the
study found that right PT was aberrantly larger than left

PT in those stutterers whose fluency was enhanced by
DAF. Several other anatomical studies have also impli-
cated dorsal stream dysfunction in stuttering, including
studies showing impaired white matter connectivity in
this region (Cykowski, Fox, Ingham, Ingham, & Robin,
2010) as well as aberrant gyrification patterns (Foundas,
Bollich, Corey, Hurley, & Heilman, 2001).

19.11 SFC ACCOUNTS FOR EFFERENCE
COPY PHENOMENA

There are a number of studies that have found evi-
dence that production-specific feedback processing
involves comparison of incoming feedback with a feed-
back prediction derived from motor efference copy.
Nonspeech evidence for this is seen when a robot creates
delay between the tickle action subjects produce and
when they feel it on their own hand (Blakemore,
Wolpert, & Frith, 1998, 1999, 2000). With increa-
sing delay, subjects report a more ticklish sensation, as
expected if the delay created mismatch between a sen-
sory prediction derived from the tickle action and the
actual somatosensory feedback. By using different neu-
roimaging techniques, an analogous effect can be seen in
speech production; the response of a subject’s auditory
cortices to his/her own self-produced speech is signifi-
cantly smaller than their response to similar but exter-
nally produced speech (e.g., tape playback of the
subject’s previous self-productions). This effect, which
we call speaking-induced suppression (SIS), has been
seen using positron emission tomography (PET) (Hirano
et al., 1996; Hirano, Kojima et al., 1997; Hirano, Naito
et al., 1997), electroencephalography (EEG) (Ford et al.,
2001; Ford & Mathalon, 2004), and magnetoencephalog-
raphy (MEG) (Curio, Neuloh, Numminen, Jousmaki, &
Hari, 2000; Heinks-Maldonado, Nagarajan, & Houde,
2006; Houde, Nagarajan, Sekihara, & Merzenich, 2002;
Numminen & Curio, 1999; Numminen, Salmelin, &
Hari, 1999; Ventura, Nagarajan, & Houde, 2009). An ana-
log of the SIS effect has also been seen in nonhuman pri-
mates (Eliades & Wang, 2003, 2005, 2008). Our own
MEG experiments have shown that the SIS effect is only
minimally explained by a general suppression of audi-
tory cortex during speaking and that this suppression is
not happening in the more peripheral parts of the
CNS (Houde et al., 2002). We have also shown that
the observed suppression goes away if the subject’s
feedback is altered to mismatch his/her expectations
(Heinks-Maldonado et al., 2006; Houde et al., 2002),
as is consistent with some of the PET study findings.
Finally, if SIS depends on a precise match between
feedback and prediction, then precise time alignment of
prediction with feedback would be critical for complex
rapidly changing productions (e.g., rapidly speaking
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“ah-ah-ah”), and less critical for slow or static produc-
tions (e.g., speaking “ah”). Assuming a given level of
time alignment inaccuracy, the prediction/feedback
match should therefore be better (and SIS stronger) for
slower, less dynamic productions, which is what we
found in a recent study (Ventura et al., 2009).

By itself, evidence of feedback being compared with
a prediction derived from efference copy implies the
existence of predictive forward models within the CNS,
but another line of evidence for forward models comes
from sensorimotor adaptation experiments (Ghahramani,
Wolpert, & Jordan, 1996; Wolpert & Ghahramani, 2000;
Wolpert, Ghahramani, & Jordan, 1995). Such experiments
have been conducted with speech production, where
subjects are shown to alter and then retain compensatory
production changes in response to extended exposure to
artificially altered audio feedback (Houde & Jordan,
1997, 1998, 2002; Jones & Munhall, 2000a, 2000b, 2002,
2003, 2005; Jones, Munhall, & Vatikiotis-Bateson, 1998;
Purcell & Munhall, 2006; Shiller, Sato, Gracco, & Baum,
2009; Villacorta, Perkell, & Guenther, 2007) or altered
somatosensory feedback (Nasir & Ostry, 2006, 2008, 2009;
Tremblay et al., 2003; Tremblay et al., 2008). For example,
in the original speech sensorimotor adaptation experi-
ment, subjects produced the vowel /ε/ (as in “head”),
first hearing normal audio feedback and then hearing
their formants shifted toward /i/ (as in “heed”). Over
repeated productions while hearing the altered feedback,
subjects gradually shifted their productions of /ε/ in the
opposite direction (i.e., they shifted their produced for-
mants toward / /, as in “hot”). This had the effect of
making the altered feedback sound more like /ε/ again.
These changes in the production of /ε/ were retained
even when feedback was subsequently blocked by noise
(Houde & Jordan, 1997, 1998, 2002). The retained produc-
tion changes are consistent with the existence of a
forward model making feedback predictions that are
modified by experience. In addition to providing evi-
dence for forward models, such adaptation experiments
also allow investigation of the organization of forward
models in the speech production system. By examining
how compensation trained in the production of one
phonetic task (e.g., the production of /eh/) generalizes
to another untrained phonetic task (e.g., the production
of /ah/), such experiments can determine if there are
shared representations like forward models used in the
control of both tasks. Some of these experiments have
found generalization of adaptation across speech tasks
(Houde & Jordan, 1997, 1998; Jones & Munhall, 2005),
but other experiments have not found such generaliza-
tion (Pile, Dajani, Purcell, & Munhall, 2007; Tremblay
et al., 2008), suggesting that, in many cases, forward
models used in the control of different speech tasks are
perhaps not shared across tasks.

19.12 NEURAL SUBSTRATE OF THE SFC
MODEL

Based partly on the discussion here, Figure 19.5 sug-
gests a putative neural substrate for the SFC model.
Basic neuroanatomical facts dictate the neural substrates
on both ends of the SFC prediction/correction proces-
sing loop. On one end of the loop, motor cortex (M1) is
the likely area where the feedback control law Utðx̂tÞ
generates neuromuscular controls applied to the vocal
tract. Motor cortex is the main source of motor fibers of
the pyramidal tract, which synapse directly with motor
neurons in the brainstem and spinal cord and enable
fine motor movements (Kandel et al., 2000). As men-
tioned, damage to the vocal tract areas of motor cortex
often results in mutism (Duffy, 2005; Jürgens, 2002). On
the other end of the loop, auditory and somatosensory
information first reaches the higher CNS in the primary
auditory (A1) and somatosensory (S1) cortices, respec-
tively (Kandel et al., 2000). Based on our SIS studies, we
hypothesize this end of the loop is where the operation
comparing the feedback prediction with incoming feed-
back occurs. Between these endpoints, the model also
predicts the need for an additional area that mediates
the prediction (green) and correction (red) processes
running between motor and the sensory cortices. The
premotor cortices are ideally placed for such an interme-
diary role: premotor cortex is both bidirectionally well-
connected to motor cortex (Kandel et al., 2000) and, via
the arcuate and longitudinal fasiculi (Glasser & Rilling,
2008; Schmahmann et al., 2007; Upadhyay, Hallock,
Ducros, Kim, & Ronen, 2008), bidirectionally connected
to the higher order somatosensory (S2/inferior parietal
lobe [IPL]) and auditory (Spt/PT) cortices, respectively.
In this way, the key parts of the SFC model are a good
fit for a known network of sensorimotor areas that are,
in turn, well-placed to receive task-dependent, modula-
tory connections (blue dashed arrows in Figure 19.5)
from other frontal areas.

What evidence is there for premotor cortex playing
such an intermediary role in speech production? First,
reciprocal connections with sensory areas suggest the
possibility that premotor cortex could also be active dur-
ing passive listening to speech, and this appears to be the
case. Wilson et al. found the superior ventral premotor
area (svPMC), bilaterally, was activated by both listening
to and speaking meaningless syllables, but
not by listening to nonspeech sounds (Wilson, Saygin,
Sereno, & Iacoboni, 2004). In a follow-up study, Wilson
et al. found that this area, bilaterally, showed greater acti-
vation when subjects heard non-native speech sounds
than they did when they heard native sounds. In this
same study, auditory areas were also activated more for
speech sounds rated least producible, and that svPMC
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was functionally connected to these auditory areas dur-
ing listening (Wilson & Iacoboni, 2006). This activation of
premotor cortex when speech is heard has also been seen
in other functional imaging studies (Skipper, Nusbaum,
& Small, 2005) and studies based on TMS (Watkins &
Paus, 2004).

Second, altering sensory feedback during speech pro-
duction should create feedback prediction errors in sen-
sory cortices, increasing activations in these areas, and
the resulting state estimate corrections should be passed
back to premotor cortex, increasing its activation as well.
A study that tested this prediction was performed by
Tourville et al., who used fMRI to examine how cortical
activations changed when subjects spoke with their audi-
tory feedback altered (Tourville, Reilly, & Guenther, 2008).
In the study, subjects spoke simple CVC words with the
frequency of first formant occasionally altered in their
audio feedback of some of their productions. When they
looked for areas more active in altered feedback versus
nonaltered trials, Tourville et al. found auditory areas
(pSTG, including Spt in both hemispheres), and they also
found areas in the right frontal cortex: a motor area (vMC),
a premotor area (vPMC), and an area (IFt) in the inferior

frontal gyrus, pars triangularis (Broca’s) region. When
they looked at the functional connectivity of these right
frontal areas, they found that the presence of the altered
feedback significantly increased the functional connec-
tivity only of the left and right auditory areas, as well as
the functional connectivity of these auditory areas with
vPMC and IFt. The result suggests that the auditory
feedback correction information from higher auditory
areas has a bigger effect on premotor/pars triangularis
regions than motor cortex regions, which is consistent
with our SFC model if we expand the neural substrate of
our state estimation process beyond premotor cortex to
also include Broca’s area. The results of Tourville et al.
are partly confirmed by another fMRI study. Toyomura
et al. had subjects continuously phonate a vowel and, in
some trials, the pitch of the subjects’ audio feedback was
briefly perturbed higher or lower by two semitones
(Toyomura et al., 2007). In examining the contrast
between perturbed and unperturbed trials, Toyomura
et al. found premotor activation in the left hemisphere
and a number of activations in the right hemisphere,
including auditory cortex (STG) and frontal area BA9,
which is near the IFt activation found by Tourville et al.
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FIGURE 19.5 SFC model of speech motor control with putative neural substrate. The figure depicts the same operations as those shown in
Figure 19.5, but with suggested cortical locations of the operations (motor areas are in yellow, sensory areas are in pink). The current model is
largely doubtful regarding hemispheric specialization for these operations. Also, for diagrammatic simplicity, the operations in the auditory
and somatosensory cortices are depicted in the single area marked “sensory cortex,” with the understanding that it represents analogous
operations occurring in both of these sensory cortices, that is, the delayed state estimate x̂ðtjt21Þ2N̂ is sent to both high-order somatosensory and
auditory cortex, each with separate feedback prediction modules (bvtoutðx̂tÞ for predicting auditory feedback in high-order auditory cortex and
bvtoutðx̂tÞ for predicting somatosensory feedback in high-order somatosensory cortex. The feedback prediction errors ~yt2N̂ generated in audi-
tory and somatosensory cortex are converted into separate state corrections êt based on auditory and somatosensory feedback by auditory
and somatosensory Kalman gain functions Ktð ~yÞ in the high-order auditory and somatosensory cortices, respectively. The auditory-based and
somatosensory-based state corrections are then added to x̂tjt21 in premotor cortex to make the next state estimate x̂t. Finally, the key operations
depicted in blue are all postulated to be modulated by the current speech task goals (e.g., what speech sound is currently meant to be pro-
duced) that are expressed in other areas of frontal cortex.
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19.13 CONCLUSION

In this review, the applicability of SFC to modeling
speech motor control has been explored. The phenom-
ena related to the role of CNS in speech production,
especially its role in processing sensory feedback, are
complex and suggest that speech motor control is not
an example of pure feedback control or feedforward
control. The task-specificity of responses to feedback
perturbations in speech further argues that feedback
control is not only a function of the lower motor sys-
tem but also one in which CNS plays an active role in
the online processing of sensory feedback during
speaking. Current models of this role are described as
variations of concept of SFC from engineering control
theory. Thus, SFC is put forth as an appropriate and
neurally plausible model of how the CNS processes
feedback and controls the vocal tract.
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20.1 INTRODUCTION

This is an exciting time to be working in the field
of human spoken word recognition (SWR). Many long-
standing assumptions about spoken language proces-
sing are being reevaluated in light of new experimental
and computational methods, empirical findings, and
theoretical developments (Gaskell, 2007a, 2007b; Hickok
& Poeppel, 2007; McQueen, 2007; Pisoni & Levi, 2007).
Moreover, recent findings on SWR also have direct
applications to issues related to hearing impairment
in deaf children and adults, non-native speakers of
English, bilinguals, and older adults.

The fundamental problems in the field of SWR,
such as invariance and variability, neural coding,
representational specificity, and perceptual constancy
in the face of diverse sensory input, are similar to the
perceptual problems studied in other areas of cognitive
psychology and neuroscience. Although these well-
known theoretical problems have occupied speech
research since the early 1950s, until recently research
and theory on spoken language processing have been
intellectually isolated from mainstream developments in
neurobiology and cognitive science (Arlinger, Lunner,
Lyxell, & Pichora-Fuller, 2009; Dahan & Magnuson,
2006; Hickok & Poeppel, 2007; Magnuson, Mirman, &
Harris, 2012; Magnuson, Mirman, & Myers, 2013;
Rönnberg et al., 2013). The isolation of speech com-
munication evolved because speech scientists and
communication engineers relied heavily on linguistically
motivated theoretical assumptions about the core prop-
erties of speech and the computational processes

underlying spoken language processing (see Chomsky
& Miller, 1963). These assumptions embodied the
conventional segmental linguistic view, which assumes that
speech signals consist of a linear sequence of abstract,
idealized, context-free segments ordered temporally in
time much like the discrete letters of the alphabet or
bricks on the wall (Halle, 1985; Hockett, 1955; Licklider,
1952; Peterson, 1952). The assumption that the continu-
ously varying speech signal can be represented as a
sequence of discrete units has played a central role in
all theoretical accounts of spoken language research
(Lindgren, 1965a, 1965b).

The present chapter is organized into four sections.
First, we briefly review the historical roots of the field
of SWR. Second, we discuss the principle theoretical
issues and contemporary models of SWR. Third, we
contrast the conventional segmental view of speech and
SWR with an alternative proposal that moves beyond
abstract linguistic representations. Finally, we briefly
consider how basic research in SWR has led to several
new research directions and additional challenges.

20.2 HISTORICAL ROOTS AND
PRECURSORS TO SWR

This is a chapter about human SWR. However,
before jumping right into our discussion of SWR, some
brief historical background is necessary to place the
current research and theory into a broader historical
context. By discussing some older theoretical issues
and empirical findings from research on speech and
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hearing, we are able to illustrate important changes in
the way researchers think about representational and
processing issues in SWR today. There are, of course,
also some connections and parallels with studies of
visual word recognition (Carreiras, Armstrong, Perea,
& Frost, 2014) and neuroimaging methods of language
processing (Price, 2012; Sharp, Scott, & Wise, 2004),
which are discussed in other chapters of this book.

The field of speech and hearing science has a
well-documented history dating back to the end of the
19th century when researchers began to use electrically
recorded audio signals to assess hearing loss supple-
menting traditional clinical measures that relied on
simple acoustical signals (Flanagan, 1965; Fletcher,
1929; Miller, 1951; Wilson & McArdle, 2005). Except
for the seminal, but otherwise obscure, early findings
reported by Bagley (1900) on SWR using a novel exper-
imental methodology involving mispronunciation
detection (see Cole, 1973; Cole & Rudnicky, 1983),
most of what we currently know about the basic
acoustical and perceptual foundations of speech and
hearing comes from pioneering research performed at
Bell Telephone Laboratories in the 1920s (Flanagan,
1965; Fletcher, 1929, 1953; Fletcher & Galt, 1950). This
extensive body of research established the minimal
necessary and sufficient acoustical conditions for effec-
tive and highly reliable speech transmission and recep-
tion over conventional telephone circuits and provided
an enormous body of empirical data and acoustic mea-
surements on the foundations of hearing and speech
communication under limited telephone bandwidth
conditions (Allen, 1994, 2005; Fletcher, 1953).

20.2.1 Speech Intelligibility

Most of the quantitative experimental methods
developed for assessing speech intelligibility routinely
used today can be traced directly back to these early
empirical studies (Fletcher, 1929, 1953; Hirsh, 1947;
Konkle & Rintelmann, 1983; Wilson & McArdle, 2005).
The primary focus of this research was on speech
intelligibility; there was little interest in describing the
human listener’s perceptual and cognitive abilities to
recognize spoken words (Allen, 1994, 2005). Further
applied research on speech communication in noise
was performed at the Psycho-Acoustic Laboratory at
Harvard University during World War II (WW II) (see
Hudgins, Hawkins, Karlin, & Stevens, 1947; Licklider &
Miller, 1951; Rosenzweig & Stone, 1948 for reviews).
Although these two applied research programs pro-
vided much of the core knowledge about hearing and
speech communication, almost all of these investiga-
tions were focused on practical telephone and military-
related communications issues. Little effort was devoted

to broader theoretical and conceptual issues in SWR.
One exception was a brief theoretical work by Licklider
(1952) on process models of human speech perception.
Surprisingly, several ideas proposed by Licklider are
still relevant to current theoretical issues today. After
WW II, speech and hearing scientists and acoustical
engineers turned their attention to the human listener.
Several research programs were initiated to understand
how SWR is performed so efficiently under highly
impoverished conditions (Cooper, Delattre, Liberman,
Borst, & Gerstman, 1952). Efforts were also begun to
develop methods for speech synthesis-by-rule that
could be used in reading machines for blind veterans
returning from the war (Allen, Hunnicutt, & Klatt,
1987; Cooper et al., 1952; Klatt, 1987).

20.2.2 Source-Filter Theory and Speech Cues

The development of the source-filter theory of speech
acoustics at MIT (Stevens, Kasowski, & Fant, 1953) and
the well-known pattern playback studies of speech cues
using highly simplified hand-painted spectrographic
patterns of synthetic speech at Haskins Laboratories
(Cooper et al., 1952) provided the foundations of
modern speech science and acoustic-phonetics. The
modeling work at MIT focused on the acoustic nature
of the speech signal (Stevens, 1998); research at Haskins
investigated listeners’ perceptual skills in making effi-
cient use of minimal acoustic-phonetic cues as central
components in the speech chain (Denes & Pinson, 1963;
Liberman, 1996; Liberman, Cooper, Shankweiler, &
Studdert-Kennedy, 1967; Moore, 2007a, 2007b).

These early studies were directly responsible for
uncovering many core theoretical problems in spoken
language processing, especially problems related to
the articulatory dynamics of speech production and
the context-dependent nature of the acoustic cues to
speech perception that have remained among the
major theoretical issues in the field (see Klatt, 1979;
Liberman, 1996; Pisoni, 1978; Studdert-Kennedy, 1974;
and see chapters in Gaskell, 2007a; Pisoni & Remez,
2005 for additional reviews and discussion).

20.3 PRINCIPLE THEORETICAL
ISSUES IN SWR

In this section, we discuss the principle theoretical
issues in SWR and then briefly review several contem-
porary models of SWR (for more detailed reviews, see
Jusczyk & Luce, 2002; Magnuson et al., 2012, 2013;
Marslen-Wilson, 1989; Pisoni & Levi, 2007). The funda-
mental problem in SWR is to understand how listeners
recover the talker’s intended message from the com-
plex time-varying speech waveform. This problem is
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typically broken-down into a series of more manage-
able subquestions (Pisoni, 1978; Studdert-Kennedy,
1974). What stages of perceptual analysis intervene
between the presentation of the speech signal and
recognition of the talker’s intended linguistic message?
What types of processing operations occur at each
stage of analysis? What are the primary processing
units of speech? What is the nature of the neural and
cognitive representations of spoken words? Finally,
what specific perceptual, neurocognitive, and linguistic
processing operations are used in SWR, and how are
they coordinated into an integrated system?

Although many of these questions have remained
basically the same since the early 1950s, the answers
have changed, reflecting new theoretical and methodo-
logical developments and novel ways of thinking about
sensory and neurocognitive processes used to recognize
spoken words (Hickok & Poeppel, 2007; Luce & Pisoni,
1998; Moore, 2007a, 2007b; Scott & Johnsrude, 2003). As
discussed, applied research on hearing and speech per-
formed at Bell Labs and Harvard was primarily con-
cerned with assessing the adequacy of telephone
communication equipment and investigating factors
that affected speech intelligibility in noise. Other
research focused on methods to improve speech intelli-
gibility in military combat conditions (Black, 1946).
Although these applied research programs were cre-
ated to address practical real-world problems, many
theoretically important empirical findings were uncov-
ered. The significance of these discoveries for theories
of human SWR were discussed only briefly in numer-
ous research reports from Harvard in the early 1940s
(Abrams et al., 1944; Karlin, Abrams, Sanford, & Curtis,
1944; Wiener & Miller, 1946). Many of these empirical
observations played substantial roles in theoretical
accounts and models of perceptual and cognitive pro-
cesses (Lindgren, 1965a, 1965b, 1967). Next, we briefly
consider three theoretically significant findings origi-
nally uncovered by speech scientists at Harvard:
(i) word frequency effects; (ii) word length effects; and
(iii) sentence context effects. These findings, among
others, later played central roles in theoretical discus-
sions of SWR (Broadbent, 1967; Morton, 1979), have
shaped the direction of the field, and need to be
accounted for in any model of SWR.

20.3.1 Word Frequency, Word Length, and
Sentence Context Effects

Numerous investigations have reported that
high-frequency words presented in noise are identified
more accurately than low-frequency words (Howes,
1954, 1957; Savin, 1963). At the time the word frequency
effect was first discovered in the late 1940s, researchers

believed that word frequency was equivalent to
experienced frequency and that word counts of printed
text of English (Francis & Kucera, 1964; Thorndike-
Lorge, 1944) could serve as a good proxy for word
frequency. Experienced frequency reflects how often a
listener encountered a specific word form. Significant
theoretical work was performed by Broadbent (1967)
and many others to understand the basis of frequency
effects. The word frequency effect is one of the distinc-
tive hallmarks of SWR and has played a central role in
research and theory development for many years
(Forster, 1976; Morton, 1979; Oldfield, 1966).

Computational analyses and theoretical work
performed by Landauer and Streeter (1973) suggested
that although experienced frequency may play a role in
word recognition processes, frequency effects may also
reflect more subtle underlying differences in the struc-
tural properties of high- and low-frequency words, and
that experienced frequency may simply be a byproduct of
the statistical regularities of the sound patterns of
words in the language. In an unpublished seminal
study using phonotactically legal nonwords, Eukel
(1980) demonstrated frequency effects for novel sound
patterns. These results suggested that phonotactics—the
frequency and patterning of sound segments and sylla-
bles within words—may be responsible for the robust
perceptual differences observed between high- and
low-frequency words in English (Pisoni, Nusbaum,
Luce, & Slowiaczek, 1985; Vitevitch & Luce, 1999).

Computational and behavioral studies performed by
Luce and Pisoni (1998) revealed that the sound
similarity neighborhoods of high- and low-frequency
words differed significantly, and that spoken words
are recognized relationally in the context of other
phonetically similar words in the mental lexicon.
Spoken words are not recognized left-to-right segment-
by-segment in serial order as traditionally assumed by
the conventional linguistic view of speech perception.
Instead, spoken words are recognized by processes
involving activation and competition among word
form candidates or lexical neighbors of spoken words
(Pisoni & Luce, 1986).

Results from one of the earliest studies on word
length effects are illustrated in Figure 20.1. The data
from this study, described by Wiener and Miller (1946),
demonstrate effects of word length on SWR scores. In
marked contrast to word length effects observed in
visual perception and memory, which consistently show
that longer words are more difficult to recognize and
recall, word length effects in SWR show precisely the
opposite result—longer words are easier to perceive and
recognize (Rosenzweig & Postman, 1957; Savin, 1963).
Weiner and Miller’s results also demonstrate that the
longer a spoken word, the less often it will be confused
with phonetically similar sounding words (Savin, 1963).
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Word frequency and word length effects suggest
that spoken words are recognized relationally in
the context of other words in lexical memory and are
not processed in a left-to-right fashion segment-by-
segment as many theorists had assumed. In open-set
speech intelligibility tests in which no response alter-
natives are given to the listener, spoken words are
recognized in relation to other perceptually similar
words the listener knows that serve as potential lexical
candidates for responses (Pollack, Rubenstein, &
Decker, 1959, 1960). When listeners receive compro-
mised sensory information, they make use of sophisti-
cated guessing strategies, generating lexical candidates
and strongly biased responses in a systematic manner
reflecting the sound similarity relations among words
in lexical memory (Broadbent, 1967; Morton, 1969;
Savin, 1963; Treisman, 1978a, 1978b).

When words occur in meaningful sentences, listen-
ers also make use of additional knowledge and ling-
uistic constraints that are unavailable when the same
words are presented in isolation (Marks & Miller,
1964; Miller, Heise, & Lichten, 1951; Miller & Isard,
1963). SWR is an active and highly automatized
process that takes place very rapidly with little con-
scious awareness of the underlying sensory, cognitive,
and linguistic processes. Many different sources of
knowledge are used to recognize words depending on
the context, test materials, and specific task demands
(Jenkins, 1979). One of the most important and power-
ful sources of contextual constraint comes from
sentences. Figure 20.2 shows the pioneering speech
intelligibility results obtained by Miller et al. (1951). In
one condition, Miller et al. presented sentences con-
taining key words mixed in noise. In a second

condition, the same words were presented in isolation.
The results in Figure 20.2 illustrate that spoken words
are much more difficult to recognize in isolation than
in meaningful sentences.

These results establish that sentence context con-
strains word recognition and demonstrate the contri-
butions of the listener’s prior linguistic knowledge to
SWR (Miller, 1962; Miller & Selfridge, 1950). When
words are encoded in sentences, multiple sources of
information automatically become available and their
associated brain circuits are recruited to support the
recognition process (Scott, Blank, Rosen, & Wise, 2000).

20.3.2 Contemporary Approaches to SWR

One of the most important changes in research on
spoken language processing over the past 40 years has
been a dramatic shift from a focus on the perception of
individual speech sounds in isolated nonsense sylla-
bles to the study of the underlying cognitive and
linguistic processes involved in SWR. For many speech
scientists, the domain of speech perception was nar-
rowly confined to the study of the perception of speech
features and phonetic segments in highly controlled
experimental contexts using simplified synthesized non-
sense syllables (Liberman, 1996). The widespread view
at the time was that speech perception was a necessary
prerequisite for SWR. In most discussions in the early
1950s, the linguistic construct of the phoneme was
considered to be the central elementary building block
of speech (Peterson, 1952). The theoretical assumption
was that if we can understand the processes used to
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recognize individual phonemes in nonsense syllables,
then this knowledge could be scaled up to SWR. Such a
narrow reductionist research strategy is not surprising;
researchers in all areas of science typically work on
tractable problems that can be studied with existing
paradigms and experimental methodologies. Despite
the voluminous literature on isolated phoneme percep-
tion in the 1950s, 1960s, and 1970s, until the mid-1970s
very little was known about how listeners use acoustic-
phonetic information in the speech signal to support
SWR (Marslen-Wilson, 1975).

Several reasons can be identified for the shift in
research efforts from the study of phonetic segments to
SWR. First, the number of speech scientists and psy-
cholinguists increased. Second, the cost of performing
speech research decreased significantly with the wide-
spread availability of low-cost digital computers and
high-powered sophisticated digital signal processing
techniques. Third, with more interest in the field of
speech perception and more powerful research tools,
younger investigators were able to turn their attention
and creative efforts to a wider range of challenges
related to how acoustic-phonetic information in the
speech signal makes contact with stored lexical represen-
tations in memory. Importantly, new studies on SWR
also used novel experimental paradigms and techniques
that required listeners to actively use phonological,
lexical, syntactic, and semantic knowledge in assigning
a meaningful interpretation to the input. The shift in
emphasis from perception of phonetic segments to SWR
was also motivated by the belief that by investigating
SWR, new insights would be obtained about the role of
context, lack of acoustic-phonetic invariance, linearity,
and the interaction of multiple sources of knowledge in
spoken language processing (Miller, 1962).

20.3.3 Theoretical Accounts of SWR

Early theories of SWR were based on models
and research findings in visual word recognition.
Three basic families of models have been proposed to
account for mapping of speech waveforms onto lexical
representations. One approach, represented by the
Autonomous Search Model developed by Forster
(1976, 1989), is based on the assumption that words
are accessed using a frequency-ordered search process.
In this model, the initial search is performed based
on frequency, with high-frequency words searched
before low-frequency words. Search theories are no
longer considered viable models of SWR and are not
considered any further in this chapter.

The second family of models assumes that words are
recognized through processes of activation and competi-
tion. Early pure activation models like Morton’s Logogen
Theory assumed that words are recognized based on

sensory evidence in the input signal (Morton, 1969).
Passive sensing devices called logogens were associated
with individual words in the lexicon. These word detectors
collected information from the input. Once a Logogen
reached a threshold, it became activated. To account for
frequency effects, common high-frequency words had
lower thresholds than rare low-frequency words. There
were a number of problems with the Logogen model. It
failed to specify precisely the perceptual units used to
map acoustic phonetic input onto logogens or how dif-
ferent sources of linguistic information are combined
together to alter the activation levels of individual logo-
gens. Finally, the Logogen model was also unable to
account for lexical neighborhood effects and the effects
of lexical competition among phonetically similar words
because the logogens for individual words are activated
independently and have no input from other phoneti-
cally similar words in memory.

The third family of models combined assumptions
from both search and activation models. One example
of a hybrid model of SWR is Klatt’s Lexical Access
From Spectra (LAFS) model (Klatt, 1979), which relies
extensively on real-speech input in the form of power
spectra that change over time, unlike other models of
SWR that rely on preprocessed coded speech signals
as input. Klatt argued that earlier models failed to
acknowledge the important role of fine phonetic detail
because they uniformly assumed the existence of an
intermediate abstract level of representation that
eliminated potentially useful acoustic information
from the speech signal (Klatt, 1986). Based on a
detailed analysis of the design architecture of the
HARPY speech recognition system (Lowerre & Reddy,
1980), Klatt suggested that intermediate representa-
tions may not be optimal for human or machine SWR
because they are always potentially error-prone, espe-
cially in noise (Klatt, 1977). Instead, Klatt suggested
that spoken words could be recognized directly from
an analysis of the input power spectrum using a large
network of diphones combined with a “backward
beam search” technique like the one originally incor-
porated in HARPY that eliminated weak lexical candi-
dates from further processing (Klatt, 1979). LAFS is the
only model of SWR that attempted to deal with fine
phonetic variation in speech, which in recent years has
come to occupy the attention of many speech and
hearing scientists as well as computer engineers who
are interested in designing psychologically plausible
models of SWR that are robust under challenging
conditions (Moore, 2005, 2007b).

20.3.4 Activation and Competition

Almost all current models of SWR assume two
fundamental processes: activation and competition

24320.3 PRINCIPLE THEORETICAL ISSUES IN SWR

C. BEHAVIORAL FOUNDATIONS



(Gaskell & Marslen-Wilson, 2002; Luce & Pisoni, 1998;
McClelland & Elman, 1986; Norris, 1994). Although
there is widespread agreement that acoustic-phonetic
input activates a set of lexical candidates that are sub-
sequently selected as a response, the precise details of
activation and competition remain a matter of continu-
ing debate (Magnuson et al., 2012). As we discuss simi-
larities and differences between activation-competition
models of SWR, it is important to emphasize that all
of these SWR models deal with somewhat different
theoretical issues and empirical findings, making it dif-
ficult to draw direct comparisons among specific
models. This is a problem that needs to be addressed
in the future because all of the current models target
different problems and often focus on specific issues
(i.e., the role of top-down feedback, competition
dynamics, or representational specificity; see Magnuson
et al., 2013 for further discussion). Moreover, none of
the current models of SWR deal satisfactorily, if at all,
with the indexical channel of information encoded in
the speech signal, especially vocal source information
about the speaker’s voice quality, vocal tract transfer
function, and environmental context conditions.

Logogen, TRACE, Shortlist, PARSYN, and the
Distributed Cohort Model (DCM) all assume that
form-based lexical and sublexical representations can
be activated at any point in the speech signal, referred
to as radical activation (Luce & McLennan, 2005).
Radical activation differs from the earlier proposal of
constrained activation in the original Cohort Theory in
which the initial activation of a set of lexical candidates
was strictly limited to word initial onsets (Marslen-
Wilson & Welsh, 1978). The original Cohort Theory
was based on the hypothesis that the beginnings of
words played a special role in activating a set of word
initial lexical candidates or cohorts. As more sensory
information is acquired, words that became inconsis-
tent with the input signal were dropped from the
cohort until only one word remained. Although the
first version of the Cohort Theory was quite influential
and generated many novel studies that shaped the
field of SWR (see papers in Altman, 1990), the model
has been significantly revised and updated in the
DCM described below.

In current models of SWR, a central defining feature
is the assumption of competition among multiple
activated lexical candidates. Lexical competition is one
of the major areas of current research and theory on
SWR (see Hannagan, Magnuson, & Grainger, 2013;
Scharenborg & Boves, 2010). Although there is now
considerable evidence for competition in SWR, debate
continues over the precise cognitive and neural
mechanisms underlying lexical competition dynamics
(see Magnuson et al., 2013). In TRACE, Shortlist,
and PARSYN, competition involves lateral inhibition

among lexical representations. Lateral inhibition refers
to competition within the same level (e.g., words
competing with words or segments competing with
segments). In contrast, in the DCM, lateral inhibition
among local units is replaced by an active process
that results from the blending of multiple representa-
tions distributed across processing levels (Gaskell &
Marslen-Wilson, 2002).

20.3.5 TRACE

TRACE is a highly influential interactive-activation
localist connectionist model of SWR (McClelland &
Elman, 1986). Localist models of processing assume
the existence of discrete stand-alone representations or
processing units that have meaning and can be inter-
preted directly, whereas distributed models make use
of patterns of activation across a collection of represen-
tations that are dependent on each other and cannot be
interpreted alone by looking at individual units in the
network. TRACE contains three types of processing
units corresponding to features, phonemes, and words
(Elman & McClelland, 1986; McClelland & Elman,
1986). Connection weights raise or lower activation
levels of the nodes at each level depending on the
input and activity of the system. Although TRACE has
had considerable influence in the field, the model has
several weaknesses and relies extensively on a psycho-
logically and neurally implausible processing architec-
ture. One weakness is that TRACE is only concerned
with the recognition of isolated spoken words and has
little to say about the recognition of spoken words in
connected fluent speech. Furthermore, nodes and con-
nections in TRACE are reduplicated to deal with the
temporal dynamics of SWR. Recently, Hannagan et al.
(2013) developed a new model called TISK that com-
bines time-specific representations with higher-level
representations based on string kernels. TISK reduces
the number of units and connections by several orders
of magnitude relative to TRACE.

20.3.6 Shortlist, Merge, and Shortlist B

Shortlist is another localist connectionist model of
SWR (Norris, 1994). First, a short list of lexical candi-
dates is activated consisting of word forms that match
the speech signal. In the second stage, a subset of
hypothesized lexical items enters a smaller network of
word units. Lexical units then compete with one
another for recognition via lateral inhibition. Shortlist
also attempts to account for segmentation of words in
fluent speech via lexical competition. Shortlist simu-
lates the temporal dynamics of SWR without having to
rely on the unrealistic processing architecture of
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TRACE. Shortlist is also an autonomous model of SWR.
Unlike TRACE, Shortlist does not allow for any top-
down lexical influences to affect the initial activation of
its phoneme nodes. In Merge, an extension of Shortlist,
the flow of information between phoneme and word
levels is unidirectional and strictly bottom-up (Norris,
McQueen, & Cutler, 2000) A revised version of the
Shortlist model, Shortlist B, retains many key assump-
tions of the original model but differs radically in two
ways (Norris & McQueen, 2008). First, Shortlist B is
based on Bayesian principles. Second, input to Shortlist
B is a sequence of phoneme probabilities obtained from
human listeners, rather than discrete phonemes. Two
other closely related models, SpeM and Fine-Tracker,
have been developed recently to accept real speech
waveforms (Weber & Scharenborg, 2012).

20.3.7 NAM and PARSYN

One of the most successful models of SWR is the
Neighborhood Activation Model (NAM) developed
by Luce and Pisoni (1998). NAM was designed to
confront the acoustic-phonetic invariance problem in
speech perception. NAM assumes that listeners recog-
nize spoken words relationally in the context of other
phonetically similar words rather than by strictly
bottom-up processing of a sequence of abstract pho-
netic segments. NAM uses a simple similarity metric
for estimating phonological distances of spoken words
based on the one-phoneme deletion, addition, or sub-
stitution rule developed by Greenberg and Jenkins
(1964). This computational method of assessing lexical
similarity provides an efficient and powerful way of
quantifying the relations between spoken words.

The approach embodied in NAM avoids the
long-standing intractable problem of trying to recognize
individual context-free abstract idealized sound seg-
ments (e.g., phonemes) from bottom-up linguistic analy-
sis of invariant acoustic-phonetic properties in the
speech waveform. The search for unique acoustic-
phonetic invariants for phonemes is no longer a neces-
sary prerequisite when the primary recognition problem
is viewed as lexical discrimination and selection among
similar sounding words in memory rather than context-
independent identification of phonetic segments.
Perceptual constancy and lexical abstraction emerge
naturally in NAM and are an automatic byproduct of
processing interactions between initial sensory informa-
tion in the signal and lexical knowledge the listener has
about possible words and phonological contrasts (also,
see Grossberg, 2003; Grossberg &Myers, 2000).

PARSYN, another localist model of SWR, is a con-
nectionist instantiation of the design principles origi-
nally incorporated in NAM. The model contains three
levels of interconnected processing units: (i) input

allophones; (ii) pattern allophones; and (iii) words
(Luce, Goldinger, & Vitevitch, 2000). Lateral connec-
tions between nodes are mutually inhibitory. PARSYN
was originally developed to account for lexical compe-
tition and probabilistic phonotactics in SWR studies
motivated by predictions based on NAM (Vitevitch &
Luce, 1999). Unlike TRACE and Shortlist, however,
PARSYN assumes the existence of an intermediate
allophonic level of representation in the network that
encodes fine content-dependent phonetic details (see
Wickelgren, 1969).

20.3.8 Distributed Cohort Model

In the DCM, unlike the original Cohort Theory,
activation corresponding to a specific word is distrib-
uted over a large set of simple processing units (Gaskell
& Marslen-Wilson, 2002). In contrast to the three localist
SWR models discussed, the DCM assumes distributed
representations in which featural input is projected onto
simple semantic and phonological units. Because the
DCM is a distributed model of SWR, there are no
intermediate or sublexical units of representation.
Moreover, in contrast to lateral inhibition used by
TRACE, Shortlist, and PARSYN, lexical competition in
DCM is expressed as a blending of multiple lexical items
that are consistent with the input.

The differences that exist among the four models
of SWR reviewed here are relatively modest. Some
unresolved issues need to be explored further, such as
segmentation of words in sentences and connected
fluent speech, the contributions of sentence and dis-
course context, and the interaction of other sources of
knowledge used in spoken language understanding.
These issues are known to affect SWR in normal-
hearing listeners and in clinical populations with hear-
ing loss, language delay, and cognitive aging. Because
the current group of SWR models are all very similar,
it is doubtful that these issues will prove to be criti-
cally important in deciding which model provides the
most realistic and valid account of SWR.

In many ways, it appears that the field of SWR
research has reached a modeling plateau. Although
there remain numerous unresolved empirical issues, it
is also clear that substantial progress has already been
made in dealing with many long-standing founda-
tional issues surrounding SWR and how information
in the speech signal is mapped onto lexical representa-
tions. Given recent findings documenting the increas-
ingly important role of fine phonetic variation and
representational specificity on SWR, especially in
hearing-impaired populations, it is likely that several
of the unconventional design features of the LAFS
architecture may find their way into revised versions
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of these four basic models of SWR in the near future
(see recent models developed by Moore, 2007a, 2007b;
Rönnberg et al., 2013).

20.4 SWR AND THE MENTAL LEXICON

One solution to long-standing problems associated
with the lack of acoustic-phonetic invariance, segmenta-
tion, and the context-conditioned nature of speech has
been to reframe the perceptual invariance issue by pro-
posing that the primary function of speech perception is
the recognition of spoken words rather than the
recognition and identification of phonetic segments
(Luce & Pisoni, 1998). The proposal to recast research on
speech perception and SWR as a lexical selection prob-
lem has had a significant influence in the field because it
drew attention away from traditional studies of speech
cues in isolated nonsense syllables to somewhat broader
theoretical and empirical issues related to SWR, the
mental lexicon and the organization of spoken words in
lexical memory (Marslen-Wilson, 1975; Marslen-Wilson
& Welsh, 1978). It also emphasized the central role
of SWR in language comprehension and production,
topics that had been ignored by previous work focused
exclusively on phonetic perception of speech sounds.

20.4.1 The Conventional View

The conventional view of speech assumes a
bottom-up sensory-based approach to speech percep-
tion and SWR in which segments are first recognized
from elementary cues and distinctive features in
the speech signal are then parsed into words (see
Lindgren, 1965a, 1965b for reviews of early theories).
Historically, within the conventional segmental linguis-
tic approach, variability in speech was treated as an
undesirable source of noise that needed to be reduced
in order to reveal the hidden idealized linguistic
message (Chomsky & Miller, 1963; Halle, 1985;
Miller & Chomsky, 1963). Many factors known to pro-
duce acoustic-phonetic variability were deliberately
eliminated or systematically controlled for by speech
scientists in experimental protocols used to study
speech. As a consequence, very little basic research
was specifically devoted to understanding how vari-
ability in the speech signal and listening environment
is encoded, processed, and stored, especially in noise
and under adverse listening conditions.

20.4.2 Linearity, Invariance, and Segmentation

Several aspects of the conventional view of speech
are difficult to reconcile with the continuous nature
of the acoustic waveform produced by a speaker.

Importantly, the acoustic consequences of coarticu-
lation, as well as other sources of contextually condi-
tioned variability, result in the failure of the acoustic
signal to meet two formal conditions: linearity and
invariance. This failure gives rise to a third problem:
the absence of explicit segmentation of the acoustic
speech signal into discrete units (Chomsky & Miller,
1963). The linearity condition requires that each
segment corresponds to a stretch of sound in the utter-
ance. The linearity condition is not met in speech
because extensive coarticulation and other contextual
effects smear acoustic features for adjacent segments.
The smearing or parallel transmission of acoustic
features results in stretches of the speech waveform in
which acoustic features of more than one segment are
present simultaneously (Liberman, 1996). Acoustic-
phonetic invariance means that every segment must
have a specific set of defining acoustic attributes in all
contexts. Because of coarticulatory effects in speech
production, the acoustic properties of a particular
speech sound vary as a function of the phonetic envi-
ronment it is embedded in. Acoustic-phonetic invari-
ance is absent due to within-speaker variation as well
as when we look across different speakers (Peterson &
Barney, 1952). The absence of acoustic-phonetic invari-
ance is inconsistent with the theoretical assumption
that speech can be represented as an idealized context-
free linear sequence of discrete linguistic segments. A
large body of research over the past 60 years demon-
strates clearly that the speech signal cannot be reliably
segmented into discrete acoustically defined units; in
fluent connected speech, especially casual or reduced
speech, it is impossible to identify where one word
ends and another begins using acoustic criteria alone.
Precisely how the continuous speech signal is mapped
onto discrete segmental representations by the listener
still remains one of the most important and challeng-
ing problems in speech research today and suggests
the existence of additional representations that encode
and process the graded continuous properties of the
speech signal (McMurray & Jongman, 2011).

20.4.3 An Alternative Proposal

Theoretical developments in neurobiology, cognitive
science, and brain modeling along with the availability
of powerful new computational tools and large digital
speech databases have led researchers to reconceptual-
ize the major theoretical problems in speech perception
and how they should be approached in light of what
we now know about neural development and brain
function (Sporns, 1998, 2003; Sporns, Tononi, &
Edelman, 2000). In particular, several new exemplar-
based approaches to SWR have emerged in recent years
from independent developments in the field of human
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categorization (Kruschke, 1992; Nosofsky, 1986), pho-
netics and laboratory phonology (Johnson, 2002, 2006),
and frequency-based phonology in linguistics (Bybee,
2001; Pierrehumbert, 2001). These novel approaches to
SWR offer new insights into many traditional pro-
blems related to variability and the lack of acoustic-
phonetic invariance in speech perception (Moore,
2007a, 2007b; Pisoni, 1997).

Research findings over the past 25 years provide
converging support for an approach to SWR that is
compatible with a large and growing body of literature
in cognitive science dealing with episodic models of cat-
egorization and multiple-trace models of human mem-
ory (Erickson & Kruschke, 1998; Hintzman, 1986, 1988;
Kruschke, 1992; Nosofsky, 1986; Shiffrin & Steyvers,
1997). This theoretical approach emphasizes the impor-
tance of temporal context and the encoding of specific
instances in memory. Such accounts of SWR assume
that highly detailed stimulus information in the speech
signal and listening environment is encoded, pro-
cessed, and stored by the listener and subsequently
becomes an inseparable component of rich and highly
detailed lexical representations of spoken words (Port,
2010a, 2010b).

A critical assumption of this approach to speech
perception and SWR is that variability in speech is
useful and highly informative to the listener, rather than
being a source of noise that degrades the underlying
idealized abstract linguistic representations (Elman &
McClelland, 1986). Exemplar-based views assume that
listeners encode and store highly detailed records of
episodic experiences, rather than prototypes or abstrac-
tions (Kruschke, 1992; Nosofsky, 1986). According to
these accounts, abstraction and categorization occur
but they are assumed to emerge from computational
processes that take place at retrieval not at encoding.
Thus, the fine-grained continuous acoustic-phonetic
and indexical details of speech and episodic contextual
information are not discarded as a consequence of
early sensory processing and perceptual encoding of
spoken words into lexical representations.

20.4.4 Indexical Properties of Speech

Numerous studies on the perception of talker
variability in SWR have shown that indexical information
in the speech (Abercrombie, 1967), including details
about vocal sound source and optical information about
the speaker’s face, as well as highly detailed contextual
information about speaking rate, speaking mode, and
other detailed episodic properties, such as the acoustic
properties of the listening environment, are encoded
into lexical representations (Brandewie & Zahorik, 2010;
Lachs, McMichael, & Pisoni, 2003). These additional
sources of information are assumed to become an

integral part of the long-term representations that a
listener stores about the sound patterns of spoken words
in his or her language and the talkers he or she has been
exposed to (Pisoni, 1997; Port, 2010a, 2010b; Remez,
Fellows, & Nagel, 2007; Remez, Rubin, Pisoni, & Carrell,
1981). Viewed from this approach, speech variability is
an important theoretical problem to study and under-
stand because it has been ignored by speech scientists
over the years despite its central role in all aspects of
speech communication, cognition, learning, and memory
(Jacoby & Brooks, 1984; Klatt, 1986, 1989; Stevens, 1996).
Until recently, very little was known about the contri-
bution of the indexical properties of speech to speech
perception and the role these complementary attributes
play in SWR (see Van Lancker & Kreiman, 1987).

An example of the parallel encoding of linguistic
and indexical information in speech is displayed in
Figure 20.3. The absolute frequencies of the vowel
formants shown by peaks in the spectrum provide
cues to speaker identification (A), whereas the relative
differences among the formants specify information

Speaker identification
(A)

(B)

F2

Bark scale

F1 F0 F2 – F0 F1 – F0

Bark difference scale

Frequency
coordinate Pitch

coordinate

F0

dB

High Bark frequency Low
Vowel
representation at
the auditory
periphery

F2 F1 F0

Bark scale

Normalized
formant

coordinate

Functional organizationTonotopic organization

Vowel identification

a o e i u

FIGURE 20.3 (A) Vowel projections at the auditory periphery
reveal that information for speaker identification and (B) perception
of vowel quality is carried simultaneously and in parallel by the
same acoustic signal. The tonotopic organization of the absolute
frequencies using a bark scale provides reliable cues to speaker iden-
tification, whereas the relations among the formant (F1, F2, and F3)
patterns in terms of difference from F0 in barks provide reliable cues
to vowel identification. Adapted from Hirahara and Kato (1992) with
permission from the publisher.
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used for vowel identification (B). Both channels are
carried simultaneously by the same acoustic signal
and both sources of information are encoded by the
peripheral and central auditory mechanisms used to
process speech signals.

Despite recent evidence in favor of episodic
approaches to speech perception and SWR, we believe a
hybrid account of SWR that also incorporates abstract
representations espoused in the conventional view is a
promising direction for future research (see proposals by
Moore, 2007a, 2007b; Rönnberg et al., 2013). Substantial
evidence has been reported for both abstract and
episodic coding of speech by human listeners. The chal-
lenge for the future is to identify the conditions under
which these types of representations are used in SWR.
For example, there is mounting evidence in support of
the time course hypothesis of SWR (Luce & Lyons, 1998;
Luce & McLennan, 2005) that posits that during the
process of recognizing spoken words, abstract linguistic
information is typically processed prior to vocal sound
source information and other types of indexical and epi-
sodic information in speech (Krestar & McLennan, 2013;
Mattys & Liss, 2008; McLennan & Luce, 2005; Vitevitch
& Donoso, 2011). Time course data on SWR are also
consistent with hemispheric differences demonstrating
that abstract information is processed more efficiently
in the left hemisphere and more specific episodic details
of speech, including indexical information, are processed
more efficiently in the right hemisphere. There are
data in support of such hemispheric differences in the
visual domain as well, both for visual words (Marsolek,
2004) and nonlinguistic information (Burgund &
Marsolek, 2000), and in the auditory domain for spoken
words (González & McLennan, 2007), talker identifica-
tion (González, Cervera-Crespo, & McLennan, 2012),
and nonlinguistic environmental sounds (González &
McLennan, 2009). Given that hemispheric differences
have been observed in the visual and auditory
domains—and for both linguistic and nonlinguistic sti-
muli—these results suggest that having both abstract
and more detailed specific representations may be a gen-
eral property of cognition and the human information
processing system. Finally, controlled attention and
other neurocognitive and linguistic factors also affect lis-
teners’ processing of abstract and indexical information
in speech (Maibauer, Markis, Newell, & McLennan,
2014; McLennan, 2006; Theodore & Blumstein, 2011).

20.5 SOME NEW DIRECTIONS AND
FUTURE CHALLENGES

After more than 50 years of research on human speech
perception, many of the foundational assumptions of
the conventional segmental linguistic view of speech

have turned out to be misguided, given our current
understanding of how the peripheral and central audi-
tory system work and how the brain and nervous sys-
tem function to recognize spoken language (Davis &
Johnsrude, 2003; Hickok & Poeppel, 2007; Scott et al.,
2000; Scott & Johnsrude, 2003). Long-standing assump-
tions about SWR are being critically revaluated (Luce
& McLennan, 2005). Deeper theoretical insights have
also emerged in recent years, encouraging further
empirical research on normal-hearing populations, as
well as clinical populations with hearing loss (Niparko
et al., 2009; Pichora-Fuller, 1995) and language delays
(Beckage, Smith, & Hills, 2011).

We have suggested that speech should no longer be
viewed as just a linear sequence of idealized abstract
context-free linguistic segments (see Port, 2010a, 2010b).
It is also becoming clear that any principled theoretically
motivated account of SWR will also have to be compati-
ble with what we currently know about human informa-
tion processing, including episodic memory and learning
(Pisoni, 2000). SWR does not take place in a vacuum
isolated from the rest of cognition; core computational
processes used in SWR are inseparable from basic mem-
ory, learning, and cognitive control processes that reflect
the operation of many separate neurobiological compo-
nents working together as a functionally integrated sys-
tem (Belin, Zattore, Lafaille, Ahad, & Pike, 2000). As
Nauta said more than 50 years ago, “no part of the brain
functions on its own but only through the other parts of
the brain with which it is connected” (Nauta, 1964,
p. 125). In other words, it takes a whole brain to recognize
words and understand spoken language—the ear is con-
nected to the brain and the brain is connected to the ear.

Research on how early sensory information in
speech is mapped onto lexical representations of spoken
words and how these detailed representations are
accessed in SWR tasks has numerous clinical implica-
tions for listeners with hearing loss, especially hearing-
impaired children and adults who have received
cochlear implants (Kirk, 2000; Kirk & Choi, 2009;
Kronenberger, Pisoni, Henning, & Colson, 2013;
Niparko et al., 2009; Pisoni, 2005).

In addition to clinical implications related to hearing
impairment, basic research in SWR has led to other
new directions. Research on the recognition of foreign-
accented speech contributes to our understanding of
lexical activation and selection processes (e.g., Chan &
Vitevitch, 2015) and provides new insights into the
circumstances under which variability in indexical
information affects listeners’ ability to recognize words
by non-native speakers (McLennan & González, 2012).

SWR in bilinguals represents another promising
area of research. Studies with bilinguals make impor-
tant contributions to our understanding of basic represen-
tational and processing issues in SWR (Vitevitch, 2012).
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For example, a recent study with bilinguals demon-
strates that it is easier to learn to recognize the voices of
previously unfamiliar talkers in a language learned
early in life (Bregman & Creel, 2014). Studies of bilin-
gual SWR can also be used as a tool to investigate
differences in cognitive control processes between
monolinguals and bilinguals (Kroll & Bialystok, 2013;
however, see de Bruin, Treccani, & Della Sala, 2015).

Finally, scientists have extended SWR studies to
investigations of the aging lexicon and the decline in
language processes (e.g., Ben-David et al., 2011; Meister
et al., 2013; Sommers, 2005; Yonan & Sommers, 2000).
Many aspects of language processing are less likely to
show age-related declines—and some show improve-
ments—as a consequence of normal aging compared
with many other perceptual and cognitive domains
(Taler, Aaron, Steinmetz, & Pisoni, 2010).

20.6 SUMMARY AND CONCLUSIONS

Listeners bring an enormous amount of prior
knowledge to every spoken language task they are
asked to perform in the research laboratory, clinic, or
daily life. In this chapter, we have argued that it is
important to keep these broad observations in mind
in understanding how spoken words are recognized
so efficiently and how listeners manage to reliably
recover the talker’s intended linguistic message from
highly degraded sensory inputs under challenging
conditions. The findings reviewed in this chapter
suggest that SWR processes are highly robust because
listeners are able to make use of multiple sources of
information encoded in the speech signal—the tradi-
tional linguistic pathway that encodes acoustic-
phonetic information specifying the talker’s intended
message, the indexical pathway that encodes and
carries detailed episodic contextual attributes specify-
ing the vocal sound source such as the talker’s gender,
regional dialect, and mental and physical states, as
well as other downstream sources of linguistic know-
ledge that support word prediction strategies, sentence
parsing, and linguistic interpretation. Variability in the
speech signal was once considered an undesirable
source of noise and signal degradation that needed to
be eliminated or normalized away to recover the ideal-
ized abstract segmental content of the talker’s intended
linguistic message. We now realize that this long-
standing conventional view of speech perception and
SWR is fundamentally incorrect and that variability
in speech is highly informative and an extremely
valuable source of contextual information that liste-
ners encode, process, and routinely make use of in rec-
ognizing spoken words, especially in noise and under
other adverse listening conditions.

We suggested that the field of SWR appears to have
reached a plateau in terms of major theoretical or model-
ing advancements. However, there have been a number
of important new empirical and methodological
contributions. Among these include time course findings,
due in large part to innovative techniques such
as eye-tracking using the visual world paradigm
(Allopenna, Magnuson, & Tanenhaus, 1998) and, more
recently, mouse-tracking (Spivey, Grosjean, & Knoblich,
2005). Moving forward into the future, these new
methodologies should contribute to improved theories
and more precise models of SWR. We also expect to see
increases in the number of studies investigating the
recognition of casually spoken phonetically reduced
words (e.g., Ernestus, Baayen, & Schreuder, 2002) and
novel approaches to modeling SWR, including the inte-
gration of current computational models with existing
hybrid frameworks that incorporate the roles of both
abstract and indexical information in SWR (Luce et al.,
2000). Finally, there is a rapidly growing body of research
on lexical organization and lexical connectivity of words
using theory and methodology developed in the field of
complex networks and graph theory that has provided
additional new insights into spoken language processing
and holds promise for dealing with more global aspects
of SWR in typical and atypical populations (Altieri,
Gruenenfelder, & Pisoni, 2010; Beckage et al., 2011;
Kenett, Wechsler-Kashi, Kenett, Schwartz, & Ben-Jacob,
2013; Vitevitch, 2008; Vitevitch, Chan, & Goldstein, 2014).
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Reading is one of the most remarkable of our
language abilities. Skilled readers are able to recog-
nize printed words and compute their associated
sounds and meanings with astonishing speed and a
great deal of accuracy. Yet, unlike our inborn capac-
ity for spoken language, reading is not a universal
part of the human experience. Reading is a cultural
invention and a learned skill, acquired only through
years of instruction and practice. Understanding the
functional mechanisms that underpin reading and
learning to read has been a question of interest since
the beginnings of psychology as a scientific discipline
(Cattell, 1886; Huey, 1908) and remains a central aim
of modern psycholinguistics. This chapter considers
one aspect of the reading process—visual word rec-
ognition—which is the process whereby we identify
a printed letter string as a unique word and compute
its meaning. I focus on the understanding of this pro-
cess that we have gained through the analysis of
behavior and draw particular attention to those
aspects of this process that have been the object
of recent debate.

21.1 THE ARCHITECTURE OF VISUAL
WORD RECOGNITION

Although the earliest theories of visual word recogni-
tion claimed that words were recognized as wholes on
the basis of their shapes (Cattell, 1886), there is a strong
consensus among modern theories that words are rec-
ognized in a hierarchical manner on the basis of their
constituents, as in the interactive-activation model
(McClelland & Rumelhart, 1981; Rumelhart &
McClelland, 1982) shown in Figure 21.1 and its subse-
quent variants (Coltheart, Rastle, Perry, Langdon, &
Ziegler, 2001; Grainger & Jacobs, 1996; Perry, Ziegler, &
Zorzi, 2007).

Information from the printed stimulus maps onto
stored representations about the visual features that
make up letters (e.g., horizontal bar), and information
from this level of representation then maps onto stored
representations of letters. Some theories assert that
letter information goes on to activate higher-level sub-
word representations at increasing levels of abstrac-
tion, including orthographic rimes (e.g., the -and in
“band”; Taft, 1992), morphemes (Rastle, Davis, & New,
2004), and syllables (Carreiras & Perea, 2002), before
activating stored representations of the spellings of
known whole words in an orthographic lexicon.
Representations in the orthographic lexicon can then
activate information about their respective sounds
and/or meanings. The major theories of visual word
recognition posit that word recognition is achieved
when a unique representation in the orthographic lexi-
con reaches a critical level of activation (Coltheart
et al., 2001; Grainger & Jacobs, 1996; Perry et al., 2007).

In recent years, a different class of theory based on
distributed-connectionist principles has made a sub-
stantial impact on our understanding of processes
involved in mapping orthography to phonology
(Plaut, McClelland, Seidenberg, & Patterson, 1996)
and mapping orthography to meaning (Harm &
Seidenberg, 2004). This chapter highlights some of the
most important insights that these models have offered
to our understanding of reading. However, although
these models have been very effective in helping us to
understand the acquisition of quasi-regular mappings
(as in spelling-to-sound relationships in English), they
have been less successful in describing performance in
the most frequently used visual word recognition
tasks. They offer no coherent account of the most ele-
mentary of these tasks—deciding whether a letter
string is a known word (i.e., visual lexical decision).
Therefore, this chapter assumes a theoretical perspec-
tive based on the interactive-activation model and its
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subsequent variants but directs the reader to further
discussion of this issue in relation to distributed-
connectionist models (Coltheart, 2004; Rastle &
Coltheart, 2006).

21.2 ORTHOGRAPHIC
REPRESENTATION

21.2.1 Letters and Letter Position

There is widespread agreement that stored
representations of letters are abstract letter identities,
meaning that they are activated independently of
font, size, case, color, or retinal location (Bowers,
2000). This abstraction is a key part of skilled reading
because it permits rapid recognition of words pre-
sented in unfamiliar surface contexts (e.g., handwrit-
ing, typeface). In addition to encoding information
about abstract letter identities, letter representations
must also encode information about letter position.
Otherwise, the visual word recognition system would
not be able to distinguish words like SALT and SLAT,
which share the same letters but in different positions.
The classical solution to this problem implemented in
the interactive-activation model (McClelland &
Rumelhart, 1981; Rumelhart & McClelland, 1982) and
its subsequent variants (Coltheart et al., 2001;
Grainger & Jacobs, 1996; Perry et al., 2007) involves
slot-based coding. In this scheme, there are slots for
each position in a letter string, and a full set of letters
within each of those positions. Thus, SALT is coded as
S1A2L3T4 and is therefore easy to distinguish from
SLAT (S1L2A3T4), because these stimuli overlap only
in the initial and final letters (S1T4).

However, recent research has demonstrated convinc-
ingly that information about letter position is not repre-
sented through this type of slot-based coding. The
general problem with slot-based coding is that words
such as SLAT and SALT are judged by skilled readers to
be perceptually very similar, despite the fact that their
slot-based codes overlap by only 50% (S1T4). In fact, the
slot-based codes for SLAT and SALT overlap to the same
degree as do those for SPIT and SALT (S1T4), which are
judged to be much less similar. The following e-mail
message, which was circulated globally some years ago,
demonstrates this principle very well:

Aoccdrnig to rseearch at Cmabrigde Uinervtisy, it
deosn’t mttaer in waht oredr the ltteers in a wrod are,
the olny iprmoetnt tihng is taht the frist and lsat ltteer
be at the rghit pclae.

Indeed, the reason that we can read this passage so
easily is that words with transposed letters are per-
ceived as being very similar to their base words. This
issue has been studied experimentally using the
masked form priming technique (Forster & Davis,
1984) in which a target stimulus presented for recogni-
tion is preceded by a consciously imperceptible prime
stimulus. For example, Schoonbaert and Grainger
(2004) demonstrated that recognition of a target stimu-
lus like SERVICE is faster when it is preceded by a
masked transposed-letter prime like sevrice than when
it is preceded by a masked substitution prime stimulus
like sedlice. This result is important because according
to slot-based coding, transposed-letter prime sevrice
and substitution prime sedlice have equivalent percep-
tual overlap with target SERVICE, and thus should
speed target recognition to the same degree. Similar
results are observed when transpositions are nonadja-
cent; for example, the recognition of CASINO is
speeded by the prior masked presentation of the prime
caniso relative to the prime caviro (Perea & Lupker,
2003). Finally, these kinds of results extend to even
more extreme modifications; for example, the recogni-
tion of SANDWICH is speeded by the prior masked
presentation of the prime snawdcih relative to the
prime skuvgpah (Guerrera & Forster, 2008).

These and other findings highlight an intriguing prob-
lem in visual word recognition. Readers are clearly able
to distinguish anagram stimuli such as SNAWDCIH and
SANDWICH, so letter representations must be coded for
position. However, classical theories of how this is
achieved (McClelland & Rumelhart, 1981) are clearly
inadequate. The evidence now seems to suggest that
orthographic representations must code position in a rel-
ative rather than absolute manner, and probably with
some degree of uncertainty or sloppiness, as in the spa-
tial coding scheme used by the SOLAR model (Davis,
2010). Further, while these kinds of effects motivating

Feature
representations

Letter
representations

Orthographic
lexicon

Print

FIGURE 21.1 The interactive-activation model of visual word
recognition (McClelland & Rumelhart, 1981; Rumelhart &
McClelland, 1982).
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position uncertainty have been reported across a variety
of alphabetic languages, it is also important to observe
that they are not universal. Primes with transposed let-
ters do not facilitate recognition of their base words (rela-
tive to substitution primes) in Hebrew, for example
(Velan & Frost, 2009). The reasons for this are not yet
well-understood, but it seems likely that the greater the
density of the orthographic space, the greater the pres-
sure to develop very precise orthographic representa-
tions (Frost, 2012). Further research is necessary to
determine the exact nature of orthographic coding and
why position uncertainty appears to vary as a function of
the nature of the writing system.

21.2.2 Frequency, Cumulative Frequency,
and Age of Acquisition

There is a broad consensus that an individual’s previ-
ous experience with a word is the most powerful deter-
minant of how rapidly that word is identified. But what
is meant by “an individual’s previous experience”? The
most common proxy for this is word frequency—the
number of times a particular word occurs in some large
corpus of text (Baayen, Piepenbrock, & van Rijn, 1993;
New, Brysbaert, Veronis, & Pallier, 2007). Effects of
word frequency have been reported in lexical decision
(Balota, Cortese, Sergent-Marshall, Spieler, & Yap, 2004;
Forster & Chambers, 1973) along with every other
speeded task thought to reflect access to orthographic
representations, including perceptual identification
(Broadbent, 1967), reading aloud (Balota & Chumbley,
1984), and eye-fixation times in sentence reading (Schilling,
Rayner, & Chumbley, 1998). Provided frequency
estimates are derived from a suitably large corpus of
text (approximately half of the frequency effect occurs
for words between 0 and 1 occurrences per million; van
Heuven, Mandera, Keuleers, & Brysbaert, 2014), word
frequency estimates can explain more than 40% of the
variance in lexical decision time (Brysbaert & New,
2009). In light of these data, there is wide agreement
that one’s experience with words is somehow encoded
in the orthographic representations of those words and
influences the ease with which they can be identified.
One long-standing theory is that orthographic repre-
sentations for high-frequency words have higher
resting levels of activation than those for lower-
frequency words, making them easier to reach a critical
recognition threshold (McClelland & Rumelhart, 1981).

Recently, an interesting debate has emerged over
whether the age at which a word is acquired might also
be an important aspect of lexical experience, with
words acquired earlier processed more easily in visual
word recognition tasks. Although several studies claim
to have observed independent effects of frequency and

age-of-acquisition on visual word recognition when
these factors are manipulated orthogonally (Gerhand &
Barry, 1999; Morrison & Ellis, 1995), these claims have
been very difficult to assess for a number of reasons.
For one, the age-of-acquisition metrics used in these
studies are typically subjective estimates given by adults
of the age at which they acquired particular words. It is
not unlikely that the frequency with which a word
occurs influences those subjective estimates provided
by adults. Further, word frequency and age-of-
acquisition are very tightly correlated (i.e., high-
frequency words are typically the ones acquired
earliest; r520.68; Carroll & White, 1973), making it
extremely difficult to design experiments that exam-
ine independent effects of these variables, particu-
larly given that there are multiple corpora from
which to draw both of these metrics. Finally, it has
been proposed that word frequency and age-of-
acquisition are just two dimensions of a single vari-
able—cumulative frequency (i.e., the frequency with
which a word occurs over an individual’s lifetime;
e.g., Zevin & Seidenberg, 2002).

Although it is now fairly well-accepted that cumula-
tive frequency provides a better description of our expe-
rience with words than printed word frequency
(Brysbaert & Ghyselinck, 2006), the more difficult ques-
tion is whether the age-of-acquisition effects observed
on visual word recognition can be accounted for by
cumulative frequency. It now seems that the answer is
“no.” Recent empirical work has demonstrated that the
impact of age-of-acquisition on a number of word pro-
cessing tasks is greater than would be predicted by
cumulative frequency (Ghyselinck, Lewis, & Brysbaert,
2004). Further, work using connectionist models has
shown that age-of-acquisition effects may be a funda-
mental property of models that learn incrementally over
time (Monaghan & Ellis, 2010). This computational
work has also suggested that age-of-acquisition effects
may be more prevalent when input-to-output mappings
are less systematic—the reason being that the solution
space for early-acquired items will be less helpful for
later-acquired items when the mapping is more arbi-
trary (Monaghan & Ellis, 2010). This observation is con-
sistent with the empirical literature that finds
particularly robust effects of age-of-acquisition in tasks
that require semantic involvement such as object nam-
ing (Ghyselinck, Lewis et al., 2004), translation judgment
(Izura & Ellis, 2004), and living versus nonliving deci-
sions (Ghyselinck, Custers, & Brysbaert, 2004).

21.2.3 Morphology

The majority of words in English, and in virtually
all of the world’s languages, are built by combining
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and recombining a finite set of morphemes. These
combinatorial processes in English start with a small
number of stem morphemes (e.g., trust) and pair them
with other stem morphemes to form compound words
(e.g., trustworthy), or with derivational (e.g., trusty, dis-
trust) or inflectional (e.g., trusted, trusts) affixes to form
the much larger proportion of the words that we use.
Despite the fact that words with just a single mor-
pheme (e.g., trust) are in the extreme minority, the
major computational models of visual word recogni-
tion (Coltheart et al., 2001; Grainger & Jacobs, 1996;
Perry et al., 2007) have focused on those. Even when
affixed words are included in these models, they are
treated in exactly the same way as are nonaffixed
words. This treatment is likely to be inadequate,
because there is now substantial evidence that words
comprising more than one morpheme are recognized
in terms of their morphemic constituents.

One of the main sources of evidence for this claim
comes from studies that investigate whether the fre-
quency of the stem in a morphologically complex word
(e.g., the trust in distrust) plays any role in the time
taken to recognize that morphologically complex word.
The answer is virtually unequivocal that it does. For
example, Taft and Ardasinski (2006) demonstrated that
visual lexical decisions for prefixed words with high-
frequency stems (e.g., rediscover) were significantly fas-
ter than those for prefixed words with low-frequency
stems (e.g., refuel), despite the fact that these two sets of
words were matched on whole-word frequency (e.g.,
Ford, Davis, & Marslen-Wilson, 2010). This result
appears to indicate that participants access the stems of
these words during the recognition process, or alterna-
tively that the representation for morphologically com-
plex words like rediscover is somehow strengthened
during acquisition by experience with their constituent
stems (in this case, discover). Interestingly, the findings
of Taft and Ardasinski (2006) held even in cases in
which the nonword fillers for the lexical decision task
comprised a prefix attached to a real-word stem
(e.g., relaugh), which, if anything, should have biased
participants against segmenting the stimuli into their
morphemic constituents.

The other major source of evidence for the claim
that printed words are recognized in terms of their
morphemic constituents comes from masked priming
data. Multiple studies have now demonstrated that the
recognition of a stem target (e.g., DARK) is speeded by
the prior masked presentation of a morphologically
related prime (e.g., darkness). The locus of this facilita-
tion appears to reside in orthographic representations,
because the recognition of stem targets is speeded to
the same degree by the prior presentation of morpho-
logically simple masked primes that have the appear-
ance of morphological complexity (e.g., the prime

corner speeds recognition of CORN). Critically, this
facilitation cannot be ascribed to overlap in letter
representations between primes and targets, because
masked primes that share letters but no apparent mor-
phological relationship with targets (e.g., brothel-
BROTH; -el is not a possible suffix in English) yield no
facilitation (Rastle et al., 2004; see Rastle & Davis, 2008
for review and relevant neural evidence). These data
again indicate that readers activate representations of
the stems of morphologically structured words during
the recognition process.

21.3 PROCESSING DYNAMICS
AND MECHANISMS OF SELECTION

The discussion thus far has described a hierarchical
theory of visual word recognition that involves multiple
layers of orthographic representation. Representations of
the features are used to make letters map onto representa-
tions that code abstract letter identity and letter position.
There is evidence that these representations then activate
representations of sublexical units (e.g., morphemes)
before activating representations of the spellings of
known words in an orthographic lexicon. This section
considers how information flows through this architec-
ture, and how amidst activation of multiple candidates a
unique word representation reaches a recognition thresh-
old. This discussion is based largely on principles of the
interactive-activation model (McClelland & Rumelhart,
1981; Rumelhart & McClelland, 1982), which many still
consider to be the cornerstone of our understanding of
visual word recognition.

21.3.1 Interactive Processing

One of the key principles of the interactive-
activation model and its subsequent variants is interac-
tive, or bidirectional, processing. In the hierarchical
model described, there are assumed to be connections
between adjacent levels of representation, which are
both excitatory and inhibitory. Information flows in a
bidirectional manner across these connections (e.g., let-
ter representations activate word representations, and
word representations activate letter representations),
and this is what allows the model to explain how
higher-level knowledge can influence processing at a
lower level.

Two empirical effects were particularly important in
identifying the role of bidirectional processing in
visual word recognition—the word superiority effect
(Reicher, 1969; Wheeler, 1970) and the pseudoword
superiority effect (Carr, Davidson, & Hawkins, 1978;
McClelland & Johnston, 1977). In the Reicher�Wheeler

258 21. VISUALWORD RECOGNITION

C. BEHAVIORAL FOUNDATIONS



word superiority experiments, a letter string was
flashed very briefly and then replaced by a pattern
mask. Participants were then asked to decide which of
two letters, positioned below or above the previous
target letter, were in the original target stimulus. The
key manipulation was whether the original target was
a word (e.g., WORD) or nonword (e.g., OWRK).
Results revealed that letter identification was far
superior when the original flashed target was a word.
These data suggest that letter representations receive
top-down support through bidirectional connections
from whole-word representations activated on presen-
tation of the target stimulus. Intriguingly, a similar let-
ter identification benefit is observed when the stimulus
is a pronounceable pseudoword (e.g., TARK) as
opposed to a nonpronounceable string (e.g., ATRK)
(Carr et al., 1978; McClelland & Johnston, 1977). Even
though pseudowords like TARK are not represented in
the orthographic lexicon, this result indicates that they
may activate whole-word representations for similar
words (e.g., DARK, TALK, PARK), which then feed
activation back to the letter level, thus explaining the
letter identification benefit observed. Overall, these
effects support the notion of interactive processing,
because they suggest that a decision based on activa-
tion at the letter level is influenced by higher-level
information from the orthographic lexicon. More
recent research has revealed top-down influences of
semantic and phonological variables on visual lexical
decision, which can only be explained through inter-
active processing in the reading system. These
semantic and phonological effects are discussed in
Section 21.4.

21.3.2 Competition as a Mechanism
for Selection

The explanation of the pseudoword superiority
effect suggests that printed letter strings activate multi-
ple candidates at the word level. Thus, a letter string
like WORD may activate the whole-word representa-
tion for WORD, along with whole-word representa-
tions for WORK, WARD, CORD, LORD, and others.
In the interactive-activation model, the activation of
multiple candidates is achieved through cascaded
processing (McClelland, 1979). Representations at every
level excite and inhibit representations at adjacent
levels continuously, without having to reach some
threshold (as was the case in the “logogen” model;
Morton, 1969). However, the situation in which
multiple candidates are activated from a single printed
stimulus raises the question of how the recognition
system selects a unique representation corres-
ponding to the target. The interactive-activation model

solves this problem through competition. In addition
to connections between levels of representation, the
interactive-activation model posits intralevel inhi-
bitory connections. These lateral inhibitory connections
between whole-word representations allow the most
active unit (typically that of the target) to drive down
activation of its competitors. Of course, representations
for any competing alternative candidates will also be
exerting inhibition, which will serve to drive down
activation of other competitors as well as the represen-
tation of the target, making it more difficult for the tar-
get to reach a recognition threshold.

21.3.2.1 Neighborhood Effects

One way in which this prediction has been tested is
by looking at the impact of lexical similarity on visual
word recognition. If a letter string is similar to many
words (and thus activates multiple candidates), then it
should be more difficult to recognize than a letter
string that is similar to few words (and thus does not
activate multiple candidates). Before describing the lit-
erature around this prediction, it is important to con-
sider what is meant by the phrase “similar to many
words.” This is a key point: what counts as similar
depends entirely on the nature of the scheme adopted
for coding letter position (see Section 21.2.1). Two sti-
muli that have large orthographic overlap according to
one scheme for coding letter position may have much
less overlap according to another scheme. This princi-
ple is nicely illustrated by considering the example
words BLAND and LAND. In the slot-based coding
scheme described on Section 21.2.1, these stimuli share
no overlap whatsoever. However, in a letter coding
scheme based on relative position, such as the spatial
coding scheme of the SOLAR model (Davis, 2010),
these stimuli share substantial overlap. Thus, research
on the consequences of lexical similarity for visual
word recognition is impeded by the lack of consensus
around the nature of orthographic input coding.

Until recently, much of the work regarding the
impact of lexical similarity on visual word recognition
has been based on a metric known as Coltheart’s N
(Coltheart, Davelaar, Jonasson, & Besner, 1977). N is
defined as the number of words of the same length
that can be created by changing one letter of a stimu-
lus, such that a word like CAKE has a very large
neighborhood (e.g., BAKE, LAKE, CARE, CAVE) and
a word like TUFT has no neighbors. Coltheart et al.
(1977) reported that participants rejected high-N non-
words (e.g., PAKE) more slowly than low-N nonwords
(e.g., PLUB) in a lexical decision task, an effect repli-
cated several times (Forster & Shen, 1996; McCann,
Besner, & Davelaar, 1988). High-N nonwords are
thought to be more difficult to reject in lexical decision
because they activate many units at the word level,
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and this activation makes it difficult to decide that the
stimulus is not a word. The situation is more compli-
cated for word targets, however. In contrast to the pre-
dictions of competitive models, Coltheart et al. (1977)
reported no effect of N on lexical decisions to word tar-
gets. Andrews (1989) then went on to report that words
with many neighbors are responded to more quickly
than words with few neighbors. The same year, how-
ever, Grainger, O’Regan, Jacobs, and Segui (1989)
reported that words with at least one higher-frequency
neighbor are recognized more slowly than words with
no higher-frequency neighbors. This latter result makes
the Andrews (1989) findings particularly perplexing
given that words with many neighbors will almost cer-
tainly have at least one higher-frequency neighbor.

Although some investigators have continued to
report facilitatory effects of N on recognition latency
(Balota et al., 2004; Forster & Shen, 1996), most reports
are in line with the prediction from competitive models
(i.e., inhibitory effects of N) (Carreiras, Perea, &
Grainger, 1997; Grainger & Jacobs, 1996; Perea &
Pollatsek, 1998). Grainger and Jacobs (1996) put forward
one of the most compelling explanations for these diver-
gent effects, arguing that the inhibitory pattern is the
“true” pattern and that facilitatory effects might be the
result of strategic processes involved in making lexical
decisions. Specifically, they argued that participants in
the lexical decision task may be able to make a fast
“YES” response if the total activation in the orthographic
lexicon is high. The idea is that a large neighborhood is
likely to lead to high total activation (i.e., because of the
large number of word units activated), and hence it is
through this fast guess mechanism that facilitatory
effects of neighborhood are deemed to arise. This expla-
nation has received support from studies showing that
the direction of the neighborhood size effect can be
influenced by instructions that stress speed or accuracy
(De Moor, Verguts, & Brysbaert, 2005; Grainger &
Jacobs, 1996). When participants need to be very accu-
rate, inhibitory neighborhood effects are observed, pre-
sumably because their decisions are based on the
activation of a single orthographic unit (which will be
influenced by lateral inhibition). Conversely, when par-
ticipants need to be very fast, facilitatory effects are
observed, presumably because participants’ decisions
can be based on the fast guess mechanism that does not
require access to an individual orthographic unit.

21.3.2.2 Masked Form Priming Effects

Masked form priming effects have been another
powerful source of evidence in support of models that
use competition as the mechanism for selection. In the
interactive-activation model, priming is conceptualized
as a balance between facilitation and inhibition. Primes
activate visually similar targets, thus producing

savings in the time taken for those targets to reach a
recognition threshold. However, primes can also
activate orthographic units for whole words, which
compete with targets for recognition. Davis (2003)
therefore argued that the lexical status of a prime
should be an important factor in determining the mag-
nitude of form priming effects. Nonword primes (e.g.,
azle-AXLE) should yield facilitation, because primes
activate units for their corresponding targets without
also activating any units for competing words.
Conversely, word primes (e.g., able-AXLE) should
yield inhibition, because although the prime will still
activate the target, it will activate the orthographic unit
for itself much more strongly, which will compete
with the target for recognition. Results strongly favor
competitive models. Nonword masked primes always
facilitate recognition of visually similar targets (e.g.,
azle-AXLE), whereas word masked primes typically
inhibit or yield no effect on the recognition of visually
similar targets (e.g., able-AXLE; see Davis & Lupker,
2006 for review). The only exception is when word
primes appear morphologically related to targets (e.g.,
darker-DARK); in these cases, primes clearly facilitate
rather than inhibit recognition of their targets (Rastle
et al., 2004; see Section 21.2).

21.4 VISUALWORD RECOGNITION
AND THE READING SYSTEM

This chapter has put forward an understanding of
visual word recognition based on a hierarchical analysis
of visual features, letters, subword units (e.g., mor-
phemes), and, ultimately, orthographic representations
of whole words. Although visual word recognition is
typically regarded in modern theories as based on the
analysis of orthography, this system is embedded in a
larger reading system that comprises processes to
compute the sounds and meanings associated with
known spellings. Further, although visual word recogni-
tion remains possible in the face of severe semantic and/
or phonological impairment due to brain damage
(Coltheart, 2004; Coltheart & Coltheart, 1997), it is undis-
puted that semantic and phonological information can
contribute to visual word recognition.

One computational model that may help us to
understand semantic and phonological influences on
visual word recognition is the DRC model (Coltheart
et al., 2001) shown in Figure 21.2.

This model postulates three processing pathways:
(i) one pathway in which a printed letter string is
translated to sound in the absence of lexical informa-
tion; (ii) one pathway in which the phonological form
of a word is retrieved directly after its activation in the
orthographic lexicon; and (iii) one pathway in which
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the phonological form of a word is retrieved via its
meaning representation. The architecture of this model
maps fairly well to our understanding of the neural
underpinnings of reading (see Taylor, Rastle, & Davis,
2013 for review).

The activation of orthographic whole-word units in
the DRC model is based on the interactive-activation
model (McClelland & Rumelhart, 1981; Rumelhart &
McClelland, 1982). Because information about the
printed stimulus flows through all three pathways in
cascade, it is entirely possible in this model that infor-
mation about the semantic and phonological characteris-
tics of a letter string will be activated before any unit in
the orthographic lexicon reaches a critical recognition
threshold. Further, and critically, there are bidirectional
connections between semantic, phonological, and ortho-
graphic bodies of knowledge, which make it possible
for semantic and phonological information to impact on
the activation of units in the orthographic lexicon.

21.4.1 Phonological Influences on Visual
Word Recognition

It has been apparent for more than 40 years (actu-
ally, going all the way back to Huey, 1908) that the
sounds associated with a printed letter string can influ-
ence its recognition. Huey (1908) described reading as
involving auditory imagery or a “voice in the head,”
and empirical effects reported during the cognitive
renaissance (Rubenstein, Lewis, & Rubenstein, 1971)
led theorists of reading to consider that phonological
representations may be not only involved in visual
word recognition but also a requirement of it (Frost,
1998; Lukatela & Turvey, 1994). Although this strong

phonological theory of visual word recognition (Frost,
1998) has fallen out of favor in more recent years, the
evidence is unequivocal that sound-based representa-
tions are computed as a matter of routine during read-
ing (see Rastle & Brysbaert, 2006 for review).

The use of homophones and pseudohomophones
(i.e., nonwords that sound like words; e.g., BRANE)
has proven especially useful in delineating the role of
phonological representations in visual word recogni-
tion. Rubenstein et al. (1971) observed that YES
responses in lexical decision were slower for homo-
phones than for nonhomophones (e.g., recognition of
MAID slower than PAID), and that NO responses
were slower for pseudohomophones than for nonpseu-
dohomophones (e.g., KOAT slower than FOAT). Both
of these effects have been replicated and are well-
accepted (e.g., homophone effect: Pexman, Lupker, &
Hino, 2002; pseudohomophone effect: Ziegler, Jacobs, &
Kluppel, 2001). Both of these effects are easy to under-
stand in the light of bidirectional connections in the
reading system. The homophone effect arises because
after presentation of the stimulus MAID, activation of
the phonological unit corresponding to MAID goes on
to activate the competitor MADE in the orthographic
lexicon, thus slowing recognition of MAID. The pseudo-
homophone effect arises because the stimulus KOAT
will be translated nonlexically to a phonological repre-
sentation that will activate a unit in the phonological
lexicon. This phonological unit will then send activation
back to the orthographic unit for COAT, making it diffi-
cult to classify the stimulus as a nonword.

Pseudohomophones have also been used extensively
in the context of masked form priming to elucidate the
role of phonology in visual word recognition. There are
now a number of studies showing that the recognition
of a target stimulus (e.g., COAT) is facilitated by the
prior presentation of a masked pseudohomophone
prime (e.g., KOAT) relative to an orthographic control
prime (e.g., POAT; Ferrand & Grainger, 1992). This
masked phonological priming effect arises in lexical
decision, reading aloud, perceptual identification, and
eye-movement paradigms, although a meta-analysis
conducted by Rastle and Brysbaert (2006) revealed that
the effect is small. These effects suggest not only that
phonological representations can play a role in visual
word processing but also that phonology is activated
remarkably quickly in the recognition process. It was
these demonstrations of “fast phonology” that led to
excitement around the strong phonological theory of
reading (Frost, 1998), although modern theorizing sug-
gests that these effects can be explained within weak pho-
nological theories like the DRC model (Figure 21.2), in
which visual word recognition is characterized by an
orthographic analysis that can be influenced by phonologi-
cal representations (Rastle & Brysbaert, 2006).
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FIGURE 21.2 The DRC model (Coltheart et al., 2001).
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21.4.2 Semantic Influences on Visual
Word Recognition

The DRC model (Coltheart et al., 2001) asserts that
skilled readers can recognize printed words in the
absence of semantic information, and this claim is
backed by evidence that brain-damaged patients with
severe semantic impairments can nevertheless recognize
printed words accurately (Coltheart, 2004). However, as
in the case of phonological information, there is a broad
consensus that semantic information can influence
visual word recognition. Multiple studies now suggest
that words that have particularly rich semantic repre-
sentations are recognized more quickly than words with
more impoverished semantic representations. Visual
word recognition is speeded by high imageability (e.g.,
Balota et al., 2004), high semantic neighborhood density
(Locker, Simpson, & Yates, 2003), a large number of
meanings (Hino & Lupker, 1996) and related meanings
(Azuma & Van Orden, 1997), and a large number of
related senses (Rodd, Gaskell, & Marslen-Wilson, 2002).
Here, again, bidirectional connections provide the mech-
anism for explaining these kinds of effects. Printed
words activate their semantic representations, and acti-
vation at this level feeds back to support orthographic
representations for word targets.

Priming studies also reveal semantic influences on
visual word recognition. In a seminal study, Meyer
and Schvaneveldt (1971) observed that lexical deci-
sions to words (e.g., DOCTOR) were speeded by the
prior presentation of semantically related primes (e.g.,
NURSE) relative to unrelated primes (e.g., BREAD).
This finding has been replicated numerous times and
has motivated a literature all of its own (e.g., see
Hutchison, 2003; Lucas, 2000 for reviews). Semantic
priming is usually conceptualized in terms of spread-
ing activation between localist units (Collins & Loftus,
1975), overlap in distributed featural representations
(McRae, de Sa, & Seidenberg, 1997), or Euclidean dis-
tance between high-dimensional vectors derived from
lexical co-occurrence matrices (Landauer & Dumais,
1997). Bidirectional connections between semantic and
orthographic levels of representation also play a role
in explaining the semantic priming effect. If semantic
information about the target is activated after presenta-
tion of the prime (e.g., information about doctor acti-
vated after presentation of nurse), then this activation
can feed back to the orthographic unit for the target
(e.g., DOCTOR), thus speeding recognition time.

21.5 CONCLUSION

Humans are born to speak, but they have to learn to
read. This fact is part of what makes visual word

recognition in the literate adult such an astonishing
ability. Readers are faced with considerable variability
in the forms of the symbols presented to them, and the
density of the orthographic space (particularly in writ-
ing systems such as Hebrew) renders words highly
confusable. Further, the reading system must develop
in such a way that it is closely linked to phonological
and semantic bodies of knowledge, and there is sub-
stantial evidence that this stored knowledge is acti-
vated very soon after presentation of a printed letter
string. Research over the past 40 years on the func-
tional mechanisms that underpin visual word proces-
sing has been a great success story. This research
provides a sound basis for which to discover how the
brain supports the mind in regard to this remarkable
human achievement.
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The existence of a field called “sentence processing”
attests to the implicit agreement among most psycho-
linguists that the sentence is a fundamental unit of
language. In addition, by convention, the term
“processing” in this context tends to refer to compre-
hension rather than production, and thus the topic of
this chapter is people’s interpretations of sentences.
Our goal is to provide an overview of the findings,
theories, and debates that are discussed in more detail
in the chapters in this volume comprising the section
on “Sentence Processing” (Chapters 47�52). The
relevant issues include syntactic and semantic proces-
sing, the time-course of interpretation, and the role of
other cognitive systems such as working memory in
forming sentence interpretations. In this chapter, we
begin by examining the sources of information that are
used during sentence processing. We then review the
major theoretical controversies and debates in the field:
the incremental nature of interpretation, serial versus
parallel processing, and the extent of interaction among
information sources during online processing. Then, we
go over the major models of sentence processing,
including syntax-based models, constraint-based models,
the good-enough approach, and the very recent rational
analysis approaches. We end with a few conclusions and
speculations concerning future research directions.

22.1 SOURCES OF INFORMATION
FOR SENTENCE PROCESSING

Since the 1980s, when psycholinguistics experi-
enced a renaissance (Clifton, 1981) and returned to
the question of how to relate formal and psychologi-
cal approaches to language, the field of sentence
processing has been associated with a commitment to
the idea that syntactic information is critical to

successful language comprehension. Not all theorists
agree on the nature of those syntactic representations
or the relative importance of information sources that
are nonsyntactic, but almost all assume that structure-
building operations are essential for successful com-
prehension (Fodor, Bever, & Garrett, 1974; Frazier &
Rayner, 1990). One key component is phrase-structure
parsing, which refers to the process of identifying
constituents and grouping them into a hierarchical
structure. For example, in a sentence such as While Mary
bathed the baby played in the crib, the parser must create
a structural analysis that postulates the existence of
a subordinate and a main clause; moreover, the main
verb of the subordinate clause must be analyzed as
intransitive and reflexive, and the subject of the main
clause must be identified as the baby. With this analysis,
the correct meaning can be derived, which is that Mary
is bathing herself, and the baby is the agent of playing.

As the same example makes clear, one of the chal-
lenges to the parser is syntactic ambiguity. At various
points in a sentence, a sequence of words can be given
more than one grammatical analysis. In the example,
the phrase the baby appears to be the object of bathed,
but in fact it turns out to be the subject of played.
The result is a so-called “garden-path.” The parser first
builds an incorrect analysis, and reanalysis processes
are triggered on receipt of a constituent that cannot be
incorporated into the existing structure. Because the
parser obeys the rules of the grammar, including the
rule mandating overt subjects, the parse will fail at
played, and the sentence processing system must locate
the alternative analysis in which the baby is a subject.
How this happens is another point of divergence
between competing sentence processing models, as is
discussed in Section 22.2.

An additional complication regarding the syntactic
analysis of a sentence is that the grammar allows
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constituents to be moved from their canonical
positions. One classic example is the passive, in
which the theme of an action is also the sentential
subject, contrary to the general preference to align
agency and subjecthood (Fillmore, 1968; Grimshaw,
1990; Jackendoff, 1990). Another type of moved con-
stituent is wh-phrases; in English, as in many other
languages, wh-phrases must be moved from their
canonical position to a position at the beginning of
the clause, leaving behind a trace or “gap.” For exam-
ple, in Which man did the dog bite?, the phrase which
man receives its thematic role from bite. The job of the
parser is to find the gap and relate it to the
wh-phrase so that the sentence can receive a correct
interpretation. This task is made difficult by two chal-
lenges. First, the gap is a phonetically null element in
the string, and therefore the parser must identify the
gap based on the application of a range of linguistic
constraints. The second challenge concerns ambiguity.
Because many verbs have multiple argument
structures, the parser may end up postulating a gap
incorrectly. The result is so-called decoy gaps, as
illustrated in Who will the zombie eat with? The parser
initially assumes that who was moved from the direct
object position after eat, and then must reanalyze that
structure when with is encountered.

Studies investigating the processing of filler-gap
dependencies have found evidence for a filled-gap
effect, which is closely related to decoy gaps. Consider
the example Which patient did the doctor expect the nurse
to call? Most comprehenders will assume that which
patient is the object of expect, but the noun phrase (NP)
the nurse occupies that position, which means that the
parser must look further along for the correct gap
(located after call). The existence of filled-gap effects
has led researchers to postulate two parsing prefer-
ences for creating filler-gap dependencies. One is
that the parser adopts an active or early filler strat-
egy (Frazier, Clifton, & Randall, 1983; Frazier &
Flores D’Arcais, 1989), according to which a gap is
postulated at the first syntactically permissible loca-
tion. The second is that the parser makes use of verb
argument structure information to guide the postula-
tion of gaps. If a verb has a strong intransitive bias,
then the parser is less likely to postulate a gap after
it; if the verb is strongly transitive, then a postverbal
gap will be more compelling.

As we have been discussing the importance of syn-
tactic information for parsing, we have had numerous
occasions to refer to lexical information as well. This is
because lexical information is the fundamental bottom-
up information source for sentence processing. In lex-
icalist theories, syntactic information is attached to
specific words so that when a word is retrieved, its
associated structural possibilities become available as

well (Joshi & Schabes, 1997; MacDonald, Pearlmutter,
& Seidenberg, 1994). For example, retrieval of the verb
bathe would bring up not only information associated
with the syntactic category and meaning of that word
but also the word’s syntactic dependents in the form
of what are known as argument structures. An option-
ally transitive verb like bathe would have at least two
argument structures, one specifying an agent and a
patient and the other specifying an agent and an oblig-
atory reflexive null element. Nonlexicalist theories also
assume a major role for this type of information; how-
ever, in contrast with lexicalist theories, argument
structures are used not to generate a parse, but rather
to filter or reinforce a particular analysis and to facili-
tate recovery from a garden-path.

Another type of lexical information that can be
critical for parsing relates to semantic features such as
number and animacy. Number information can affect
how an ambiguous phrase is attached during online
processing; for example, in a sentence such as While
John and Mary kissed the baby slept, the verb kissed is
interpreted as intransitive because the plural subject
triggers a reciprocal reading of kissed. A singular sub-
ject does not license this reciprocal interpretation
(Ferreira & McClure, 1997; Patson & Ferreira, 2009).
Similarly, animacy can help the parser avoid a
garden-path, or help it recover more easily (Ferreira
& Clifton, 1986; Trueswell, Tanenhaus, & Kello, 1993).
Specifically, if a subject is inanimate, then it is
unlikely to be an agent, and that analysis, in turn,
might lead the parser to adopt a less frequent
passive or reduced relative parse (e.g., The evidence
examined by the lawyer). These examples also show
how word properties such as number and animacy
interact with lexical argument structures, because
those features can lead the parser to select one argu-
ment structure (e.g., a reciprocal one for a verb such
as kiss) over another.

Next, let us consider the question of how prosodic
information might influence sentence processing. The
starting point for most studies published on this
topic is that syntactic and prosodic structures are
related and, in particular, major syntactic boundaries
such as those separating clauses are usually marked
by phrase-final lengthening and changes in pitch
(Ferreira, 1993). Some clause-internal phrasal bound-
aries are also marked, although much less reliably
(Allbritton, McKoon, & Ratcliff, 1996); for example,
in the sentence John hit the thief with the bat, the higher
attachment of with the bat, which supports the instru-
ment interpretation, is sometimes (but not always)
associated with lengthening of thief. The logic of the
research enterprise is to see whether prosodic “cues”
can signal syntactic structure and help the parser to
avoid going down a garden-path. One of the earliest
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studies to consider this question was conducted by
Beach (1991), who demonstrated that meta-linguistic
judgments about sentence structure are influenced
by the availability of durational and pitch informa-
tion linked to the final structures of the sentences.
A few decades later, more sensitive online techniques
including recording of event-related potentials (ERPs)
and eye-tracking have yielded a wealth of information
about the comprehension of spoken sentences, and one
of the ideas on which there is now a general consensus
is that prosody does influence the earliest stages of
parsing (Nakamura, Arai, & Mazuka, 2012).

Another potentially influential source of informa-
tion for sentence processing is context, both discourse
and visual. An early analysis of the role of discourse
context is known as Referential Theory (Crain &
Steedman, 1985). It has been observed that many of
the sentence forms identified as syntactically dispre-
ferred by the two-stage model are also presupposi-
tionally more complex. For example, the sentence
John hit the thief with the bat allows for two interpreta-
tions: the with-phrase may be interpreted as an instru-
ment or a modifier; the latter interpretation requires
a more complex structure (on some theories of
syntax). The “confound” here is that the more com-
plex structure also involves modification, whereas the
simpler analysis does not. Moreover, a modified
phrase such as the thief with the bat presupposes the
existence of more than one thief, and thus the
difficulty of the more complex structure might not
be due to its syntax, but rather to the lack of a
context to motivate the modified phrase. Crain and
Steedman predicted that sentences processed in
presuppositionally appropriate contexts would be
easy to process, a prediction that Ferreira and Clifton
(1986) examined using eye movement monitoring in
reading. Their data were consistent with the idea
that context did not affect initial parsing decisions:
Supportive contexts led to shorter global reading
times and more accurate question-answering behav-
ior, but early measures of processing revealed
that processing times were longer for structurally
complex sentences compared with their structurally
simpler counterparts.

The potential role of visual context became a topic of
intense interest in the 1990s with the emergence of the
Visual World Paradigm (VWP) for studying sentence
processing. The idea behind the paradigm is simple.
From reading studies, it was known that fixations are
closely tied to attention and processing (Rayner, 1977).
The VWP extends this logic to spoken language proces-
sing by pairing spoken utterances with simple displays
containing mentioned and unmentioned objects. The
“linking hypothesis” (Tanenhaus, Magnuson, Dahan, &
Chambers, 2000) is that as a word is heard, its

representation in memory becomes activated, which trig-
gers eye movements toward the named object as well as
objects semantically and even phonologically associated
with it (Huettig & McQueen, 2007). The widespread
adoption of the VWP occurred in part because the idea
of multimodal processing was also catching on, with
many cognitive scientists wanting to understand the
way different cognitive systems might work together—
in this case, the auditory language processing system
and the visuo-attention system associated with object
recognition (Henderson & Ferreira, 2004; Jackendoff,
1996). There was also a growing interest in auditory lan-
guage processing generally, and in the investigation of
how prosodic information might be used during com-
prehension, as discussed previously. By now, hundreds
of studies have been reported making use of it in one
way or another (Ferreira, Foucart, & Engelhardt, 2013;
Huettig, Olivers, & Hartsuiker, 2011; Huettig, Rommers,
& Meyer, 2011).

The reports that triggered the widespread use of the
VWP are those by Spivey, Tanenhaus, Eberhard, and
Sedivy (2002) and Tanenhaus, Spivey-Knowlton,
Eberhard, and Sedivy (1995). This study adapted the
ideas of Crain and Steedman (1985) concerning pre-
suppositional support to the domain of visual contexts
and spoken sentences that could be evaluated against
them. To illustrate, consider the sentence Put the apple
on the towel in the box. At the point at which the listener
hears on the towel, two interpretations are possible:
either on the towel is the location to which the apple
should be moved or it is a modifier of apple. The
phrase into the box forces the latter interpretation
because it is unambiguously a location. Referential
Theory specifies that speakers should provide modi-
fiers only when modification is necessary to establish
reference. It follows that if two apples are present in
the visual world and one of them is supposed to be
moved, then right from the earliest stages of proces-
sing, the phrase on the towel will be taken to be a
modifier, because the modifier allows a unique apple
to be identified. The listener faced with this visual
world containing two referents should therefore imme-
diately interpret the phrase as a modifier and avoid
being garden-pathed (Farmer, Cargill, Hindy, Dale, &
Spivey, 2007; Novick, Thompson-Schill, & Trueswell,
2008; Spivey et al., 2002; Tanenhaus et al., 1995).
Recently, however, the interpretation of these findings
has been challenged. Ferreira et al. (2013) conducted
three experiments manipulating properties of the utter-
ances and the visual worlds. They concluded that lis-
teners engage in a fairly atypical mode of processing
in VWP experiments with simple visual worlds and
utterances that are highly similar to each other in all
experimental trials. Rather than processing utterances
normally, they instead form a skeleton, underspecified
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representation of what they are likely to hear based on
the content of the display, and then they evaluate that
prediction against the utterance itself. These issues
concerning the use of the VWP require additional
investigation.

In summary, a range of sources of information is
used for successful sentence processing. Lexical and
syntactic constraints are central for defining the struc-
tural alternatives considered by the language proces-
sing system, and information associated with the
prosody of the sentence as well as the discourse and
visual context in which the sentence occurs helps to
reinforce some interpretations and flesh out the full
meaning of the sentence. In the following section, we
consider some of the theoretical controversies concern-
ing the architecture of the language system and the
way these sources of information are coordinated. This
discussion sets the stage for our discussion of theoreti-
cal models of sentence processing.

22.2 THEORETICAL CONTROVERSIES

In this section, we consider four issues that help
distinguish among competing models of sentence
processing: (i) incremental interpretation; (ii) serial
versus parallel processing; (iii) interactivity versus
modularity; and (iv) sources of complexity in compre-
hension, including those that arise due to working
memory constraints.

Incremental interpretation refers to whether the
sentence processing system builds the meaning of a
sentence word-by-word, as the input unfolds, or
whether the system either falls behind or gets ahead of
the input. Falling behind the input would indicate
delays in interpretation; getting ahead would indicate
anticipation or prediction. Essentially all current mod-
els of processing assume that interpretations are built
incrementally and, in particular, that there are no
delays in incorporating new words into the ongoing
representation of sentence meaning. In addition, there
is some evidence that comprehenders engage in pre-
diction (Levy, 2008; Rayner, Li, Juhasz, & Yan, 2005;
Van Berkum, Brown, Zwitserlood, Kooijman, &
Hagoort, 2005). The classic demonstration of prediction
comes from Altmann and Kamide (1999), who used
the VWP and semantically constrained sentences such
as The boy will eat the cake. They observed that listeners
made anticipatory eye movements to a depicted cake
prior to hearing the word cake, indicating that they
predicted that continuation. In the structural domain,
Staub and Clifton (2006) found that when readers pro-
cessed a clause beginning with the word either, they
predicted an upcoming or-clause based on the syntac-
tic constraint that the latter must follow the former.

These and other studies have been taken as evidence
that the sentence processing system is not just an incre-
mental, but actually a predictive, anticipating structure
and even specific lexical content.

At the same time, there is some evidence that
additional processing takes place at major syntactic
boundaries. So-called end of sentence wrap-up refers
to the finding that reading times at the ends of
clauses and sentences are longer than in other senten-
tial positions (Aaronson & Scarborough, 1976; Just &
Carpenter, 1980; Rayner, Kambe, & Duffy, 2000;
Rayner, Sereno, Morris, Schmauder, & Clifton, 1989).
Wrap-up effects indicate that some elements of
meaning are computed over a more global domain. In
addition, clause boundaries might be the locations
where the comprehension system evaluates the entire
structure to ensure that all relevant constraints are
satisfied, for example, to check that a verb has all its
obligatory arguments. Evidence for underspecified
representations also suggests some tendency on the
part of the processing system to delay interpretations
(for an excellent summary, see Frisson, 2009). Words
with multiple senses (e.g., book as an object versus its
content) seem to be processed by initially activating
an underspecified meaning, and then by filling out
the semantics once contextually disambiguating infor-
mation becomes available. Some syntactic ambiguities
may also be handled in a similar manner, for exam-
ple, comprehenders leave open the interpretation of
ambiguous relative clauses (the servant of the actress
who was on the balcony), making a specific attachment
decision only once it is necessary to do so (Swets,
Desmet, Clifton, & Ferreira, 2008). Pronouns are also
often not assigned specific antecedents (McKoon,
Greene, & Ratcliff, 1993).

The second theoretical issue in which theories of
sentence processing differ is serial versus parallel
processing, which typically refers to assumptions
about whether the system considers only one interpre-
tation at a time or multiple interpretations. For exam-
ple, consider The defendant examined by the lawyer turned
out to be unreliable (Ferreira & Clifton, 1986). The
sequence the defendant examined could mean that the
defendant examined something or that the defendant
is the thing being examined (the ultimately correct
analysis). The issue is whether only one of these inter-
pretations is built and evaluated at any one time, or
whether all the interpretations are simultaneously acti-
vated and assessed. In the serial view, first the system
considers one analysis—in most theories, the one that
assumes that the defendant is the agent of examining,
given that this analysis is syntactically simpler and
more frequent—and then reanalyzes it if a revision
signal is encountered. The sentence processing system
then goes into “reanalysis mode,” attempting to adjust
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the syntactic structure that has been built to create a
grammatical analysis (Ferreira & Henderson, 1991;
Fodor & Ferreira, 1998; Fodor & Inoue, 1994). Ease of
reanalysis depends on the extent to which the sentence
processing system can find lexical and grammatical
information that motivates an alternative structure.

The parallel view assumes that the sentence proces-
sing system activates all grammatically licensed analyses
simultaneously. Considering our example, both the
incorrect and the ultimately correct interpretations of the
defendant examinedwould be available in parallel, initially
weighted by their frequency. The agent analysis of defen-
dant is more frequent; therefore, at first, it will be stron-
ger than the ultimately correct analysis. But when the
word by is encountered, the sentence processing system
must shift to the other activated interpretation. Ease of
reanalysis depends on the relative activation levels of the
two interpretations. If the ultimately correct interpreta-
tion is infrequent, then it will be difficult to retrieve and
reanalysis might even fail. If the right interpretation has
some strength based on the extent to which it conforms
to a wide range of linguistic and nonlinguistic con-
straints, then reanalysis will be easier, and so will overall
comprehension of the sentence.

A careful reader might have noticed subtle differences
in the terminology used in our discussion of serial versus
parallel processing. For the former, interpretations are
typically described as being “built,” whereas for the latter
they are often referred to as being “activated” or
“retrieved.” These different terms reflect fundamentally
different ideas about how interpretations are stored in
memory and accessed during sentence processing. The
serial view tends to assume that syntactic rules are stored
in memory and then used online to create a structural
representation bit by bit. Reanalysis processes are a mat-
ter of editing the structure. The parallel view tends to
assume that structures are stored in chunks, typically cor-
responding to an argument-taking word such as a verb
and its arguments. Online processing involves not so
much building a structure as much as activating one.
These issues are raised again when we consider models
of sentence processing.

The third issue in which theories of processing
differ is interactivity versus modularity. Almost since
the earliest days of psycholinguistics, debate has cen-
tered around the issue of whether the system considers
only linguistic (and possibly even only syntactic) infor-
mation when parsing a sentence versus a system that
considers all potentially relevant sources of informa-
tion. Modular models assume sentence structures are
assigned to words at least initially without any consid-
eration of whether the structure will map to a sentence
interpretation that makes sense given prior knowledge
or given the contents of the immediate linguistic,
visual, or social context. For example, the sentence

processing system would be garden-pathed not only
by the defendant examined by the lawyer but also by the
evidence examined by the lawyer, even though evidence is
inanimate and therefore cannot engage in an act of
examination. In contrast, interactive models assume
the immediate use of all relevant constraints. At this
stage, there is widespread belief in the field that the
preponderance of evidence supports interactive
models, although it is possible to argue that this
conclusion goes somewhat beyond the evidence
(Ferreira & Nye, in progress).

Thus far we have mainly focused on structural
ambiguity, which is certainly one source of difficulty
or complexity in processing. But structure-building
processes independent of ambiguity resolution are also
a potential source of complexity, as first argued by
Gibson (1991). One source of complexity is structural
frequency. All things being equal, a structure encoun-
tered more frequently will be easier to comprehend
than one that is rare (Ferreira, 2003; Gibson, 1991, 1998;
MacDonald et al., 1994). The demands that structures
place on working memory are an additional source of
processing difficulty for both ambiguous and unam-
biguous structures (Chomsky & Miller, 1963; Gibson,
1991, 1998, 2000; Lewis & Vasishth, 2005; Yngve, 1960).
For example, nested structures (The reporter who the
senator who John met attacked disliked the editor) are hard-
er to process than right-branching structures (John met
the senator who attached the reporter who disliked the
editor), a generalization that holds across typologically
different languages (e.g., English, which is a subject
verb object [SVO] language, and Japanese, which is
subject object verb [SOV]). This contrast between
nested and right-branching structures can be explained
by appealing to the greater demands the former struc-
tures place on working memory. More specifically,
two kinds of demands increase processing complexity
for unambiguous as well as ambiguous structures:
(i) storage costs and (ii) distance-based integration
costs. Storage costs are incurred when incomplete
materials must be held in working memory, for exam-
ple, a verb that needs its arguments (Chen, Gibson, &
Wolf, 2005; Gibson, 1998; Nakatani & Gibson, 2010).
Distance-based costs are those that arise from attempts
to integrate a word into the structure already built and
seem to be proportional to the difficulty of reactivating
an earlier word, for example, an argument that must
be linked back to its verb (Gibson, 1998, 2000; Gordon,
Hendrick, & Johnson, 2001, 2004; Grodner & Gibson,
2005; Lewis & Vasishth, 2005; Lewis, Vasishth, & Van
Dyke, 2006). Distance-based costs also account for the
well-known preference for subject-extracted over
object-extracted relative clauses (Grodner & Gibson,
2005) and arise in part due to similarity-based interfer-
ence in working memory (Gordon et al., 2001).
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22.3 CLASSES OF MODELS OF
SENTENCE PROCESSING

We begin with the so-called two-stage model or
garden-path model, first developed by Lyn Frazier
(Ferreira & Clifton, 1986; Frazier & Fodor, 1978; Rayner,
Carlson, & Frazier, 1983). The model assumes that a sin-
gle parse is constructed for any sentence based on the
operation of Minimal Attachment, which constrains the
parser to construct no potentially unnecessary syntactic
nodes, and Late Closure, which causes the parser to
attach new linguistic input to the current constituent. In
addition, the model assumes that the only information
that the parser has access to when building a syntactic
structure is its database of phrase-structure rules; there-
fore, the parser cannot consult information associated
with lexical items. For example, in the sequence Mary
knew Bill, the noun phrase Bill would be assigned the
role of direct object because that analysis is simpler
than the alternative subject-of-complement-clause anal-
ysis, and the information that know takes sentence com-
plements more frequently than direct objects could not
be used to inform the initial parse.

The two-stage model has evolved over the past
three decades to take into account changes in linguistic
theory and significant findings in psycholinguistics.
One important addition is the notion of “Construal”
(Frazier & Clifton, 1997; Frisson & Pickering, 2001),
which allows some constituents to be merely associ-
ated with a specific thematic domain in a sentence
rather than definitively attached to the structure.
Evidence for Construal comes from the finding that
readers process sentences with ambiguous relative
clauses more quickly than those that have a unique
attachment (e.g., the servants of the actress who was on
the balcony), unless the sentence is followed by a ques-
tion that forces the reader to provide a specific inter-
pretation; in that case, readers take longer to read the
ambiguous versions, presumably because they are try-
ing to choose between the attachment options.
Another important revision of the two-stage model is
that, now, prosody plays an essential role in determin-
ing how parsing proceeds from the earliest stages of
processing (Millotte, Wales, & Christophe, 2007;
Nakamura et al., 2012; Price, Ostendorf, Shattuck-
Hufnagel, & Fong, 1991). Pitch and durational infor-
mation associated with different kinds of prosodic and
intonational phrasing are used to constrain the par-
ser’s syntactic analyses and assist in the construction
of semantic meanings such as focus and presupposi-
tion. Nonetheless, the essential features of the
two-stage model remain. The model assumes that
(i) information is used incrementally to build an inter-
pretation; (ii) different possible interpretations are

built and evaluated serially, rather than in parallel;
and (iii) only certain kinds of information can be used
during the initial stages of sentence processing, partic-
ularly information stated in the syntactic and prosodic
vocabulary of the sentence processing module.

The two-stage model was soon challenged by
researchers in sentence processing who were strongly
influenced by the connectionist architectures popular
in the 1980s and 1990s (Rumelhart & McClelland, 1985,
1986; Seidenberg & McClelland, 1989). These architec-
tures contrast with the assumptions of the two-stage
model in two defining ways. First, in connectionist sys-
tems, alternative possibilities are activated and evalu-
ated in parallel; second, any relevant source of
information can be used to modulate the activation
levels and allow one possible analysis to win at the
expense of the others (MacDonald et al., 1994).
Applying these ideas to sentence processing, the con-
nectionist alternative assumed the following principles.
First, rather than analyses being built with the help of
grammatical rules, a great deal of the burden of syn-
tactic representation is put into the lexicon. Adapting
ideas that were then timely in linguistic theory
(Pesetsky, 1995), lexical representations were assumed
to activate not only words and word meanings but
also syntactic frames. In this view, syntactic rules are
redundant because almost all the necessary informa-
tion is already stated in the lexicon. Thus, with syntac-
tic structures being stored rather than built, it is easy
to imagine an architecture in which all possible analy-
ses are considered in parallel, weighted by their
frequency of use. Lexical, contextual, and pragmatic
constraints can be used to further modulate the activa-
tion levels. With this approach the sentence processing
system is incremental, but different possible interpreta-
tions are activated in parallel. In addition, any poten-
tial source of information can be used at any stage of
sentence processing, making the system interactive
rather than modular.

Other classes of models emphasize the role of com-
plexity in sentence processing (Gibson, 1991, 1998). The
significance of these models is two-fold. First, they high-
light sources of information that lead to processing costs
for both ambiguous and unambiguous structures and
thus capture well-known findings such as the preference
for subject- over object-relative clauses (Gibson, 1991,
1998, 2000; Grodner & Gibson, 2005; Lewis & Vasishth,
2005; Yngve, 1960). Second, these models are specifically
designed to take into account the role of working mem-
ory in sentence processing, with an emphasis on how
costs associated with maintaining and integrating items
in working memory affect complexity and, therefore,
processing difficulty. These models make important
predictions about phenomena in sentence processing
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that are of particular interest to researchers attempting to
uncover the neural mechanisms that underlie sentence
comprehension, including structures such as passives
and relative clauses.

In the past 15 years or so, a new class of models has
emerged with roots in all the approaches that have
been described thus far. There are many variants with
important distinctions among them, but what they
share is the idea that comprehenders sometimes end up
with an interpretation that differs from the actual input
received—the interpretation is simpler (Construal),
somewhat distorted (Late Assignment of Syntax Theory
(LAST); Good-Enough Processing), or outright inconsis-
tent (Noisy Channel Approaches) with the sentence’s
true content. Let us begin with the models that assume
representations that reduce the input in some way. One
implementation is to allow representations to be under-
specified (Sanford & Sturt, 2002). Consider Construal.
As mentioned, this model assumes that syntactic struc-
tures are not always fully connected and adjunct
phrases in particular (e.g., relative clauses, modifying
prepositional phrases) may instead simply get associ-
ated with a certain processing domain, “floating” until
disambiguating information arrives. The parser thus
remains uncommitted (Pickering, McElree, Frisson,
Chen, & Traxler, 2006) concerning the attachment of the
relative clause and the interpretation that would follow
from any particular attachment (Frisson & Pickering,
2001; Sanford & Graesser, 2006; Sturt, Sanford, Stewart,
& Dawydiak, 2004). Other studies support the idea of
underspecified representations for global syntactic
structures (Tyler & Warren, 1987), semantic information
(Frazier & Rayner, 1990), and coercion structures
(Pickering et al., 2006).

More radical variants of shallow processing models
allow the comprehension system to generate an inter-
pretation that is even more discrepant from the input.
Researchers in the field of text processing have shown
that readers are sometimes remarkably insensitive to
contradictions in text (Otero & Kintsch, 1992), and they
also often fail to update their interpretations when
later information undermines a fact stated previously
(Albrecht & O’Brien, 1993). These ideas from text pro-
cessing were exported to the sentence processing liter-
ature in a series of experiments showing that people
do not seem to fully recover from garden-paths
(Christianson, Hollingworth, Halliwell, & Ferreira,
2001). Participants read sentences such as While the
woman bathed the baby played in the crib and then
answered a question such as Did the woman bathe the
baby? The surprising finding was that most people
answered “yes,” even though the meaning of the
reflexive verb bathe requires that the object be inter-
preted as coreferential with the subject (see also
Slattery, Sturt, Christianson, Yoshida, & Ferreira, 2013).

It appears that comprehenders are not entirely up to
the task of syntactic reanalysis and sometimes fail to
revise either all pieces of the syntactic structure or all
elements of the semantic consequences of the initial,
incorrect parse. And the more semantically compelling
the original misinterpretation, the more likely people
are to want to retain it.

Townsend and Bever’s (2001) model implements an
architecture similar to what has been suggested for
decision-making (Gigerenzer, 2004; Kahneman, 2003),
where researchers sometimes distinguish between so-
called System 1 and System 2 (or Type 1 and Type 2)
reasoning. System 1 is fast, automatic, and operates via
the application of simple heuristics. System 2, however,
is slow and attention-demanding, and it consults a
wide range of beliefs—essentially anything the organ-
ism knows and has stored in memory. In Townsend
and Bever’s (2001) LAST, sentences are essentially
processed twice. First, heuristics are accessed that yield
a quick meaning, and then syntactic computations are
performed on the same word string to yield a fully
connected, syntactic analysis. The second process
ensures that the meaning that is obtained for a sentence
is consistent with its actual form. Townsend and Bever
also assume that the first stage is nonmodular and that
the second is modular; this is to account for the use of
semantics in the first stage and the use of essentially
only syntactic constraints in the second.

Two models similar in spirit to LAST but that
assume a modular architecture for the first stage have
been proposed by Ferreira (2003) and by Garrett
(2000). The Ferreira model assumes that the first stage
consults just two heuristics—a version of the noun
verb noun (NVN) strategy in which people assume an
agent�patient mapping of semantic roles to syntactic
positions and an animacy heuristic, in which animate
entities are biased toward subjecthood. The 2003
Ferreira model explains comprehenders’ tendencies to
misinterpret passive sentences, particularly when they
express an implausible event with reversible semantic
roles, as in the dog was bitten by the man. The applica-
tion of heuristics in the first stage yields the dog-
bit-man interpretation; a proper syntactic parse will
deliver the opposite, correct interpretation, but the
model assumes that it is fragile and susceptible to
interference. Garrett (2000) offers a more explicitly
analysis-by-synthesis model that incorporates the pro-
duction system to generate what are generally thought
of as top-down effects. A first pass, bottom-up process
uses syntactic information to create a simple parse
that, in turn, allows for a rudimentary interpretation.
Then, the language production system takes over and
uses that representation to generate the detailed syn-
tactic structure that would support the initial parse
and interpretation.
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Finally, a family of models has recently been
proposed that assume people engage in rational
behavior over a noisy communication channel. The
channel is noisy because listeners sometimes mishear
or misread due to processing error or environmental
contamination, and because speakers sometimes make
mistakes when they communicate. Thus, a rational
comprehender whose goal is to recover the intention
behind the utterance will normalize the input accord-
ing to Bayesian priors. A body of evidence from
research using ERPs helped to motivate these ideas
(Kim & Osterhout, 2005; Van Herten, Kolk, & Chwilla,
2005). In these experiments, it is reported that subjects
who encounter a sentence such as The fox that hunted
the poachers stalked through the woods experience a P600
rather than an N400 on encountering the semantically
anomalous word, even though an N400 might be
expected given that it is presumed to reflect problems
related to meaning. There is still not a great deal of
consensus regarding what triggers P600s, but an idea
that has been gaining traction is that it reflects a need
to engage in some type of structural reanalysis or revi-
sion. The conclusion, then, is that when a person
encounters a sentence that seems to say that the fox
hunted the poachers, that person “fixes” it so it makes
sense, resulting in a P600. Other models have taken
this idea and developed it further (Gibson, Bergen, &
Piantadosi, 2013; Levy, 2011; Levy, Bicknell, Slattery,
& Rayner, 2009). These models are generally interac-
tive, because the information that is accessed to
establish the priors can range from biases related to
structural forms and all the way to beliefs concerning
speaker characteristics (Van Berkum, Van den Brink,
Tesink, Kos, & Hagoort, 2008). However, these noisy
channel models have not yet been rigorously tested
using a methodology that allows early processes to be
distinguished from later ones. For example, it remains
possible that comprehenders create a simple parse in a
manner compatible with modularity and then consult
information outside the module to revise that interpre-
tation, right down to actually normalizing the input.
Models designed to explain the comprehension of sen-
tences containing self-repairs and other disfluencies
(turn left uh right at the light) assume mechanisms that
allow input to be deleted so that the speaker’s
intended meaning can be recovered (Ferreira, Lau, &
Bailey, 2004).

22.4 CONCLUSION

The field of sentence processing has changed sig-
nificantly since the 1980s. Current models emphasize
more detailed, context-specific information such as
speaker, and there is a great deal of interest in

mechanisms that allow the input to be rationally eval-
uated and corrected. Future work will continue to
make use of behavioral techniques as well as methods
from neuroscience to expand our understanding of
these topics. The critical next stage is to determine
how the processes assumed in models of sentence
processing are actually implemented in the human
brain. Our view is that the field is well-positioned for
this challenge given the sophistication of extant sen-
tence processing models.
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In all cultures and at all ages, speakers move their
hands when they talk—they gesture. Even congenitally
blind individuals who have never seen anyone gesture
move their hands when they talk (Iverson & Goldin-
Meadow, 1998), suggesting that gesturing is a robust
part of speaking. Moreover, gesture and speech form an
integrated system for expressing meaning. Gesture con-
veys the visual component of the meaning and uses
imagistic and analog devices to do so; speech conveys
the linguistic component and uses the linear-segmented,
hierarchical devices characteristic of language (McNeill,
1992, 2008). Our goal in this chapter is to introduce
neuroscientists interested in the neurobiology of lan-
guage to gesture and the role it plays in language learn-
ing and language processing. We focus primarily on
behavioral studies and include findings from neuroim-
aging studies only when relevant (we direct the reader
interested in the neurobiology of gesture to Chapter 32
by Dick and Broce). We begin by briefly reviewing
evidence showing that gesture can provide a unique
window into the mind of a speaker—not only does
gesture reflect a speaker’s thoughts but also it can play
a role in changing those thoughts. We then explore in
detail the role gesture plays in how language is learned
and how it is processed.

23.1 GESTURE NOT ONLY REFLECTS
THOUGHT, IT CAN PLAY A ROLE

IN CHANGING THOUGHT

Although gesture may seem like handwaving, it in
fact conveys substantive information, often information
that is not found in the speaker’s words. For example,

consider a child who is shown two rows of checkers. The
child is first asked to verify that the two rows have
the same number of checkers and is then asked whether
the rows still have the same number after one row
is spread out. The child says “no” and justifies his
response by saying, “They are different because you
moved them.” But at the same time, the child produces
the following gestures—he moves his finger between the
first checker in row 1 and the first checker in row 2, then
the second checker in rows 1 and 2, and so on. In his
gestures, the child is demonstrating an understanding of
one-to-one correspondence, a central concept underlying
the conservation of number that does not appear in his
speech (Church & Goldin-Meadow, 1986).

Two additional points are worth noting about
gesture. The information conveyed uniquely in a speaker’s
gestures is often accessible only to gesture, that is, it
is encapsulated knowledge not yet accessible to speech
(Goldin-Meadow, Alibali, & Church, 1993). Speakers
who produce gestures that convey information not
found in their speech when explaining a task are ready
to learn that task—when given instruction in the task,
they are more likely to profit from that instruction
than speakers whose gestures convey the same informa-
tion as their speech, whether the speakers are children
(Church & Goldin-Meadow, 1986; Perry, Church, &
Goldin-Meadow, 1988; Pine, Lufkin, & Messer, 2004) or
adults (Perry & Elder, 1997; Ping, Decatur, Larson,
Zinchenko, & Goldin-Meadow, under review).

Gesture can thus reflect the state of a speaker’s
knowledge. But there is now good evidence that gesture
can do more than display what speakers know and can
play a role in changing what they know. Gesture can
change thinking in at least two ways.
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First, the gestures we see others produce can change
our minds. Learners are more likely to profit from
instruction when it is accompanied by gesture than
when that same instruction is not accompanied by
gesture (Perry, Berch, & Singleton, 1995; Valenzeno,
Alibali, & Klatzky, 2003), even when the gestures are
not directed at objects in the immediate environment
(Ping & Goldin-Meadow, 2008). Gesture has been found
to be particularly helpful in instruction when it conveys
a correct strategy for solving a math problem that is
different from the (also correct) strategy conveyed in the
accompanying speech (Singer & Goldin-Meadow, 2005).

Second, the gestures that we ourselves produce can
change our minds. To determine whether gesture can
bring about change, we need to teach speakers to gesture
in particular ways. If speakers can extract meaning from
their gestures, then they should be sensitive to the partic-
ular movements in those gestures and change their
minds accordingly. Alternatively, all that may matter is
that speakers move their hands. If so, then they should
change their minds regardless of which gestures they
produce. To investigate these alternatives, Goldin-
Meadow, Cook, and Mitchell (2009) manipulated gestur-
ing during a math lesson. They found that children
required to produce correct gestures learned more than
children required to produce partially correct gestures,
who in turn learned more than children required to
produce no gestures. After the lesson, the children who
had gestured were able to express in their own words
the information that they had conveyed only in their
gestures during the lesson (and that the teacher had not
conveyed at all), that is, they had learned from their
hands. These findings suggest that the gestures speakers
produce can have an impact on what they learn.

Having found that gesture has cognitive significance
in many contexts, we are now in a position to explore
the role of gesture in learning and processing language.

23.2 ROLE OF GESTURE
IN LANGUAGE LEARNING

Just like adults, children gesture as they speak.
Children start communicating through gestures even
before they are able to speak. In this section, we review
the role gesture plays in developing vocabulary, syntax,
and discourse skills in language comprehension and
production.

23.2.1 Vocabulary

23.2.1.1 Vocabulary Comprehension

Children rely on gesture to help them comprehend
words starting from approximately 8 to 12 months of

age (Bates, 1976). Gesture affects children’s language
comprehension over both short and long periods of
time. When seeing an experimenter label an object,
infants look longer if the named object is not at the loca-
tion indicated by the experimenter’s gesture but instead
is on the other side of the display, suggesting that
infants expect concurrently occurring labels and deictic
gestures to indicate the same referent (Gliga & Csibra,
2009). Not surprisingly, then, gesture can help children
learn new object labels (Namy & Waxman, 1998).
Infants are more likely to associate a label with an
object if the label is accompanied by a pointing gesture
to the object than if it is not (Woodward, 2004). When
the newly learned object label needs to be retrieved,
less scaffolding by pictures or gestures is needed if the
labels were initially taught with accompanying gestures
than if they were taught without gestures (Capone &
McGregor, 2004). Parental gesture thus has the poten-
tial to facilitate children’s language comprehension by
providing nonverbal support. In naturalistic situations,
parents frequently gesture when talking to their chil-
dren, and most of these gestures reinforce the informa-
tion conveyed in the accompanying speech (Iverson,
Capirci, Longobardi, & Caselli, 1999). Moreover, when
infants misunderstand their parents, their parents often
provide additional gesture cues (e.g., through pointing)
that repair the misunderstanding and enable the dyad
to reach a consensus (Zukow-Goldring, 1996).

Looking over longer periods of time, early parent
gesture use has been found to predict the size of chil-
dren’s comprehension vocabularies years later. Rowe
and colleagues (Rowe, Özçalışkan, & Goldin-Meadow,
2008) found that the number of different meanings par-
ents convey in their gestures to a child at age 14 months
is a significant predictor of that child’s vocabulary com-
prehension at age 42 months. However, early parent
gesture did not have a direct effect on later child com-
prehension—early parent gesture was related to early
child gesture, which, in turn, was related to later child
comprehension. This study suggests that parent gesture
might be indirectly related to children’s vocabulary
development through encouraging the child’s own ges-
tures. The relation between parent gesture and child
vocabulary has been replicated by Pan and colleagues
in a low-income sample and extended to language
production—early parent pointing predicted their chil-
dren’s vocabulary production growth between 14 and
36 months of age (Pan, Rowe, Singer, & Snow, 2005). In
an experimental manipulation, Goodwyn, Acredolo,
and Brown (2000) trained a group of parents to use
baby signs in addition to words when talking to their
children. The children showed greater gains in vocabu-
lary and used more gestures themselves than children
of parents who were encouraged to use only words or
who did not receive any training at all.
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23.2.1.2 Vocabulary Production

In the earliest stages of language learning, infants
produce few, if any, words. Their referential communica-
tion is primarily through gestures. Children start using
gesture to communicate even before they say their first
words, which are usually accompanied by meaningless
vocalizations (Bates, 1976). For example, children point
to places, people, or objects, they hold up an object to
show it to others, or they extend their hands to request
an object (Bates, 1976). Children in the United States are
also often taught to communicate using “baby signs”
(Acredolo, Goodwyn, & Gentieu, 2002).

Not much is known about whether producing a ges-
ture helps children to actually produce a word (although
this is an interesting question). But we do know that
early gesture use is a strong predictor of later vocabulary
production. Children’s use of gesture for specific objects
(e.g., pointing to a ball) predicts the appearance of verbal
labels for these objects in their lexicon (e.g., producing
the word “ball”) (Iverson & Goldin-Meadow, 2005).
More remarkably, the number of meanings children
convey through gesture at 14 months predicts not only
the size of their comprehension vocabularies but also the
size of their production vocabularies at 54 months (Rowe
& Goldin-Meadow, 2009a). Moreover, early gestures can
also be used to predict developmental trajectories of
clinical populations. Sauer and colleagues showed that
children with unilateral focal brain injury whose gesture
production at 18 months is within the typical range (but
whose speech production is below the range) will catch
up to their peers and achieve production (and compre-
hension) spoken vocabularies later in development
that are within the typical range. Importantly, children
with brain injury whose gesture rate is below the typical
range at 18 months continue to display delays in
both their production and comprehension vocabularies
(Sauer, Levine, & Goldin-Meadow, 2010).

23.2.2 Syntax

23.2.2.1 Syntactic Comprehension

Children rely on gesture to comprehend sentences
from a very early age. Morford and Goldin-Meadow
(1992) showed that comprehension of simple sen-
tences, such as “give the clock,” is facilitated either by a
pointing gesture at the clock or by a give gesture (hand
extended, palm up) in 15- to 29-month-olds. In fact,
children who were unable to produce two-word utter-
ances were able to understand a “two-word idea” if
one of those ideas was presented in gesture. For exam-
ple, children responded appropriately to “give” plus a
point at a clock significantly more often than they
responded to the message when it was produced entirely
in speech (i.e., “give the clock”).

The role of gesture varies depending on the complex-
ity of the spoken message—gesture is most beneficial
when the listeners are young and the message is
complex. For example, in a referential communication
game, preschool children were given instructions to
select a certain set of blocks from an array of blocks.
Instructions were accompanied by a reinforcing ges-
ture (saying “up” and producing an up gesture), a con-
tradicting gesture (saying “up” and producing a down
gesture), or no gesture. The spoken messages varied in
complexity and that complexity influenced the impact
the gestures had on comprehension. Reinforcing ges-
tures facilitated comprehension only when the spoken
message was complex. Interestingly, no gesture and
contradicting gesture had a similar impact on compre-
hension and did not facilitate comprehension as much
as reinforcing gestures (McNeil, Alibali, & Evans, 2000).

23.2.2.2 Syntactic Production

Gesture paves the way for children’s ability to form
sentences. Starting from approximately 10 months of
age, children produce gestures along with single words.
Children use three types of gesture�speech combina-
tions during the one-word period. Gestures are used to
reinforce the meanings conveyed in speech (e.g., pointing
to a ball and saying “ball”), to disambiguate the meanings
conveyed in speech (e.g., pointing to a ball and saying
“it”), or to add to the meanings conveyed in speech (e.g.,
pointing to a ball and saying “want”).

Interestingly, using gesture�speech combinations to
convey sentence-like ideas seems to set the stage for
children’s earliest sentences. The age at which children
first produce combinations in which gesture conveys
one idea and speech conveys another (e.g., point at
bird1 “nap” to describe a sleeping bird) predicts the
age at which they first produce their two-word combi-
nations (e.g., “bird sleep”) (Iverson & Goldin-Meadow,
2005). Moreover, the number of these gesture�speech
combinations that children produce at 18 months selec-
tively predicts their syntactic skill, as measured by
the Index of Productive Syntax (Scarborough, 1990) at
42 months (the measure does not predict vocabulary
size at this age, Rowe & Goldin-Meadow, 2009b).

Gesture thus gives children a means to convey com-
plex ideas before they are able to convey the same ideas
entirely in speech. In fact, particular constructions
produced across gesture and speech predict the emer-
gence of the same constructions entirely in speech several
months later. For example, saying “bird” in speech and
producing a flying gesture (an argument1verb combi-
nation) precedes and predicts the onset of argu-
ment1 verb combinations in speech (i.e., saying “bird
fly”) (Özçalışkan & Goldin-Meadow, 2005). Once a con-
struction is produced in speech, children do not seem to
rely on gesture to further expand that construction.
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For example, once children acquire the ability to produce
a verb and one argument in a single utterance, they do
not produce additional arguments first in gesture, that is,
a two-argument1verb construction is just as likely to
appear first in speech alone as in speech1 gesture
(Ozçalışkan, Goldin-Meadow, & Özçalışkan, 2009).

23.2.3 Discourse

23.2.3.1 Discourse Comprehension

With age, children face increasingly complex lan-
guage tasks, such as understanding indirect requests
or listening to stories. Gesture continues to support
children’s language comprehension in later stages
of language learning. For example, 3- to 5-year-old
children understand indirect requests better if those
requests are accompanied by a gesture, for example,
saying “It’s going to get loud in here” is more easily
understood as a request to close the door if the words
are accompanied by a pointing gesture to the door than
if they are not accompanied by gesture (Kelly, 2001).

Gesture can also have an impact on children’s com-
prehension of longer stretches of discourse. In a recent
study, Demir and colleagues (Demir, Fisher, Goldin-
Meadow, & Levine, 2014) compared children’s ability to
retell a story presented to them under different condi-
tions: a wordless cartoon; an audio recording of a story-
teller (like listening to a story on radio); an audiovisual
presentation of a storyteller who does not produce
cospeech gestures (like listening to a storyteller holding a
book while reading it); and an audiovisual presentation
of a storyteller producing cospeech gestures while talk-
ing (like listening to an oral storyteller). Children told
better-structured narratives in the gesture condition than
in any of the other three conditions, consistent with find-
ings that cospeech gesture can scaffold comprehension
of complex language. The gestures were particularly
beneficial to children who had difficulty telling a well-
structured narrative, suggesting that gesture might be
most helpful when language skill is low.

23.2.3.2 Discourse Production

With age, children start producing longer and more
frequent utterances that need to be sensitive to more
sophisticated discourse-pragmatic principles. As in ear-
lier stages of language learning, gesture reveals that chil-
dren have more understanding of discourse-pragmatics
than they express in speech. For example, when a refer-
ent is new to the discourse, or is not perceptually avail-
able, proficient speakers know that the referents must be
explicitly expressed and they use a noun to do so; con-
versely, if the referent is available in perceptual context
or retrievable from discourse, then the referent can be

expressed in a pronoun or omitted entirely. Although
English-, Chinese-, and Turkish-speaking 4-year-olds do
not have control of this discourse principle in speech,
they do display an understanding of the principle in
gesture—they produce more gestures when referring to
referents that are new to the perceptual or discourse con-
text, particularly when those referents are underspecified
or ambiguous in speech (Demir, So, Ozyürek, & Goldin-
Meadow, 2012; So, Demir, & Goldin-Meadow, 2010).

The gestures children produce in complex discourse
early in their development have been found to predict
their discourse skills in speech later in development. For
example, age 5 to 6 years marks a transitional stage in
narrative development. Children produce narratives on
their own but rarely include the goal of the story or the
perspective of the story characters in those narratives.
However, some 5- to 6-year-olds use gesture to portray a
character from a first person perspective (e.g., moving
the arms back and forth to describe a character who is
running from the character’s point of view) as opposed
to a third-person perspective (e.g., wiggling the fingers
to describe the character from an observer’s point of
view). Whether children use character-viewpoint ges-
tures in their narratives at age 5 predicts the structure of
their spoken narratives 3 years later, controlling for early
narrative structure in speech and language skill (Demir,
Levine, & Goldin-Meadow, under review). Thus, gesture
continues to be a harbinger of change in speech even in
later stages of language development.

23.2.4 Does Gesture Play a Causal Role
in Language Learning?

We have seen that the early gestures children pro-
duce reflect their cognitive potential for learning par-
ticular aspects of language. But early gesture could be
doing more—it could be helping children realize their
potential. Child gesture could have an impact on lan-
guage learning in at least two ways.

First, gesture gives children an opportunity to prac-
tice producing particular meanings by hand at a time
when those meanings are difficult to express by mouth.
To accurately determine whether child gesture is playing
a causal role in language learning, we need to mani-
pulate the gestures children produce. LeBarton, Goldin-
Meadow and Raudenbush, (2013) studied 15 toddlers
(beginning at 17 months) in an 8-week at-home interven-
tion study (6 weekly training sessions plus follow-up 2
weeks later) in which all children were exposed to object
words, but only some were told to point at the named
objects. Before each training session and at follow-up,
children interacted naturally with their parents to estab-
lish a baseline against which changes in communication
were measured. Children who were told to gesture
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increased the number of gesture meanings they con-
veyed not only when interacting with the experimenter
during training but also when later interacting naturally
with their parents. Critically, these experimentally
induced increases in gesture led to larger spoken reper-
toires at follow-up, and thus suggest that gesturing can
have an impact on language learning through the cogni-
tive effect it has on the learner.

The second way in which child gesture could play a
role in language learning is more indirect—child gesture
could elicit timely speech from listeners. Supporting this
view, Goldin-Meadow and colleagues (Goldin-Meadow,
Goodrich, Sauer, & Iverson, 2007) found that when
their children are in one-word stage, mothers translate
the child’s gestures into speech. For example, on seeing
her child point to a ball and say “kick,” a mother might
say, “Do you want to kick the ball?,” thus modeling for
the child a two-word sentence that expresses the ideas
the child conveyed in gesture1 speech. Importantly,
these maternal translations are reliable predictors of
children’s subsequent word and sentence learning,
suggesting that gesturing can have an impact on lan-
guage through the communicative effect it has on the
learning environment.

23.3 ROLE OF GESTURE
IN LANGUAGE PROCESSING

Children continue to use gesture long after they
become proficient users of their native language(s).
The tight relation between speech and gesture
increases with development (Thompson & Massaro,
1986). In this section, we first describe the role gesture
plays in how language is processed once language has
been mastered, and then we describe the functions ges-
ture serves for both listeners and speakers.

23.3.1 Gesturing is Involved in Language
Processing at Every Level

23.3.1.1 Phonology

Gesture is linked to spoken language at every level of
analysis. At the phonological level, producing gestures
influences the voice spectra of the accompanying speech
for deictic gestures (Chieffi, Secchi, & Gentilucci, 2009),
emblem gestures (Barbieri, Buonocore, Dalla Volta, &
Gentilucci, 2009; Bernardis & Gentilucci, 2006), and beat
gestures (Krahmer & Swerts, 2007). When phonological
production breaks down, as in stuttering or aphasia, ges-
ture production stops as well (Mayberry & Jaques, 2000,
McNeill, Pedelty, & Levy, 1990). There are phonological
costs to producing gestures with speech—producing

words and pointing gestures together leads to long
initiation times for the accompanying speech, relative
to producing speech alone (Feyereisen, 1997; Levelt,
Richardson, & Laheij, 1985). Viewing gesture also affects
voicing in listeners’ vocal responses to audiovisual sti-
muli (Bernardis & Gentilucci, 2006).

23.3.1.2 Lexicon

At the lexical level, gesturing increases when the
speaker is searching for a word (Morsella & Krauss,
2004). More generally, gestures reflect and compensate
for gaps in a speaker’s verbal lexicon. Gestures can pack-
age information in the same way that information
is packaged in the lexicon of the speaker’s language. For
example, when speakers of English, Japanese, and
Turkish are asked to describe a scene in which an ani-
mated figure swings on a rope, English speakers over-
whelmingly use the verb “swing” along with an arced
gesture (Kita & Özyürek, 2003). In contrast, speakers of
Japanese and Turkish, languages that do not have single
verbs that express an arced trajectory, use generic
motion verbs along with the comparable gesture, that is,
a straight gesture (Kita & Özyürek, 2003). But gesture
can also compensate for gaps in the speaker’s lexicon by
conveying information that is not encoded in the accom-
panying speech. For example, complex shapes that are
difficult to describe in speech can be conveyed in gesture
(Emmorey & Casey, 2002).

23.3.1.3 Syntax

At the syntactic level, gestures are influenced by the
structural properties of the accompanying speech. For
example, English expresses manner and path within the
same clause, whereas Turkish expresses the two in sepa-
rate clauses. The gestures that accompany manner and
path constructions in these two languages display a par-
allel structure—English speakers produce a single
gesture combining manner and path (a rolling movement
produced while moving the hand forward), whereas
Turkish speakers produce two separate gestures (a roll-
ing movement produced in place, followed by a moving
forward movement) (Kita & Özyürek, 2003; Kita,
Özyürek, Allen, Brown, Furman, & Ishizuka, 2007).
A recent event-related potential (ERP) study illustrates
how gesture can influence syntactic processing (Holle,
Obermeier, Schmidt-Kassow, Friederici, Ward, & Gunter,
2012). Listeners were presented with two types of
sentences, one with a less-preferred syntactic structure.
Less-preferred syntactic structures commonly elicit P600
waves, which is usually associated with syntactic reanal-
ysis. When the less-preferred syntactic structures were
accompanied by rhythmic beat gestures, the P600 was
eliminated, suggesting that gesture can reduce the pro-
cessing cost associated with hearing a syntactically
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complex sentence. Supporting this finding, gesture has
been found to play a greater role in language compre-
hension when the spoken message is syntactically com-
plex than when it is simple (McNeil et al., 2000). Gesture
production also reflects the amount of information
encoded in a syntactic structure. Speakers gesture more
when producing an unexpected (and, in this sense, more
informative) syntactic structure than when producing an
expected structure (Cook, Jaeger, & Tanenhaus, 2009).

23.3.1.4 Discourse

At the discourse level, speakers use recurring gestural
features (e.g., the same hand shape or location)
throughout a narrative when referring to a particular
character, thus creating linkages across the narrative
(McNeill, 2000). In terms of narrative comprehension,
when listening to stories containing gestures, listeners
activate regions that are responsive to semantic manipu-
lations in speech (triangular and opercular portions of
the left inferior frontal gyrus; left posterior middle tem-
poral gyrus). However, the level of activation in these
areas differs as a function of semantic relation between
gesture and speech—stories in which gesture conveys
information that differs from, but complements, the
information conveyed in speech (e.g., a flying gesture
produced along with a story about a “pet”) activates the
regions more than stories in which gesture conveys the
same information as speech (e.g., a flying gesture pro-
duced along with a story about a “pet”) (Dick, Mok,
Beharelle, Goldin-Meadow, & Small, 2014).

23.3.2 Gesture Serves a Function for Both
Listeners and Speakers

23.3.2.1 Impact of Gesture on Listeners

Speakers’ gestures reveal their thoughts. Accordingly,
one function that gesture could serve is to convey those
thoughts to listeners. There is, in fact, considerable
evidence that listeners can use gesture as a source of
information about the speaker’s thinking (e.g., Goldin-
Meadow & Sandhofer, 1999; Graham & Argyle, 1975;
McNeil et al., 2000). The ability of listeners to glean
information from a speaker’s gestures can be seen most
clearly when the gestures convey information that cannot
be found anywhere in the speaker’s words (e.g., Cook &
Tanenhaus, 2009). Gesture can even affect the informa-
tion listeners glean from the accompanying speech.
Listeners are quicker to identify a speaker’s referent
when speech is accompanied by gesture than when it is
not (Silverman, Bennetto, Campana, & Tanenhaus, 2010).
Moreover, listeners are more likely to glean the message
from speech when that speech is accompanied by gesture
conveying the same information than when the speech is

accompanied by no gesture (Beattie & Shovelton, 1999,
2002; Graham & Argyle, 1975; McNeil et al., 2000;
Thompson & Massaro, 1994). Conversely, listeners are
less likely to glean the message from speech when the
speech is accompanied by gesture conveying different
information than when the speech is accompanied by no
gesture (Goldin-Meadow & Sandhofer, 1999; Kelly &
Church, 1998; McNeil et al., 2000). In addition, more
incongruent gestures lead to greater processing difficulty
than congruent gestures (Kelly, Özyürek, & Maris, 2010).
The effect that gesture has on listeners’ processing is thus
linked to the meaning relation between gesture and
speech. Moreover, listeners cannot ignore gesture even
when given explicit instructions to do so (Kelly,
Özyürek, & Maris, 2010; Langton, O’Malley, & Bruce,
1996), suggesting that the integration of gesture and
speech is automatic.

23.3.2.2 Impact of Gesture Impact on Speakers

But gesture can also have an impact on the speakers
themselves. Gestures have long been argued to help
speakers “find” words, that is, to facilitate lexical access
(Rauscher, Krauss, & Chen, 1996). Studies supporting
this view show that gesture production increases when
lexical retrieval is made difficult (Morsella & Krauss,
2004), and speakers are more successful in resolving tip
of the tongue states when they are permitted to gesture
than when they are prevented from gesturing (Frick-
Horbury & Guttentag, 1998). Gestures have also been
hypothesized to reduce demands on conceptualization,
and speakers have been found to gesture more on pro-
blems that are conceptually difficult, even when lexical
demands are equated (Alibali, Kita, & Young, 2000;
Hostetter, Alibali, & Kita, 2007; Melinger & Kita, 2007).
For example, adults were asked to describe complex
geometric shapes under two different conditions. In the
easy condition, the shapes that the adults were sup-
posed to describe were outlined by dark lines; in the
hard condition, the shapes were obscured by lines out-
lining alternative organizations. The adults produced
more gestures in the hard condition than in the easy
condition (Kita & Davies, 2009).

Although findings of this sort are consistent with the
idea that gesturing reduces demands on conceptualiza-
tion, to be certain that gesturing is playing a causal role
in reducing demands (as opposed to merely reflecting
those demands), we need to manipulate gesture and
demonstrate that the manipulation reduces the demands
on conceptualization. This type of manipulation has
been done in some cases, and gesturing has been
found to reduce demand on speakers’ working memory
(Goldin-Meadow, Nusbaum, Kelly, & Wagner, 2001;
Wagner, Nusbaum, & Goldin-Meadow, 2004), to acti-
vate knowledge that speakers have but do not express
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(Broaders, Cook, Mitchell, & Goldin-Meadow, 2007),
and to build new knowledge (Goldin-Meadow, Cook, &
Mitchell, 2009).

23.4 IMPLICATIONS FOR THE
NEUROBIOLOGY OF LANGUAGE

Our review reveals that gesture can play a role in lan-
guage learning and processing. Going forward, we sug-
gest that the right question to ask is not whether gesture
helps language processing, but rather when and how it
does so to explore the mechanisms by which gesture
exerts its influence on communication. In this regard,
neural levels of analyses have the potential to provide
insight into unanswered questions that behavioral analy-
ses cannot. Behavioral studies reflect the combined influ-
ence of multiple processes in how gesture affects
communication and cognition. By localizing brain net-
works underlying different cognitive functions and
examining their contribution during various language
tasks, neuroimaging studies may be able to help us tease
apart the contribution of different cognitive processes.

There are a number of important neurobiologic ques-
tions that can be raised about gesture’s role in communi-
cation and cognition. For example, does the neural basis
for gesture�speech integration vary as a function of the
content of speech or the linguistic skills of the listener?
In this regard, it is important to point out that many
neuroimaging studies examine the effects of gestures
conveying information that contradicts the information
conveyed in speech (e.g., Willems, Ozyürek, & Hagoort,
2007). Although these studies can offer important
insights into what it possible, we note that contradictory
gestures (i.e., gestures that convey information that con-
tradicts, and therefore cannot under any conditions be
integrated with, the information conveyed in speech) are
not commonly observed in naturalistic, spontaneous con-
versation. We therefore encourage researchers to include
in their studies gestures conveying information that is
different from, but has the potential to be integrated
with, the information conveyed in speech (as in Dick
et al., 2014).

In sum, the gestures that we produce when we talk
are not mindless handwaving. Gesture takes on signifi-
cance simply because it can convey information about a
speaker’s thoughts that are not found in the speaker’s
words. Moreover, the information conveyed in gesture
forecasts subsequent changes in a speaker’s thinking
and can even play a causal role in changing that think-
ing. Gesture thus offers a unique lens through which we
can explore the mechanisms that underlie language
learning and processing at the behavioral and the neuro-
biological levels.
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24.1 HUMAN SPEECH PERCEPTION

Human speech is a sound of immensely spectrotem-
poral complexity, reflecting the intricacy of the articu-
latory movements that produce it. The aim of this
chapter is to outline the contributions that the study of
nonhuman primates has made to our understanding of
the neural basis of human speech perception. However,
this needs to be set in the context of insights about the
neural basis of human speech processing that has arisen
from the contribution by studies of patients with a
receptive aphasia, often known as Wernicke’s aphasia,
which was first described by German neurologist Carl
Wernicke.

24.2 WHERE IS “WERNICKE’S AREA”?

“Wernicke’s area” is often defined as the posterior
one-third of the superior temporal gyrus (STG), some-
times including the contiguous region of the inferior
parietal lobule (IPL; in particular angular gyrus and
supramarginal gyrus). However, the exact location
of “Wernicke’s area” has undergone various trans-
formations since its initial discovery (Bogen & Bogen,
1976; Rauschecker & Scott, 2009). Wernicke himself
(Wernicke, 1881) defined the speech-receptive region
simply as the whole STG. Later neurologists, typically
investigating single-case studies, shifted the emphasis
to posterior STG and IPL, and “Wernicke’s area” came
to be identified with those posterior regions. Several
highly popular and widely distributed textbooks in the
early half of the 20th century disseminated this version.

Norman Geschwind depicted the site of “Wernicke’s
area” as the “posterior language region” (in relation to
the “anterior language region” of Broca’s considered
important for speech production). Although Broca’s
area was in the frontal lobe, both Broca’s area and
Wernicke’s area were termed as “perisylvian” with
regard to the Sylvian fissure, separating the temporal
and frontal lobe. Both sides of the Sylvian fissure are
often damaged together in stroke cases and are often
recorded together as a single source in electroencepha-
logram (EEG) studies. The role of the STG as a whole,
including its anterior portions, in speech perception
was all but forgotten until the linguist Harry Whitaker
(1971) and the neurosurgeon Wilder Penfield (Penfield
and Roberts, 1959) separately noted the shift from
Wernicke’s original work.

Detailed neuropsychological studies involving quanti-
tative lesion analysis have recently confirmed that the
anterior STG makes a more significant contribution to
speech perception than the posterior STG (Dronkers,
Wilkins, Van Valin, Redfern, & Jaeger, 2004). At the pho-
nological level, phonemic discrimination between real
words and nonsense syllables was little affected after
lesions of posterior STG, whereas this ability was
severely impaired in aphasics with lesions of anterior
STG (Blumstein, Baker, & Goodglass, 1977) but not in
Broca aphasics, for which the anterior STG was spared.
Generally, infarcts in bilateral anterior STG cause audi-
tory agnosias, in which people fail to identify familiar
sounds (Clarke, Bellmann, Meuli, Assal, & Steck, 2000;
Vignolo, 1982), and the anterior temporal lobe is the loca-
tion of atrophy in “semantic dementia” (Mummery et al.,
2000; Patterson et al., 2006). Functional neuroimaging
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studies also demonstrate anterior superior temporal (ST)
regions to be activated more than posterior regions when
subjects listen to speech (Obleser et al., 2006; Scott, Blank,
Rosen, & Wise, 2000). Finally, in a meta-analysis by
DeWitt and Rauschecker (2012) that was specific to sylla-
bles, words, and phrases, syllables were represented just
lateral to Heschl’s gyrus, words were antero-lateral (AL)
to that, and short standard phrases were even more ante-
riorly in the ST.

24.3 DUAL PROCESSING STREAMS
AND HIERARCHICAL ORGANIZATION

IN THE AUDITORY CORTEX
OF THE MONKEY

24.3.1 “What” and “Where” Pathways
in Vision and Audition

The aim of the current chapter is to address the
neural basis of human speech perception in light of
neuroanatomical and neurophysiological evidence
from nonhuman primate studies. A decade and a half
ago it was suggested that auditory cortical processing
pathways are organized in a dual fashion similar to
those in the visual cortex (Figure 24.1) (Rauschecker,
1998; Rauschecker & Tian, 2000), with one major path-
way projecting into the posterior parietal cortex (PPC)
and another pathway into the anterior temporal cor-
tex. As in the visual system (Mishkin, Ungerleider, &
Macko, 1983), the posterior parietal pathway was

considered to subserve spatial processing, and the
temporal pathway was considered to participate in
the decoding of complex patterns and identification
of objects. Because the orientation of the projections
in the auditory system differs from those in the visual
system, these auditory pathways were referred to
as the postero-dorsal and antero-ventral streams,
respectively.

This anterior/posterior projection scheme in audi-
tory cortex (AC) has been supported by anatomical
tracing studies (Hackett, Stepniewska, & Kaas, 1998;
Kaas & Hackett, 2000), with long-range projections
originating from the belt areas surrounding the
primary-like core areas. Projections were found from
anterior belt directly to ventrolateral prefrontal cortex
(VLPFC), and from the caudal (posterior) belt to dorso-
lateral prefrontal cortex (DLPFC) (Romanski et al.,
1999). This finding provided clear evidence for the
existence of ventral and dorsal processing streams
within AC, with strong anatomical and functional
implications (Goldman-Rakic, 1996; Petrides, 2005).

Can comparisons be made between human and
nonhuman primates? We have argued that they can
(Rauschecker & Scott, 2009). Modern noninvasive
neuroanatomical tract-tracing techniques in humans on
the basis of high-resolution magnetic resonance imag-
ing (MRI) and diffusion tensor imaging (DTI) have
revealed that the projections from the core and belt
areas of AC follow the same route as in the monkey:
The main projection runs anteriorly from Heschl’s
gyrus to anterior STG, and then crosses the divide to
the inferior frontal regions, including Broca’s area
(Brodmann’s area 44/45), via the uncinate fascicle and
extreme capsule (Frey, Campbell, Pike, & Petrides,
2008). The connection from posterior STG to Broca’s
area via the arcuate fascicle, assumed by Geschwind
(1965) to be all important for connecting Wernicke’s
and Broca’s areas, is much sparser, if it exists at all, as
a direct connection. Most projections from posterior
STG go (via the superior longitudinal fascicle) to the
IPL and the frontal eye fields (BA 6), consistent with a
role of the posterior STG in spatial functions.

24.3.2 Functional Dual Pathways

The anatomical finding of a dual pathway from
auditory to prefrontal cortex (PFC) (Romanski et al.,
1999) was paralleled by direct functional evidence for
an auditory dual-processing scheme from single-unit
studies in the lateral belt areas of macaques. Species-
specific communication sounds were presented in
varying spatial locations, and Tian, Reser, Durham,
Kustov, and Rauschecker (2001) discovered that neu-
rons in the antero-lateral belt (area AL) were more

PPC

V1
A1

IT

ST

VLPFC

DLPFC

FIGURE 24.1 Dual-processing scheme for auditory “what” and
“where” proposed for nonhuman primates on anatomical and physi-
ological grounds (Rauschecker, 1998; Rauschecker & Tian, 2000) com-
bined with the analogous scheme from the visual system (Mishkin
et al., 1983). V1, primary visual cortex; A1, primary auditory cortex;
IT, inferior temporal region; ST, superior temporal region; PPC, pos-
terior parietal cortex; VLPFC, ventrolateral prefrontal cortex; DLPFC,
dorsolateral prefrontal cortex.
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specific for the type of monkey call. Reversing the call
abolished the response in AL neurons (B. Tian et al.,
unpublished), but not in the core or caudal belt
(Recanzone, 2008). By contrast, neurons in the caudo-
lateral belt (area CL) were more sensitive to spatial
location than neurons in core or anterior belt. These
data indicate that “what” and “where” processing dis-
sociate in rhesus monkey AC.

The concept of dual-streams in auditory percep-
tual systems has found support from other studies
(Recanzone & Sutter, 2008; Schreiner & Winer, 2007).
Recanzone, Guard, Phan, and Su (2000) reported a cor-
relation between spatial tuning of neurons and behav-
ioral performance and found a tighter correlation of
neuronal activity and sound localization in caudal belt
than in primary AC, supporting a functional role for
the posterior auditory stream in spatial processing of
sound. Lewis and Van Essen (2000) described a direct
auditory projection from the posterior ST (pST) region
to area ventral intraparietal area (VIP) in the PPC of
the monkey. Functional specialization was seen in
single-unit studies as well as imaging studies in mon-
keys (Bendor & Wang, 2005; Poremba et al., 2003;
Rauschecker & Tian, 2004; Rauschecker, Tian, &
Hauser, 1995; Tian & Rauschecker, 2004).

Research using functional magnetic resonance
imaging (fMRI) in nonhuman primates has identified
tonotopic maps on the ST plane and gyrus (Petkov,
Kayser, Augath, & Logothetis, 2006), and then a “voice
region” in the anterior part of the right STG (Petkov
et al., 2008), which projects further to the anterior
superior temporal sulcus (STS) and VLPFC (Petkov
et al., in press). An auditory voice region was also sub-
sequently found in the AC of dogs (Andics, Gacsi,
Farago, Kis, & Miklosi, 2014). Cortical cooling, which
leads to reversible cortical inactivation, has been used
in cat AC (Lomber & Malhotra, 2008) to show that
cooling anterior areas caused a deterioration of audi-
tory pattern discrimination, whereas cooling of poste-
rior areas impaired spatial discrimination. These
studies all suggest that an antero-ventral processing
stream forms the substrate for the recognition of auditory
objects, within which communication sounds may form
an important category, whereas a postero-dorsal stream
includes spatial perception as one of its functions.

Hierarchical processing is an organizational property
of cortical perceptual systems, combining elements of
serial as well as parallel processing (Bizley & Cohen,
2013). Thus, “lower” cortical areas with simpler receptive-
field organization (Tian, Kusmierek, & Rauschecker,
2013), such as sensory core areas, project to “higher” areas
with increasingly complex response properties, such as
belt, parabelt, and PFC regions. These properties are gen-
erated by convergence and summation. Parallel proces-
sing principles in hierarchical organizations are evident if

one considers that specialized cortical areas (“maps”)
with related functions (corresponding to submodalities or
modules) are bundled into parallel processing “streams.”
As an alternative to hierarchical processing structures,
neural networks have been proposed that are highly
interconnected and dynamically modulated by diffe-
rent task demands or contexts. Feedback connections,
although well-known from neuroanatomy, are often not
sufficiently accounted for in hierarchical models.

24.3.3 “What” and “How” Pathways:
The Perception�Action Cycle

In contrast to the “what/where” model in vision
(Mishkin et al., 1983), Goodale and Milner (1992) pro-
posed that two pathways differentially subserve beha-
viors related to perception and action. The ventral
pathway’s role in perception is largely consistent with
a “what” pathway, whereas the dorsal pathway takes
on a sensorimotor role involved in action (“how”),
including spatial analysis. Fuster (2008) advocates a
similar distinction with regard to PFC and unites the
two pathways into a perception�action cycle. We
argue here that the “what/where” and “perception/
action” theories differ mainly as a matter of emphasis.
The morphing of a “where” to a “how” pathway has
largely to do with the addition of a temporal compo-
nent, turning spatial into spatio-temporal information.
Recent neurophysiological recordings in monkey
caudal belt areas that have given more attention to the
latency and temporal precision of responses to sounds
have come up with surprising results. First, the latency
of neurons in the caudo-medial belt area (CM) is sig-
nificantly shorter than even in primary AC (Bendor &
Wang, 2008; Kusmierek, Ortiz, & Rauschecker, 2012).
Furthermore, fine-grained auditory information is
better represented in the caudo-medial belt (Camalier,
D’Angelo, Sterbing-D’Angelo, de la Mothe, & Hackett,
2012; Scott, Malone, & Semple, 2011). By contrast, spa-
tially fine-grained information (i.e., narrow spatial
tuning) is mostly a domain of caudo-lateral area CL, as
would be expected from previous studies (Tian et al.,
2001). Therefore, it is possible that substreams of the
postero-dorsal stream exist early on and are later com-
bined into a whole spatio-temporal main stream.
Alternatively, the emphasis on different aspects of
dorsal-stream processing may be maintained, or a split
into substreams could occur later. For instance,
Kravitz, Saleem, Baker, and Mishkin (2011) recently
presented a model of the visual dorsal stream wherein
three different functions (spatial working memory,
visually guided actions, and spatial navigation) are
performed by anatomically distinct components of the
dorsal stream, all originating from parietal cortex.
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24.4 DUAL PROCESSING STREAMS IN
THE AUDITORY CORTEX OF HUMANS

The concepts of auditory streams of processing have
proved to be extremely powerful as a framework for
understanding functional imaging studies of speech
perception (Scott, 2005; Scott & Johnsrude, 2003; Scott,
McGettigan, & Eisner, 2009), and for understanding the
aphasic stroke (Wise, 2003). Human studies also
confirm the role of the postero-dorsal stream in the
perception of auditory space and motion (see
Rauschecker (2007) and Recanzone & Sutter (2008) for
review). However, the question remains justified whether
multiple (i.e., more than two) processing streams exist
(Kaas & Hackett, 1999). In particular, the posterior STG
and inferior parietal cortex have long been implicated
in the processing of speech and language, so it
would seem inappropriate to assign an exclusively
spatial function to the postero-dorsal auditory stream.
It is therefore essential to discuss how the planum
temporale (PT), the temporo-parietal junction (TPJ), and
the inferior (IP) parietal cortex are involved in speech
and language, and whether we can assign a common
computational function to the postero-dorsal stream
that encompasses both spatial and language functions.

24.4.1 Role of Antero-Ventral Auditory
Pathway in Object Identification and Speech
Perception

24.4.1.1 Hierarchical Organization

Binder et al. (2000), as part of a meta-analysis of
imaging studies of speech processing, confirmed that
an AL gradient can be established, along which the
complexity of preferred stimuli increases from tones
and noise bursts to words and sentences. As in non-
human primates, frequency responses demonstrate
tonotopy, whereas core regions responding to tones
were surrounded by belt areas preferring bandpass
noise bursts (Wessinger et al., 2001). Using high-field
scanners, multiple tonotopic fields (Formisano et al.,
2003) and multiple processing levels (core, belt, and
parabelt) (Chevillet, Riesenhuber, & Rauschecker,
2011) can be identified in human AC. This notion
was extended in a meta-analysis by DeWitt and
Rauschecker (2012) specific to syllables, words, and
phrases. In a clear hierarchy, syllables were repre-
sented just lateral to Heschl’s gyrus, words AL to
that, and short standard phrases even more anteri-
orly. This confirms both the functional organization
in monkeys as well as the organization of speech in
humans found earlier.

24.4.1.2 Auditory Object Identification

Hierarchical organization in the antero-ventral audi-
tory pathway of humans is important in auditory pat-
tern recognition and object identification. As in animal
models, preferred features of lower-order neurons are
combined to create selectivity for increasingly complex
sounds (Patterson, Uppenkamp, Johnsrude, & Griffiths,
2002; Zatorre, Bouffard, & Belin, 2004), and regions can
be seen that are specialized in different auditory object
classes (Leaver & Rauschecker, 2010; Obleser et al.,
2006). Although speech sounds are found more lateral
and more prominently in the left hemisphere, musical
instrument sounds were concentrated more anterior in
the right hemisphere. Animal sounds are less consis-
tently represented as a distinct category and may
depend on expert training (Leaver & Rauschecker,
2010). Developments in how we conceive the structure
of auditory objects (Kumar, Stephan, Warren, Friston, &
Griffiths, 2007; Shamma, 2008) will help extend these
kinds of investigations. Like their visual counterparts,
auditory objects coexist based on a multitude of attri-
butes, such as timbre, pitch, and loudness, that give
each its distinctive perceptual identity (Shamma, 2008).

24.4.1.3 Speech and Voice Perception

Within speech perception, there is evidence that
speech sounds are hierarchically encoded because
anterior portions of ST cortex respond as a function of
speech intelligibility, and not stimulus complexity
alone (Narain et al., 2003; Scott et al., 2000; Scott,
Rosen, Lang, & Wise, 2006). Similarly, Liebenthal,
Binder, Spitzer, Possing, and Medler (2005) and
Obleser, Wise, Alex Dresner, and Scott (2007) showed
that the left middle and anterior STS is more respon-
sive to consonant�vowel syllables than auditory base-
lines. Thus, regions within the “what” stream show
the first clear responses to abstract, linguistic informa-
tion in speech. These findings culminated in the postu-
late for an auditory word form area (AWFA) in the left
anterior STS analogous to the visual word form area
(VWFA) (DeWitt & Rauschecker, 2012, 2013), confirm-
ing earlier suggestions by Cohen, Russ, Gifford,
Kiringoda, and MacLean (2004). Within the speech-
specific regions of aST, subregions are beginning to
emerge that are selective for particular speech-sound
classes, such as vowels (Obleser et al., 2006; Obleser,
Zimmermann, Van Meter, & Rauschecker, 2007), rais-
ing the possibility of phonetic maps having some
anatomical implementation in anterior temporal lobe
areas. However, speech-sound categories, such as con-
sonants, for which fine differences in articulation play
an important role, may be represented in dorsal-
stream areas of (e.g., premotor cortex [PMC])
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(Chevillet, Jiang, Rauschecker, & Riesenhuber, 2013)
(see next section). This could lead to dissociations of
speech processing in patients with corresponding
lesions (Caramazza, Papagno, & Ruml, 2000).

Speaker recognition has also been shown to be
represented in AL temporal lobe areas (Belin &
Zatorre, 2003), sometimes extending into mid-temporal
regions as well (Leaver & Rauschecker, 2010). These
human voice regions may be homologous, according
to crude topological criteria, to the areas in the monkey
(Petkov et al., 2008) mentioned previously. The human
“voice area” in the anterior auditory fields processes
detailed spectral properties of talkers (Warren, Scott,
Price, & Griffiths, 2006). Notably, speech perception
and voice discrimination dissociate clinically, suggest-
ing that the two are supported by different systems
within the anterior and middle temporal lobes.

24.4.1.4 Invariance, Categorization

An important problem to be solved in speech percep-
tion is the problem of invariance against distortions in
the scale of frequency (e.g., pitch changes) or time (e.g.,
compressions). Comparing spectrograms of clear speech
and of noise-vocoded speech, the latter is quite coarse in
its spectrotemporal representation (Shannon, Zeng,
Kamath, Wygonski, & Ekelid, 1995), yet it is readily
intelligible after a brief training session. Perceptual
invariance is important in the perception of normal
speech because the “same” phoneme can be acoustically
very different (due to coarticulation) while still being
identified as the same sound (Bailey & Summerfield,
1980). The sound /s/ is different at the start of “sue”
than at the start of “see,” but remains an /s/.

These examples of perceptual constancy appear rela-
tively simple; however, they are computationally diffi-
cult to solve. The ability to deal with invariance
problems is not unique to speech or audition, being a
hallmark of all higher perceptual systems. The structural
and functional organization of the anterior/ventral
streams in both the visual and auditory systems could
illustrate how the cerebral cortex solves this problem.
For example, it has been suggested that visual categories
are formed in the lateral PFC (Freedman, Riesenhuber,
Poggio, & Miller, 2001), which receives input from
higher-order object representations in the anterior tem-
poral lobe (Goldman-Rakic, 1996). In the auditory
domain, using species-specific communication sounds,
Romanski, Averbeck, and Diltz (2005) found clusters of
neurons in the macaque ventrolateral PFC encoding
similar complex calls, and category-specific cells encod-
ing single semantic categories have also been reported
(Russ, Ackelson, Baker, & Cohen, 2008). In humans,
rapid adaptation studies with functional MRI in the
visual system have recently led to similar conclusions

(Jiang et al., 2007). Potentially, the invariance problem in
speech perception is solved in the inferior frontal cortex
(IFC) or by interactions between IFC and aST.

24.4.1.5 Hemispheric Asymmetry

Speech perception and production are left-lateralized
in the human brain (Dhanjal, Handunnetthi, Patel, &
Wise, 2008; Scott et al., 2000; Wise, 2003), and there is
considerable interest in the neural basis of this (Boemio,
Fromm, Braun, & Poeppel, 2005). Hemispheric
specialization is an important feature of the human
brain, particularly in relation to speech, attention, and
spatial processing, and linguistic phenomena have long
been considered to be left-lateralized in most adult
humans. Recent work in speech perception has argued
that hemispheric asymmetries in human speech
perception are driven by functional rather than acoustic
properties (McGettigan & Scott, 2012; Scott &
McGettigan, 2013): selective activation of left auditory
fields is typically only seen for linguistic material rather
than particular acoustic properties of sounds. In contrast,
right auditory fields show selective responses to longer
stimuli, to stimuli with pitch variation, as well as to sti-
muli with voice or talker cues. Further studies will elabo-
rate on the extent animal models can develop our
understanding of these asymmetries, although there is
evidence that the right temporal lobe voice areas
(Latinus, McAleer, Bestelmeyer, & Belin, 2013) have non-
human primate homologues, which are also right-
dominant (Perrodin, Kayser, Logothetis, & Petkov, 2011).

24.4.2 Role of Postero-Dorsal Auditory
Pathway in Space Processing

Evidence for a role of the postero-dorsal stream in
auditory spatial processing is just as strong in the
human as in nonhuman primates. Classical stroke
studies as well as modern neuroimaging have shown
that spatial processing in the temporo-parietal cortex is
often right lateralized in humans (i.e., contralateral to
speech and language). For instance, spatial neglect is
more frequent and severe after damage to the right
hemisphere (see Rauschecker (2007) and Recanzone
and Sutter (2008) for review).

The auditory “where” stream may originate in the
brainstem, perhaps as early as the dorsal cochlear
nucleus (Rauschecker, 1997; Yu & Young, 2000), and
ultimately reaches PPC via areas in posterior ST (pST),
which serve as a transformation stage between pri-
mary core areas and PPC. Studies of the macaque cited
previously (Lewis & Van Essen, 2000) are paralleled by
functional�anatomical studies in the human (Bremmer
et al., 2001; Lewis, Beauchamp, & DeYoe, 2000).
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A meta-analysis of 38 human imaging studies pro-
vided evidence that the majority of auditory spatial
studies involved activation of the postero-dorsal
pathway (pST, IPL, and superior frontal sulcus [SFS]),
whereas only two activated antero-ventral areas (aST,
IFC) (Arnott, Binns, Grady, & Alain, 2004; see also
Rauschecker, 2007 for review). Likewise, studies of
patients with lesions in the posterior auditory pathway
have shown deficits in the processing of auditory
space (Clarke et al., 2000; Griffiths et al., 1998).

Imaging studies in humans have also demonstrated
specific activation in pST with auditory motion (Griffiths
et al., 1998; Warren, Zielinski, Green, Rauschecker, &
Griffiths, 2002) near the location of visual motion areas,
the middle temporal area (MT) and the medial superior
temporal area (MST). Imaging studies that have tested
moving auditory stimuli in addition to stationary
ones have reported that auditory motion leads to activa-
tion in areas of pST and PPC that are adjacent to each
other, with motion being the more powerful stimulus
(Krumbholz et al., 2005).

24.4.3 Role of Postero-Dorsal Auditory
Pathway in Speech Processing

The pST region (or PT) in humans (and the dorsal
stream emanating from it) has classically been
assigned a role in speech perception (Geschwind,
1965). The apparent contradiction of this view with
that of a spatial role for pST (as well as with the evi-
dence for speech-sound decoding in aST), as men-
tioned, needs to be discussed.

One unifying view is that the PT is generally
involved in the processing of spectro-temporally
complex sounds (Obleser, Zimmermann, et al., 2007),
which also includes the processing of music (Hyde,
Peretz, & Zatorre, 2008). Following this view, it has
been suggested that the PT operates as a “computa-
tional hub” (Griffiths & Warren, 2002). More specifi-
cally, one could argue, following some of the more
recent monkey data, that the postero-dorsal stream
contains fine details in both the spatial and temporal
domains. These two representations could be com-
bined in specific ways for either of its main functions
of space and speech (as well as music).

The IPL, particularly the angular and supramarginal
gyri (or Brodmann areas 39/40), has also been linked
to linguistic functions (Caplan, Rochon, & Waters,
1992), such as the “phonological-articulatory loop”
(Baddeley, Lewis, & Vallar, 1984). Functional imaging
has confirmed this role, although the activity seen var-
ies with the working memory task used (Buchsbaum &
D’Esposito, 2008; Gelfand & Bookheimer, 2003). However

the IPL does not seem to be driven by acoustic proces-
sing of speech; the angular gyrus (together with exten-
sive prefrontal activation) is recruited when higher-
order linguistic factors improve speech comprehension
(Obleser, Wise, et al., 2007) rather than by acoustic
influences on intelligibility.

Thus, the parietal cortex is associated with more
domain-general, linguistic factors in speech comprehen-
sion, rather than acoustic-phonetic processing. Bornkessel-
Schlesewsky and colleagues (2013, 2015) extend this view
by postulating that the dorsal stream as a whole engages
in the time-dependent combination of elements, subser-
ving both syntactic structuring and a linkage to action.
This unified spatio-temporal perspective has language
rooted in mechanisms for spatial processing, which have
been generalized to apply to other domains.

24.4.4 Multisensory Responses
and Sensorimotor Integration

There is now neurophysiological evidence that
auditory caudal belt areas are not solely responsive to
auditory input but show multimodal responses (Fu
et al., 2003; Kayser, Petkov, Augath, & Logothetis,
2007). This has been extended to show that both caudal
medial and lateral belt fields receive input from
somatosensory and multisensory cortex, as well as tha-
lamic input. Thus, any spatial transformations con-
ducted in the posterior-dorsal stream may be based on
a multisensory reference frame (Andersen & Buneo,
2002; Colby & Goldberg, 1999).

These multisensory responses in caudal auditory
areas have been extended into some functional speci-
ficity in humans. Several studies of silent articulation
(Wise et al., 2001) and nonspeech auditory stimuli
(Hickok, Buchsbaum, Humphries, & Muftuler, 2003)
have identified activation in a posterior medial PT
region within the postero-dorsal stream. Following
this, the medial PT in humans (Warren, Wise, &
Warren, 2005) has been associated with the representa-
tion of templates for “doable” articulations and sounds
(not limited to speech sounds). This approach can be
compared with the “affordance” model of Gibson
(Gibson, 1977; Rizzolatti, Ferrari, Rozzi, & Fogassi,
2006), in which objects and events are described in
terms of action possibilities. Such a sensorimotor role
for the dorsal stream is consistent with the notion of
an “action” stream in vision (Goodale & Milner, 1992).
The concept can be extended to auditory-motor trans-
formations in verbal working memory tasks (Hickok &
Poeppel, 2000, 2007) that involve articulatory represen-
tations (Baddeley et al., 1984; Jacquemot & Scott, 2006).
The postero-medial PT area has also been identified as

292 24. PATHWAYS AND STREAMS IN THE AUDITORY CORTEX

D. LARGE-SCALE MODELS



a key node for the control of speech production
(Dhanjal et al., 2008) because it shows a response to
somatosensory input from articulators.

24.4.4.1 Speech Perception-Production Links

There is considerable neural convergence for the
speech perception and production systems. For example,
the postero-medial PT area described in the previous sec-
tion is an auditory area that is important in the motor act
of articulation. Conversely, activation by real or imagined
speech sounds and music has been described within pre-
motor areas important in overt production of speech
(Wilson, Saygin, Sereno, & Iacoboni, 2004) and music
(Chen, Penhune, & Zatorre, 2008; Leaver, Van Lare,
Zielinski, Halpern, & Rauschecker, 2009). Within auditory
areas, monkey studies have shown that auditory neurons
are suppressed during the monkey’s own vocalizations
(Eliades & Wang, 2008; Müller-Preuss & Ploog, 1981).
This finding is consistent with results from humans that
indicate that auditory perception in (anterior) ST areas is
suppressed by an audio-motor efference-copy signal dur-
ing speech production (Houde, Nagarajan, Sekihara, &
Merzenich, 2002; Numminen, Salmelin, & Hari, 1999) and
even during silent lip-reading (Kauramäki et al., 2010). As
a result, the response to one’s own voice is always lower
than that to someone else’s.

At one level these findings may simply reflect the
ways that sensory responses to actions caused by one-
self are always differently processed to those caused
by the actions of others (Blakemore, Wolpert, & Frith,
1998), and this may support mechanisms important in
differentiating between one’s own voice and the voices
of others. However, in primate studies, auditory neu-
rons that are suppressed during vocalizations are often
more activated if the sound of the vocalizations is dis-
torted (Eliades & Wang, 2008). This might indicate a
specific role for these auditory responses in the com-
parison of feed-forward and feedback information
from the motor and auditory system during speech
production (Guenther, 2006). Distorting speech pro-
duction in real time reveals enhanced activation in
bilateral (posterior temporal) auditory fields to dis-
torted feedback (Tourville, Reilly, & Guenther, 2008).
New work using high-resolution DTI in humans has
revealed that there are direct projections from the pars
opercularis of Broca’s area (BA44) to the IPL (Frey
et al., 2008) in addition to the ones from the ventral
premotor (vPM) cortex (Petrides & Pandya, 1984).
With the known connections between parietal cortex
and posterior auditory fields, this could form the basis
for feed-forward connections between speech produc-
tion areas and posterior temporal auditory areas
(Figure 24.2).

24.5 CONCLUSIONS: A COMMON
COMPUTATIONAL FUNCTION FOR THE

POSTERO-DORSAL STREAM?

The dual-stream processing model in audition
(Rauschecker, 1998; Rauschecker & Tian, 2000;
Rauschecker & Scott, 2009) has been a useful construct
in hearing research, perceptual physiology, and, in
particular, psycholinguistics, where it has spawned a
number of further models (Hickok & Poeppel, 2000,
2007) that have tried to accommodate specific results
from this field. Although we recognize the theoretical
importance of dual-stream models in linguistics, we
emphasize the importance of a firm grounding of such
models in the anatomy and physiology of the AC, par-
ticularly as it has been worked out in nonhuman pri-
mates. Precursors of speech and language are bound
to exist in nonhuman animals, and the consistency of
linguistic models with such animal models is a
conditio-sine-qua-non.

The role of a ventral stream in hierarchical proces-
sing of objects, as in the visual system, is now widely
accepted, thanks to both individual and meta-analytic
data. Specifically for speech, anterior regions of the ST
respond to native speech sounds and intelligible
speech, and these sounds are mapped along
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FIGURE 24.2 Dual auditory processing scheme of the human
brain incorporating current understanding of the role of internal
models in sensory systems (modified from Rauschecker & Scott, 2009).
This model closes the loop between speech perception and produc-
tion and proposes a common computational structure for space pro-
cessing and speech control in the auditory dorsal stream. AC,
auditory cortex; STS, superior temporal sulcus; IFC, inferior frontal
cortex: PMC, premotor cortex; IPL, inferior parietal lobule; CS, cen-
tral sulcus. Numbers correspond to Brodmann areas.
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phonological parameter domains. By contrast, early
posterior regions in and around the PT are involved in
the processing of many different types of complex
sounds. CL areas seem to concentrate more on spatial
aspects of sounds, whereas caudo-medial areas process
timing of sounds most efficiently. Later posterior
regions participate in the processing of auditory
motion-in-space but seem to integrate input from sev-
eral modalities as well.

Thus, whereas evidence is strong for the role of the
dorsal pathway (including posterior ST) in space pro-
cessing, the dorsal pathway is in an excellent position
to accommodate speech and language functions as
well. Spatial transformations may be one example of
fast adaptations used by “internal models” or “emula-
tors,” as first developed in motor control theory.
Within these models, “forward models” (predictors)
can be used to predict the consequences of actions,
whereas “inverse models” (controllers) determine the
motor commands required to produce a desired out-
come (Wolpert, Doya, & Kawato, 2003). More recently,
forward models have been used to describe the predic-
tive nature of perception and imagery (Grush, 2004).
The inferior parietal cortex (IPL) could provide an
ideal interface where feed-forward signals from motor
preparatory networks in the inferior frontal (IFC) and
premotor (PMC) cortices are matched with feedback
signals from sensory areas (Rizzolatti et al., 2006).

In speech perception and production, projections
from articulatory networks in Broca’s area and PMC to
the IPL and pST interact with signals from AC
(Figure 24.2). The feed-forward projection from BA44
(and ventral PMC) may provide an efference copy in
the classical sense of von Holst and Mittelstaedt (1950),
informing the sensory system of planned motor articu-
lations that are about to happen. The activity arriving
in the IPL and pST from frontal areas anticipates
the sensory consequences of action. The feedback sig-
nal coming to the IPL from pST, however, could be
considered an “afference copy” (Hershberger, 1976)
with relatively short latencies and high temporal preci-
sion (Jääskeläinen, Ahveninen, Bonmassar, Dale, &
Ilmoniemi, 2004)—a sparse but fast primal sketch of
ongoing sensory events (Bar et al., 2006) that are com-
pared with the predictive motor signal in the IPL at
every instance.

“Internal model” structures in the brain are generally
thought to enable smooth sequential motor behaviors
from visuo-spatial reaching to articulation of speech.
The goal of these models is to minimize the resulting
error signal by adaptive mechanisms. At the same time,
these motor behaviors also support aspects of motor
control in perceptual processing, such as stabilization of
the retinal image and disambiguation of phonological

information, thus switching between forward and
inverse modes. As Indefrey and Levelt (2004) point out,
spoken language “constantly operates a dual system,
[processing] and producing utterances. These systems
not only alternate, but in many cases they partially or
wholly operate in concert.” What is more, both spatial
processing and real-time speech processing make use of
the same internal model structures.

In summary, our new model of the auditory cortical
pathways builds on the previous model of dual-
processing pathways for object identification and spatial
analysis (Mishkin et al., 1983; Rauschecker & Tian, 2000),
but it integrates the spatial (dorsal) pathway with find-
ings from speech and music processing as well. The
model is based on neuroanatomical data from nonhuman
primates, operating under the assumption that mecha-
nisms of speech and language in humans have built on
structures available in other primates. The pivotal factor
is the simultaneous processing of space and time, which
combines dorsal-stream function into a homogeneous
space�time continuum. Finally, our new model extends
beyond language processing (Hickok & Poeppel, 2007),
and applies in a very general sense to both vision and
audition, in its relationship with prior models of percep-
tion and action (Fuster, 2008; Goodale & Milner, 1992)
by using the notion of internal models as its common
denominator.
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25.1 INTRODUCTION

The mind/brain must figure out at least two things
when faced with the task of learning a natural
language. One is how to transform the sound patterns of
speech into a representation of the meaning of an utter-
ance. The other is how to reproduce those sound patterns
with the vocal tract (or in the case of signed languages
with manual and facial gestures). Put differently, speech
information must be processed along two different
routes, an auditory-conceptual route and an auditory-
motor route. These two processing streams involve par-
tially segregated circuits in the brain and form the basis
of the dual route model of speech processing (Hickok &
Poeppel, 2000, 2004, 2007), which traces its routes to the
classical model of Wernicke (Wernicke, 1874/1977) and
parallels analogous proposals in the visual (Milner &
Goodale, 1995) and somatosensory (Dijkerman & de
Haan, 2007) systems. Thus, the division of labor proposed
in dual route models, wherein one route is sensory-
conceptual and the other is sensory-motor, appears to be
a general organizational property of the cerebral cortex.

This chapter outlines the dual route model as a
foundation for understanding the functional anatomy
of speech and language processing.

25.2 THE DUAL ROUTE MODEL
OF SPEECH PROCESSING

The dual route model (Figure 25.1) holds that a ventral
stream, which involves structures in the superior and
middle portions of the temporal lobe, is involved in pro-
cessing speech signals for comprehension. A dorsal
stream, which involves structures in the posterior planum
temporale region (at the parietal-temporal junction) and

the posterior frontal lobe, is involved in translating
acoustic-based representations of speech signals into artic-
ulatory representations, essential for speech production.
In contrast to the canonical view that speech processing is
mainly left hemisphere�dependent, a wide range of evi-
dence suggests that the ventral stream is bilaterally orga-
nized (although with important computational differences
between the two hemispheres). The compelling extent to
which neuroimaging data implicate both hemispheres has
recently been reviewed (Price, 2012; Schirmer, Fox, &
Grandjean, 2012; Turkeltaub & Coslett, 2010). The dorsal
stream, however, is traditionally—and in the model
outlined here—held to be strongly left-dominant.

25.2.1 Ventral Stream: Mapping from Sound
to Meaning

25.2.1.1 Bilateral Organization and Parallel
Computation

The ventral stream is bilaterally organized, although
not computationally redundant, in the two hemispheres.
This may not be obvious based on a cursory evaluation
of the clinical data. After all, left hemisphere damage
yields language deficits of a variety of sorts, including
comprehension impairment, whereas, in most cases,
right hemisphere damage has little effect on phonologi-
cal, lexical, or sentence-level language abilities. A closer
look tells a different story. In particular, research in the
1980s showed that auditory comprehension deficits in
aphasia (caused by unilateral left hemisphere lesions)
were not caused primarily by impairment in the ability
to perceive speech sounds, as Wernicke and later Luria
proposed (Luria, 1970; Wernicke, 1874/1969). For exam-
ple, when Wernicke’s aphasics are asked to match pic-
tures to auditorily presented words, their overall
performance is well above chance, and when they do
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make errors they tend to confuse the correct answer with
semantically similar alternatives more often than with
phonemically similar foils (Baker, Blumsteim, &
Goodglass, 1981; Miceli, Gainotti, Caltagirone, &
Masullo, 1980; Rogalsky, Pitz, Hillis, & Hickok, 2008;
Rogalsky, Love, Driscoll, Anderson, & Hickok, 2011). A
similar pattern of performance has been observed after
acute deactivation of the entire left hemisphere in Wada
procedures (Figure 25.2) (Hickok et al., 2008). “Speech
perception” deficits can be identified in left-injured
patients, but only on metalinguistic tasks such as syllable
discrimination that involve some level of conscious
attention to phonemic structure and working memory;
the involvement of the left hemisphere in these tasks
likely follows from the relation between working mem-
ory and speech articulation (Hickok & Poeppel, 2000,
2004, 2007). In contrast to the (minimal) effects of unilat-
eral lesions on the processing of phoneme level informa-
tion during auditory comprehension, bilateral lesions
involving the superior temporal lobe can have a

devastating effect, as cases of word deafness attest (see
Chapter 37) (Buchman, Garron, Trost-Cardamone,
Wichter, & Schwartz, 1986; Poeppel, 2001).

Data from neuroimaging have been more controver-
sial. One consistent and uncontroversial finding, how-
ever, is that, when contrasted with a resting baseline,
listening to speech activates the STG bilaterally, including
the dorsal STG and superior temporal sulcus (STS). But,
when listening to connected, intelligible speech is con-
trasted against various acoustic baselines, some studies
have reported left-dominant activation patterns (Narain
et al., 2003; Scott, Blank, Rosen, & Wise, 2000), leading
some authors to argue for a fully left-lateralized
network for speech perception (Rauschecker & Scott,
2009; Scott et al., 2000). Other studies report bilateral
activation even when acoustic controls are subtracted
out of the activation pattern (Okada et al., 2010) (for a
review see Hickok and Poeppel, 2007). The issue is still
being actively debated within the functional imaging
literature, although recent reviews and meta-analyses
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FIGURE 25.1 Dual stream model of speech processing. The dual stream model (Hickok & Poeppel, 2000; Hickok & Poeppel, 2004; Hickok
& Poeppel, 2007) holds that early stages of speech processing occurs bilaterally in auditory regions on the dorsal STG (spectrotemporal analy-
sis; green) and STS (phonological access/representation; yellow), and then diverges into two broad streams: a temporal lobe ventral stream
supports speech comprehension (lexical access and combinatorial processes; pink), whereas a strongly left-dominant dorsal stream supports
sensory-motor integration and involves structures at the parietal-temporal junction (Spt) and frontal lobe. The conceptual network (gray box)
is assumed to be widely distributed throughout cortex. IFG, inferior frontal gyrus; ITS, inferior temporal sulcus; MTG, middle temporal gyrus;
PM, premotor; Spt, Sylvian parietal-temporal; STG, superior temporal gyrus; STS, superior temporal sulcus. From Hickok and Poeppel (2007)
with permission from the publisher.
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support the conjecture of bilateral STG/STS involve-
ment (Price, 2012; Schirmer et al., 2012; Turkeltaub &
Coslett, 2010).

25.2.1.2 Computational Asymmetries

The hypothesis that sublexical-level processes in
speech recognition are bilaterally organized does not
imply that the two hemispheres are computationally
identical. In fact, there is strong evidence for hemi-
spheric differences in the processing of acoustic/
speech information (Abrams, Nicol, Zecker, & Kraus,
2008; Boemio, Fromm, Braun, & Poeppel, 2005; Giraud
et al., 2007; Hickok & Poeppel, 2007; Zatorre, Belin, &
Penhune, 2002). The basis of these differences is
currently being debated. One view, arguing for a
domain-general perspective for all sounds, is that the
difference turns on the selectivity for temporal (left
hemisphere) versus spectral (right hemisphere) resolu-
tion (Obleser, Eisner, & Kotz, 2008; Zatorre et al.,
2002). That is, the left hemisphere may be particularly
well-suited for resolving rapid acoustic change (such
as a formant transition), whereas the right hemisphere
may have an advantage in resolving spectral frequency
information. A closely related proposal is that the
two hemispheres differ in terms of their preferred
“sampling rate,” with left auditory cortical regions
incorporating a bias for faster rate sampling
(25�50 Hz) and the right hemisphere for slower rate

sampling (4�8 Hz) (Poeppel, 2003). These two propo-
sals are not incompatible because there is a relation
between sampling rate and spectral versus temporal
resolution; rapid sampling allows the system to detect
changes that occur over short timescales but sacrifices
spectral resolution, and vice versa (Zatorre et al., 2002).

Further research is needed to address these hypothe-
ses. For the present purposes, the central point is that
this asymmetry of function indicates that spoken word
recognition involves parallel pathways—at least one in
each hemisphere—in the mapping from sound to
lexical meaning (Hickok & Poeppel, 2007), similar
to well-accepted dual-route models of reading (pho-
neme-to-grapheme conversion and whole-word routes)
(Coltheart, Curtis, Atkins, & Haller, 1993). Although the
parallel pathway view differs from standard models of
speech recognition (Luce & Pisoni, 1998; Marslen-
Wilson, 1987; McClelland & Elman, 1986), wherein the
processor proceeds from small to larger units in serial
stages, it is consistent with the fact that speech contains
redundant cues to phonemic information (e.g., in the
speech envelope and fine spectral structure cues) and
with behavioral evidence suggesting that the speech
system can take advantage of these different cues
(Remez, Rubin, Pisoni, & Carrell, 1981; Shannon, Zeng,
Kamath, Wygonski, & Ekelid, 1995). It is worth bearing
in mind that such computational asymmetries apply
to all sounds that the auditory system analyzes.
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They reflect properties of neuronal ensembles that are
like filters acting on any incoming signal. Specialization
is likely to occur at the next stage at which signals are
translated into a format suitable for lexical access (given
that words are stored in some format).

25.2.1.3 Phonological Processing and the STS

Beyond the earliest stages of speech recognition
there is accumulating evidence that portions of the STS
are important for representing and/or processing pho-
nological information (Binder et al., 2000; Hickok &
Poeppel, 2004, 2007; Indefrey & Levelt, 2004;
Liebenthal, Binder, Spitzer, Possing, & Medler, 2005;
Price et al., 1996). The STS is activated by language
tasks that require access to phonological information,
including both the perception and production of
speech (Indefrey & Levelt, 2004), and during active
maintenance of phonemic information (Buchsbaum,
Hickok, & Humphries, 2001; Hickok, Buchsbaum,
Humphries, & Muftuler, 2003). Portions of the STS
seem to be relatively selective for acoustic signals that
contain phonemic information when compared with
complex nonspeech signals (yellow shaded portion of
Figure 25.1) (Hickok & Poeppel, 2007; Liebenthal et al.,
2005; Narain et al., 2003; Okada et al., 2010). STS acti-
vation can be modulated by the manipulation of psy-
cholinguistic variables that tap phonological networks
(Okada & Hickok, 2006), such as phonological neigh-
borhood density (the number of words that sound sim-
ilar to a target word), and this region shows neural
adaptation effects to phonological level information
(Vaden, Muftuler, & Hickok, 2009).

One currently unresolved question concerns the rela-
tive contribution of anterior versus posterior STS regions
in phonological processing. Lesion evidence indicates
that damage to posterior temporal lobe areas is most pre-
dictive of auditory comprehension deficits (Bates et al.,
2003) and a majority of functional imaging studies
targeting phonological processing in perception have
identified regions in the posterior half of the STS
(Hickok & Poeppel, 2007). Other studies, however, have
reported anterior STS activation in perceptual speech
tasks (Mazoyer et al., 1993; Narain et al., 2003; Scott
et al., 2000; Spitsyna, Warren, Scott, Turkheimer, & Wise,
2006). These studies typically involved sentence-level sti-
muli, raising the possibility that anterior STS regions may
be responding to some other aspect of the stimuli such as
its syntactic or prosodic organization (Friederici, Meyer,
& von Cramon, 2000; Humphries, Binder, Medler, &
Liebenthal, 2006; Humphries, Love, Swinney, & Hickok,
2005; Humphries, Willard, Buchsbaum, & Hickok,
2001; Vandenberghe, Nobre, & Price, 2002). Recent
electrophysiological work supports the hypothesis that
left anterior temporal lobe (ATL) is critical to elemen-
tary structure building (Bemis & Pylkkanen, 2011), in

line with the view that intelligibility tasks tap into addi-
tional operations beyond speech recognition. It will, in
any case, be important in future work to understand
the role of various portions of the STS in auditory
speech perception and language processing.

25.2.1.4 Lexical-Semantic Access

During auditory comprehension, the goal of speech
processing is to use phonological information to access
words: conceptual-semantic representations that are crit-
ical to comprehension. The dual stream model holds that
conceptual-semantic representations are widely distrib-
uted throughout the cortex. However, a more focal
system serves as a computational interface that maps
between phonological-level representations of words or
morphological roots and distributed conceptual repre-
sentations (Hickok & Poeppel, 2000, 2004, 2007; Lau,
Phillips, & Poeppel, 2008). This interface is not the site
for storage of conceptual information. Instead, it is
hypothesized to store information regarding the relation
(or correspondences) between phonological information
and conceptual information. Most authors agree that the
temporal lobe(s) play a critical role in this process, but
again there is disagreement regarding the role of anterior
versus posterior regions. The evidence for both of these
viewpoints is briefly presented here.

Damage to posterior temporal lobe regions, particu-
larly along the MTG, has long been associated with
auditory comprehension deficits (Bates et al., 2003;
Damasio, 1991; Dronkers, Redfern, & Knight, 2000), an
effect confirmed in a large-scale study involving 101
patients (Bates et al., 2003). We infer that these deficits
are primarily postphonemic in nature because phone-
mic deficits after unilateral lesions to these areas are
mild (Hickok & Poeppel, 2004). Data from direct
cortical stimulation studies corroborate the involvement
of the MTG in auditory comprehension and also indi-
cate the involvement of a much broader network
involving most of the superior temporal lobe (including
anterior portions) and the inferior frontal lobe
(Miglioretti & Boatman, 2003). Functional imaging stud-
ies have also implicated posterior middle temporal
regions in lexical-semantic processing (Binder et al.,
1997; Rissman, Eliassen, & Blumstein, 2003; Rodd,
Davis, & Johnsrude, 2005). These findings do not pre-
clude the involvement of more anterior regions in
lexical-semantic access, but they do make a strong case
for significant involvement of posterior regions.
Electrophysiological studies have successfully used
paradigms building on the N400 response to study
lexical-semantic processing. This response is very
sensitive to a range of variables known to implicate
lexical-level properties. A review of that literature
(including source localization studies of the N400) also
suggests that posterior MTG plays a key role, although
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embedded in a network of anterior temporal, parietal,
and inferior frontal regions (Lau et al., 2008).

ATL regions have been implicated both in lexical-
semantic and sentence-level processing (syntactic
and/or semantic integration processes). Patients with
semantic dementia, who have been used to argue for a
lexical-semantic function (Scott et al., 2000; Spitsyna
et al., 2006), have atrophy involving the ATL bilaterally
along with deficits in lexical tasks such as naming,
semantic association, and single-word comprehension
(Gorno-Tempini et al., 2004). However, these deficits
are not specific to the mapping between phonological
and conceptual representations and appear to involve
more general semantic integration (Patterson, Nestor, &
Rogers, 2007). Further, because atrophy in semantic
dementia involves a number of regions in addition to the
lateral ATL, including bilateral inferior and medial tem-
poral lobe, bilateral caudate nucleus, and right posterior
thalamus, among others (Gorno-Tempini et al., 2004),
linking the deficits specifically to the ATL is difficult.

Higher-level syntactic and compositional semantic
processing might involve the ATL. Functional imaging
studies have found portions of the ATL to be more
active while subjects listen to or read sentences rather
than unstructured lists of words or sounds (Friederici
et al., 2000; Humphries et al., 2001; Humphries et al.,
2005; Mazoyer et al., 1993; Vandenberghe et al., 2002).
This structured versus unstructured effect is indepen-
dent of the semantic content of the stimuli, although
semantic manipulations can modulate the ATL
response somewhat (Vandenberghe et al., 2002). Recent
electrophysiological data (Brennan & Pylkkanen, 2012;
Bemis & Pylkkanen, 2013) also implicate left ATL in
elementary structure building. Damage to the ATL has
also been linked to deficits in comprehending complex
syntactic structures (Dronkers, Wilkins, Van Valin,
Redfern, & Jaeger, 2004). However, data from semantic
dementia are contradictory, because these patients are
reported to have good sentence-level comprehension
(Gorno-Tempini et al., 2004).

In summary, there is strong evidence that lexical-
semantic access from auditory input involves the pos-
terior lateral temporal lobe. In terms of syntactic and
compositional semantic operations, neuroimaging evi-
dence is converging on the ATL as an important com-
ponent of the computational network (Humphries
et al., 2005; Humphries et al., 2006; Vandenberghe
et al., 2002); however, the neuropsychological evidence
remains equivocal.

25.2.2 Dorsal Stream: Mapping from Sound
to Action

The earliest proposals regarding the dorsal auditory
stream argued that this system was involved in spatial

hearing, a “where” function (Rauschecker, 1998),
similar to the dorsal “where” stream proposal in the
cortical visual system (Ungerleider & Mishkin, 1982).
More recently, there has been some convergence on
the idea that the dorsal stream supports auditory-
motor integration (Hickok & Poeppel, 2000, 2004, 2007;
Rauschecker, 2011; Rauschecker & Scott, 2009; Scott &
Wise, 2004; Wise et al., 2001). Specifically, the idea is
that the auditory dorsal stream supports an interface
between auditory and motor representations of speech,
a proposal similar to the claim that the dorsal visual
stream has a sensory-motor integration function
(Andersen, 1997; Milner & Goodale, 1995).

25.2.2.1 The Need for Auditory-Motor Integration

The idea of auditory-motor interaction in speech is
not new. Wernicke’s classic model of the neural
circuitry of language incorporated a direct link
between sensory and motor representations of words
and argued explicitly that sensory systems participated
in speech production (Wernicke, 1874/1969). More
recently, research on motor control has revealed why
this sensory-motor link is critical. Motor acts aim to hit
sensory targets. In the visual-manual domain, we iden-
tify the location and shape of, say, a cup visually (the
sensory target) and generate a motor command that
allows us to move our limb toward that location and
shape the hand to match the shape of the object. In the
speech domain, the targets are not external objects but
rather internal representations of the sound pattern
(phonological form) of a word. We know that the
targets are auditory in nature because manipulating a
speaker’s auditory feedback during speech production
results in compensatory changes in motor speech acts
(Houde & Jordan, 1998; Larson, Burnett, Bauer, Kiran,
& Hain, 2001; Purcell & Munhall, 2006). For example,
if a subject is asked to produce one vowel and the
feedback that she hears is manipulated so that it
sounds like another vowel, then the subject will
change the vocal tract configuration so that the feed-
back sounds like the original vowel. In other words,
talkers will readily modify their motor articulations to
hit an auditory target, indicating that the goal of
speech production is not a particular motor configura-
tion but rather a speech sound (Guenther, Hampson, &
Johnson, 1998). The role of auditory input is nowhere
more apparent than in development, where the child
must use acoustic information in the linguistic envi-
ronment to shape vocal tract movements that must
reproduce those sounds.

A great deal of progress has been made in mapping
the neural organization of sensorimotor integration for
speech. Early functional imaging studies identified an
auditory-related area in the left planum temporale region
as involved in speech production (Hickok et al., 2000;
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Wise et al., 2001). Subsequent studies showed that
this left-dominant region, dubbed Spt for its location in
the Sylvian fissure at the parietal-temporal boundary
(Figure 25.3A) (Hickok et al., 2003), exhibited a
number of properties characteristic of sensorimotor
integration areas such as those found in macaque
parietal cortex (Andersen, 1997; Colby & Goldberg,
1999). Most fundamentally, Spt exhibits sensorimotor
response properties, activating both during the
passive perception of speech and during covert (sub-
vocal) speech articulation (Buchsbaum et al., 2001;
Buchsbaum, Olsen, Koch, & Berman, 2005; Hickok
et al., 2003); further, the different subregional patterns

of activity are apparent during the sensory and motor
phases of the task (Hickok, Okada, & Serences, 2009a),
likely reflecting the activation of different neuronal
subpopulations (Dahl, Logothetis, & Kayser, 2009)
(some sensory-weighted and others motor-weighted).
Figure 25.3B�D shows examples of the sensory-motor
response properties of Spt and the patchy organization
of this region for sensory-weighted versus motor-
weighted voxels (25.3C, inset).

Spt is not speech-specific; its sensorimotor responses
are equally robust when the sensory stimulus consists of
tonal melodies and (covert) humming is the motor task
(see the two curves in Figure 25.3B) (Hickok et al., 2003).
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FIGURE 25.3 Location and functional properties of area Spt. (A) Activation map for covert speech articulation (rehearsal of a set of non-
words). (B) Activation timecourse (fMRI signal amplitude) in Spt during a sensorimotor task for speech and music. A trial is composed of 3 s
of auditory stimulation, followed by 15 s of covert rehearsal/humming of the heard stimulus, followed by 3 s of auditory stimulation,
followed by 15 s of rest. The two humps represent the sensory responses; the valley between the humps is the motor (covert rehearsal)
response and the baseline values at the onset and offset of the trial represent resting activity levels. Note similar response to both speech and
music. (C) Activation timecourse in Spt in three conditions: continuous speech (15 s, blue curve), listen1 rest (3 s speech, 12 s rest, red curve),
and listen1 covert rehearse (3 s speech, 12 s rehearse, green curve). The pattern of activity within Spt (inset) was found to be different for lis-
tening to speech compared with rehearsing speech assessed at the end of the continuous listen versus listen1 rehearse conditions despite the
lack of a significant signal amplitude difference at that time point. (D) Activation timecourse in Spt in skilled pianists performing a sensorimo-
tor task involving listening to novel melodies and then covertly humming them (blue curve) versus listening to novel melodies and imagining
playing them on a keyboard (red curve). This indicates that Spt is relatively selective for vocal tract actions. (A) From Hickok and Buchsbaum
(2003) with permission from the publisher. (B) Adapted from Hickok et al. (2003). (C) Adapted from Hickok, Okada, and Serences (2009b). (D) From
Hickok (2009) with permission from the publisher.
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Activity in Spt is highly correlated with activity in the
pars opercularis (Buchsbaum et al., 2001; Buchsbaum
et al., 2005), which is the posterior sector of Broca’s
region. White matter tracts identified via diffusion ten-
sor imaging suggest that Spt and the pars opercularis
are densely connected anatomically (for review see
Friederici, 2009, Rogalsky and Hickok, 2011). Finally,
consistent with sensorimotor integration areas in the
monkey parietal lobe (Andersen, 1997; Colby &
Goldberg, 1999), Spt appears to be motor-effector�
selective, responding more robustly when the motor
task involves the vocal tract than when it involves the
manual effectors (Figure 25.2D) (Pa & Hickok, 2008).
More broadly, Spt is situated in the middle of a net-
work of auditory (STS) and motor (pars opercularis,
premotor cortex) regions (Buchsbaum et al., 2001;
Buchsbaum et al., 2005; Hickok et al., 2003), perfectly
positioned both functionally and anatomically to sup-
port sensorimotor integration for speech and related
vocal tract functions.

Lesion evidence is consistent with the functional
imaging data implicating Spt as part of a sensorimotor
integration circuit. Damage to auditory-related regions
in the left hemisphere often results in speech produc-
tion deficits (Damasio, 1991, 1992), demonstrating
that sensory systems participate in motor speech.
More specifically, damage to the left temporal-parietal
junction is associated with conduction aphasia, a syn-
drome that is characterized by good comprehension
but frequent phonemic errors in speech production
(Baldo, Klostermann, & Dronkers, 2008; Damasio &
Damasio, 1980; Goodglass, 1992), and the lesion distri-
bution overlaps with the location of functional area Spt
(Figure 25.4) (Buchsbaum et al., 2011). Conduction
aphasia has classically been considered to be a discon-
nection syndrome involving damage to the arcuate

fasciculus. However, there is now good evidence that
this syndrome results from cortical dysfunction
(Anderson et al., 1999; Hickok et al., 2000). The pro-
duction deficit is load-sensitive: errors are more likely
on longer, lower-frequency words and verbatim repe-
tition of strings of speech with little semantic con-
straint (Goodglass, 1992, 1993). In the context of this
discussion, the effects of such lesions can be under-
stood as an interruption of the system that serves at
the interface between auditory target and the motor
speech actions that can achieve them (Hickok &
Poeppel, 2000, 2004, 2007).

Recent theoretical work has clarified the computa-
tional details underlying auditory-motor integration in
the dorsal stream. Drawing on advances in under-
standing motor control generally, speech researchers
have emphasized the role of internal forward models
in speech motor control (Golfinopoulos, Tourville, &
Guenther, 2010; Hickok, Houde, & Rong, 2011; Houde
& Nagarajan, in press; Houde & Nagarajan, 2011). The
basic idea is that to control action the nervous system
makes forward predictions about the future state of
the motor articulators and the sensory consequences of
the predicted actions. The predictions are assumed to
be generated by an internal model that receives copies
of motor commands and integrates them with informa-
tion about the current state of the system and past
experience (learning) of the relation between particular
motor commands and their sensory consequences.
This internal model affords a mechanism for detecting
and correcting motor errors (i.e., motor actions that fail
to hit their sensory targets).

Several models have been proposed with similar
basic assumptions but slightly different architectures
(Golfinopoulos et al., 2010; Guenther et al., 1998;
Hickok et al., 2011; Houde & Nagarajan, in press; also

Conduction aphasia
lesion overlap

fMRI activation map Maximal overlap
lesion and fMRI

50%0%85%8%

FIGURE 25.4 Relation between lesions associated with conduction aphasia and the cortical auditory-motor network. A comparison of con-
duction aphasia, an auditory-motor task (listening to and then repeating back speech) in fMRI, and their overlap. The uninflated surface in
the left panel shows the regional distribution lesion overlap in patients with conduction aphasia (maximum is 12/14 or 85% overlap). Middle
panel shows the auditory-motor network in the fMRI analysis. The right panel shows the area of maximal overlap between the lesion and
fMRI surfaces (lesion .85% overlap and significant fMRI activity). Modified from Buchsbaum et al. (2011).
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see Chapter 58, this volume). One such model is shown
in Figure 25.5 (Hickok et al., 2011). Input to the system
comes from a lexical-conceptual network, as assumed
by psycholinguistic models of speech production (Dell,
Schwartz, Martin, Saffran, & Gagnon, 1997; Levelt,
Roelofs, & Meyer, 1999). In between the input/output
system is a phonological system that is split into two
components, corresponding to sensory input and motor
output subsystems and mediated by a sensorimotor
translation system, which corresponds to area Spt
(Buchsbaum et al., 2001; Hickok et al., 2003; Hickok
et al., 2009a). Parallel inputs to sensory and motor sys-
tems are needed to explain neuropsychological observa-
tions (Jacquemot, Dupoux, & Bachoud-Levi, 2007), such
as conduction aphasia, as shown here. Inputs to the
auditory phonological network define the auditory tar-
gets of speech acts. As a motor speech unit (ensemble)
begins to be activated, its predicted auditory conse-
quences can be checked against the auditory target. If
they match, then that unit will continue to be activated,
resulting in an articulation that will hit the target. If there
is a mismatch, then a correction signal can be generated
to activate the correct motor unit.

This model provides a natural explanation of
conduction aphasia. A lesion to Spt would disrupt the
ability to generate forward predictions in auditory
cortex and thereby the ability to perform internal feed-
back monitoring, making errors more frequent than in
an unimpaired system (Figure 25.5B). However, this
would not disrupt the activation of auditory targets
via the lexical-semantic system, thus leaving the
patient capable of detecting errors in their own speech,
a characteristic of conduction aphasia. Once an error is
detected, however, the correction signal will not be
accurately translated to the internal model of the vocal
tract due to disruption of Spt. The ability to detect but
not accurately correct speech errors should result in
repeated unsuccessful self-correction attempts, again a
characteristic of conduction aphasia.

25.3 CLINICAL CORRELATES OF
THE DUAL STREAM MODEL

The dual stream model, like the classical Wernicke-
Lichtheim model, provides an account of the major
clinical aphasia syndromes (Hickok & Poeppel, 2004).
Within the dual stream model, Broca’s aphasia and
conduction aphasia are considered to be dorsal
stream�related syndromes, whereas Wernicke’s apha-
sia, word deafness, and transcortical sensory aphasia
are considered ventral stream syndromes. We have
already noted that conduction aphasia can be conceptu-
alized as a disruption of auditory-motor integration
resulting from damage to area Spt. Broca’s aphasia can

be viewed as a disruption to representations that code
for speech-related actions at multiple levels from coding
low-level phonetic features, to sequences of syllables, to
sequences of words in structured sentences. Although
Broca’s area and Broca’s aphasia are widely considered
to be associated with deficits in receptive syntactic
processing (Caramazza & Zurif, 1976; Grodzinsky,
2000), this issue is now being seriously questioned and
remains debatable (Rogalsky et al., 2011).

Word deafness is the “lowest-level” ventral stream
syndrome according to the dual stream model, affecting
the processing of phonemic information during
speech recognition. This differs from classic interpreta-
tions of word deafness as a disconnection syndrome
(Geschwind, 1965). Due to the key role that auditory sys-
tems play in speech production, as discussed, we should
expect that disruption to auditory speech systems, as in
word deafness, will impact production as well.
Although the canonical description of word deafness is a
syndrome in which speech production is preserved, the
majority of case descriptions that provide information on
the speech output of word deaf patients report the pres-
ence of paraphasic errors (Buchman et al., 1986).

Wernicke’s aphasia is explained in terms of damage
to multiple ventral stream processing levels in the dual
stream model. Given the rather extensive posterior
lesions that are typically required to yield a chronic
Wernicke’s aphasia (Dronkers & Baldo, 2009), it is likely
that this syndrome results from damage to auditory-
motor area Spt, left hemisphere auditory areas, and
posterior middle temporal lexical-semantic interface sys-
tems. Such damage can explain the symptom complex:
relatively good phonological level speech recognition
(due to the bilateral organization as described above),
poor comprehension at the higher semantic level (due to
damage to lexical-semantic interface systems), fluent
speech (due to preserved motor speech systems), poor
repetition (due to disruption of auditory-motor interface
network), and paraphasic errors (due to disruption of
auditory-motor interface network).

Transcortical sensory aphasia, which is similar to
Wernicke’s aphasia but with preserved repetition, is
conceptualized as a functionally more focal deficit
involving the lexical-semantic interface network but
sparing the auditory-motor network. Damage to the
lexical-semantic interface explains the poor compre-
hension, whereas sparing of the auditory-motor inter-
face explains the preserved repetition.

25.4 SUMMARY

Dual stream models of cortical organization have
proven useful in understanding both language and
visual-related systems, and have been a recurrent
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theme in neural models stretching back more than
a century (Wernicke, 1874/1977). Thus, the general
concept underlying the model—that the brain must inter-
face sensory information with two different systems,
conceptual and motor—not only is intuitively appealing
but also has a proven track record across domains. In the
language domain, the dual stream model provides an
explanation of classical language disorders (Hickok
et al., 2011; Hickok & Poeppel, 2004) and provides a
framework for integrating and unifying research
across psycholinguistic, neurolinguistic, and neuro-
physiological traditions. Recent work has shown that
still further integration with motor control models is
possible (Hickok et al., 2011). All of this suggests
that the dual stream framework is on the right track
as a model of language organization and provides
a rich context for guiding future research.
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26.1 INTRODUCTION

Brain language theory can build on well-established
wisdom and principles known from neuroscience
research. A huge body of knowledge is available about
the structure and function of the brain and, more specifi-
cally, the human cortex, which is probably the most
important device for language. Fundamental neurosci-
ence knowledge can be systematized and summarized by
general neurobiological principles. For example, an
important neuroanatomical principle is that of rich local but
more selective and specific long-distance connectivity.
Neighboring neurons in the same cubic millimeter of cor-
tex have a relatively high probability of being connected
with each other, neuron pools in adjacent areas are still
likely to exhibit a direct next-neighbor between-area pro-
jection, but areas far apart are linked in a highly specific
and selective fashion (Braitenberg & Schüz, 1998; Young,
Scannell, Burns, & Blakemore, 1994). A general physiologi-
cal principle is that of Hebbian learning, whereby neurons
that fire together wire together and strengthen their
mutual connections and, vice versa, neurons out of sync
delink (Hebb, 1949; O’Reilly, 1998). Such activity-
dependent synaptic plasticity results in a structural map-
ping of functional relationships. Correlated activity leads
to stronger connections, given the necessary connections
are available in the first place. Correlation learning is
one of the main neurobiological mechanisms believed
to underlie learning, language learning included.
Neuroanatomical connectivity sets the stage for such
learning and mapping of correlations, whereby cortical
connectivity structure not only enables such learning but
also limits it. Where there are no connections in the first
place, no learning can occur.

Likewise, the available structural and functional
knowledge about specific features of the human brain
is very detailed. Figure 26.1 shows a recently disco-
vered specific feature of human cortical anatomy, which
is of special relevance to language: the dorsal fiber bun-
dle connecting temporal and inferior-frontal cortex
called the arcuate fascicle. This bundle is not available in
monkeys, weakly developed in apes, and strong only
in humans (Figure 26.1A�C). Because it is also strongly
lateralized to the left hemisphere—the language-
dominant hemisphere in most of us—it appears as a
prime candidate for specifically human language
mechanisms (Rilling, Glasser, Jbabdi, Andersson, &
Preuss, 2011; Rilling et al., 2008).

Taking into account neuroscience principles and
knowledge—including the correlation learning princi-
ple and detailed information about, in part, geneti-
cally determined cortical neuroanatomy—it becomes
possible to deduce from them those mechanisms that
underlie language processing and representation. The
difference between this theory-driven neuroscience-
grounded perspective and approaches that remain at
the level of boxes and arrows and abstract labels for
cortical areas (Hickok & Poeppel, 2007) is two-fold.
First, there is the neuromechanistic aspect: mechan-
isms are being specified in terms of neuronal assem-
blies and connections, because the level of boxes is
obviously not concrete enough and that of areas is
too crude. Second, there is the explanatory aspect:
explanations are offered regarding how the specified
mechanisms come about. In our opinion, the pro-
gression from abstract descriptive to explanatory-
neuromechanistic theories is essential in current brain
language science.
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We briefly summarize an explanatory-
neuromechanistic approach to language, progressing
from the levels of speech sounds and signs to those of
meaning and constructions, and on to communicative
actions and action sequences. We highlight some issues of
current debate in which predictions immanent to the
explanatory-neuromechanistic approach diverge from
those of most established brain language models, and
then close with a summary and outlook.

26.2 PHONEMES

Phonemes, the smallest units of speech that distin-
guish between meaningful spoken words, are a charac-
teristic ingredient of spoken human languages. The
world’s languages include approximately 100 overall,
and each language has approximately 50 of them. In
comparison, apes only have a few oral gestures (Call &
Tomasello, 2007). Why is this so? The normal learning
of phonemes requires that speech sounds be produced,
which babies start doing at approximately 6 months
and throughout the so-called babbling phase until the
end of their first year of life (Locke, 1993). Babbling con-
sists of productions of meaningless syllable sequences.
Brain mechanisms implicated by such activity includes
nerve cell activity in motor regions, where the articula-
tory gestures are initiated and controlled, and activity
in the auditory and somatosensory cortex, because the
infants also perceive the tactile self-stimulations pro-
duced by articulating along with the self-produced

sounds. This means coactivation of nerve cells (or
neurons) across a range of cortical areas close to the
sylvian fissure (perisylvian areas: articulatory motor
and somatosensory cortex, auditory cortex; see
Figure 26.1D). If there were direct connections between
the specific neurons involved in controlling articulatory
movements and responding to sensory aspects of the
sounds produced, then the neuroscience principle of
correlation learning would imply that the distributed
set of neurons strengthened these links (Fry, 1966).
However, it seems that the frontotemporal connections
available in the left hemisphere of humans do not
strongly interlink these areas directly, but rather pri-
marily connect areas adjacent to motor and auditory
cortices—in inferior premotor and prefrontal areas and
in superior and middle temporal cortex (Figure 26.1C;
Braitenberg & Schüz, 1992). This means that the cor-
related neuronal activity in sensory and motor cortex
can only be mapped indirectly, including neurons in
“higher” zones adjacent to relevant primary areas
(other hatched areas in Figure 26.1D). The connection
structure of inferior-frontal and superior-temporal
areas, sometimes called the language areas of Broca and
Wernicke, is illustrated schematically in Figure 26.2A,
where these larger areas are each further subdivided
into premotor and prefrontal areas and auditory belt
and parabelt areas, respectively. The corresponding con-
nection diagram (Figure 26.2B) illustrates the available
between-area connections, including long-distance con-
nections through the arcuate fascicle, and points to the
crucial role of the language areas as connection hubs
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FIGURE 26.1 Major long-distance cortico-cortical connections in (A) macaques, (B) chimpanzees, and (C) humans (from Rilling et al., 2008
with permission from the publisher). Note the strong dorsal connection from inferior-frontal, precentral, and central sulcus (IFS, PrCS, SC)
regions to areas around the inferior-parietal and superior-temporal sulcus (IPS, STS) of the arcuate fascicle, which is only present in humans.
(D) Language core areas of the left cortical hemisphere surrounding the sylvian fissure (hatched). Brodmann area numbers are indicated.
Adapted from Braitenberg & Pulvermüller, 1992 with permission from the publisher.
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within the language cortex (Garagnani & Pulvermüller,
2013; Garagnani, Wennekers, & Pulvermüller, 2008).
Antonio Damasio called such hub areas convergence zones
(Damasio, 1989).

Within this circuit structure, the arcuate fascicle
may provide a prerequisite for building the more
elaborate phoneme repertoire available to humans, but
not to apes or monkeys. Together with the extreme
capsule, which seems equally developed in apes and

humans, the arcuate provides a powerful connection
between a range of inferior-frontal (including prefron-
tal and premotor) and superior-temporal (including
auditory belt and parabelt) areas (Rilling, 2014). The
availability of a powerful data highway between artic-
ulation and auditory perception and the resultant
more elaborate repertoire of articulatory gestures may
have constituted a significant selection advantage for
humans in their phylogenetic development.
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FIGURE 26.2 Formation of action perception circuits in the language network. (A) Neuroanatomical subdivision of inferior-frontal and
superior-temporal cortex into six areas: M1, primary motor; PM, premotor; PF, prefrontal; A1, primary auditory; AB, auditory belt; and PB,
auditory parabelt areas. (B) Schematic connection structure of the six areas highlighted. Correlated activation in M1 and A1 brought about by
articulation leads to spreading activation in the network and distributed circuit formation for syllables and words. Their richer connectivity
determines that PF and PB perisylvian hub areas develop circuit cores, where word form circuits link with each other in combinatorial learn-
ing. (C) Sketch of an action perception circuit, a distributed neuronal assembly driven by action perception correlation (indirect between-area
connections are omitted; adapted from Garagnani & Pulvermüller, 2013; Pulvermüller, 2013).
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26.3 SIGNS

Much more than the slim repertoire of approxi-
mately 50 phonemes is the huge vocabulary of tens to
hundreds of thousands of words as a hallmark of lan-
guage. Steven Pinker estimates the size of the vocabu-
lary of a typical language to be approximately 40,000
words (Pinker, 1994), and some dictionaries (e.g., of
Chinese) even list up to one million word forms. In
contrast, the number of gestures in the repertoire of
great apes appears to be limited to between 40 and
approximately 100, verbal gestures included (Call &
Tomasello, 2007; Genty, Breuer, Hobaiter, & Byrne,
2009; Hobaiter & Byrne, 2011). This corresponds to the
small size of the phoneme repertoire of humans, who
apparently manage to combine their phonemes
sequentially to yield an extraordinarily rich vocabulary
of signs stored in a lexicon. How can this most dra-
matic increase be explained? It seems straightforward
that rich connectivity is required for storing such an
immense vocabulary. Phonemes or, perhaps more
likely, context-sensitive phoneme variants depending
on adjacent phonemes within a syllable and word
need to be combined with each other. When learning
and articulating novel spoken word forms, correlated
motor and auditory information needs to be mapped
to yield knowledge about the articulatory-phonological
and acoustic-phonological aspects of phonemes, sylla-
bles, and whole spoken words and constructions.
For such mapping of numerous forms, a powerful con-
nection pathway may be required. Here, once again,
the arcuate fascicle appears essential.

The formation of action perception circuits for
words can be studied at the theoretical level using
neurocomputational models that imitate aspects of the
relevant cortical structures along with neurofunctional
principles (Garagnani et al., 2008; Westermann & Reck
Miranda, 2004). These simulations bolster, illustrate,
and further elaborate the proposed explanation of the
linkage of inferior-frontal and superior-temporal neu-
ron populations underpinning spoken word and pho-
neme processing (Figure 26.2). When action perception
circuits form, the neurons that become incorporated
into them—which may have been either sensory or
motor neurons, or may not have had any role in nei-
ther production nor perception—acquire a role in both
production and recognition of one or more spoken
word(s) and are active during both types of processes.
Giacomo Rizzolatti and his team called neurons
responding during execution and perception mirror
neurons (Rizzolatti & Craighero, 2004; Rizzolatti,
Fadiga, Gallese, & Fogassi, 1996). The activation of
inferior-frontal areas homologue to macaque premotor
area F5, where mirror neurons are present, is involved
in speech processing (Fadiga, Craighero, Buccino, &
Rizzolatti, 2002; Pulvermüller et al., 2006; Watkins,

Strafella, & Paus, 2003), and specific stimulation of
motor representations of the articulators—for example,
the tongue and lips—has a causal effect on the percep-
tual classification of speech sounds (D’Ausilio et al.,
2009) and on the trajectories of articulatory movements
(D’Ausilio et al., 2014). Thus, the perceptual language
machinery of the human brain includes articulatory
motor mechanisms as crucial elements connecting
articulatory and acoustic aspects of phonemes and spo-
ken word forms in the very same way as mirror neu-
rons in monkeys’ motor systems map actions, visual
perception of that action, and sometimes even the
sound of that action (Kohler et al., 2002).

If vocabularies are built by action perception circuit
formation, then this should be physiologically manifest.
Vocabulary learning involving word articulations and
repetitions—as it frequently happens in first language
acquisition—leads to the formation of neuronal circuits
integrating action and perception information and dis-
tributed over the frontal and temporal areas of the peri-
sylvian language cortex. Because the frontotemporal
connections of the arcuate fascicle are especially rich in
the left hemisphere, left-laterality due to strong left-
frontal involvement is predicted. But note that speech
can also be picked up passively, for example, when the
learner hears a foreign language but does not engage in
speaking and communicating (Saffran, Aslin, &
Newport, 1996). Such a situation is also enforced in
patients with articulatory motor deficits (Bishop,
Brown, & Robson, 1990). For such purely perceptual
learning, no involvement of frontal or motor circuits
would be predicted. A recent study compared the brain
correlates induced by passive perceptual and active
articulatory learning of novel syllable combinations
(Pulvermüller, Kiff, & Shtyrov, 2012). The results
showed that perceptual novel word learning led to an
activation enhancement in bilateral superior-temporal
areas, whereas the brain correlates of articulatory learn-
ing were left-lateralized and especially prominent in
inferior prefrontal and premotor cortex (Figure 26.3).
Because passive presentation of novel spoken words
elicited these different activation patterns depending
on learning type, they provide support for the action
perception model of vocabulary formation.

26.4 MEANING

Especially exciting, interesting, and rich, but equally
controversial, in the neuroscience of language is the brain
basis of meaning. Already the best definition of what
meaning might be is under hot dispute; when it comes to
the cortical meaning locus, opinions diverge dramati-
cally, unlike in any other area of the cognitive and brain
sciences. One fraction of respectable researchers believes
that a unitary meaning center, which Karalyn Patterson
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and her colleagues once dubbed the semantic hub, carries
the main burden of meaning processing (Patterson,
Nestor, & Rogers, 2007). Such a hub might serve the role
of binding together different features that comprise a
concept or meaning and, in addition, might bind sym-
bolic semantics to symbol forms, for example, to spoken
or written word forms. Unfortunately, opinions widely
diverge regarding where such a hub might be located.
Some theories saw a special role of the right hemisphere
here (Paivio, 1991), whereas many cognitive neuroscien-
tists consider specific left-hemispheric areas, in inferior-
frontal (Bookheimer, 2002), inferior-parietal (Binder &
Desai, 2011), posterior-middle-temporal (Hickok &
Poeppel, 2007), or anterior-temporal regions (Patterson
et al., 2007) as the main semantic hub and center for inter-
facing knowledge about signs with knowledge about
their meaning. Because each of these positions receives
support from experimental evidence that the respective
area becomes strongly active during semantic processing
and/or that a lesion or functional change in the respec-
tive site affects the performance on general semantic
tasks but none of them can be considered a unique hub,
it appears best to speak about a hub territory in the periph-
ery of and surrounding the perisylvian language cortex
(Figure 26.4A; Pulvermüller, 2013). The hub territory
includes frontal, parietal, and temporal association (con-
vergence) areas, which are heavily connected to several
modality-preferential (e.g., visual, auditory, motor) areas.
Therefore, they serve as hubs in a neuroanatomical sense
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FIGURE 26.3 Enhanced cortical activity (sources of event-related
potentials) elicited by novel spoken word forms that had been
learned in an articulatory condition, by hearing and repeating the
novel items (A), or in a perceptual learning paradigm by listening to
repeated presentations of the same novel spoken word forms (B).
Enhanced bilaterally symmetric superior-temporal activity to learned
novel items (orange ovals, relative to before learning) is seen inde-
pendently of the learning method. However, additional enhanced,
fast, automatic, left-lateralized premotor, inferior-frontal, and
inferior-parietal activity to spoken novel words (yellow ovals) is
present after articulatory, but not after perceptual, learning (adapted
from Pulvermüller, Kiff, et al., 2012). These results suggest that
language laterality is driven by auditory-motor information linking,
possibly by way of the left-lateralized arcuate fascicle.
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FIGURE 26.4 Cortical areas and circuits for semantics. (A) Proposed “semantic hubs” for general semantic processing. Abbreviations: iFC,
inferior-frontal cortex; iPC, inferior-parietal cortex; sTC, superior-temporal cortex; m/iTC, middle/inferior-temporal cortex; aTC, anterior-temporal
cortex; TP, temporal pole. (B) Cortical areas where semantic category-specific effects were reported in the literature. (C) Neuromechanistic model of
action perception circuits for general lexicosemantic (leftmost graph) and category-specific referential-semantic information processing. Small circles
represent local clusters of neurons and lines represent strong bidirectional connections between local clusters. Adapted from Pulvermüller, 2013.
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(van den Heuvel & Sporns, 2013), which implies that
they can also bridge between language areas and regions
where modality-specific aspects of semantics are being
processed.

Contrasting with the idea that there is one area—or
entire widespread territory—that processes all mean-
ings to the same degree, a different approach to
meaning in the brain emphasizes the importance of
category-specific semantic mechanisms. Interestingly, pati-
ents with focal cortical lesions frequently have deficits
that primarily affect one or more semantic categories
(e.g., animals or actions), and related neuroimaging
studies show corresponding category-specific local
brain activation. For example, the inferior-frontal
cortex, including motor and premotor cortex, seems
particularly important for processing action words and
concepts (Pulvermüller, 2005), whereas part of the
inferior-temporal lobe seems particularly relevant for
animal words and concepts (Martin, 2007). Category-
specific semantic deficits and brain activations are
frequently present in and close to areas also carrying
a role in action and perception, including fronto-
central motor and premotor, superior-temporal auditory,
inferior-temporal visual-object, and inferior-parietal
visual-spatial processing areas, some of which are
close to and overlap with the hub territory.

Why should specific brain parts contribute to mean-
ing? Brain theory of meaning explains aspects of
semantic mechanisms by neuroscience principles,
including the correlation learning principle and spe-
cific features of between-area connectivity. When
learning that a word such as “sun” relates to an object,
the infant may experience such objects while the word
is used at the same time. Therefore, neuronal popula-
tions for processing visual-object information and
populations processing word forms coactivate and,
according to the correlation learning rule, join together
into a higher-order cell assembly linking the informa-
tion about the word form with that of aspects of its
meaning. Relevant areas where these semantic circuits
are housed—or, more appropriately, scattered—include
visual areas and visual-object processing areas in
temporo-occipital and inferior-temporal cortex and lan-
guage areas in perisylvian cortex (Farah & McClelland,
1991; McCarthy & Warrington, 1988; Pulvermüller,
1999). If words semantically relate to information from
other modalities, for example, gustatory or auditory,
then neuron population in the respective sensory areas
plus interlinking connection hubs will come into play.
For emotion words, motor circuits along with cortical
and subcortical emotional-affective circuits of the lim-
bic system seem relevant (Moseley, Carota, Hauk,
Mohr, & Pulvermüller, 2012; Vigliocco et al., 2013).
Words related to actions—for example “grasp”—may
be heard when the learner performs related actions so

that, in this case, the correlation learning principle pre-
dicts distribution of semantic circuits over motor and
language areas, in addition to interlinking areas. Note
that, from the point of view of this cell assembly model
of meaning, both the category-specific nature of
semantic processes in modality-specific areas as well
as the involvement of adjacent association cortices
(convergence zones, connection hubs) are explained
based on neuronal correlation and neuroanatomical
connection structure (Pulvermüller, 2013).

A hot debate in the cognitive neuroscience of lan-
guage still persists about the relevance of sensorimotor
areas for meaning processing. Hub-centered models
predict that meaning binding and integration are func-
tions of the hub(s), with sensorimotor areas not essen-
tial or necessary for meaning (Bedny & Caramazza,
2011). Critical tests are sometimes difficult, not least
because, first, hub areas and areas of category-specific
semantic processing are, in several cases, located side-
by-side, even with substantial overlap (Figure 26.4A
and B), although there are clear dissociations. Second,
the areas where category-specific brain activation was
found, in many cases, were not exactly in those areas
where critical sensory information was processed, but
rather adjacent to them (e.g., Martin, Haxby, Lalonde,
Wiggs, & Ungerleider, 1995). Third, many studies of
category specificity are subject to confounds—for exam-
ple, when action verbs and object nouns were compared
and features different from semantics (word frequency,
lexical status, combinatorial features, etc.) may have
influenced the patterns of activation or deficits observed
(Bird, Lambon-Ralph, Patterson, & Hodges, 2000).
Therefore, more recent studies addressed the role of
sensory and motor areas in semantic processing.

Key results supporting semantic category specificity
came from investigations of action words typically
used to speak about actions performed with different
body parts, for example, “lick” (mouth/face), “pick”
(hand/arm), and “kick” (foot/leg). Passive perception
(listening, reading) of these words, as well as action-
related phrases and sentences, led to activation of
motor areas normally involved in performing (and/or
perceiving) actions with the respective body parts
(Aziz-Zadeh, Wilson, Rizzolatti, & Iacoboni, 2006;
Hauk, Johnsrude, & Pulvermüller, 2004; Pulvermüller,
Cook, & Hauk, 2012; Tettamanti et al., 2005). Task con-
texts influence these motor activations, although a
degree of motor activation sometimes seems present
when subjects are actively distracted from processing
linguistic input (Pulvermüller, Shtyrov, & Ilmoniemi,
2005). The activations appear as early as the earliest
brain indicators of meaning processing observed
so far (Moseley, Pulvermüller, & Shtyrov, 2013).
Furthermore, functional changes in motor systems,
which can be induced by magnetic or electrical
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stimulation or just behaviorally, led to differential
causal influences on the processing of action word cat-
egories (Liuzzi et al., 2010; Pulvermüller, Hauk,
Nikulin, & Ilmoniemi, 2005; Shebani & Pulvermüller,
2013; Willems, Labruna, D’Esposito, Ivry, &
Casasanto, 2011). Lesions primarily affecting the
motor system impair the processing of action mean-
ings and action words (Bak, 2013; Kemmerer,
Rudrauf, Manzel, & Tranel, 2012), although body
part�specificity of functional degradation could so
far be documented in healthy subjects (Shebani &
Pulvermüller, 2013) but not in stroke patients
(Arevalo, Baldo, & Dronkers, 2012). These results
show that the motor system plays a causal and crucial
role in semantic processing. Analogous data demon-
strate the semantic relevance of sensory systems,
including modality-specific areas for olfactory, gusta-
tory, auditory, somatosensory, visual-object, and
visual-spatial processing (Barrós-Loscertales et al.,
2012; González et al., 2006; Kiefer, Sim, Herrnberger,
Grothe, & Hoenig, 2008; Pulvermüller & Hauk, 2006;
Simmons et al., 2007).

In essence, the seemingly diverging hub and cate-
gory specificity positions can be integrated by viewing
semantic processing as a function of neuronal circuits
spread out over a range of areas whose formation and
distribution are driven by neuronal correlation learn-
ing and neuroanatomical connectivity (Binder & Desai,
2011; Kiefer & Pulvermüller, 2012; Pulvermüller, 2013).
Because semantic learning requires grounding and,
thus, correlated information in the senses, category-
specific semantic areas emerge in category-preferential
areas, sometimes reaching out into sensorimotor cortex
far away from core perisylvian language cortex.
Because many of the connections bridging between
modality-specific areas run through convergence zones
in modality-unspecific association cortex, the hub
territory in the periphery of and surrounding the peri-
sylvian language cortex comes into play for all types
of semantic processing.

26.5 COMBINATIONS AND
CONSTRUCTIONS

Not all meaning is being picked up directly from
perceptions and actions semantically related to signs.
The meaning of most words is actually learned from
context (Kintsch, 2008). After a stock of words has
been semantically grounded in actions and perception
knowledge, further semantic learning can be based on
language contexts, where novel word forms can bind
with semantic features of co-occurring familiar words.
Note that in this case correlations are also essential,
particularly the correlation structure of word forms

co-occurring with other word forms in constructions
and larger pieces of discourse. The brain mechanism
for such “parasitic” semantic learning, or “symbolic
theft” (Cangelosi, Greco, & Harnad, 2002), may be cor-
related activity of already established semantic circuits
and newly forming circuits for novel word forms. If
word meaning can be picked up indirectly from other
signs, then this implies that semantic learning is not
bound to sensorimotor constellations available in the
world; potentially, new combinations of semantic fea-
ture combinations and, hence, concepts can arise.

Abstract words, such as “freedom” or “beauty,” may
be related to a range of variable contexts and equally
variable constellations of actions, objects, and knowl-
edge, so that it is more difficult to pick up their meaning
from contextual or sensorimotor correlation. Because a
sunset, face, flower, and piece of art may all be called
“beautiful” based on sometimes radically different visual
features and linguistic contexts in which they occur, the
correlation learning principle does not predict massive
strengthening of sensorimotor and linguistic circuit con-
nections. Still, it is possible that, by way of convergence
zones, weak links are being built between signs and the
variable instantiations of their abstract meaning in senso-
rimotor systems (Pulvermüller, 2013). Neuroimaging
evidence regarding the brain basis of abstract meaning is
heterogeneous, but some studies indicate an involve-
ment of association areas, for example, in dorsolateral
prefrontal cortex (Binder, Westbury, McKiernan,
Possing, & Medler, 2005).

Combinatorial semantic learning is particularly
important when whole constructions acquire meanings
unrelated to the semantics of their constituent words,
for example, as in the case of idiomatic phrases such as
“grasping . . . ideas” or “kicking . . . habits,” where the
idiom may denote cognitive processes unrelated to the
motor acts of grasping or kicking (Gibbs & O’Brien,
1990). In this case, over and above the single words
included, the whole phrase or construction may acquire
a meaning of its own, which may be of an abstract
nature. Again, some sensorimotor and combinatorial
information may be relevant for such abstract idiomatic
meaning, although the relevant contexts, both in terms
of actions and perceptions and in terms of context
words and constructions, are quite variable. As a conse-
quence, the abstract meaning of idioms (as that of
abstract words) may be mapped in convergence hubs,
including dorsolateral prefrontal cortex and anterior-
inferior temporal cortex. Neuroimaging studies of
abstract idiom processing indeed confirm these hub
area activations to idioms but not to matched literal
constructions (“Berta kicked the habit” vs. “. . . the
ball”) (Boulenger, Hauk, & Pulvermüller, 2009; Lauro,
Tettamanti, Cappa, & Papagno, 2008). Interestingly,
motor systems activation reflecting the meaning of
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action words included in the constructions was seen for
both literal and idiomatic phrases at a point in time
when sentence meaning was processed (Boulenger
et al., 2009; Desai, Conant, Binder, Park, & Seidenberg,
2013). This can be interpreted as an indication that, in
idiomatic construction understanding, semantic infor-
mation regarding the whole construction and the con-
stituent words (here: action words) is being retrieved
and, potentially, integrated. A study of the time course
of semantic processing using magnetoencephalography
showed that brain indexes of abstract idiom-related
information in hub areas were manifest immediately
and simultaneously with those of action word�related
semantic information processing in sensorimotor sys-
tems (Boulenger, Shtyrov, & Pulvermüller, 2012). These
neurophysiological results are consistent with the view
that compositional and whole-construction�related
semantic information are being processed simulta-
neously and interactively in idiom comprehension.

Some combinatorial aspects of language are captured
by syntax, which describes abstract combinatorial rules
for conjoining the members of large vocabulary groups
(lexical categories) into phrases and increasingly
complex sentences. In contrast to views dominating
linguistics for many years, according to which most syn-
tactic knowledge is genetically predetermined and learn-
ing only plays a modulatory role in language acquisition
(Chomsky, 1980), neurocomputational investigations
indicate that much combinatorial knowledge relevant to
syntax can be picked up from the correlation structure of
words in constructions (Chater & Manning, 2006; Elman
et al., 1996). A further belief dominating linguistics for
decades has been called into question by recent evidence,
the claim that syntax and semantics belong to different
cognitive systems that are informationally encapsulated
toward each other. In contrast to this claim, neurocom-
putational simulation of combinatorial learning of con-
structions shows that syntactic mappings are colored by
meaning so that, for example, nouns and verbs are being
subcategorized into semantic subtypes (Elman, 1990).
This conforms with postulates immanent to cognitive lin-
guistics and the construction grammar framework,
where syntax and semantics are viewed as intrinsically
linked to each other (Goldberg, 2006). One further claim
held by linguists has inspired much recent neurocompu-
tational research, the claim that combinatorial mechan-
isms are discrete, that is, that they exhibit an all-or-none
character rather than being probabilistic in nature.
Whereas some researchers have strongly argued against
this position (Elman et al., 1996), recent neurophysio-
logical work and neurocomputational work seem to sup-
port the discreteness position (Pulvermüller, Cappelle, &
Shtyrov, 2013; Pulvermüller & Knoblauch, 2009).

A close functional link between linguistic combinato-
rial knowledge and general action knowledge receives

support from studies of patients with brain lesions usu-
ally causing grammar processing problems. These
patients have been reported to exhibit difficulty in pro-
cessing combinatorial information about general actions,
further supporting the idea that language and action sys-
tems are tightly interwoven (Fazio et al., 2009). Although
the grammar of sentences and that of complex human
actions show structural similarities setting apart human
combinatorial brain systems from those available to apes
and monkeys (Pulvermüller & Fadiga, 2010), the discus-
sion about precise analogies and differences between
combinatorial systems of syntax and action is ongoing
(Moro, 2014; Pulvermüller, 2014).

26.6 SPEECH ACTS AND SOCIAL-
COMMUNICATIVE INTERACTION

Brain research on language so far has mostly dealt
with linguistic structures, that is, words and sentences,
without considering language use and communication
as a social form of interaction. A word such as “apple”
can be used as a tool to achieve different goals, for exam-
ple, the goal to NAME an object in the context of a lan-
guage exercise or, alternatively, the goal to REQUEST
and obtain an apple. It is obvious that the same word or
utterance can be a tool to reach different goals and that
the utterance is therefore being linked with context-
specific sets of assumptions and intentions (e.g., Alston,
1964 #11939; Fritz & Hundsnurscher, 1994 #396; Ehlich,
2007 #11562; Stalnaker, 2002 #12042) as follows: in the
NAMING context with the expectation that the label can
function as a tool to refer to the relevant object, but in the
REQUEST context with a range of additional social-
interactive expectations that the other party will hand
over the object, that such an object is available to the
other party, and that he or she is, in principle, willing to
pass it. In close relationship to these different expecta-
tions, assumptions, intentions, and goals, the different
speech acts in the present example NAMING and
REQUEST are linked into different typical action sequence
schemas (Figure 26.5A). When communicating success-
fully, interacting partners may have the same sequence
schema representations active in their brains, together
with the action perception circuits for the utterances
with which the speech acts are performed. The context-
dependent activation of different communicative
sequence schemas by the same utterance has been
shown to be manifest in brain activation. The action-
heavy knowledge about the different sequences opened
up by a REQUEST is manifest in activation of the motor
and premotor cortex, whereas the emphasis of language-
object links in NAMING draws on inferior-temporal
areas. The different action sequence schemas characteriz-
ing specific social-communicative actions performed
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with the same linguistic structures therefore have a brain
correlate in speech act�specific cortical activations.
These emerge rapidly (100�200 ms), thus demonstrating
an almost instantaneous access to linguistic-pragmatic
knowledge (Egorova, Pulvermüller, & Shtyrov, 2014;
Egorova, Shtyrov, & Pulvermüller, 2013).

26.7 OUTLOOK: KEY ISSUES IN BRAIN
LANGUAGE RESEARCH

The new field of the cognitive neuroscience of lan-
guage is rapidly advancing toward a better understand-
ing of the brain basis of a most remarkable human
faculty. We comment on key issues in this progress,
and future research will be particularly important.

26.7.1 Modeling Real Circuits

During the decade of the brain (2000�2010), a main
effort addressed the role of different cortical areas (and
other brain parts) in cognitive processing, language
processing included. As a result, the box and arrow
diagrams were, in many cases, supplied with cortical
area labels (e.g., Hickok & Poeppel, 2007). However, a
main insight from computational neuroscience is that
neuronal processes can be shared by distributed neu-
ronal assemblies so that it would be inaccurate to label
one area with one function—because the function is, in
fact, distributed over many areas—and each area
could, in principle, carry a multitude of neurons
belonging to different neuronal circuits with different
functions. Therefore, it appears more appropriate to
consider distributed neuronal assemblies (DNAs) instead

of areas or whole systems as the carriers of functions,
and thus to specify the cortical topographies of functions.
The example of meaning not situated in one local hub
but rather distributed over a set of areas that reflect
relevant category-specific information has been dis-
cussed in detail. It seems an important step forward to
replace the labeled box and arrow diagrams with brain
topography maps of linguistic and cognitive functions
and to make definite these topographic models in real-
istic neurocomputational simulations that mimic spe-
cific aspects of brain anatomy and physiology
(Pulvermüller, Garagnani, & Wennekers, 2014).

26.7.2 Motor Involvement in Speech Perception
and Comprehension

Some models consider primary and higher auditory
cortices in superior-temporal cortex as the cortical
locus of speech perception (Poeppel, Emmorey,
Hickok, & Pylkkanen, 2012; Rauschecker & Scott, 2009).
According to this perspective, frontal cortex, motor
systems included, may play a role in predicting likely
future perceptions in case of noisy environments or
under high attentional demands. However, when
speech is perceived passively, such models would not
predict any inferior-frontal activation. Contrasting
with this prediction, experimental neurophysiological
studies showed that speech stimuli activate superior-
temporal and inferior-frontal cortex activation in close
temporal succession, even when subjects were actively
distracted from language processing. Recent results
suggest that motor system activation in speech proces-
sing and frontotemporal connectivity through the arcu-
ate fascicle predict verbal short-term memory and
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FIGURE 26.5 Brain basis of social-communicative speech acts. Results of an EEG experiment on understanding of NAMING and
REQUEST actions performed by use of the same words. Compared with NAMING (in blue), stronger brain activation was seen in the
REQUEST context (in red) starting already at 100�150 ms after critical (written) word onset. Plotted is global field power (GFP) calculated
from multiple electrodes. Sources of this enhanced activity to REQUESTs (L1 minimum norm current estimates, see inset) were primarily
localized in left fronto-central and right parieto-temporal cortex (adapted from Egorova et al., 2013 with permission from the publisher). These
additional activations may reflect the processing of knowledge about interaction sequences, intentions, and action goals relevant to under-
standing REQUESTs.
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word learning performance (Lopez-Barroso et al., 2013;
Szenkovits, Peelle, Norris, & Davis, 2012), thus point-
ing to further features of their functional relevance.

The causal influence of motor and interior-frontal
activation on speech perception is one more fact that
makes it difficult to maintain the idea that, under nor-
mal conditions, temporal cortex processes speech with-
out feedback from frontal areas. As mentioned, local
stimulation of tongue and lip motor cortex biases per-
ceptual classification of speech sounds (D’Ausilio
et al., 2009; Möttönen, Dutton, & Watkins, 2013;
Möttönen & Watkins, 2009). Although it has been
argued that this behavioral change may be caused at
the decision stage, leading to a decision bias rather
than a perceptual change (Venezia, Saberi, Chubb, &
Hickok, 2012), most recent evidence provides further
support for a genuine causal effect of motor cortex
activation on phoneme perception (Möttönen et al.,
2013) and speech comprehension (Schomers et al.,
2014). Data from patients still require further attention
because some authors report phoneme classification
deficits with inferior-frontal lesions (Caplan, Gow, &
Makris, 1995), but others failed to replicate these
(Rogalsky, Love, Driscoll, Anderson, & Hickok, 2011).
A possible integration of these diverging results may
draw on right inferior-frontal areas, which may con-
tribute to different degrees, depending on the degree
of laterality of the arcuate fascicle in specific indivi-
duals. Another most important issue is the involve-
ment of inferior-frontal and motor systems in single
word comprehension. Lesions in these key regions
cause deficits in understanding single words under
difficult perceptual conditions and, for clearly
pronounced words, a significant processing delay
has been documented (Mirman, Yee, Blumstein, &
Magnuson, 2011; Moineau, Dronkers, & Bates, 2005).
However, discussions are still ongoing about the status
of these findings for brain language theory.

26.7.3 Localizing Semantics

As discussed in the semantics section, a broad area
surrounding the sylvian fissure contributes to general
semantic processing, and even more widely distrib-
uted networks are involved in category-specific seman-
tics (Figure 26.4). Still, it may be asked whether the
perisylvian cortex’s semantic rim is indeed best con-
ceived as a hub processing all semantics to the same
degree and in a similar manner. Would these areas
also show a degree of category specificity, as it has
previously been shown for anterior-temporal, middle
temporal, angular, and inferior-frontal cortex? Similar
questions arise for areas contributing to category-
specific semantics. Which are the specific facets of

semantic knowledge that get lost if motor and other
modality-preferential areas are lesioned? For which
semantic categories would motor systems be impor-
tant? Apart from genuine action words, a recent sug-
gestion is that they are also crucial for abstract
emotion words, idioms, and other abstract language
(Boulenger et al., 2012; Moseley et al., 2012). What
about abstract words with variable use? To which
degree is abstract meaning processing shared or
divided between action and connection hub systems of
the human brain? A set of exciting questions may
spark further brain research in the semantic domain,
some of which also relate to context-dependent neuro-
pragmatic function. Another important issue addresses
the time course of semantic processing. Whereas the
classic neurophysiological indexes of semantics, such
as the N400 brain potential, emerge at 300 to 500 ms
and later (Kutas & Federmeier, 2011), early brain
reflections of meaning have been reported with the
first 100 to 200 ms (Pulvermüller, Shtyrov, & Hauk,
2009). As for the localization in space, the localization
of semantic subfunctions in time appears as an emi-
nently important future research target.

26.7.4 Task Modulation and Attention

The interplay between language and attention
mechanisms is one of the most delicate facets to be
addressed in the neuroscience of language. This does
not only imply that brain activation patterns change if
linguistic items are being processed in different tasks.
Note that the latter is quite trivial, because common
psycholinguistic tasks (for example, attentive reading,
lexical decision, and semantic categorization) differ so
fundamentally (for example, in the need for overt
responses, decisions, or comparison between stimuli)
that their brain manifestations cannot be the same.
But language-related brain activation is also under
the influence of fine-grained task features that direct
attention to different aspects of linguistic stimuli
(Garagnani, Shtyrov, & Pulvermüller, 2009; Hoenig, Sim,
Bochev, Herrnberger, & Kiefer, 2008). Early models had
suggested that processing in specific “modules” can be
switched on and off by the level of processing imposed
by specific tasks. In this view, a semantic task may
switch on semantic processing, but a phonological task
may suppress it. Contrasting with this view, much evi-
dence supports automatic semantic access, which seems
very difficult to suppress (Stroop, 1935). Still, task
demand may modulate the degree to which neuronal
circuits processing word forms or meanings become
active. One proposal is that a complex system of area-
specific feedback regulation loops controls attention and
that the gain in these regulation loops implements the
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level of attention to specific linguistic and cognitive
aspects (Garagnani et al., 2008). Research about language
attention interplay is still in its infancy. An avenue
toward a better understanding may be opened up by
conjoined performance of neurocomputational modeling
and experimental neurophysiological research.

26.7.5 Neurocomputational Modeling and
Temporal Dynamics

Using concrete neurobiologially grounded models—
as illustrated in Figure 26.2, where specific connectivity
features of perisylvian language cortex are imple-
mented—it becomes possible to make predictions
regarding brain physiology beyond the level previously
possible. For example, the simulation of cell assemblies
developing in perisylvian language cortex allows for
testing their activation time course. When these distrib-
uted circuits become active, they follow a sequence of
activation states that may be of interest for a better
understanding of cognitive processing. The circuit is first
stimulated from its sensory end. If this early stage of
reception provides sufficient input activation, then it is
followed by rapid spreading of activation throughout
the circuit, a process called ignition. During ignition,
most of the cell assembly neurons become active;
however, because of biasing input, feedback regulation,
and control mechanisms, the precise set of neurons
partaking in the ignition may vary in a context-
dependent and task-/attention-dependent manner. After
ignition, activity declines because of inhibitory mechan-
isms set off by the strong excitation processes, but activa-
tion still survives and reverberates in those parts of the
circuit that are most strongly connected. The different
dynamic stages of the circuit activation process (stimula-
tion, ignition, reverberation) can be related to different
cognitive and linguistic processes (reception, word
recognition, verbal working memory) and to different
neurophysiological indexes (P50, N100/N160, N400
conjoined with high-frequency activity; Pulvermüller
et al., 2014). Finding and refining the parallels
between mechanistic-neurobiological, cognitive-linguis-
tic, and neurophysiological mechanisms is one of the
most exciting tasks for the future.
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Möttönen, R., Dutton, R., & Watkins, K. E. (2013). Auditory-motor
processing of speech sounds. Cerebral Cortex, 23(5), 1190�1197.
Available from: http://dx.doi.org/10.1093/cercor/bhs110.
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The Dual Loop Model in Language
Cornelius Weiller, Tobias Bormann, Dorothee Kuemmerer,

Mariachristina Musso and Michel Rijntjes
Department of Neurology and Clinical Neuroscience, University Hospital Freiburg, Freiburg, Germany

The idea of two parallel streams to process language
seems almost ancient. For instance, Herder distin-
guished a more automatic production route from a
close association of language with “self-consciousness”
(Herder, 1772). The idea of conceptual representations
independent of linguistic representations is commonly
attributed to Lichtheim (1885), which may be due to
his invention of the famous house diagram. Yet in his
1874 treatise Wernicke notes, “thinking and speaking
are two independent processes, which even may
inhibit each other” (Wernicke, 1874).

Based on the neuropsychological method, the distinc-
tion between phonological representations and nonlin-
guistic representations of conceptual knowledge has
been incorporated in most modern (Dell, Martin, &
Schwartz, 2007; Lambon Ralph, Graham, Ellis, &
Hodges, 1998; Levelt, 1999; Morton, 1980) as well as his-
torical (Freud, 1891; Goldstein, 1927; Kleist, 1905, see
Weiller, Bormann, Saur, Musso, & Rijntjes, 2011) models
of language processing. In all cognitive models of word
processing, the mapping is achieved through different
layers of representations, but all these models assume
at least two parallel cognitive streams.

It was Carl Wernicke (at 26 years old) who, in his
“physiological model on an anatomical basis,” devel-
oped a central and very modern idea of how language
is processed in the brain (Wernicke, 1874). Wernicke
assumed only two centers in the brain, “the center
for images of movement for sound production in
the first frontal convolution” (i.e., the inferior frontal
gyrus [IFG], called Broca’s area) and “a sensory
language center, containing the storage of sound
images of speech in the first temporal convolution”
(i.e., the superior temporal gyrus [STG], later called
Wernicke’s area), and all language functions would be
derived from the interaction between both centers.

This interaction is accomplished through two principal
routes. The route for the “direct” interaction of Broca’s
and Wernicke’s area would represent “sensorimotor
mapping” and produce the so-called Wortbegriff
(translated as “word-concept” or “word-form”) (DeWitt
& Rauschecker, 2013) as an intrinsic integration of sen-
sory and motor aspects of the word, learned during
development in early age through imitation and that is
later used to produce speech. In parallel, there are con-
cepts associated with a word distributed over the entire
cortex and connected to Wernicke’s and Broca’s areas
through the “indirect” route for understanding
(“semantic route”) and uttering thoughts. “Soon after
we have learned to speak a word, we lose the intention
only to reproduce sounds and plan to utter a meaning”
(Wernicke, 1874). “We have to assume that (then) the
majority of speech impulses reach the word concepts
from the remaining cerebral cortex” (Wernicke, 1906).
Here, we have the first description of a brain network
with nodes and connections.

The ensuing confusion about the locations of associa-
tion tracts for these two routes was partly due to the
insistence by Wernicke that those tracts mediating the
processing of the “Wortbegriff” (i.e., the “direct” route)
should be located behind the insula, and conduction
aphasia postulated as a consequence of an isolated
damage of this direct route was not found in insular
lesions (for more details see Weiller et al., 2011). Today,
the function Wernicke ascribed to the direct route (e.g.,
sensorimotor mapping) is equivalent to what we today
would ascribe to the dorsal route along the arcuate fas-
cicle/superior longitudinal fascicle. Wernicke did not
make any differentiation between dorsal and ventral
tracts; however, he explicitly, clearly, and repeatedly
mentioned the extreme capsule that is today seen as the
major connection of the ventral stream. He referred to
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the notion of his academic mentor Meynert, who was
the first to ascribe a language function to a set of
regions comprising the claustrum, the insula, as well as
the ascending acoustic fibers in the external and
extreme capsule (Meynert, 1866). Wernicke was aware
of other association tracts (e.g., the arcuate fascicle
[AF]) that he saw “not actually a special bundle, but a
general system of association fibers, which must be
considered in the anatomy of speech regions”
(Wernicke, 1906). Later, under the influence of eminent
researchers in Wernicke’s time (von Monakow,
Charcot, Dejerine; see Weiller et al., 2011), the arcuate
fascicle was established as the main or sometimes only
connecting tract between Wernicke’s and Broca’s areas.
Geschwind’s iconic diagram with an anterior “lan-
guage center” in the inferior frontal region, commonly
related to speech production, a posterior temporal
region, related to speech comprehension connected
through a single fiber system above the level of the ven-
tricles, and the arcuate fascicle, along which language
information is transferred, has been the blueprint that
almost all textbooks refer to (Geschwind, 1972).
Geschwind’s preference for the arcuate fascicle (see
Weiller et al., 2011) may be due to the importance he
gave to the angular gyrus as multimodal integration
area for language: “the function of Wernicke’s area
implies the existence of extensive connexions to the
angular gyrus region” (Geschwind, 1965). Thus, the
ventral pathway along the extreme capsule was out of
sight until recently (Weiller et al., 2011).

Although the notion of a ventral pathway connect-
ing temporal and frontal lobes for language processing
got lost, the idea of a dual stream model emerged in
the area of vision, assuming two parallel processes for
perception of visual stimuli: “one ambient, determin-
ing space at large around the body, the other focal,
which examines detail in small areas or space”
(Trevarthen, 1968). This idea developed into the very
well-known ventral “what” and dorsal “where/how”
pathways (Kravitz, Saleem, Baker, & Mishkin, 2011;
Milner & Goodale, 1995; Mishkin, Ungerleider, &
Macko, 1983). The processing of a “where” and “what”
of a visual stimulus take different courses, both start-
ing in the primary visual cortex but with a subdivision
in dorsal and ventral streams already present in extra-
striate regions, extending toward the parietal and tem-
poral lobe, respectively. Over the years, a subdivision
of different processing streams was also proposed in
the motor system (Rizzolatti & Matelli, 2003) or for
visuospatial attention (Corbetta, Kincade, Lewis,
Snyder, & Sapir, 2005). Studies of comparative anat-
omy revealing two processing streams for the acoustic
modalities (Romanski et al., 1999) and a larger number
of imaging studies in humans led to a “new” hypothe-
sis of dual stream processing for auditory language

system in the brain (Demonet, Thierry, & Cardebat,
2005; Hickok & Poeppel, 2004; Rauschecker, 1998;
Scott, Blank, Rosen, & Wise, 2000; Wise, 2003): the
dorsal stream is involved in mapping speech sound to
articulation, whereas the ventral one would support
speech to meaning correspondences. In these models,
the frontal termination of the ventral stream has not
exactly been determined and Broca’s area is sometimes
described only in the context of the dorsal stream.
Wise (2003), favoring the anterior temporal lobe (ATL)
as decisive for language comprehension, pointed to the
uncinate fascicle (UF) as a ventral connection, as has
been supported by DTI studies (Friederici, Bahlmann,
Heim, Schubotz, & Anwander, 2006; Parker et al.,
2005). Coming from the gold standard, tracing
experiments in monkeys, Pandya’s group suggested
the extreme capsule as an important connecting path-
way in language, and also in grammar, connecting the
temporal lobe with what is seen as BA 45 in humans
(Pandya & Yeterian, 1996; Petrides & Pandya, 1988,
2009; Petrides & Pandya, 2002, 2009; Schmahmann &
Pandya, 2006).

This was the situation when we aimed to integrate
functional connotations with tract morphology to test
the anatomical basis of the “dual-stream model” as it
was proposed by Hickok and Poeppel (2004) by
combining fMRI with diffusion tensor imaging (DTI),
assuming a distributed network comprising special-
ized brain areas (network nodes) and their intercon-
necting white matter fiber tracts (network connections)
(Saur et al., 2008). The findings revealed that a sublexi-
cal, phonological speech task (pseudoword repetition)
was sustained by a dorsal pathway connecting the
superior temporal lobe and premotor cortices in
the frontal lobe via superior longitudinal fascicles and
the arcuate fascicle. In contrast, a higher-level language
comprehension task was mediated by a ventral path-
way connecting the middle temporal lobe and the ven-
trolateral prefrontal cortex via the extreme capsule.
The finding of the extreme capsule as the place for
connecting fibers within the ventral pathway was sup-
ported by similar publications on DTI trackings in
humans (Croxson et al., 2005; Frey, Campbell, Pike, &
Petrides, 2008; Friederici et al., 2006; Makris & Pandya,
2009; Parker et al., 2005).

Evidence from functional studies support the idea
of the dual loop model; during presurgical assessment
of epileptic patients, stereo-electroencephalographic
recordings were performed and ERP signals were
recorded during a phoneme task on a pair of pseudo-
words and a lexical-semantic task on adjective-nouns
pairs. Phonological information processing predomi-
nantly occurred in the left supramarginal gyrus (SMG)
(dorsal stream) and processing lexicosemantic informa-
tion occurred in the anterior/middle temporal and
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fusiform gyrus (ventral stream) (Trebuchon, Demonet,
Chauvel, & Liégeois-Chauvel, 2013). Stimulating the
dorsal pathway with electrostimulation leads to pho-
nological paraphasias (Leclercq et al., 2010), whereas
electrostimulation of the ventral EmC leads to seman-
tic paraphasias (Duffau et al., 2005).

27.1 PATIENTS

Results from patients with acute aphasia support
the claim that language is processed within a dual
pathway network. Repetition impairments were
mainly associated with posterior temporoparietal
regions and damage of the AF/SLF, whereas com-
prehension impairments were associated with lesions
more ventrally in temporoprefrontal regions project-
ing on the ventral EmC (Kuemmerer et al., 2013).
Although this study complemented and supported
the previous DTI study, patients commonly present
with syndromes (i.e., a typical collection of symp-
toms). Ueno, Saito, Rogers, and Lambon Ralph (2011)
implemented the dual pathway network in a compu-
tational model and could virtually relate symptoms
like repetition and comprehension impairments and
also syndromes like Wernicke’s and Broca’s aphasia
to the expected lesion sites. Allocation of symptom
collections to syndromes could also be related to
lesions in acute aphasic patients (Kuemmerer et al.,
2012). Lesions associated with Broca’s aphasia were in
the IFG, Insula, and SMG, whereas lesions correlating
with Wernicke’s aphasia were in the STG, postcentral
gyrus, and Insula. Semantic paraphasias and compre-
hension impairments in Wernicke’s aphasia may be
due to temporal lesions and damage to the ventral
pathway, whereas phonemic paraphasias may be
related to damage to the dorsal pathway. Thus,
Wernicke aphasia affects both the ventral and the
dorsal pathway.

Another aphasia syndrome, conduction aphasia
(Damasio & Damasio, 1980; Poncet, Habib, &
Robillard, 1987), is characterized by fluent, meaningful
spontaneous speech with preserved auditory compre-
hension but frequent phonemic paraphasias and repe-
tition impairments (Bernal & Ardila, 2009; Damasio &
Damasio, 1980; Hickok, 2012; Weiller et al., 2011). The
original conception of conduction aphasia as a dis-
connection syndrome (Wernicke, 1874) through dam-
age to the AF/SLF (Geschwind, 1965) is supported by
several recent studies (Duffau, Peggy Gatignol,
Mandonnet, Capelle, & Taillandier, 2008; Yamada
et al., 2007). However, many other contemporary
studies favor the idea that lesions to cortical gray mat-
ter in the left inferior parietal and superior temporal
lobe (Anderson et al., 1999; Bartha & Benke, 2003;

Hickok, 2009, 2012; Quigg, Geldmacher, & Elias, 2006)
or SMG (Axer, von Keyserlingk, Berks, & von
Keyserlingk, 2001; Baldo & Dronkers, 2006; Baldo,
Katseff, & Dronkers, 2012) lead to the syndrome of
conduction aphasia. Tracts or cortical regions, both
constellations, evidence the dorsal stream as respon-
sible for conduction aphasia.

This consideration could also be taken into account
when trying to understand symptoms in degenerative
disease. The logopenic variant of primary progressive
aphasia (PPA) has also similar symptoms as conduc-
tion aphasia and is characterized by intact word com-
prehension, but it has repetition and phonological
impairments (Galantucci et al., 2011) and is associated
with atrophy of temporoparietal regions. Impaired
phonological processing can be explained by deficits in
tasks that require phonological storage and the pres-
ence of phonological paraphasias (Gorno-Tempini
et al., 2008). Results of studies using DTI, fractional
anisotropy (FA), and volumetric studies (Galantucci
et al., 2011; Gorno-Tempini et al., 2008; Hu et al., 2010)
demonstrate the involvement of the dorsal pathway
(phonological loop) and also gray matter atrophy in
these patients, supporting the role of the dorsal stream
in phonological processing.

Semantic dementia may also be seen in light of the
dual loop model. This disorder is characterized by
impaired comprehension and naming, but intact repe-
tition (Jefferies, Patterson, Jones, & Lambon Ralph,
2009; Lambon Ralph et al., 1998; Mummery et al., 1999;
Wilson et al., 2009). Atrophy in these patients is
located in the ATL/temporal lobe/ventral semantic
processing stream of the temporal lobe (Agosta et al.,
2010; Galton et al., 2001; Hodges, Patterson, Oxbury, &
Funnell, 1992). Within the computational model of
Ueno et al. (2011), the specific symptom constellation
in patients with semantic dementia could be elicited
by virtual damage to the ATL and anterior STG,
supporting the relevance of the ventral pathway in
semantic dementia.

Taken together, damage within the dual pathway
model has an effect on language impairments of
patients with acute aphasia in stroke (Fridriksson et al.,
2010; Hosomi et al., 2009; Kuemmerer et al., 2013), as
well as on patients with chronic progressive language
impairments, like semantic dementia or logopenic PPA
(Schwindt et al., 2013). Within this model it is possible
to relate different symptoms and syndromes to differ-
ent lesion sites. However, most cognitive processes do
naturally require an interaction of both pathways
(Ueno et al., 2011; Weiller et al., 2011). Therefore, it is
essential to further explore how different models of
connectivity relate to language impairments to improve
our understanding of the functional relevance of both
pathways (Dick & Tremblay, 2012).
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27.2 NEUROSPSYCHOLOGY

We have seen that patient studies have played an
important role in the development of early models of
language processing in the brain. The approach of
Wernicke, Lichtheim, and others, however, eventually
grew out of fashion, partially because predictions
about the localization of cognitive functions proved to
be wrong (Head, 1926). In a revival of this type of
approach beginning in the 1970s, cognitive neuropsy-
chology has been most influential in developing cogni-
tive models of language processing (Shallice, 1988;
Rapp, 2001). Early research in acquired dyslexia has
led to the proposal of a dual-route model of reading
based on dissociations among dyslexic individuals
(Coltheart, Patterson, & Marshall, 1980). One route, the
lexical-semantic route, involved mapping of the visual
word onto a semantic representation and subsequent
access of the phonological word form in the mental
lexicon. The other route, the so-called sublexical route,
involved the mapping of graphemes onto their respec-
tive sounds without access to the word’s representa-
tion in the mental lexicon. Evidence for this dual-route
model came from patients with phonological dyslexia
who were unable to use their sublexical route: They
are unable to read nonwords but are able to read
regular and exception words. Please note that the
“dual-route” in reading may not be identical with
the proposed anatomical dual-route system along the
AF/SLF and extreme capsule tracts.

The mirror impairment, surface dyslexia, can be
observed in patients with a semantic impairment and
is characterized by a predominant reliance on the sub-
lexical reading route. Comparable dissociations and
“syndromes” have also been reported for repetition,
suggesting the involvement of at least two routes in
this task. McCarthy and Warrington (1984) reported
three individuals, two with conduction aphasia and
one with transcortical motor aphasia. The authors
argued that two routes were involved in repetition and
speech production: a fast, automatic phonological
route and a slow semantic route. McCarthy and
Warrington (2001) reported a patient with a severe
semantic impairment due to semantic dementia. The
patient had a severe naming impairment and was also
considerably impaired in word comprehension tasks.
However, his digit span was preserved. A different
syndrome is deep dysphasia, which consists of a
severe repetition deficit. Patients with deep dysphasia
are rare but present with an impressive, counterintui-
tive pattern of strengths and weaknesses. They usually
have a severely limited digit span, not exceeding a
single digit. They are unable to repeat nonwords, and
they produce semantic errors in repetition tasks. One

individual we worked with was asked to repeat the
words “czar” and “raw” on two different occasions.
She produced “castle” and “meat” instead. This
syndrome suggests a severe impairment to the phono-
logical loop and reliance on semantic information
derived from the auditorily presented word. However,
the semantic errors in repetition suggest the additional
involvement of a mild semantic impairment in this
syndrome besides the severe impairment in the non-
lexical repetition route. A similar, yet milder, deficit is
present in another syndrome, impaired phonological
short-term memory (STM). This is sometimes also
referred to as repetition conduction aphasia (Shallice &
Warrington, 1977). These patients also suffer from
reduced spans for digits and words and impaired rep-
etition of long nonwords. Processing the meaning of
stimuli presented for repetition is better preserved. In
sentence repetition, STM patients appear to have the
meaning of the sentence preserved, suggesting
involvement of semantic processing in this task (Baldo,
Klostermann, & Dronkers, 2008). It has been argued
that deep dysphasia and STM deficit reflect the contin-
uum of a deficit rather than two independent
syndromes (Martin, Saffran, & Dell, 1996).

Cognitive neuropsychology has preferably used
this type of dissociation among tasks to develop
models of complex cognitive skills. More recently,
however, associations of functional impairments have
been used to develop models further. In a recent
study, Dell, Schwartz, Nozari, Faseyitan, and Coslett
(2013) have mapped the parameters of a dual-route
model of naming and repetition onto neural regions.
Their model is a dual-route interactive model, which
has been implemented as a computer model. In this
model, a representation of a phonological input is
interactively linked to phonological output units, a
lexical and a semantic layer. The connections between
the input and the phonological output units represent
the nonlexical, nonsemantic route. In contrast, during
repetition of single words, lexical and semantic repre-
sentations are activated in parallel, reflecting the con-
tribution of a word’s lexical status and its meaning.
The model has been successfully “fitted” to large
groups of aphasic individuals. With some exceptions,
an aphasic person’s pattern in naming and repetition
can be simulated by changing parameters in the
computer model (Dell et al., 2007). This means that the
pattern of errors of an aphasic speaker can be simu-
lated within that model, and each aphasic participant
is represented by a specific combination of model
parameters.

In their more recent study, Dell et al. (2013)
mapped the individual patients’ model parameters
onto lesions. Artificial lesions to the lexical-semantic
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connections in the computer model were correlated
with neural lesions in anterior temporal areas, inferior
temporal areas, IFG, and the SMG. These regions had
been identified as substrates of various aspects of pro-
cessing of meaning in the brain. In contrast, artificial
lesions to the phonological output representations in
the computer model mapped onto the SMG, postcen-
tral gyrus, precentral gyrus, and insula what the
authors suggest is the “anterior part of the dorsal
stream.” The model’s connections between auditory
input and output phonemes mapped onto “the STG,
the posterior third of the planum temporale and
cortex at the juncture of the parietal and temporal
lobes (area Spt) as well as the SMG and postcentral
gyrus” (Dell et al., 2013).

27.3 FUNCTIONS OF THE DUAL LOOP
MODEL

There is no reason to suppose that the organization
of the acoustic language system is different from other
modalities. Thus, a dual loop system has been postu-
lated in various domains (see Rijntjes, Weiller,
Bormann, & Musso, 2012 for an overview of various
studies showing an involvement of a dorsal and a ven-
tral pathway). Thus, the function ascribed to dorsal or
ventral pathways in each modality may differ, but
only in their modality-specific aspect (Rijntjes et al.,
2012). Discussions have taken place regarding how the
common aspects of processing in the dorsal and ven-
tral streams in different modalities might be described
(Hickok & Poeppel, 2007; Rauschecker & Scott, 2009;
Rijntjes et al., 2012; Weiller et al., 2011; Weiller, Musso,
Rijntjes, & Saur, 2009).

We postulated that a dual loop system, comprising
long association tracts connecting prerolandic and
postrolandic parts of the brain with different computa-
tional abilities, provides a scaffolding system around
which various functions may have been developed
(Rijntjes et al., 2012; Weiller et al., 2011). It may be the
synergy between time-sensitive analysis of sequences
comparing the (correct) serial alignment of segments
with acquired (e.g., phonological) representations as a
possible function of the dorsal stream and identifica-
tion of an invariant set of auditory (and probably also
visual) hierarchical structural relationships between
the elements (e.g., words), that is, time-independent,
along the ventral stream, which makes language possi-
ble (Weiller et al., 2011).

The dorsal stream is not limited to “where” or
“how” functions; rather, it analyzes the sequence of
elements in time and in space, allowing for a fast
online integration between sensory event information

and “internal models or emulators” (Rauschecker &
Scott, 2009). Thus, the dorsal stream is responsible for
the ordering of elements in a continuous string to
assure a correct production of behavior (e.g., subse-
quent syllables, word order, movement trajectories,
orienting to a visual stimulus, and updating the place
value of an Arab digit), irrespective of whether this
behavior has been executed before or has a meaning.
Therefore, processing is “time-dependent.” In lan-
guage, correct phonology may be learned through imi-
tation and repetition, and the dorsal stream may serve
as an automated correction mechanism for correct pro-
duction of speech. This function is typically attributed
to what is called the dorso-dorsal stream (along SLF II)
(Binkofski & Buxbaum, 2013; Hoeren et al., 2014; Vry
et al., 2012; Vry et al., 2014), which connects with dor-
sal premotor cortex. Through exercise and experience,
the sequences can be converted into blueprints (e.g.,
one’s own signature; Rijntjes et al., 1999) that are
stored in SMG and BA 44 in IFG (“canonical neurons”)
and may relate to context and semantics, thus acces-
sing areas in the inferior parietal cortex (IPC) and pos-
terior temporal lobe, constituting what is called the
dorsal-ventral stream (SLF III and arcuate fascicle)
(Binkofski & Buxbaum, 2013; Hoeren et al., 2014; Vry
et al., 2014). Recall and execution of stored blueprints
might be possible rapidly and without the dorso-
dorsal stream, and thus may substitute, in part, the
work of the dorso-dorsal stream. Adaptations in the
blueprints (e.g., changing to a new swing of a golf-pro)
may require temporary relearning through the dorso-
dorsal stream.

Most scientists would agree that the ventral stream is
involved in meaning. We postulated that, in more
general terms, the ventral pathway would be involved
in the identification of the structural (hierarchical) rela-
tions of elements that may not be adjacent, and thus
“time-independent,” independent of the sequence of
occurrence (Weiller et al., 2011), as in grammar
(Friederici et al., 2006; Rauschecker & Scott, 2009; Weiller
et al., 2009), in tonal dependencies in music or in the cat-
egorical identification of the digits involved in difficult
mental arithmetic (Klein, Korbinian, Glauche, Weiller, &
Willmes, 2012) (Willmes, Korbinian, & Klein, 2014). Also
in the visuospatial domain, relevance and meaning of
stimuli require the ventral stream (Umarova et al., 2010)
as well as imagery of movement (Vry et al., 2012) or
pantomiming (Hoeren et al., 2014; Vry et al., 2014).

27.4 ANATOMY, HUBS, DIVISIONS

A clear distinction should be made between the terms
“streams” and “tracts.” Processing “streams” address
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the functions that are thought to be mediated by the ven-
tral or dorsal pathways, which include tracts and the
cortical regions connected by them. The term “tracts”
should be reserved for the anatomical correlates (here, of
long association tracts) connecting these cortical regions.
Tracts themselves do not have functions; they only
mediate between cortical areas, and the result of this
interaction might lead to a constellation that we recog-
nize as a “function” or, in the clinical setting, a symptom
may be attributed to its disturbance. We know that
inside one stream several tracts are known to connect
different brain areas, and because we also know that cer-
tain types of functional processing take place in this
stream, we may equate one cortico-cortical connection
with one of these functions. But we have to be careful
here. As stated elsewhere, “Interruption of the network
has an impact on the remaining (“intact”) parts of the
network. In other words, the functions of Broca’s or
Wernicke’s area with an intact arcuate fascicle may not
be the same as after that fascicle’s destruction.” And “. . .
the destruction of the interconnection (of the arcuate fas-
cicle) may not result in a solitary repetition failure, but
in a complete new phenomenological constellation, as
the tract lesion affects the function of the regions it con-
nects, and other regions in the remaining network,
including in the other hemisphere, may become opera-
tional” (Rijntjes et al., 2012). However, this does not con-
tradict the assumption that a particular connection in a
network on its own is necessary for a specific function
(e.g., repetition), as was shown recently (Kuemmerer
et al., 2013).

Anatomically, the segregation between dorsal and
ventral systems is alluded to by the orientation—in
humans superior or inferior—of the involved cortical
regions (e.g., in the motor system) (Rizzolatti & Matelli,
2003) or in the visuospatial attention system (Corbetta
et al., 2005). Here, we take a different approach by
defining dorsal and ventral systems by the course of
the long association tracts connecting postrolandic and
prerolandic brain regions, either above (i.e., “dorsal”)
or below (i.e., “ventral”) the sylvian fissure. Note that
this may give different results because cortical areas
may have dorsal as well as ventral connections, and
thus may serve as integration hubs.

It is common ground that dorsal and ventral streams
use various anatomical tracts. The dorsal stream uses the
superior longitudinal fascicles (SLF II, III) for parieto-
frontal connections and the arcuate fascicle (AF) for
temporo-frontal connections. Depending on the frontal
endings, an anatomical correlate to the functional divi-
sion originating from studies in the motor system
[i.e., dorso-dorsal to premotor cortex and dorso-ventral
connections to prefrontal cortex (Binkofski & Buxbaum,
2013)] starts to emerge (Hoeren et al., 2013, 2014). The

ventral pathway comprises fibers running through the
extreme capsule (Makris & Pandya, 2009) and the UF.
Fibers in the ventral part of the external and extreme
capsule have similar orientations and contribute to what
in humans is called the IFOF (inferior frontal-occipital
fasciculus) (Axer, Klingner, & Prescher, 2013; Fernández-
Miranda, Rhoton, Kakizawa, Choi, & Alvarez-Linera,
2008; Gierhan, 2013). Thus, fibers from different cortical
areas join and leave the IFOF, not only in the frontal or
occipital lobes (as suggested by its name) but also in the
temporal and parietal lobes (Umarova et al., 2010), which
is not unlike entering and exiting a highway. The UF can
be differentiated from the fibers of the extreme capsule
and mainly connects medial and anterior temporal lobe
regions with inferior frontal cortex. It is unclear whether
there are direct ventral connections between inferior
parietal lobule and prefrontal cortex, as suggested by
human studies (Caspers et al., 2011; Catani, Howard,
Pajevic, & Jones, 2002; Umarova et al., 2010; Vry et al.,
2012) but without clear proof in primate studies
(Schmahmann & Pandya, 2006). A connection between
IPC and the temporal lobe was seen in primates studies;
the middle longitudinal fascicle (mdlF) (Seltzer &
Pandya, 1984) has been found in humans (Makris &
Pandya, 2009; Saur et al., 2008; Wong, Chandrasekaran,
Garibaldi, & Wong, 2011), but stimulation studies have
not confirmed this connection so far (DeWitt Hamer,
Morit-Gasser, Gatignol, & Duffau, 2011).

The exact anatomy of the fiber tracts and the cortical
regions they connect, mainly based on tracing studies
in nonhuman primates as well as a discussion on the
pro and cons of human DTI-based fiber tracking in
humans, are described elsewhere (Dick & Tremblay,
2012; Weiller et al., 2011) (Figure 27.1).

Conceptually, the dual loop model comprises at
least three parallel layers. As the innermost layer, func-
tionally close to the environmental end of the
action�perception cycle, the dorsal streams use tracts
to connect superior temporal lobe and IPC with pre-
motor or posterior prefrontal cortex (BA 6,44, 45 B)
(Bernal & Ardila, 2009; Parker et al., 2005; Saur et al.,
2008, 2010). The next outer shell is provided by the
ventral stream, which connects the middle and inferior
temporal lobe with prefrontal cortices (BA 45A, 47)
(Parker et al., 2005; Saur et al., 2008). Finally, prefrontal
cortex (BA 47) and anterior temporal pole (ATL), func-
tionally related to abstract and conceptual processing
(Shallice & Cooper, 2013), are connected via the UF
and may reflect the outermost layer. Also, in the parie-
tal cortex, an onion bulb�like contribution to dorsal
and ventral tracts has been suggested (Caspers et al.,
2011) (Figures 27.2 and 27.3).

IFG is a region within the dual loop model that has
direct ventral and dorsal connections with the two
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others lobes, temporal and parietal, which in turn
might act in a kind of division of labor (Plaut et al.,
1996) mediated by the mdLF, belonging to neither
dorsal nor ventral streams, to master the extensive
sensory processing (e.g., AG and pMTG may both play
a role in “semantic control” (Noonan et al., 2013). IFG
is also the only frontal area with connections to almost
the entire rest of the prefrontal cortex, putting it in an
ideal situation to integrate dorsal and ventral streams
under frontal control. This was the reason we suggest
that syntax, essentially to extract hierarchical relation-
ships out of a sequence of elements, may rely on the

integration of dorsal and ventral processing streams
within Broca’s area (Musso et al., 2003; Petrides &
Pandya, 2002; Thompson-Schill, D’Esposito, Aguirre, &
Farah, 1997; Weiller et al., 2009). There is a consensus
that syntax, generally defined as a rule system capable
of generating infinite sets of sequences, may not be
processed by a single, monolithic cognitive computa-
tion, and thus may not be segregable in a single spe-
cific, isolated brain area, but rather it is processed in a
widespread network. However, opinions are contrast-
ing on how many and which pathways are involved in
syntax processing, which tract is more relevant for lan-
guage syntax, and what kind of functional processing
may underlie syntactic-related pathways. There is an
argument that the arcuate fascicle, especially the part
connecting with BA 44, is essential or even specific for
syntax (in the context of language) and decisive for
child development and evolution of humans. We sug-
gest that dorsal and ventral streams are both needed
for syntax (Weiller et al., 2009). In a DTI study, Wilson
et al. (2011) found reduced FA in patients with PPA in
the AF as well as in the ventral tracts (UF and EmC).
However, a correlation between severity of syntactic
deficits and microstructural damage was related only
with a decrease in FA in the arcuate within the AF/
SLF tract, supporting the importance of the AF for syn-
tax. These findings do not exclude the relevance of the
ventral system for syntactic processing per se; instead,
they show that interruption of AF fibers is critical in
the breakdown of syntactic processing in this syn-
drome. Studies using healthy volunteers showed that
syntax processing requires both ventral and dorsal
tracts (Flöel, de Vries, Scholz, Breitenstein, & Johansen-
Berg, 2009; Friederici et al., 2006; Lopez-Barroso et al.,
2011). In the study by Friederici et al. (2006), proces-
sing of stimuli, generated by either a finite state or a
phrase structure grammar (FSG versus PSG), was
linked to the ventral route. Only stimuli generated by
PSG were processed in the left pars opercularis of the
IFG and thus belonged to the dorsal stream, which is
in line, to some extent, with the Wilson et al. (2011)
data. Thus, the studies of Wilson and Friederici appear
to link the dorsal language route to syntactic complex-
ity. Flöel et al. (2009) showed that FSG is also pro-
cessed in the pars opercularis and the integrity of both
ventral and dorsal tracts predicted high performance
of grammar acquisition. In stroke patients, syntax was
related to both the AF and the EmC systems (Griffiths,
Marslen-Wilson, Stamatakis, & Tyler, 2012; Rolheiser,
Stamatakis, & Tyler, 2011) and damage to the left ATL
predicts impairment of complex syntax processing
(Magnusdottir et al., 2013). Why should syntactic
deficits in aphasia patients, but not in PPA patients,
involve the ventral route? Etiology, disease course,

FIGURE 27.1 A schematic drawing of streams and tracts in the
dual loop model. Blue denotes participation in the dorsal pathway
and red denotes participation in the ventral pathway. There are at
least three components within the dorsal system: the most superior
tract relates to the “dorso-dorsal-stream” for “sensorimotor map-
ping” and may be mediated in humans by SLF II. The “dorso-
ventral-stream” connects IPC with IFG along the SLF III. These two
stream connotations are derived from the motor system. The AF con-
nects the temporal lobe with Pmd and IFG, probably contributing to
dorso-dorsal and dorso-ventral streams. The ventral stream has at
least two components, the UF connecting the anterior part of the
temporal lobe with the most inferior part of the IFG (BA 47). Fibers
that may be related to the IFOF run through the extreme capsule and
connect the middle and posterior parts of the temporal lobe with
inferior anterior IFG (BA 45, 47). In this diagram we give the mdLF,
which connects the temporal lobe with IPC a green color, thus attrib-
uting it neither to the dorsal nor to the ventral stream exclusively.
Note that there are other opinions. Parietotemporal connections have
been attributed to (an indirect part of) the arcuate fascicle (Catani
et al., 2005), and direct connections between IPC and prefrontal
cortex have been postulated. Clearly, this diagram is not comprehen-
sive for the tracts involved in language processing (e.g., tracts
connecting to SMA or to visual association cortex as Wernicke’s per-
pendicular tract have been left out) but capitalizes on the dual loop
system of long association tracts connecting prerolandic and postro-
landic parts of the brain.
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FIGURE 27.2 A diagram of connected regions of the dual loop model. Several dorsal (blue) tracts (see Figure 27.1) and ventral (red) tracts
connect prerolandic (left) and postrolandic (right) brain regions. Most regions are connected by both dorsal and ventral tracts, resulting in a
fully developed parallel dual loop system with reciprocal connections and equivalent pathways. Hierarchy is not determined by one specific
pathway, although specific functions may primarily or crucially involve one or both, but rather by an extension of this system to regulatory,
cytoarchitectonically more developed areas in prefrontal, temporal, and parietal neocortex in humans (Weiller et al., 2011). There are also
regions that belong to either dorsal or ventral streams only (ATL). An onion-like structure is suggested by the different layers. For Op4, see
Sepulcre (2013). RSN denotes resting-state network.
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FIGURE 27.3 Hypothetical lesion
sites of various forms of language dis-
orders are put on the diagram in
Figure 27.2, illustrating how symp-
toms or syndromes of patients might
be fitted anatomically into the context
of the dual loop model (“work in
progress”).
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and functional reorganization of these two pathologies
(aphasia and PPA) are different (Saur et al., 2006; Wilson
et al., 2010). In PPA patients, progressive brain degenera-
tion correlates with decreasing and, to some extent,
abnormal brain plasticity (Wilson et al., 2010). Aphasia
is due to an acute event that is followed by brain reorga-
nization. Here, brain reorganization correlates with
progressive recovery of language impairments in the
acute, subacute, and chronic states (Weiller et al., 1995;
Saur et al., 2006). There are also methodological differ-
ences between the studies. The extreme capsule mask
used for extraction of FA values and used in the more
recent DTI studies (Griffiths et al., 2012; Rolheiser et al.,
2011) was centered on the left IFG (BA 45), whereas
Wilson et al. (2011) used a mask starting in the insula.
Different attributions to ventral or dorsal streams may
follow these differences.

There are also claims of fundamentally different
computational capacities of the various dorsal tracts,
with (within the language domain) a specific role for
syntax for the tract to IFG and a clear differentiation
for language production for the other stream
(Friederici et al., 2012) or a differentiation in one for
sensorimotor integration and one for phonological
processing (Catani, Jones, & ffytche, 2005). In the con-
text of this chapter, similar differentiations have been
made in other domains, such as with a dorsal-dorsal
(for correct movement execution) and a dorsal-
ventral (for the use of blueprints) stream in the motor
system (Hoeren et al., 2013, 2014). We advocate that
both dorsal streams have the capacity for time-
dependent analysis (Rauschecker & Scott, 2009),
which may be used for various functions. Also, the
role of working memory or the phonological loop
commonly attributed to the dorsal stream (to BA 44)
(Paulesu, Frith, & Frackowiak, 1993) in mastering
complex grammar should be taken into account.
Syntactic relations, whether adjacent or long-distance,
require strategies that not only are dependent on the
temporal or spatial sequence of elements but also are
optimized to test a limited number of possible combi-
nations to convey meaningful relations. We attribute
the latter features of syntax to the ventral route. One
aspect, however, seems clear when looking at the cur-
rent literature: syntax is served by both dorsal and
ventral long association routes, which work in con-
cert, albeit with different functional specializations.
A clear division of the dorsal and ventral processing
stream is artificial, resulting from experimental situa-
tions that do not reflect processing within the natural
environment. For most functions, both streams would
not be mutually exclusive but instead work in
parallel (Cloutman, 2013; Makris & Pandya, 2009;
Rauschecker & Scott, 2009; Rolheiser et al., 2011),

constituting a loop (Weiller et al., 2011). Figure 27.3
potentially relates alterations of language to the dual
loop model

27.5 DEVELOPMENT

A recent article shows that at birth, anterior
and posterior language zones can be activated specifi-
cally but are not yet fully functionally connected
(Perani et al., 2011), and that the interaction between
the two regions becomes significantly synchronized at
approximately 7 years of age (Friederici, Brauer, &
Lohmann, 2011). This finding was considered in
relation to the fact that, in contrast to the ventral
pathway, the dorsal pathway has not yet fully
matured (Brauer, Anwander, & Friederici, 2011;
Brauer, Anwander, & Friederici, 2013) and that chil-
dren up to the age of 7 are rather poor at compre-
hending syntactically complex sentences (Dittmar,
Abbot-Smith, Lieven, & Tomasello, 2008; Dubois
et al., 2008; Hahne, Eckstein, & Friederici, 2004).

Also, the full development of inner speech appears
to occur around this age. According to Vygotsky, we
do have conceptual awareness at birth, but no inner
speech (Vygotzky, 1934). Young children approxi-
mately 4 years of age accompany their actions with
speech in social situations. This speech is under the
influence of continuous feedback from the environ-
ment and evolves from speech for others to overt
speech for oneself, called “egocentric” or “private”
speech that is still used in social situations, but its
meaning is gradually directed at the child itself.
During the process of a few years, until the age of
approximately 7 years, egocentric speech is replaced
by inner speech completely (Ehrich, 2006; Vygotzky,
1934).

It was suggested that it is only after the internaliza-
tion of speech and after complete interaction of both
pathways within the dual loop model that it is possible
to simultaneously combine phonological and abstract
thought proficiently (Figure 27.4). One assumption is
that the development of inner speech is related to the
mastering of complex grammar, which (until the age
of 7) is something children fail in complex tasks
because of metalinguistic demands. However, for both
hypotheses the explanation could be that, for master-
ing these tasks, simultaneous analysis of both time-
dependent and time-independent processing is
required. Only then can we start using language as a
tool to represent abstract concepts (Deutscher, 2005)
and, as Jackendoff noted, use language as a “scaffolding
that makes possible certain varieties of reasoning more
complex than are available to nonlinguistic organisms”
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(Jackendoff, 1997), permitting self-description, reflection,
self-questioning, and problem-solving (Barkley, 2001).

It is suggested that during this crucial age of
4�7 years in children, not only in language but also in
all modalities, internalization takes place (Diaz &
Berk, 1992; Vygotzky, 1978), “following the same general
sequence of stages as the internalization of speech,” and
outer-directed behavior becomes turned on the self as a
means to control one’s own behavior (Barkley, 2001).

Of course, when encountering a new and difficult
task, this process can be activated consciously, such as
when reading a difficult text slowly and aloud to capture
its meaning or when learning a new language and
communicating with a teacher. In these cases, internali-
zation will be a second step after externalization of the
subject studied. It might be worthwhile to examine in
patients with aphasia whether therapy should empha-
size the externalization of language functions as a first
step. Two new and promising therapies that were
proven to be effective, CIAT (constraint-induced aphasia
therapy) and PACE (promoting aphasics’ communica-
tive effectiveness), seem to have their focus exactly there.
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28.1 INTRODUCTION

Until not too long ago, the neurobiological model
that has dominated our view on the neural architecture
of language was the Wernicke-Lichtheim-Geschwind
model. In this classical model, the human language
faculty was situated in the left perisylvian cortex, with
a division of labor between the frontal and temporal
regions. Wernicke’s area in left temporal cortex was
assumed to subserve the comprehension of speech,
whereas Broca’s area in left inferior frontal cortex
(LIFC) was claimed to subserve language production.
The arcuate fasciculus connected these two areas. This
model was based on single word processing. Since
then, researchers interested in brain and language
have realized that language is more than the concate-
nation of single words. Research focusing on sentence
processing has found that lesions in Broca’s region and
adjacent cortex impair not only language production
but also language comprehension (Caramazza & Zurif,
1976), whereas lesions in Wernicke’s region not only
affect language comprehension but also language pro-
duction. More recent neuroimaging studies provided
further evidence that central aspects of language pro-
duction and comprehension are subserved by shared
neural circuitry (Menenti, Gierhan, Segaert, & Hagoort,
2011; Segaert, Menenti, Weber, Petersson, & Hagoort,
2012). Since the advent of a whole toolkit of neuroim-
aging techniques, new models of the neural architec-
ture of human language skills have been proposed.
Here, I focus mainly on the Memory-Unification-
Control (MUC) model as a model that tries to integrate

knowledge about language processing beyond single
words (Hagoort, 2005, 2013). After describing its three
components, I discuss the evidence that has accumu-
lated in support of the model.

28.2 MEMORY, UNIFICATION,
AND CONTROL

The MUC model distinguishes three functional com-
ponents of language processing: Memory, Unification,
and Control. The Memory component refers to the lin-
guistic knowledge that in the course of language acqui-
sition gets consolidated in neocortical memory
structures (see Davis & Gaskell, 2009, for the shift from
medial temporal lobe to neocortical structures during
consolidation). It is the only language-specific compo-
nent of the model. The knowledge about the building
blocks of language that is stored in memory (e.g., pho-
nological, morphological, syntactic building blocks;
jointly referred to as lexical items) is domain-specific
and, hence, coded in a format that is different from,
for example, color and visual object information.

However, language processing is more than mem-
ory retrieval and more than the simple concatenation
of retrieved lexical items. The expressive power of
human language derives from being able to combine
elements from memory in novel ways. This process of
deriving higher-level (i.e., sentence and beyond) mean-
ing is referred to as Unification. Although as a result
of the Chomskyan revolution in linguistics psycholin-
guistic studies of unification have mainly focused on
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syntactic analysis, unification operations not only take
place at the syntactic processing level but also are a
hallmark of language across representational domains
(Jackendoff, 2002). Thus, at the semantic and phono-
logical levels, lexical elements are combined and inte-
grated into larger structures. Hence, I distinguish
between syntactic, semantic, and phonological unifica-
tion (Hagoort, 2005).

Finally, the Control component relates language to
joint action and social interaction, and it is invoked, for
instance, when the contextually appropriate target lan-
guage has to be selected, or for handling the joint
action aspects of using language in conversational set-
tings. Later, it is shown how languages have built-in
linguistic devices that trigger the attentional control
system into operation.

In the MUC model, the distribution of labor is as
follows (Figure 28.1). Regions in the temporal cortex
(in yellow) and the angular gyrus in parietal cortex
subserve the knowledge representations that have
been laid down in memory during acquisition. These
regions store information, including phonological
word forms, morphological information, word mean-
ings, and the syntactic templates associated with noun,
verbs, and adjectives (for details, see Hagoort, 2003,
2005, 2009). Dependent on knowledge type, different
parts of temporal cortex are involved. Frontal regions
(Broca’s area and adjacent cortex; in blue) are crucial
for unification operations. These operations generate
larger structures from the building blocks that are

retrieved from memory. Within LIFC (Unification
Space), there seems to be a certain spatial distribution
of recruitment dependent on the type of information
that gets unified. Semantic unification recruits BA 47
and BA 45; syntactic unification has its focus in BA 45
and BA 44; phonological processes recruit BA 44 and
ventral parts of BA 6 (Hagoort & Indefrey, 2014). In
addition, executive control needs to be exerted such
that the correct target language is selected, turn-taking
in conversation is orchestrated, attention is given to
the most relevant information in the input, and so
forth. Control regions involve dorsolateral prefrontal
cortex (in pink) and midline structure, including the
anterior cingulate cortex and the parts of parietal cor-
tex that are involved in attention (not shown in
Figure 28.1).

The distribution of labor in the MUC model is not
absolute. Language functions do not reside in single
brain regions. Instead, language is subserved by
dynamic networks of brain regions, including the ones
outlined here. Ultimately, the mapping of a given lan-
guage function onto the neural architecture of the
brain is in terms of a network of brain areas instantiat-
ing that particular language function (McIntosh, 2008;
Mesulam, 1998; Sporns, 2011). This is what Fedorenko
and Thompson-Schill (2014) refer to as Networks of
Interest. Typically, each node in such a network will
participate dynamically in other functional networks
as well. Although one can claim a certain contribution
of a specific region (e.g., part of Broca’s area), it is cru-
cial to realize that such a contribution depends on the
interaction with other regions that are part of the net-
work. In short, “the mapping between neurons and
cognition relies less on what individual nodes can do
and more on the topology of their connectivity”
(Sporns, 2011, p. 184). Therefore, before discussing the
empirical evidence for the distribution of labor within
the MUC framework, I discuss the connectivity profile
of the language networks in the brain.

28.3 THE NETWORK TOPOLOGY OF THE
LANGUAGE CORTEX

The classical model has given the arcuate fasciculus
a central role in connecting the language-relevant parts
of the brain. This was based on the idea that Broca’s
area and Wernicke’s area were the two central nodes
in the language network. The language network is
much more extended than was assumed in the classi-
cal model and includes not only regions in the left
hemisphere but also the right hemisphere areas.
However, the evidence of additional activations in the
right hemisphere and areas other than Broca’s and
Wernicke’s does not take away the crucial role of left

FIGURE 28.1 The MUC model of language. The figure displays
a lateral view of the left hemisphere. The numbers indicate
Brodmann areas. These are areas with differences in the cytoarchitec-
tonics (i.e., composition of cell types). The memory areas are in the
temporal cortex (in yellow) including the angular gyrus in parietal
cortex. Unification requires the contribution of Broca’s area
(Brodmann areas 44 and 45) and adjacent cortex (Brodmann areas 47
and 6) in the frontal lobe. Control operations recruit another part of
the frontal lobe (in pink) and the anterior cingulate cortex, as well as
areas involved in attention (not shown in the figure).
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perisylvian cortex. In a recent meta-analysis based on
128 neuroimaging studies, Vigneau et al. (2010) com-
pared left and right hemisphere activations observed
in relation to language processing. For phonological
processing, lexico-semantic processing, and sentence
or text processing, the number of activation peaks in
the right hemisphere comprised less than one-third of
the activation peaks in the left hemisphere. Moreover,
in the majority of cases the right hemisphere activa-
tions were found in homotopic regions, suggesting a
strong interhemispheric dependency. It is therefore
justified to think that for the majority of the human
population (e.g., with the exception of some portion of
left-handers, cases of left hemispherectomy), the
language-readiness of the human brain is strongly but
not exclusively based on the organization of the left
perisylvian cortex. This, however, does not deny the
relevant contributions of the right hemisphere in, for
instance, speech recognition (Hickok & Poeppel, 2007).

A recent technique for tracing fiber bundles in the liv-
ing brain is diffusion tensor imaging (DTI). Using DTI,
Rilling et al. (2008) tracked the arcuate fasciculus in
humans, chimpanzees, and macaques. These authors
found in humans a prominent temporal lobe projection
of the arcuate fasciculus that is much smaller or absent
in nonhuman primates (Figure 28.2). Moreover, connec-
tivity with the middle temporal gyrus (MTG) was more
widespread in the left than in the right hemisphere. This
human specialization may be relevant for the evolution
of language. Catani et al. (2007) found that the human
arcuate fasciculus is strongly lateralized to the left, with
quite some variation on the right. On the right, some
people lack an arcuate fasciculus, in others it is smaller
in size, and only in a minority of the population is this
fiber bundle of equal size in both hemispheres. This pat-
tern of lateralization was confirmed in a study involving
183 healthy right-handed volunteers in the age range
between 5 and 30 years (Lebel & Beaulieu, 2009). The
functionality of the arcuate fasciculus is not limited to
single word processing. In a recent work, Wilson,
Galantucci, Tartaglia, and Gorno-Tempini (2012)
reported syntactic deficits in patients with primary

progressive aphasia after damage to the dorsal tracts but
not after damage to the ventral tracts. This suggests that
the dorsal tracts, including the arcuate fasciculus, are a
key component in connecting frontal and temporal
regions involved in syntactic processing. Again, exclu-
sivity is difficult to establish. Part of these tracts might
also subserve other aspects of language processing.

In addition to the arcuate fasciculus, other fiber
bundles are important in connecting frontal with tem-
poroparietal language regions (Figure 28.3). These
include the superior longitudinal fasciculus (adjacent
to the arcuate fasciculus) and the extreme capsule fas-
ciculus, as well as the uncinate fasciculus, connecting
Broca’s area with superior and middle temporal cortex
along a ventral path (Anwander, Tittgemeyer, von
Cramon, Friederici, & Knosche, 2007; Friederici, 2009;
Kelly et al., 2010). Figure 28.3 provides a schematic
overview of the more extended connectivity profile of
the left perisylvian cortex.

FIGURE 28.2 The arcuate fasciculus in a human, chimpanzee, and macaque in a schematic lateral view of the left hemisphere. From
Rilling et al. (2008), courtesy of Nature Publishing Group.
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FIGURE 28.3 Simplified illustration of the anatomy and connec-
tivity of the left hemisphere language network. Cortical areas are
represented as red circles: pars orbitalis (or), pars triangularis (tr), and
pars opercularis (op) of the LIFC, angular gyrus (ag), superior and
middle temporal gyri (tg), fusiform gyrus (fg), and temporal pole (tp).

34128.3 THE NETWORK TOPOLOGY OF THE LANGUAGE CORTEX

D. LARGE-SCALE MODELS



Using resting state fMRI, Xiang, Fonteijn, Norris, and
Hagoort (2010) found a clear topographically organized
connectivity pattern in the left inferior frontal, parietal,
and temporal regions (Figure 28.4). In the left—but not
in the right—perisylvian cortex, functional connectivity
patterns obeyed the tripartite nature of language proces-
sing (phonology, syntax, and semantics). These results
support the assumption of the functional division for
phonology, syntax, and semantics of the LIFC, includ-
ing Broca’s area, and revealed a topographical func-
tional organization in the left perisylvian language
network in which areas are most strongly connected
according to information type (i.e., phonological, syntac-
tic, and semantic). The dorsal pathways might be more
relevant for phonological and syntactic processing,
whereas the ventral pathways seem to be involved in
connecting regions for semantic processing.

28.4 THE EMPIRICAL EVIDENCE FOR
THE MUC MODEL

We have seen that there is a much more widespread
connectivity profile in left perisylvian language cortex
than was assumed in the classical model. The MUC
model deviates from the classical model in the division

of labor between Broca’s area, Wernicke’s area, and
adjacent regions. However, the proposed distribution
of labor is not absolute, but rather embedded and situ-
ated in the network skeleton of the language system’s
neural architecture.

What is the evidence for the relative division of
labor proposed in the MUC model? Let us consider
the syntactic network first. In comparison with phono-
logical and semantic processing, which have compel-
ling bilateral contributions, syntactic processing seems
strongly lateralized to the left hemisphere perisylvian
regions. Indirect support for a distinction between a
memory component (i.e., the mental lexicon) and a
unification component in syntactic processing comes
from neuroimaging studies on syntactic processing.
Two regions have been systematically reported in rela-
tion to syntactic processing (Hagoort & Indefrey, 2014):
the left posterior superior/middle temporal gyrus
(STG/MTG) and the LIFC. The left posterior temporal
cortex is known to be involved in lexical processing
(Hickok & Poeppel, 2004, 2007; Indefrey & Cutler,
2004; Lau, Stroud, Plesch, & Phillips, 2006). In connec-
tion to the MUC model, this part of the brain might be
important for the retrieval of the syntactic frames that
are stored in the lexicon. The idea of syntactic frames
that specify the possible local syntactic environment of
a given lexical item is in line with linguistic and
computational approaches that assume syntactic
knowledge to be lexically specified (Culicover &
Jackendoff, 2006; Joshi & Schabes, 1997; Vosse &
Kempen, 2000). The Unification Space, where individ-
ual frames are connected into a phrasal configuration
for the whole utterance, might recruit the contribution
of LIFC.

Direct empirical support for this distribution of
labor between LIFC (Broca’s area) and temporal cortex
was found in a study of Snijders et al. (2009). These
authors performed an fMRI study in which partici-
pants read sentences and word sequences containing
word-category (noun-verb) ambiguous words (e.g.,
“watch”) and the same materials with the unambigu-
ous counterparts of the lexical-syntactic ambiguities.
The ambiguous items were assumed to activate two
independent syntactic frames, whereas the unambigu-
ous counterparts result in the retrieval of only one syn-
tactic frame. Solely based on a computational model of
syntactic processing (Vosse & Kempen, 2000) and the
hypothesized contribution of temporal and frontal cor-
tex regions, it was predicted that the regions contribut-
ing to the syntactic unification process should show
enhanced activation for sentences compared with
words, and only within sentences should they display
a larger signal for ambiguous than for unambiguous
conditions. The posterior LIFC showed exactly this
predicted pattern, confirming the hypothesis that
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FIGURE 28.4 The topographical connectivity pattern between
frontal and temporal/parietal cortex in the perisylvian language net-
works. Connections to the left pars opercularis (oper), pars triangu-
laris (tri), and pars orbitalis (orbi) are shown in black, dark grey, and
white arrows, respectively. The solid arrows represent the main
(most significant) correlations and the dashed arrows represent the
extending (overlapping) connections. Brain areas assumed to be
mainly involved in phonological, syntactic, and semantic processing
are shown in black, dark grey, and light grey circles, respectively.
P1, supramarginal gyrus; P3, angular gyrus (AG); P2, the area
between SMG and AG in the superior/inferior parietal lobule; T1,
posterior superior temporal gyrus; T2, posterior MTG; P3, posterior
inferior temporal gyrus.
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LIFC, particularly BA 44 and BA 45, contributes to syn-
tactic unification. The left posterior MTG was activated
more for ambiguous than unambiguous conditions, as
predicted for regions subserving the retrieval of
lexical-syntactic information from memory. It thus
seems that the LIFC is crucial for syntactic processing
in conjunction with the left posterior MTG, a finding
supported by patient studies with lesions in these very
same regions (Caplan & Waters, 1996; Rodd, Longe,
Randall, & Tyler, 2010; Tyler et al., 2011). Presumably
these regions are connected via the dorsal pathways.

In addition to syntactic unification, there is the need
for semantic unification. One aspect of semantic unifi-
cation is filling the slots in an abstract event schema.
Semantic processing also recruits a left perisylvian
network, albeit with a substantially weaker lateraliza-
tion profile than syntactic processing. A series of fMRI
studies aimed to identify the semantic processing net-
work. These studies either compared sentences con-
taining semantic/pragmatic anomalies with their
correct counterparts (e.g., Friederici, Ruschemeyer,
Hahne, & Fiebach, 2003; Hagoort, Hald, Bastiaansen, &
Petersson, 2004; Kiehl, Laurens, & Liddle, 2002;
Ruschemeyer, Zysset, & Friederici, 2006) or compared
sentences with and without semantic ambiguities
(Davis et al., 2007; Hoenig & Scheef, 2005; Rodd,
Davis, & Johnsrude, 2005). In the latter case, there are
multiple word meanings for a given lexical item that
will induce competition and selection in relation to fill-
ing a particular slot in the event schema. As with syn-
tactic unification, the availability of multiple
candidates for a slot will therefore increase the unifica-
tion load. In the case of the lexical-semantic ambigui-
ties, there is no syntactic competition. Increased
processing is therefore attributable to unification of
meaning instead of syntax. The most consistent finding
across studies on semantic unification is the activation
of the LIFC, particularly BA 47 and BA 45 (Hagoort &
Indefrey, 2014).

A further indication for the contribution of LIFC in
semantic unification comes from a few studies investi-
gating semantic unification of multimodal information
with language. Using fMRI, Willems, Özyürek, and
Hagoort (2007) assessed the neural integration of
semantic information from spoken words and from co-
speech gestures into a preceding sentence context.
Spoken sentences were presented in which a critical
word was accompanied by a co-speech gesture. Either
the word or the gesture could be semantically incon-
gruous with respect to the previous sentence context.
Both an incongruous word as well as an incongruous
gesture led to increased activation in LIFC (BA 45/47)
as compared with congruous words and gestures (for
a similar finding with pictures of objects, see Willems,
Őzyürek, & Hagoort, 2008). This supports the claim

that LIFC is a key node in the semantic unification net-
work, unifying semantic information from different
modalities.

From these findings it seems that syntactic and
semantic unification is realized in a dynamic interplay
between LIFC as a multimodal unification site and
also knowledge-specific regions. Again, it is important
to stress that the interplay of these regions is crucial to
realize the functional component of unification.

In other models, the anterior temporal lobe has been
argued to be relevant for combinatorial operations
(Hickok & Poeppel, 2007; Rogalsky et al., Chapter 47
of this volume). One possibility is that this is limited to
conceptual combinations for which the mapping of
grammatical roles (e.g., subject, object) onto thematic
roles (e.g., agent, patient) is not required (Baron &
Osherson, 2011). In the latter case, the contribution of
Broca’s region is presumably highly relevant.

28.5 A GENERAL ACCOUNT OF THE
ROLE OF LIFC IN LANGUAGE

PROCESSING

So far, we have seen that LIFC plays a central role
in syntactic and semantic unification processes, albeit
with different activation foci for these two types of
unification. However, there is convincing evidence that
LIFC also plays a role beneath the phrasal and sen-
tence level. It is found to contribute to decomposition
and unification at the word level. Words are not pro-
cessed as unstructured, monolithic entities. Based on
the morpho-phonological characteristics of a given
word, a process of lexical decomposition takes place in
which stems and affixes are separated. For spoken
words, the trigger for decomposition can be something
as simple as the inflectional rhyme pattern, which is a
phonological pattern signaling the potential presence
of an affix (Bozic, Tyler, Ives, Randall, & Marslen-
Wilson, 2010). Decomposing lexical input appears to
be a ubiquitous and mandatory perceptual strategy;
that is, decompositional processes are triggered not
only for words with obvious parts (e.g., work-ed) but
also for semantically opaque words (e.g., bell-hop) and
even nonwords with putative parts (e.g., blicket-s,
blicket-ed). In a series of fMRI studies on the proces-
sing of inflectional morphology, Bozic et al. (2010)
have found that LIFC, especially BA 45, subserves the
process of morphological decomposition. Intracranial
recordings in BA 45 from epileptic patients during pre-
surgical preparation indicate that the same brain area
is also involved in the generation of inflected forms
during language production (Sahin, Pinker, Cash,
Schomer, & Halgren, 2009; see also comments by
Hagoort & Levelt, 2009).
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The evidence for LIFC involvement at word- and
sentence-level processing in both production and com-
prehension results in the question of how to account
for its role more generally. This is still an open issue,
but there is a possible answer. Notwithstanding the
division of labor within LIFC, its overall contribution
can be characterized in more general terms than hier-
archical or even sentence-level processing. Instead, the
LIFC is most likely involved in unification operations
at the word and sentence level, in connection with
temporal and parietal regions that are crucial for mem-
ory retrieval (Hagoort, 2005). Compositional and
decompositional operations occur at multiple levels
and at multiple time slices in the language processing
system, but also outside the language system. Any
time lexical and other building blocks enter into the
process of utterance interpretation or construction, and
any time the input string requires decomposition (pre-
sumably through analysis-by-synthesis) to contact the
right lexical representations, LIFC is recruited.

This view is fully compatible with recent accounts
in linguistics that view both morphology and syntax to
involve the retrieval of pieces of stored structure with
variables (Jackendoff, personal communication, 2014).
Hence, no principled distinction is claimed between
unification operations in syntax and morphology.

This account of LIFC’s contribution is more general
than is claimed in other models. For example, propo-
sals have been made that LIFC (Broca’s area) has a
more specialized role in language processing, has
more to do with linguistically motivated operations of
syntactic movement (Grodzinsky & Santi, 2008), and is
more involved in the processing of hierarchical struc-
tures (Friederici, Bahlmann, Heim, Schubotz, &
Anwander, 2006). However, such proposals are diffi-
cult to reconcile with the LIFC contributions to mor-
phological processes. Hence, the account specified here
seems to have more empirical support.

28.6 THE DYNAMIC INTERPLAY
BETWEEN MEMORY AND UNIFICATION

Although a connection is made between functional
components of the cognitive architecture for language
and specific brain regions, this is an idealization of
the real neurophysiological dynamics of the perisyl-
vian language network. Crucially, for language as for
most other cognitive functions, the functional contri-
bution of any area or region has to be characterized in
the context of the network as a whole, where speciali-
zation of any given node is only relative and realized
in a dynamic interaction with the other nodes in the
network (Mesulam, 1990, 1998). How this can be
viewed is specified in more detail for semantic

unification by way of illustrating the principle of
dynamic interaction.

In posterior and inferior temporal and parietal
(angular gyrus) regions, neuronal populations are acti-
vated that represent lexical information associated
with the incoming word, including its semantic fea-
tures. From here, neural signals can follow two routes.
The first exploits local connectivity within these poste-
rior regions, resulting in a graded activation of neigh-
boring neuronal populations, coding for related
lexical-semantic information. Such local spread of acti-
vation contributes to setting up a lexical-semantic con-
text in temporo-parietal cortex (Figure 28.5, green
circle). The second route is based on long-distance con-
nections to LIFC, through direct white matter fibers,
resulting in the selective activation of populations of
frontal cortex neurons. These will respond with a self-
sustaining firing pattern (see Durstewitz, Seamans, &
Sejnowski, 2000 for a review). Efferent signals in this
case can only take the long-range route back. The most
parsimonious account here is that frontal neurons will
send efferent signals back to the same regions in
temporo-parietal cortex from where afferent signals
were received. This produces another spread of activa-
tion to neighboring temporo-parietal regions, which
implies that connections representing a given semantic

FIGURE 28.5 Processing cycle subserving semantic unification in
the left hemisphere language network. Inputs are conveyed from
sensory regions (here visual cortex) to the inferior, middle, and
superior temporal gyri (1), where lexical information is activated.
Signals are hence relayed to the inferior frontal gyrus (2), where neu-
rons respond with a sustained firing pattern. Signals are then fed
back into the same regions in temporal cortex from where they were
received (3). A recurrent network is thus set-up, which allows infor-
mation to be maintained online, a context (green circle) to be formed
during subsequent processing cycles, and incoming words to be uni-
fied within the context. At each processing cycle a balance is
achieved by letting input-driven activity find attractor states, that is,
the maximum possible overlap with active populations in temporal
cortex.
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context will be strengthened. During each word pro-
cessing cycle, the memory (temporo-parietal) and uni-
fication (inferior frontal) components interact by
letting activation reverberate through the circuit in
Figure 28.5. Achieving the necessary outcomes for lan-
guage comprehension may be more or less demanding,
depending on how close the relation is between input
and context.

28.7 ATTENTIONAL CONTROL

The third component in the MUC model is referred
to as Control. One form of control is attentional con-
trol. In classical models of sentence comprehension—
of either the syntactic-structure-driven variety (Frazier,
1987) or in a constraint-based framework (Tanenhaus,
Spivey-Knowlton, Eberhard, & Sedivy, 1995)—the
implicit assumption is usually that a full phrasal con-
figuration results and a complete interpretation of the
input string is achieved. However, often the listener
interprets the input on the basis of bits and pieces that
are only partially analyzed. As a consequence, the lis-
tener might overhear semantic information (the Moses
illusion; Erickson & Mattson, 1981) or syntactic infor-
mation (the Chomsky illusion; Wang, Bastiaansen,
Yang, & Hagoort, 2012). In the question “How many
animals of each kind did Moses take on the ark?”, peo-
ple often answer “two,” without noticing that it was
Noah who was in command of the ark, not Moses. It
was found that syntactic violations might not trigger a
brain response if they are in a sentence constituent that
provides no new information (Wang et al., 2012).
Ferreira, Bailey, and Ferraro (2002) introduced the
phrase “good-enough processing” to refer to the listen-
ers’ and readers’ interpretation strategies. In a good-
enough processing context, linguistic devices that
highlight the most relevant parts of the input might
help the listener/reader in allocating processing
resources optimally. This aspect of linguistic meaning
is known as “information structure” (Buring, 2007;
Chafe, 1976; Halliday, 1967; Krifka, 2007). The informa-
tion structure of an utterance essentially focuses the
listener’s attention on the crucial (new) information in
it. In languages such as English and Dutch, prosody
plays a crucial role in marking information structure.
For instance, in question�answer pairs, the new or rel-
evant information in the answer will typically be pitch
accented. After a question like “What did Mary buy at
the market?”, the answer might be “Mary bought
VEGETABLES” (accented word in capitals). In this
case, the word “vegetables” is the focus constituent,
which corresponds to the information provided for the
Wh-element in the question. In a recent fMRI study
(Kristensen, Wang, Petersson, & Hagoort, 2013), we

tested the idea that pitch accent, which in Dutch is
used to mark certain information as focus, recruits
attentional networks in the service of more extended
processing of the most relevant information. In our
study, the attentional network was first localized in an
auditory nonverbal attention task. This task activated,
as expected, bilateral superior and inferior parietal cor-
tex. In the language task, participants were listening to
sentences with and sentences without semantic-
pragmatic anomalies. In half of the cases these anoma-
lies and their correct counterparts were marked as in
focus by a pitch accent; in the other half of the cases
they were not. The results showed an interaction in
bilateral inferior parietal regions between prosody
(pitch accent) and congruence; for incongruent sen-
tences, but not for congruent ones, there was larger
activation if the incongruent words carried a focus
marker (i.e., the pitch accent).

Overall, the activation overlap in the attention net-
works between the localizer task and the sentence
processing task indicated that marking of information
structure modulated a domain-general attention net-
work. Pitch accent signaled the saliency of the
focused words and thereby recruited attentional
resources for extended processing. This suggests that
languages might have developed built-in linguistic
devices (i.e., focus markers) that trigger the recruit-
ment of attentional systems to safeguard against the
possibility that in a good-enough processing system
the most relevant information might go unnoticed.
This provides one example of the interaction between
a general demand/control system (Fedorenko,
Duncan, & Kanwisher, 2012) and the core components
of the language network.

28.8 BEYOND THE CLASSICAL MODEL

I have outlined the contours of a neurobiological
model of language that is a substantial augmentation
of the classical Wernicke-Lichtheim-Geschwind model,
which was a model for single word processing mainly
based on lesion and patient data.

Three major additions are worth highlighting. First,
the connectivity of the language cortex in left perisyl-
vian regions is much more extended than proposed in
the classical model and is certainly not restricted to the
arcuate fasciculus. Second, the distribution of labor
between the core regions in left perisylvian cortex is
not one in terms of production and comprehension.
Shared circuitry has been established for core aspects of
language production and comprehension. Both recruit
temporal/parietal regions for retrieval of linguistic
information that is laid down in memory during acqui-
sition and LIFC for unification of building blocks into
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utterances or interpretations that are constructed online.
Unification “enables words to cooperate to form new
meanings” (Nowak, 2011, p. 179). Third, the operation
of language in its full glory requires a much more
extended network than what the classical model con-
tained, which was mainly based on evidence from single
word processing. The basic principle of brain organiza-
tion for higher cognitive functions is that these are based
on the interaction between a number of neuronal circuits
and brain regions that support the different contributing
functional components. These circuits are not necessarily
specialized for language; nevertheless, they need to be
recruited for the sake of successful language processing.
One example is the general attentional networks that
might be triggered into operation by specific linguistic
devices to safeguard against missing out on the most rel-
evant (new, focused) information in the language input.
Another example, not further discussed here, is the
Theory of Mind network that seems crucial for designing
our utterances with knowledge of the listener in mind
or, as a listener, to make the step from coded meaning to
speaker meaning (Bašnáková, Weber, Petersson, van
Berkum, & Hagoort, 2013; Hagoort & Levinson, 2015).
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Bašnáková, J., Weber, K., Petersson, K. M., van Berkum, J., &
Hagoort, P. (2013). Beyond the language given: the neural corre-
lates of inferring speaker meaning. Cerebral Cortex, 24, 2572�2578.
Available from: http://dx.doi.org/10.1093/cercor/bht112.

Bozic, M., Tyler, L. K., Ives, D. T., Randall, B., & Marslen-Wilson,
W. D. (2010). Bihemispheric foundations for human speech com-
prehension. Proceedings of the National Academy of Sciences of the
United States of America, 107(40), 17439�17444.

Buring, D. (2007). Intonation, semantics and information structure.
In G. Ramchand, & C. Reiss (Eds.), The Oxford handbook of linguis-
tic interfaces. Oxford: Oxford University Press.

Caplan, D., & Waters, G. S. (1996). Syntactic processing in sentence
comprehension under dual-task conditions in aphasic patients.
Language and Cognitive Processes, 11, 525�551.

Caramazza, A., & Zurif, E. B. (1976). Dissociation of algorithmic and
heuristic processes in language comprehension: Evidence from
aphasia. Brain and Language, 3(4), 572�582.

Catani, M., Allin, M. P., Husain, M., Pugliese, L., Mesulam, M. M.,
Murray, R. M., et al. (2007). Symmetries in human brain language
pathways correlate with verbal recall. Proceedings of the National
Academy of Sciences of the United States of America, 104(43),
17163�17168.

Chafe, W. L. (1976). Givenness, contrastiveness, definiteness, sub-
jects, topics and point of view. In C. N. Li (Ed.), Subject and topic.
New York, NY: Academic Press.

Culicover, P. W., & Jackendoff, R. (2006). The simpler syntax
hypothesis. Trends in Cognitive Sciences, 10(9), 413�418.

Davis, M. H., Coleman, M. R., Absalom, A. R., Rodd, J. M.,
Johnsrude, I. S., Matta, B. F., et al. (2007). Dissociating speech per-
ception and comprehension at reduced levels of awareness.
Proceedings of the National Academy of Sciences of the United States of
America, 104(41), 16032�16037.

Davis, M. H., & Gaskell, M. G. (2009). A complementary systems
account of word learning: Neural and behavioural evidence.
Philosophical Transactions of the Royal Society of London. Series B,
364, 3773�3800.

Durstewitz, D., Seamans, J. K., & Sejnowski, T. J. (2000). Dopamine-
mediated stabilization of delay-period activity in a network model
of prefrontal cortex. Journal of Neurophysiology, 83(3), 1733�1750.

Erickson, T. D., & Mattson, M. E. (1981). From words to meaning: A
semantic illusion. Journal of Verbal Learning and Verbal Behavior, 20
(5), 540�551.

Fedorenko, E., Duncan, J., & Kanwisher, N. (2012). Language-
selective and domain-general regions lie side by side within
Broca’s area. Current Biology, 22(21), 2059�2062.

Fedorenko, E., & Thompson-Schill, S. L. (2014). Reworking the lan-
guage network. Trends in Cognitive Sciences, 18(3), 120�126.

Ferreira, F., Bailey, G. D. K., & Ferraro, V. (2002). Good-enough
representations in language comprehension. Current Directions in
Psychological Science, 11(1), 11�15.

Frazier, L. (1987). Sentence processing: A tutorial review. In M.
Coltheart (Ed.), Attention and performance XII (pp. 559�585).
London, UK: Erlbaum.

Friederici, A. D. (2009). Pathways to language: Fiber tracts in the
human brain. Trends in Cognitive Sciences, 13, 175�181.

Friederici, A. D., Bahlmann, J., Heim, S., Schubotz, R. I., &
Anwander, A. (2006). The brain differentiates human and non-
human grammars: Functional localization and structural connec-
tivity. Proceedings of the National Academy of Sciences of the United
States of America, 103(7), 2458�2463.

Friederici, A. D., Ruschemeyer, S. A., Hahne, A., & Fiebach, C. J.
(2003). The role of left inferior frontal and superior temporal cor-
tex in sentence comprehension: Localizing syntactic and semantic
processes. Cerebral Cortex, 13(2), 170�177.

Grodzinsky, Y., & Santi, A. (2008). The battle for Broca’s region.
Trends in Cognitive Sciences, 12(12), 474�480.

Hagoort, P. (2003). How the brain solves the binding problem for
language: A neurocomputational model of syntactic processing.
Neuroimage, 20, S18�S29.

Hagoort, P. (2005). On Broca, brain, and binding: A new framework.
Trends in Cognitive Sciences, 9, 416�423.

Hagoort, P. (2009). Reflections on the neurobiology of syntax. In D.
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Willems, R. M., Özyürek, A., & Hagoort, P. (2007). When language
meets action: The neural integration of gesture and speech.
Cerebral Cortex, 17, 2322�2333.
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29.1 INTRODUCTION

Brain-related models of language have existed for
more than 150 years, since Wernicke (1874) and
Lichtheim (1884) published their models based on dif-
ferent aphasia syndromes. These models assumed sep-
arate centers for acoustic-sensory aspects supporting
language comprehension and motor aspects support-
ing language production, as well as connections
between them. It was assumed that if one of these cen-
ters or the connection between them was lesioned,
then respective aphasic deficits would result, such as
sensory aphasia, motor aphasia, or conduction aphasia.
Pick (1909, 1913) was the first to incorporate syntactic
and prosodic aspects in his model of language.
However, the model remained vague with respect to
the localization of these aspects, because it was again
based on the analyses of language behavior in aphasic
patients. In those days, the localization of the observed
aphasia deficits had to wait until after the death of the
patient, when the brain could be analyzed ex vivo
(Broca, 1861, 1865; Wernicke, 1874).

Today, the existing brain imaging methodology
allows us to localize different aspects of language in
circumscribed brain regions and to specify their func-
tional and structural connectivities in vivo. For the first
time, this enables us to describe neural networks sup-
porting semantic and syntactic processes in more
detail and to formulate a functional neuroanatomical
model of language.

Since the advent of functional magnetic resonance
imaging (fMRI), a large number of studies have been
conducted on word and sentence processing in differ-
ent languages. These studies were able to localize dif-
ferent linguistic subfunctions such as phoneme
discrimination, lexical retrieval, and syntactic phrase

structure building in different brain regions. However,
from these studies it also became clear that semantic
and syntactic processes effective during sentence com-
prehension cannot be localized to a single brain area,
but instead must be localized in definable neural
networks.

This chapter describes the syntactic and sentence-
level semantic networks taking into consideration fMRI
data and, moreover, recent findings from diffusion-
weighted MRI (dMRI) studies that allow the identifica-
tion of the white matter fiber bundles connecting those
brain regions that support particular language func-
tions. Here, we focus on sentence-level processes and
leave aside the studies on single word processing that
are well-described in recent reviews (Binder, Desai,
Graves, & Conant, 2009; Démonet, Thierry, &
Cardebat, 2005; Price, 2000). Semantic processes at the
word level may differ from semantic processes at
the sentence level, where the most relevant issue is the
relationship between words, not only between two
nouns (cat�dog) but also between verbs and their argu-
ment nouns (X chases Y). Pick (1913) had already noted
that the understanding of sentences requires more than
just the process of word perception, which could be
described as a reactive emergence of word meaning
from memory. For the understanding of sentences, it
holds that the meaning of a sentence is more than the
sum of the meaning of the individual words.

29.2 FROM DORSAL AND VENTRAL
STREAMS TO FIBER TRACTS

The functional MRI studies on syntactic and seman-
tic aspects of sentence processing conducted over the
past decade have consistently revealed an involvement
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of the inferior frontal cortex and the temporal cortex.
Meta-analyses indicate that both semantic and syntac-
tic processes recruit partly different regions in the infe-
rior frontal gyrus (IFG) and the superior and middle
temporal gyrus (STG/MTG) (Chapter 48; Price, 2010;
Vigneau et al., 2006). These brain regions are connected
to each other via different fiber bundles (see Catani &
de Schotten, 2008) that are referred to as the dorsal and
the ventral pathway (for a review see Friederici, 2009a;
Weiller, Musso, Rijntjes, & Saur, 2009).

Without basing their model on dMRI evidence of the
fiber tracts connecting the language-related brain
regions, Hickok and Poeppel (2004) discussed a func-
tional “dorsal stream” as being responsible for sensory-
to-motor mapping in speech processing and a functional
“ventral stream” as supporting sound-to-meaning
mapping. The method of dMRI that allows a neuroan-
atomical specification of fiber tracts within the human
brain in vivo only emerged at that time (Behrens et al.,
2003; Catani, Jones, & Ffytche, 2005). It is yet unclear
what the relation is between the functional dorsal and
ventral streams as defined by Hickok and Poeppel
(2004) and the anatomical dorsal and ventral pathways
as identified using dMRI. The early dMRI studies were
able to identify the neuroanatomical connections
between predefined brain regions such as Broca’s area
in the IFG and Wernicke’s area in the prefrontal cortex
(Catani et al., 2005). But because dMRI analyses only
provide structural information about the fiber bundles,
the possible functions of these can only be assigned
quite indirectly by identifying the function of the fibers’
termination regions (Friederici, 2009b).

A step toward a better description of the functions
of fiber tracts was to use a combined fMRI�dMRI
approach. In this approach, the specific function of
particular brain regions is identified by an fMRI exper-
iment. In a second step, these brain regions are used as
seed regions from which the course of a fiber tract is
calculated. The resulting fiber tract is interpreted to be
relevant for the specific function processed in these
brain regions. In principle, two methods of fiber track-
ing can be applied, probabilistic and deterministic fiber
tracking. Probabilistic fiber tracking only takes one
functionally defined region as the seed region and
starting point of tractography, whereas deterministic
fiber tracking takes two regions that are activated
simultaneously by one function and calculates the fiber
tract between the two.

A first study (Friederici, Bahlmann, Heim, Schubotz,
& Anwander, 2006) using this combined fMRI�dMRI
approach analyzed the dorsal and ventral fiber bundles
connecting those prefrontal and temporal regions acti-
vated in response to a particular language function.
The fMRI experiment applied an artificial grammar
paradigm with rule-based syllable sequences after

either adjacent or hierarchical nonadjacent dependency
rules. Although the former activated the left frontal
operculum, the latter additionally activated the poste-
rior portion of Broca’s area (BA 44). The dMRI data of
probabilistic tracking from these two regions located in
close vicinity revealed two distinct fiber tracts. First, a
dorsal pathway connecting Broca’s area to the posterior
STG/MTG was found when seeding in Broca’s area
and, given this area’s activation in the processing of
nonadjacent hierarchical dependencies, this pathway
was interpreted to support the processing of complex
syntactic structures. Second, fiber tracking with a seed
in the frontal operculum that was activated for the pro-
cessing of adjacent dependencies revealed a ventral
pathway to the temporal cortex; therefore, this path-
way was viewed to support the processing of adjacent
dependencies. Subsequently, a second study (Saur
et al., 2008) using a combined fMRI�dMRI approach in
language investigated the comprehension of simple
sentences (The pilot is flying the plane) and the repetition
of single words and pseudowords. The functional data
show activation in the premotor cortex (PMC) and in
the temporal cortex for repetition, whereas comprehen-
sion activated regions in the anterior frontal and the
temporal cortex. Using a deterministic tracking
approach, a dorsal and a ventral connection were iden-
tified. The authors interpret their data to show that the
dorsal pathway supports sensory-to-motor mapping
necessary for sensorimotor integration during speech
processing and the ventral pathway sound-to-meaning
mapping necessary for comprehension.

This apparent contradiction between the two studies
in their functional interpretation of the dorsal and ven-
tral pathway, however, can be explained on the basis
of novel dMRI that allow analyses of those fiber tracts
that connect the frontal cortex and temporal cortex
dorsally and ventrally. These analyses indicate that the
dorsal stream can be subdivided into two pathways
with different termination points. A recent review
(Friederici, 2011) proposed that this is also the case for
the ventral stream. The present review discusses the
relevant functional language processing studies and
the combined fMRI�dMRI reports published more
recently. Based on these findings, the Neuroanatomical
Pathway Model of Language was formulated.

29.3 THE NEUROANATOMICAL
PATHWAY MODEL OF LANGUAGE

The current model assumes four neuroanatomically
distinguishable pathways connecting the language-
relevant regions in the frontal cortex and the temporal
cortex, two pathways that run dorsally and two path-
ways that run ventrally (see Figure 29.1).

350 29. THE NEUROANATOMICAL PATHWAY MODEL OF LANGUAGE: SYNTACTIC AND SEMANTIC NETWORKS

D. LARGE-SCALE MODELS



29.3.1 Four Language-Related Pathways

Dorsally, one pathway (D1) connects the temporal
cortex to the PMC and one pathway (D2) connects the
temporal cortex to the posterior portion of Broca’s area
(BA 44). These two pathways can be distinguished neu-
roanatomically on the basis of their termination points,
their relative location, and, moreover, they can be distin-
guished functionally. Neuroanatomically, the pathway
from temporal cortex to PMC is located more dorsally
and more laterally than the pathway to BA 44 (Perani
et al., 2011). The pathway D1 that connects the STG and
MTG with the PMC via the parietal cortex consists of
fibers that are part of the SLF (Frey, Campbell, Pike, &
Petrides, 2008; Saur et al., 2008). The SLF has been
described as consisting of three different subparts (SLF
I, II, III) (Makris et al., 2005). There is a fourth fiber
bundle, the AF, that directly connects BA 44 in Broca’s
area with the posterior STG and MTG that constitute
the pathway D2 (Frey et al., 2008; Friederici, Bahlmann,
et al., 2006; Makris et al., 2005). Note that because this
fascile runs closely parallel with the SLF, some
researchers label this connection AF/SLF.

Ventrally, one pathway (V1) connects the anterior
portion of Broca’s area (BA 45) and BA 47 to the STG
via a fiber bundle called the extreme fiber capsule sys-
tem (EFCS) and is sometimes labeled IFOF. The other
ventral pathway (V2) that connects the most ventral

parts of the inferior frontal region including the frontal
operculum to the temporal cortex via its anterior por-
tion consists of the UF.

Only three of these four pathways are involved in
sentence comprehension. The fourth pathway is the
dorsal pathway (D1) that connects the temporal cortex
to the PMC. In combined fMRI�dMRI studies, this
pathway has clearly been shown to connect those brain
regions that are involved in the repetition of speech
(Gierhan, 2013; Saur et al., 2008). Thus, these findings
are compatible with the model of Hickok and Poeppel
(2004, 2007), which takes the dorsal pathway to sup-
port sensory-to-motor mapping. Furthermore, these
authors proposed that this processing stream is most
relevant during language acquisition (Hickok &
Poeppel, 2007; but see Hickok, 2012; Hickok et al.,
2011). Supporting evidence for this proposal, but at the
same time evidence for a subdivision of the dorsal
stream into two pathways, comes from a study com-
paring the fiber tracts in newborns and adults (Perani
et al., 2011). Although the two dorsal pathways, the
dorsal pathway (D1) connecting the temporal cortex to
PMC and the dorsal pathway (D2) connecting the
temporal cortex to posterior Broca’s area, are present
in adults, only the pathway (D1) to the PMC is pre-
sent in newborns. Under the assumption that D1 sup-
ports sensory-to-motor mapping and that D2 supports
the processing of complex hierarchical structures, it
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FIGURE 29.1 Language-relevant brain regions and schematic fiber tracts (displayed in the left hemisphere). Numbers represent cytoarchi-
tectonically defined Brodmann areas (BAs). BA 44 and BA 45 together constitute Broca’s area. BA 22 constitutes Wernicke’s area. Different
pathways are color-coded according to the color legend in the figure. Dorsal Pathway (D1) connects the PMC to the pSTG/MTG and involves
the superior longitudinal fascile (SLF). Dorsal Pathway (D2) connects BA 44 to the pSTG and involves the arcuate fascile (AF). Ventral path-
way (V1) connects BA 45/47 to the STG/MTG and involves the extreme capsule fiber system (ECFS)/longitudinal inferior-fronto-occipital fas-
cile (IFOF). Ventral pathway (V2) connects the frontal operculum to the aSTG and involves the uncinate fascile (UF). PMC, premotor cortex;
STG, superior temporal gyrus; pSTG, posterior superior temporal gyrus; aSTG, anterior superior temporal gyrus; MTG, middle temporal
gyrus; pMTG, posterior middle temporal gyrus. Adapted from Friederici and Gierhan (2013).
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appears useful that D1 is established early in life
because it allows the infant to enter the stage of bab-
bling, during which the infant’s output is tuned
toward its perceived language environment.

The dorsal pathway D2 and the two ventral pathways
are involved in language comprehension as they trans-
mit information necessary for sentence processing and
understanding. This information transfer during online
sentence processing must take place within milliseconds.
How the information transfer during language compre-
hension throughout the stages of auditory perception,
word recognition, phrase structure building, and, finally,
comprehension can be conceived has recently been out-
lined elsewhere when taking stimulus-driven bottom-up
and context-driven top-down processes into account
(Friederici, 2012). Here, we focus on the description of
the neural basis of syntactic and semantic processes dur-
ing sentence comprehension.

29.3.2 Syntactic and Semantic Networks

The present model is a weak syntax-first model that
assumes that the processing system initially builds up
a local phrase structure on the basis of the available
word category information (Friederici, 2002; Friederici,
2011). Semantic and higher-order syntactic relations
are only processed after that, unless the context is syn-
tactically and semantically highly predictive. Thus, the
model assumes two different stages of syntactic pro-
cessing (Friederici, 2002) that are taken to be repre-
sented in two different syntactic networks.

29.3.2.1 Syntactic Networks

This first processing step of local structure building
is functionally based on the grammatical knowledge of
the target language. This concerns the basic knowledge
about the structure of adjacent dependencies, such as
local phrases, and there are only a few in each lan-
guage, such as the determiner phrase and prepositional
phrase. This knowledge must be acquired during lan-
guage learning and its use becomes automatic as learn-
ing proceeds. In the adult brain, this process is highly
automatic and it involves the frontal operculum and
the anterior STG (Friederici, Rüschemeyer, Hahne, &
Fiebach, 2003). If the process is less automatized, as in
second language processing (Rüschemeyer et al., 2005)
and during development (Brauer & Friederici, 2007),
then BA 44 is also recruited. This is interesting because
these two regions located adjacent to each other differ
in their phylogeny, with the frontal operculum being
phylogenetically older than BA 44 (Amunts & Zilles,
2012; Sanides, 1962). Thus, it appears that the more sim-
ple processes of processing adjacent dependencies are
dealt with by a phylogenetically older cortex than is the

more complex process of building structural hierar-
chies. The frontal operculum and the anterior STG are
connected via the UF and comprise a network support-
ing local structure processing. The function of the
respective regions could be defined as follows: in the
adult brain, the anterior STG that receives its input
from the auditory cortex represents templates of local
phrases (determiner phrase, prepositional phrase),
against which the incoming information is mapped.
Thus, once the phrasal head (i.e., determiner, pre-
position) is encountered, the respective structure is
made available in the anterior STG (Bornkessel &
Schlesewsky, 2006). From here, the information is trans-
ferred via the UF to the frontal operculum, which in
turn transmits this information to BA 44 for further pro-
cessing. This ventral syntactic network is responsible
for the most basic syntactic processes, that is, local syn-
tactic computations.

A second syntactic network deals with more global
computations. This refers to the processing of hierar-
chical dependencies as in syntactically complex sen-
tences. The term complexity is used to cover different
phenomena, including sentences with noncanonical
word order (Friederici, Fiebach, Schlesewsky,
Bornkessel, & von Cramon, 2006; Grewe et al., 2005;
Meyer et al., 2012; Röder et al., 2002), sentences with
varying degrees of embedding (Makuuchi et al., 2009),
sentences with varying degrees of syntactically merged
elements (Ohta et al., 2013), and the interplay of these
sentence structures with working memory (see also
Chapter 48). These studies indicate that across the dif-
ferent languages such as English, German, Hebrew,
and Japanese, the factor of syntactic hierarchy opera-
tionalized as the reordering in noncanonical sentences
or processing of embedded structures is localized in
Broca’s area, mostly in its posterior portion (BA 44).
All these studies show that an increase in the level of
hierarchy as defined in a syntactic tree leads to an
increase in activation in BA 44.

A second region reported to be activated as a func-
tion of syntactic complexity and of verb-argument res-
olution is the posterior STG/STS (Ben-Shachar, Palti, &
Grodzinsky, 2004; Friederici, Makuuchi, & Bahlmann,
2009; Kinno et al., 2008; Newman, Ikuta, & Burns,
2010; Santi & Grodzinsky, 2010). This region has also
been activated when the semantic relation between a
verb and its argument cannot be resolved (Friederici
et al., 2003; Obleser & Kotz, 2010). Moreover, it was
found that the factor of verb class and argument order
interact in this region (Bornkessel, Zyssett, Friederici,
von Cramon, & Schlesewsky, 2005). Thus, it appears
that the posterior STG/STS is a region in which syntac-
tic information and semantic verb-argument informa-
tion are integrated (Grodzinsky & Friederici, 2006).
Posterior Broca’s area (BA 44) together with the

352 29. THE NEUROANATOMICAL PATHWAY MODEL OF LANGUAGE: SYNTACTIC AND SEMANTIC NETWORKS

D. LARGE-SCALE MODELS



posterior STG/STS constitute the second syntactic net-
work, which is responsible for processing syntactically
complex sentences. Within this dorsal syntactic net-
work, BA 44 supports the build-up of hierarchical
structures of nonadjacent elements, whereas the poste-
rior STG/STS subserves the integration of semantic
and syntactic information in complex sentences.

Thus, we have identified two syntactic networks, a
ventral syntactic network and a dorsal syntactic net-
work, each responsible for a different aspect of syntac-
tic processing in the healthy adult brain. But the
question arises whether there is further independent
support for the view of two syntactic networks from
either patient or developmental studies.

Unfortunately, patient studies do not allow us to
distinguish between BA 44 and the frontal operculum,
because both regions lie in the supply region of the
middle artery. However, lesions in the IFG involving
these two regions are reported to mostly result in syn-
tactic processing deficits (for a review see Grodzinsky,
2000), although the diversity in group selection,
design, and methodology leads to some diversity
between the outcomes of different studies.

Recent fMRI and dMRI studies on patients revealed
some interesting results concerning the dorsal and ven-
tral syntactic network. A study by Griffiths, Marslen-
Wilson, Stamatakis, and Tyler (2013) reported that
patients with lesions in the left hemisphere involving
either parts of the ventral network or the dorsal net-
work showed some deficit in syntactic processing.
Although this study does not systematically vary the
complexity of the syntactic processes, the results gener-
ally support the idea that both networks are involved
in syntactic processes. The study by Wilson et al. (2011)
that investigated nonfluent progressive aphasics indi-
cated that degeneration of the dorsal fiber tract con-
necting the temporal cortex (TC) and posterior Broca’s
area lead, in particular, to deficits in the processing of
syntactically complex sentences. This finding is clearly
in line with the current interpretation of D2.

Further support for the view that the pathway D2
subserves the processing of syntactically complex sen-
tences stems from developmental studies on language
that report that children, at an age when they are still
deficient in processing noncanonical sentences, demon-
strate a D2 that is not yet fully myelinized (Brauer,
Anwander, & Friederici, 2011), and that the degree of
myelination correlates with behavioral performance on
processing noncanonical sentences (Skeide, 2012).

Concerning the ventral syntactic system, one must
admit that reports on the relation between syntactic
abilities and lesions in the temporal cortex are quite
sparse because lesions in the temporal lobe are primar-
ily related to semantic deficits. However, there is the
interesting observation that only patients with

temporal lesions that extend and include the anterior
portion show syntactic comprehension deficits
(Dronkers, Wilkins, Van Valin, Redfern, & Jaeger,
2004). Additionally there is the report of a correlational
analysis of the white matter integrity in stroke patients
and their behavioral performance indicating that syn-
tax is processed both dorsally and ventrally (Rolheiser,
Stamatakis, & Tyler, 2011).

Thus, quite a number of studies are in line with the
view that there are two syntactic networks, a dorsal
one and a ventral one. Moreover, few studies specifi-
cally demonstrate that the dorsal syntactic system is
necessary to process hierarchically structured sen-
tences (Brauer et al., 2011; Wilson et al., 2011).

29.3.2.2 Semantic Networks

The ventral stream has long been taken to support
semantic processes (Hickok & Poeppel, 2004; Saur
et al., 2008). As discussed, the ventral stream can be
divided into two pathways, one involves the UF and
the other involves the ECFS or IFOF. The functional
allocation of these pathways is still undergoing debate.
Many researchers see the UF as being involved in lan-
guage processes (Catani & Mesulam, 2008; Duffau,
2008; Friederici, Bahlmann, et al., 2006; Parker et al.,
2005); however, its particular function is a matter of
discussion. The fMRI study by Friederici, Bahlmann,
et al. (2006) suggests that the UF supports the proces-
sing of adjacent dependencies during sentence percep-
tion. In a parent contrast, the interoperative brain
stimulation study with glioma patients by Duffau,
Gatignol, Moritz-Gasser, and Mandonnet (2009)
reported that language production interrupts when
stimulating the ECFS, but not when stimulating the
UF, which led the authors to deny the involvement of
UF in language. However, the tasks used in this stimu-
lation study were counting and picture naming; the
former task taps the automatic production of number
words and the latter task requires the retrieval of
words, which would certainly rely more on a semantic
network than on a syntactic network. Thus, the view
that the UF supports basic syntactic processes in lan-
guage is not to be disregarded on the basis of the find-
ings from the interoperative stimulation study.

The ECFS has been reported to support semantic
processes in many fMRI�dMRI and dMRI behavior
studies (Saur et al., 2008; Turken & Dronkers, 2011;
Wilson et al., 2010, 2011). This fiber system is also
referred to as IFOF, because it runs from the ventral
portion of the IFG along the temporal cortex to the
occipital cortex. This way, those inferior frontal brain
areas that are reported to be involved in semantic pro-
cesses such as BA 45 and BA 47 (Bookheimer, 2002)
are connected to the temporal cortex, which is known
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to support semantic processes including aspects of
semantic memory (Patterson, Nestor, & Rogers, 2007).

BA 45/BA 47 as one of the regions in the semantic
network is activated particularly when lexical semantic
processes are under strategic control; that is when par-
ticipants are required to perform some kind of seman-
tic relatedness or plausibility judgement (Dapretto &
Bookheimer, 1999; Fiez, 1997; Kuperberg et al., 2000;
Newman et al., 2010; Thompson-Schill, D’Esposito,
Aguirre, & Farah, 1997). The other region considered
to be part of the semantic network is the anterior tem-
poral lobe. Degeneration of this brain region leads to
semantic deficits already at single-word level (Hodges,
Patterson, Oxbury, & Funnell, 1992; Lambon Ralph &
Patterson, 2008; Patterson et al., 2007).

Studies investigating sentence-level semantic pro-
cesses are sparse. Different types of paradigms used to
investigate sentence-level semantics revealed different
findings. Studies that varied the semantic plausibility
found activation in BA 45/47 in the IFG (Newman
et al., 2010), whereas studies that investigated semantic
predictability reported activation in the supramarginal
and angular gyrus in the posterior temporo-parietal
region (Obleser & Kotz, 2010).

At present, it is not entirely clear how to model
these sentence-level semantic processes. What is clear,
however, is that the anterior temporal lobe, the inferior
frontal cortex, and the posterior temporo-parietal cor-
tex are involved in sentence-level semantic processes,
but that their interplay in the service of language
understanding remains to be specified. The ventral
pathway connecting the IFG and the STG/MTG plays
a crucial part in semantic processes, but it is also con-
ceived that the dorsal connection is involved whenever
predictive processes are in dispute.

29.4 CONCLUSION

Sentence processing is based on three neuroanatomi-
cally defined networks: two syntactic networks and one
semantic network. The semantic network involves the
anterior temporal lobe, the anterior inferior frontal cor-
tex, and the posterior temporo-parietal region. The for-
mer two regions are connected by a ventrally located
pathway, the ECFS. Syntactic processes are based on
two syntactic networks, a ventral and a dorsal network.
The ventral network supporting the binding of adjacent
dependencies, and thereby local syntactic building pro-
cesses, involves the anterior STG and the frontal opercu-
lum connected via a ventrally located pathway (UF),
whereas the dorsal network supporting the processing
of syntactic hierarchies involves the posterior portion of
Broca’s area (BA 44) and the posterior STG connected
via a dorsally located pathway (AF/SLF).
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30.1 INTRODUCTION

The (extended) Argument Dependency Model (eADM)
is somewhat of a newcomer to the scene of neurobiolog-
ical models of language. It was originally formulated
with the aim of accounting for cross-linguistic
similarities and differences in the neurocognition of
sentence processing (Bornkessel, 2002; Schlesewsky &
Bornkessel, 2004) and has only recently aspired toward
neurobiological grounding (Bornkessel-Schlesewsky &
Schlesewsky, 2013b). In this way, the model’s trajectory
towards neurobiology has been somewhat unusual.
However, this may be a strength rather than a weak-
ness. In particular, the consideration of cross-linguistic
diversity may provide some unique insights into the
neurobiology of language. With approximately 7,000
living languages but only one human brain to process
them, we argue that any biologically adequate model of
language must be able to account for the striking differ-
ences in how individual languages are organized, and
that an understanding of which patterns occur more
frequently than others in the midst of this diversity can
inform neurobiological models because these biases
presumably reflect the organizational principles under-
lying the processing of language by the human brain. In
this way, the current version of the eADM seeks to inte-
grate neurobiological design principles with design
principles gleaned from cross-linguistic considerations.

We first provide a very brief overview of the develop-
ment of eADM and the changes that it has undergone
(Section 30.2) before introducing the design principles—
both language-based and neurobiological—underlying
the current version of the model (Section 30.3).
Section 30.4 then describes the current model architec-
ture in more detail, followed by a discussion of the
evidence supporting these architectural assumptions

(Section 30.5). In Section 30.6, we show how the model’s
architectural assumptions translate into predictions for
electrophysiology. The chapter concludes with a brief
outlook (Section 30.7).

30.2 A BRIEF HISTORY OF THE
DEVELOPMENT OF eADM

As already noted, the Argument Dependency
Model (ADM) was originally formulated as a neuro-
cognitive model of sentence processing across lan-
guages (Bornkessel, 2002; Schlesewsky & Bornkessel,
2004). The first model version was primarily based on
electrophysiological data from German focusing specif-
ically on the processing demands imposed by verb-
final sentences. The model’s name is derived from the
proposal that interpretive dependencies (“who is
acting on whom”) can be set up between sentence
participants (“arguments”) even before the verb is
encountered. In its original version, the ADM was an
extension of Friederici’s neurocognitive model of audi-
tory language processing (Friederici, 1999, 2002) and
therefore shared a number of assumptions with that
model, perhaps most importantly the idea of different
processing phases organized in a serial fashion.

On the basis of data from a range of
languages, the ADM was expanded and modified
to the extended Argument Dependency Model
(eADM; Bornkessel & Schlesewsky, 2006; Bornkessel-
Schlesewsky & Schlesewsky, 2008). As indicated by
the modified name, the new model architecture in-
corporated some important changes, including the
proposal of a cascaded rather than strictly serial
organization. The eADM further posited that the pro-
cesses underlying sentence comprehension are not
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well-characterized by linguistic subdomains such as
syntax and semantics. Finally, even more recent
versions of the eADM have emphasized the impor-
tance of an “actor strategy” in sentence comprehension
across languages, meaning that the language proces-
sing system endeavors to identify the participant pri-
marily responsible for the state of affairs (the actor) as
quickly and unambiguously as possible (Bornkessel-
Schlesewsky & Schlesewsky, 2009, 2013a; for a com-
putational formulation, see Alday, Schlesewsky, &
Bornkessel-Schlesewsky, 2014).

All three assumptions—a cascaded architecture, no
qualitative distinctions between syntactic and semantic
cues, and the relevance of the actor strategy—play a cen-
tral role in the current version of the eADM (Bornkessel-
Schlesewsky & Schlesewsky, 2013b), which also intro-
duced a number of neurobiological design principles. In
the following sections, we first describe the language-
based and neurobiological design principles underlying
the current version of the eADM in more detail before
introducing the latest version of the model architecture.

30.3 DESIGN PRINCIPLES

The design principles underlying the model are
made explicit here. We begin by describing language-
based design principles gleaned from cross-linguistic
research (Section 30.3.1), and then discuss the relevant
neurobiological design principles (Section 30.3.2).

30.3.1 Language-Based Design Principles

As described, one of the principal aims of the
(e)ADM has always been to model cross-linguistic
unity and diversity in the neurocognition of language.
This goal is, in fact, inextricably intertwined with the
goal of developing a neurobiologically plausible model
of language processing, because any neurobiologically
plausible model of language will need to ensure that
linguistic diversity is adequately taken into account.
Hence, the following design principles, all of which
are motivated by cross-linguistic research, play an inte-
gral role in the current version of the eADM.

(L1) Functional equivalence of syntactic and semantic cues
The language processing literature often discusses the status
of cues from different linguistic domains (e.g., syntax and
semantics) in the comprehension architecture. However, since
the seminal work conducted within the Competition Model
(CM) framework from the late 1970s and early 1980s onward,
systematic cross-linguistic comparisons have consistently
provided evidence against a principled distinction between
syntactic cues (e.g., word order, case marking, agreement)
and semantic cues (e.g., animacy) in guiding comprehension
(Bates, Devescovi, & Wulfeck, 2001; Bornkessel &
Schlesewsky, 2006; MacWhinney & Bates, 1989; MacWhinney,

Bates, & Kliegl, 1984). More recent neurocognitive studies
even suggest that cues from different domains are associated
with qualitatively similar neural correlates (Bornkessel-
Schlesewsky & Schlesewsky, 2009). On the basis of these
observations, the eADM posits that the distinction between
syntax and semantics is not an organizational principle
underlying the language processing architecture.

In accordance with principle (L1), the architecture of
the eADM does not posit a principled distinction between
syntax and semantics (as assumed by Friederici, 2002,
2009, 2012) or between stored lexical representations and
combinatory operations (Hagoort, 2005, 2013). Rather,
knowledge that would traditionally be characterized as
semantic, syntactic, lexical, or combinatory is processed
in both the dorsal and ventral auditory streams and the
division of labor between the streams is based on other
distinctions (see Sections 30.3.2 and 30.4).

A further linguistic distinction that is often assumed
by models of language processing concerns the difference
between word categories (e.g., nouns and verbs). Like the
distinction between syntactic and semantic information
sources, the eADM assumes that a principled noun�verb
distinction does not play a crucial role in the language
processing architecture (design principle L2).

(L2) Transcategoriality
A recent review of neurolinguistic studies on different word
categories concluded that nouns and verbs are not
differentially represented by the brain at the single word
level, with apparent category differences arising primarily
from the distinction between objects and actions (Vigliocco,
Vinson, Druks, Barber, & Cappa, 2011; see also Moseley &
Pulvermüller, 2014). Differences do begin to emerge in
sentence context, however. This result accords well with
observations from linguistic typology, which suggest that not
all languages code category distinctions at the single word
level (“transcategoriality” or “precategoriality,” see Bisang,
2010) and that categories may differ between languages
(Croft, 2001). In this way, findings from the neurocognition of
language and linguistic typology converge in suggesting an
“emergentist” view of categories, that is, a view in which
word categories emerge from the interaction of form-based,
meaning-based, and distributional properties.

Rather than assuming principled distinctions between
purported linguistic modules such as syntax and seman-
tics or categories such as nouns and verbs, the eADM
posits that the combinatorial properties of higher-order
language processing in the brain are based on a
fundamental division of labor between two types of
combinatory mechanisms, as described in (L3); see
also Bornkessel-Schlesewsky, Schlesewsky, Small, &
Rauschecker, in press.

(L3) Sequence-based versus dependency-based combinatorics
Although competing theories of grammar assume various
different descriptive mechanisms for combining linguistic
elements to form larger units, all existing theories (e.g., Bresnan,
2001; Chomsky, 2000; Goldberg, 2003; Van Valin, 2005)
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assume two types of combinatory mechanisms in one form or
another: (i) the combination of elements into sequences (i.e.,
combining elements A and B to form the sequence A-before-B);
and (ii) the combination of elements to form dependencies,
independent of sequential order. As an illustration, consider the
phrase “the red boat” and its French counterpart “le bateau
rouge” (literally, “the boat red”). In both cases, red describes a
property of the boat (i.e., there is a dependency between boat
and red), but the sequential order in which the two words are
expressed differs between the two languages. While
dependency formation correlates strongly with sequential
information in some languages (e.g., English), most languages
allow for a more flexible word order and, hence, a principled
dissociation between sequence processing and dependency
formation (e.g., German, Turkish, Hindi, Japanese, and
Warlpiri, among many others).

Finally, it is important to note that the eADM rejects
the notion that mechanisms particular to specific linguis-
tic theories (e.g., merge, the notion of constructions) can
be plausibly translated into neurobiologically valid
constructs. It is well-known that competing theories of
grammar are essentially equivalent in terms of their
explanatory capacity, which can be demonstrated by
expressing them in a single formalism (e.g., Stabler, 2010).
In other words, competing theories overlap with regard
to which sentences they classify as well-formed (part of a
given language) or ill-formed (not part of a given lan-
guage), but theories differ with respect to the descriptive
computational mechanisms to which they attribute
these differences in classification. Second, because no
theory of grammar is currently constrained by knowl-
edge regarding the structure/function of the human
brain, it appears implausible to attempt to establish
a neurobiological grounding for any of the computa-
tional operations specific to individual linguistic
theories (for discussion, see Schlesewsky & Bornkessel-
Schlesewsky, 2012). Hence, instead of drawing on
mechanisms assumed in particular linguistic theories,
the design principles L1�L3 are based primarily on the
notion of cross-linguistic applicability.

30.3.2 Neurobiological Design Principles

The first neurobiological design principle underlying
the eADM (NB1) concerns the existence of multiple
streams of information processing. The assumption of a
dorsal�ventral stream dissociation is shared with a wide
range of other neurobiological models of speech and
language processing (Friederici, 2012; Hagoort, 2013;
Hickok & Poeppel, 2007; Rauschecker & Scott, 2009; Saur
et al., 2008; Ueno, Saito, Rogers, & Lambon Ralph, 2011).
Principle NB2 (hierarchical organization), while also not
particularly controversial in neurobiology more gener-
ally, has not been explored in detail with respect to its
potential consequences for the neurobiology of higher-
order language processing. Finally, principles NB3 and

NB4 are more controversial. NB3 posits a unified compu-
tational function for each stream (see Friederici, 2011,
2012, for a different perspective), whereas NB4 assumes
that the computations performed by each stream in
higher-order language processing are grounded in the
computations performed by that stream in nonhuman
primate audition.

(NB1) Multiple streams of information processing
The perception�action cycle is implemented by multiple
streams of information transfer in the human brain. As in
the visual domain (Goodale & Milner, 1992; Ungerleider &
Mishkin, 1982), a dorsal and a ventral stream of audition
can be distinguished (Rauschecker, 1998). The eADM posits
that each stream can be associated with a distinguishable
and internally unified function in information processing,
irrespective of the fact that a stream comprises multiple
fiber bundles. Furthermore, the computational properties of
the dorsal and ventral streams are congruent with those of
the dorsal and ventral streams in (human and nonhuman)
primate audition (Bornkessel-Schlesewsky, Schlesewsky,
Small, & Rauschecker, in press; Rauschecker, 2011;
Rauschecker & Scott, 2009).

(NB2) Hierarchical processing
Following well-established findings in the visual (Felleman
& Van Essen, 1991) and auditory (Rauschecker & Tian,
2000) domains (for an overarching synthesis concerning the
relationship between perception and cognition, see
Mesulam, 1998), the eADM assumes that the dorsal and
ventral streams in language processing are organized in a
hierarchical manner. Levels further downstream along a
stream are sensitive to successively more intricate
convergences of features (i.e., of features processed in levels
further upstream). Hierarchical processing has been
demonstrated convincingly for the ventral auditory stream
using single unit recordings in monkeys (Rauschecker &
Tian, 2000) and fMRI (DeWitt & Rauschecker, 2012). The
eADM assumes that it also holds for the dorsal stream.

(NB3) Computational functions of the dual streams
In accordance with the classic assumption of a meaningful
computational distinction between dorsal and ventral
streams in both the visual and auditory domains (Goodale &
Milner, 1992; Rauschecker, 1998; Ungerleider & Mishkin,
1982), the eADM assumes that the dorsal�ventral
distinction in language amounts to a meaningful
computational division of labor. Consequently, the dorsal
and ventral streams have separable, but internally
consistent, computational functions.

(NB4) Computational grounding in primate audition
The computations performed by the dorsal and ventral
streams in higher-order language processing are grounded
in the respective computational abilities of the two streams
in primate audition.
Accordingly, the dorsal stream performs operations

congruent with its role in auditory-motor mapping
(such as the dense connectivity between auditory, parietal,
and premotor regions in nonhuman primates, e.g., Lewis &
Van Essen, 2000; Morecraft et al., 2012; Ward, Peden, &
Sugar, 1946; and evidence for auditory-motor interactions in
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monkeys based on these structures, e.g., Artchakov et al.,
2012; Kohler et al., 2002) and as a “where” or “how” stream.
Internal models, which serve to predict upcoming states of
the world based on the current input and the properties of
the model, have been proposed as a common denominator
between the differing functions (Rauschecker, 2011).
The ventral stream, by contrast, recognizes auditory
objects. Like visual objects, auditory objects are identified
as a coherent gestalt via certain grouping cues (e.g., in
audition, harmonicity, coherent changes over time, and
a common temporal onset; Bizley & Cohen, 2013). Studies
in nonhuman primates have demonstrated a sensitivity
for successively more complex auditory objects along
the course of the ventral stream, ranging from elementary
auditory features such as frequency-modulated (FM)
sweeps or bandpass noise bursts to species-specific
vocalizations (Rauschecker, 2011; Rauschecker &
Scott, 2009; Rauschecker & Tian, 2000). Auditory
object formation is a form of categorization in which
spectro-temporal properties are grouped into perceptual
(Bizley & Cohen, 2013) and, at higher hierarchical levels,
conceptual units. It thus provides the computational basis
for an elementary mapping from spectro-temporal
patterns to concepts.

The final neurobiological design assumption (NB5)
concerns the role of frontal cortex within the language
processing architecture. In contrast to several other neuro-
biological models of language (Friederici, 2012; Hagoort,
2013), the eADM does not assume that frontal regions—
including IFG and vPMC—perform dedicated linguistic
computations such as syntactic structuring or unification.

(NB5) Control function of frontal cortex
Frontal cortex, including vPMC and IFG, fulfill domain-
general cognitive control functions in language processing
(Bornkessel-Schlesewsky, Grewe, & Schlesewsky, 2012;
January, Trueswell, & Thompson-Schill, 2009; Novick,
Trueswell, & Thompson-Schill, 2005; Thompson-Schill,
Bedny, & Goldberg, 2005; Thompson-Schill, D’Esposito,
Aguirre, & Farah, 1997). Thus, they serve to select among
multiple competing representations and provide a
supervisory function that can shift the weighting attributed
to the individual streams (Miller & Cohen, 2001). They are
also crucial for the integration of information from the dorsal
and ventral streams.

30.4 THE MODEL ARCHITECTURE

The basic model architecture of the eADM is shown
in Figure 30.1. In the following subsections, we explain
the assumptions underlying this architecture in more
detail. We begin by focusing on the assumed computa-
tional division of labor between the dorsal and ventral
streams (Section 30.4.1) before turning to hierarchical
processing as a common organizational principle of
both streams (Section 30.4.2). Sections 30.4.3 and 30.4.4
then discuss the assumed difference between the
representation of actions in the two streams and cross-
stream integration, respectively.

30.4.1 The Computational Division of Labor
Between the Dorsal and Ventral Streams

Building on the design principles that were discussed
in the preceding section, the current version of the eADM
posits the following fundamental computational dis-
tinction between the postero-dorsal and antero-ventral
streams (see L3 and NB3): the dorsal stream processes
sequential information, whereas the ventral stream com-
putes dependencies independent of sequential order.
Both types of computations are combinatorial in that they
serve to construct larger units via the combination of
smaller units. However, they differ with respect to the
informativity of temporal ordering: for the combination of
two elements A and B to form a larger unit C, if the order
in which A and B are encountered is relevant, then the
computation is one of sequencing; if the order of A and B
is irrelevant, then it is one of dependency formation. In
other words, time-independent computations are com-
mutative (like addition or multiplication in arithmetic),
whereas time-dependent computations are not (like
subtraction or division).

In accordance with NB4, the computational mechan-
isms posited here for the dual streams are grounded in
their respective computational functions in primate audi-
tion. For the dorsal stream, it has been proposed that its
basic functions as a where or how stream can be
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FIGURE 30.1 Schematic depiction of the eADM’s neuroanato-
mical assumptions (reproduced, with permission, from Bornkessel-
Schlesewsky et al., in press). Both the ventral (green) and dorsal (red)
streams are assumed to emanate from auditory cortex (AC) and to
perform information processing in a hierarchically organized manner.
Abbreviations: AC, auditory cortex; CS, central sulcus; IFC, inferior
frontal cortex; IPL, inferior parietal lobule; PMC, premotor cortex;
STS, superior temporal sulcus. Numbers denote Brodmann area.
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subsumed computationally under the construct of an
internal model (Rauschecker, 2011; Rauschecker & Scott,
2009) that serves to predict the sensory consequences of
actions (forward model) and to determine the necessary
motor commands to produce a desired sensory outcome
(inverse model). The eADM assumes that linguistic
sequence processing within this stream can be
understood using such internal model mechanisms. In
particular, forward models provide the optimal means
for predicting sequential information, as required at
many different levels of language (see also Pickering &
Garrod, 2007, 2013). The dorsal stream, which is
generally viewed as the more “action-related” of the two
auditory streams (Hickok & Poeppel, 2004, 2007; Saur
et al., 2008; Ueno et al., 2011) and which shows consider-
able anatomical overlap with the “action observation
network” (AON; Grafton, 2009), provides an ideal basis
for this type of mechanism. In other words, because
language and action share a number of constitutive
characteristics (hierarchical organization, dynamic
unfolding over time), neural architectures that are highly
suited to implementing forward and inverse models of
action should be able to serve a similar purpose with
respect to the sequential properties of language.

In contrast to the sequence-based processing
characteristics of the dorsal stream, the ventral stream
processes feature structures (auditory objects) of increas-
ing complexity. At the lower levels of the hierarchy
(phoneme, syllable), we assume that these are repres-
ented as spectro-temporal patterns, similar to the monkey
vocalizations discussed by Rauschecker and Tian (2000).
On the basis of single unit recordings in macaques, these
authors argued for a mechanism of spectral integration
in which particular neurons show sensitivity to the com-
bination of several spectral components comprised by
a complex sound. They also proposed that similar
mechanisms may be applicable in speech perception
in humans, at least up to the level of the syllable.
However, in accordance with the well-established idea
that the ventral stream is somehow involved in mapping
acoustic representations to semantic representations (e.g.,
Saur et al., 2008; Scott, Blank, Rosen, & Wise, 2000; Ueno
et al., 2011; and, to a certain degree, Hickok &
Poeppel, 2007), it appears clear that, at some level of the
hierarchy, representations must begin to abstract from
complex spectro-temporal acoustic patterns. The eADM
posits that the level of the morpheme may be a
promising candidate because there is general agreement
in linguistics that morphemes are the smallest meaning-
bearing units in language, and these are the smallest
units that can plausibly be connected to an acoustically
independent semantic representation.

The semantic representations assumed by the eADM
are termed “actor event schemata” (AE schemata). They
essentially reflect event scenarios comprising an event

instigator or causer (the actor) and the action undertaken,
as well as optional additional components such as the
entity acted on, the time, and location of the action. The
centrality of the actor as opposed to other participants in
the event scenario is motivated by cross-linguistic con-
siderations (Bornkessel-Schlesewsky & Schlesewsky,
2009, 2013b, 2014). The various components of a schema
are combined via dependency formation, which we
view as an extension of the combination sensitivity that
is already attested in basic auditory objects in nonhu-
man primates. Thus, in accordance with the abstrac-
tion from spectro-temporal to conceptual auditory
objects described, dependency formation is a mecha-
nism that groups linguistic units into conceptual sche-
mata as opposed to acoustic features into more
complex acoustic representations. Like auditory object
formation in the acoustic domain, dependency forma-
tion draws on grouping cues. These can include the
likelihood of certain words occurring in a particular
semantic relation (e.g., given “apple” and “eat,” there
is a high likelihood of the apple being interpreted as
the thing eaten rather than the entity doing the eating)
but also morphological cues such as case marking
(such as the German noun phrase “den kleinen brau-
nen Bären,” “the.ACC small.ACC brown.ACC bear.
ACC” in which overlapping accusative case inflec-
tions serve to make clear the dependency between the
various elements of the noun phrase). Importantly, as
noted, dependency formation is independent of
sequential order as demonstrated, for example, by the
fact that the component parts of a noun phrase can be
separated from one another in many languages of the
world. The following examples from Ukranian (Féry,
Paslawska, & Fanselow, 2007) illustrate this property.
Note the accusative feminine marker that serves as
a grouping cue to identify the dependency between
“interesting” and “book.”

1. Dependency without sequential adjacency: split
noun phrases in Ukrainian (Féry et al., 2007)
a. Marija pročytala cikavu knyžku

Mary has-read interesting-ACC.FEM book-ACC.FEM

“Mary has read an interesting book”

b. Cikavu Marija pročytala knyžku

interesting-ACC.FEM Mary has-read book-ACC.FEM

c. Knyžku Marija pročytala cikavu

book-ACC.FEM Mary has-read interesting-ACC.FEM

In a more general sense, AE schemata can be com-
pared with the notion of scripts (i.e., knowledge struc-
tures that represent information about events) (Schank,
1999; Schank & Abelson, 1977). Neuroanatomically, the
utilization of scripts has been tied to the anterior temporal
lobe (Frith & Frith, 2003; Funnell, Corballis, & Gazzaniga,
2001), which is in accordance with the eADM’s notion
of the antero-ventral stream. From a neurobiological
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perspective, increasing detail at successive levels of the
hierarchy (from the activation of individual AE schemata
to their combination) will lead to the activation of an
increasing number of neuronal populations activated
in “synchrony” in accordance with the assumption of
distributed semantic representations (e.g., Martin, 2007;
Patterson, Nestor, & Rogers, 2007, for reviews).

30.4.2 Hierarchical Organization as a Common
Principle

Despite the qualitatively different mechanisms of
information processing that they implement, the dorsal
and ventral streams have in common that processing is
organized in a hierarchical manner (see NB2). This
means that information integration increases successively
the further downstream a region is within a stream (i.e.,
the further removed from auditory cortex). For example,
if the first level of the hierarchy processes features at the
level of, for example, phonemes (e.g., /b/, /p/, /a/),
then the second level of the hierarchy will be sensitive to
combinations of these features (e.g., distinguishing sylla-
bles such as /ba/ and /pa/). The assumption that the
hierarchy is “built up” successively from auditory cortex,
hence implying an asymmetry in the directionality of
information flow within the two streams, is based on the
idea that the streams serve to link perception (primary
sensory regions) with action (frontal cortex). It thus
adopts the perspective that the purpose of the human
brain is to plan and execute movements, thereby allow-
ing us to interact with our environment:

Movement is the only way we have of interacting with the
world, whether foraging for food or attracting a waiter’s attention.
Direct information transmission between people, through speech,
arm gestures or facial expressions, is mediated through the motor
system which provides a common code for communication. From

this viewpoint, the purpose of the human brain is to use sensory
representations to determine future actions. Wolpert, Doya, and
Kawato (2003, p. 593).

Building on this view, we propose that the goal of lan-
guage comprehension is to translate linguistic input (i.e.,
a stream of phonetic, graphematic, or gestural input) into
a representation of the action or event being expressed
to allow for a suitable behavioral response. Note that
“behavioral” is used in very general terms here, referring
both to overt action and to more internal operations such
as memory updating or consolidation. Nevertheless,
connectivity within the streams is of course inherently
bidirectional.

The nature of the hierarchy within a stream is in
accordance with the information processing function of
that stream. In the dorsal stream, we assume that the
hierarchy is defined via temporal integration windows
of successively increasing size: phoneme sequences, pro-
sodic chunks, category sequences, action sequences, and
discourse sequences. The ventral stream, by contrast,
comprises a hierarchy of successively more complex
(i.e., feature-rich) auditory objects.

Combining the assumed division of labor between
the computations performed by the two streams with
hierarchical processing as a key organizational principle
yields the process models in Figures 30.2 and 30.3 for
the dorsal and ventral streams, respectively.

30.4.3 Representing Actions in the Dorsal
and Ventral Streams

If, as suggested, the goal of (auditory) language com-
prehension is to translate an acoustic input into an action
representation that can be used to guide future behavior,
then this raises the question of how action representations
differ between the dorsal and ventral streams. We
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FIGURE 30.2 Functional organization of the postero-dorsal
stream. Future input is predicted via a forward model and the
expected consequences (sensory or more abstract) are compared
with the actual input by a hierarchically organized series of com-
parators (designated by an X). Prediction errors arising in these
comparisons are used to update the forward model.
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propose that the crucial difference again lies in the disso-
ciation between sequences and dependencies.

Let us consider the ventral stream first. Here, in
accordance with the notion of AE schemata, we assume
that action representations in the ventral stream are
holistic in the sense that they encode the action and the
participants involved in it, but not the precise manner
in which the action unfolds in time.

The dorsal stream, by contrast, encodes an action in a
sequence-based manner with the goal of predicting how
the action/discourse event will continue to unfold over

time (sequentially). We posit that, to do this, the dorsal
stream draws on a set of action-relevant linguistic entities
that are particularly potent in their predictive capacity
(Figure 30.4). Importantly, we suggest that the dorsal
stream’s action representation is centered on these action-
relevant entities and their role in the sequential unfolding
of an action and that the stream does not represent the
overall action itself. This is the role of the ventral stream,
as described. This assumption is in line with the proposal
that the (visual) dorsal stream only has a very limited
memory capacity such that actions are possible when an
object (i.e., an action-relevant entity) is currently present,
but not when reliance on stored object information is
required (e.g., when grasping an object in the dark)
(Grafton, 2010; Milner, Dijkerman, McIntosh, Rossetti, &
Pisella, 2003). Under such circumstances the interaction
with the ventral stream becomes crucially important
(Cohen, Cross, Tunik, Grafton, & Culham, 2009).

As an example of an action-relevant entity in lan-
guage, consider the actor role. The actor refers to the
participant that is primarily responsible for the success-
ful execution/completion of the event or state of affairs
described (Bornkessel & Schlesewsky, 2006). Cross-
linguistic evidence suggests that actor identification
constitutes a central goal of sentence understanding
in languages of very different types (Bornkessel-
Schlesewsky & Schlesewsky, 2009) and, accordingly,
that different participants (arguments) compete for the
actor role (Bornkessel-Schlesewsky & Schlesewsky,
2013a, 2014). Competition is resolved via a set of cues
(also termed prominence features), some of which appear
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to be universal (e.g., animacy, word order, first person),
whereas others are language-specific (e.g., case marking,
agreement). Individual cues are weighted differentially
depending on the specific language being processed
(Bates et al., 2001; Bates, McNew, MacWhinney,
Devescovi, & Smith, 1982; Bornkessel & Schlesewsky,
2006; MacWhinney et al., 1984; MacWhinney & Bates,
1989). During language development, children learn
which of the more abstract linguistic information sources
(e.g., word order, case marking) correlate highly with
actorhood in their native language—presumably based
on more universal cues such as animacy or similarity to
the first person (assuming that the self is used as a model
for an optimal actor; Dahl, 2008; Haggard, 2008;
Tomasello, 2003). Once the actor has been identified,
it can be used to predict certain aspects of the event
or state of affairs currently being described. For
example, a human actor is likely to perform different
types of actions—warranting different sets of linguistic
descriptions—to an inanimate actor.

Predictions at a particular level of the hierarchy can
also influence other levels (both higher and lower). For
example, the anticipation of a particular action or set of
possible actions depending on the actor can be used to
constrain predictions with regard to the upcoming cate-
gory sequence. Animate and particularly human actors
are more likely than inanimate actors to perform goal-
directed actions involving another person or object.
Hence, in addition to a verb describing the action itself,
the processing system may be more likely to anticipate an
additional constituent describing an entity affected by the
action (an undergoer), and the internal model will be
modified to reflect this. At the same time, an actor partici-
pant is also very likely to be realized as the grammatical
subject of a sentence. Following work in sentence produc-
tion (see Myachykov, Thompson, Scheepers, & Garrod,
2011, for a review) and text analysis (Givón, 1983, 1994),
the eADM assumes that a speaker codes an entity as the
subject when he/she wishes to signal to the hearer that
this entity will be particularly important in the upcoming
discourse (Bornkessel-Schlesewsky & Schlesewsky, 2014).
Hence, identifying the subject allows for predictions to be
set up with regard to the next event to be described in the
current discourse (i.e., a supra-sentential sequence predic-
tion). Again, the internal model is dynamically modified
in accordance with this prediction.

30.4.4 Integrating Information Between
Streams

Finally, we turn to the interaction between the dorsal
and ventral streams. Following Rauschecker and Scott
(2009), the eADM posits that prefrontal cortex (specifi-
cally, the inferior frontal gyrus, IFG, and ventral premotor

cortex [vPMC]) serves as a point of integration between
the two streams. It also serves a control function when-
ever mediation between conflicting representations is
required (Bornkessel-Schlesewsky et al., 2012; Novick
et al., 2005; Thompson-Schill et al., 1997; Thompson-Schill
et al., 2005). In this way, the model assumes that prefron-
tal regions—and particularly the IFG—do not perform
any language-specific computations such as syntactic
structure building, but rather fulfill a more general super-
visory function (Miller & Cohen, 2001).

The integration of information from the two streams
in frontal cortex further allows for information from one
stream to induce a top-down modulation of the other.
For example, an event representation in the form of an
AE schema from the ventral stream can, when translated
into a dynamic sequence-based representation (possibly
in the interaction between IFG and vPMC), modify the
forward model being used to generate predictions about
upcoming input in the dorsal stream. This may lead to
more concrete predictions about category sequences
and phoneme sequences (i.e., specific words and
morphemes) than would be possible on the basis of the
dorsal stream alone due to the more specific information
about actors and events represented in the ventral
stream. Conversely, sequence-based information from the
dorsal stream can play an important role in modulating
AE schema unification in the ventral stream. Because AE
schemata conceptualize both actors and events and can
therefore represent both “nouny” and “verby” constitu-
ents depending on the context in which they occur (for
more detailed discussion, Bornkessel-Schlesewsky &
Schlesewsky, 2013b), current sequence information can be
used to determine whether a given AE schema refers to
the actor or the event in the overarching action being
described (i.e., for the schema “run(ner),” whether we are
currently processing an event involving a runner, some-
one who is running, or both).

Beyond an interaction of the two streams at their “ter-
mination” points in frontal cortex, a more dynamic
transfer of information at multiple points along each
stream appears very likely, possibly supported by sub-
cortical connectivity. Functionally, this could help to
consolidate representations across streams. However,
the anatomy of these putative connections remains to be
determined in detail and, accordingly, the functional
consequences of a more direct inter-stream interaction
remain an important topic for future research.

30.5 EVIDENCE FOR THE MODEL

In the following, we briefly summarize the existing
evidence for the architectural claims described.
Note that this discussion is not exhaustive for reasons
of space.
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Let us first consider the dorsal stream, for which the
model makes several claims that are not shared by other
approaches. The notion of hierarchical organization is
supported by a recent fMRI study (Lerner, Honey,
Silbert, & Hasson, 2011) on temporal receptive windows
in the dorsal auditory stream. Lerner and colleagues’
participants listened to stories that were presented either
normally or scrambled (i.e., cut into segments and
reassembled randomly) at several different levels or time
scales: single words, sentences, or paragraphs. Activation
changes were observed along the dorsal stream, with
areas successively further downstream from auditory
cortex only showing activation increases in response to
coherent information at successively higher levels (i.e.,
larger and longer linguistic units). Hence, Lerner et al.
(2011) argue for a hierarchical organization of temporal
receptive windows, with window size increasing from
“low-level sensory to high-level perceptual and cognitive
areas” (p. 2906). This result provides strong converging
support for the eADM’s proposal of a hierarchically
organized dorsal auditory stream.

A second key claim with regard to the dorsal stream
concerns sequential processing, an aspect of language
comprehension that has been examined in a number of
neuroimaging studies that aimed at investigating syntac-
tic processing. Evidence for sequence processing in the
dorsal stream stems from an fMRI study on constituent
processing in French (Pallier, Devauchelle, & Dehaene,
2011) that undertook a parametric manipulation of con-
stituent size (1�12 words) using both real French words
and pseudowords. Activation in the pSTS increased
parametrically with constituent size, irrespective of the
word/pseudoword distinction, whereas a comparable
activation increase in the anterior STS and temporal pole
was only observed for constituents consisting of real
words. This finding is consistent with the view that the
posterior temporal lobe is important for the processing
of category sequences, whereas combinatory effects in
the anterior temporal lobe can be modeled as AE schema
unification. Although it is conceivable that pseudowords
activate AE schemata on the basis of their similarity to
existing words, this activation should be considerably
less pronounced than that for real words, therefore
yielding a larger schema unification effect for real word
constituents. Category sequences, by contrast, can be
constructed just as successfully from pseudowords as
long as these preserve grammatical information.

Further evidence for the assumption that syntactic
processing relies on the dorsal stream is provided by
patient studies. Wilson et al. (2011) studied patients with
primary progressive aphasia (PPA) and observed that
deficits in processing noncanonically ordered sentences
in English (e.g., passives, object relative clauses) corre-
lated with damage to dorsal fiber tracts (the superior
longitudinal fasciculus and arcuate fasciculus), but not

ventral fiber tracts (the uncinate fasciculus and extreme
capsule). An fMRI study using the same task that
Wilson et al. (2010) used to assess patients’ syntactic per-
formance revealed activation in bilateral dorsal posterior
IFG/IFS and anterior insulae, left mid-posterior STS and
MTG, as well as left superior and medial (precuneus)
parietal regions. Furthermore, in an additional study,
Wilson et al. (2014) found that patients with semantic-
type PPA and atrophy of the anterior temporal lobes
showed statistically indistinguishable fMRI activation
for noncanonical versus canonical sentences in compari-
son with healthy controls.

Coactivation of posterior superior temporal and poste-
rior dorsal inferior frontal regions has also been reported
in studies on word order variations (Bornkessel, Zysset,
Friederici, von Cramon, & Schlesewsky, 2005; Röder,
Stock, Neville, Bien, & Rösler, 2002) or for the contrast
between locally (syntactically) ambiguous and unambigu-
ous sentences (Snijders et al., 2009). Importantly, the
eADM provides a principled explanation for the activation
of both temporal and frontal regions, with temporal
regions thought to perform the sequence processing neces-
sary for recognizing syntactic structure and frontal regions
providing the appropriate control mechanisms to super-
vise these processes. By contrast, models claiming that the
left IFG is the core region for syntactic processing
(Friederici, 2011) or linguistic combinatorics (Hagoort,
2013) do not straightforwardly account for the additional
temporal activation in response to syntactic manipulations.

Turning now to the ventral stream, the claim that
this stream processes auditory objects and provides a
mapping from spectro-temporal patterns to conceptual
schemata predicts that the anterior temporal lobe (aTL)
should be sensitive to abstract semantic representations.
There is evidence to suggest that auditory and visual
processing converges in anterior temporal regions (e.g.,
Chan et al., 2011, for supramodal sensitivity to semantic
categories in the aTL, as revealed by intracranial record-
ings) and that individual word meanings can be
decoded from EEG and MEG recordings from anterior
temporal cortex (Chan, Halgren, Marinkovic, & Cash,
2011). Dependency formation in the ventral stream is
supported by combinatory effects in the aTL (i.e.,
increased activity in response to two-word sequences
that yielded a meaningful modifier-head relation when
combined, e.g., “red boat,” in comparison with various
controls) for both visual and auditory input (Bemis &
Pylkkanen, 2013). The observation that semantic PPA
patients with substantial atrophy of the aTL can process
noncanonical word orders rather accurately and show
similar dorsal stream activation to controls while doing
so (Wilson et al., 2014) provides further converging evi-
dence for the eADM’s proposal that the combinatorics
supported by the ventral stream are dependency-based
(commutative) rather than sequence-based.
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30.6 CONSEQUENCES FOR
ELECTROPHYSIOLOGY

As noted in Section 30.1, the eADM was originally
formulated on the basis of electrophysiological data. It
therefore appears important to consider the conse-
quences for electrophysiological measures of language
processing arising from the architectural considera-
tions outlined in the previous sections.

First, recall that the eADM posits no principled sepa-
ration between syntax versus semantics, combinatorics
versus lexicon, or linguistic rules versus representations.
Hence, the model does not provide any basis for assum-
ing a separation of ERP components based on such dis-
tinctions (e.g., the traditional assumption that N400
effects reflect semantic processing, whereas LAN and
P600 effects reflect syntactic processing, e.g., Friederici,
2002; Hagoort, Brown, & Osterhout, 1999; Kutas, Van
Petten, & Kluender, 2006; Osterhout & Nicol, 1999).

If linguistic subdomains are excluded, then what
might be a plausible alternative for a functional classifi-
cation of the ERP correlates of language processing? In
this regard, let us first consider negative ERP deflec-
tions such as the left anterior negativity (LAN) and
N400. Very broadly speaking, these are often regarded
as reflecting mismatches with predicted information
during language processing. From the perspective that
forward models serve as a source of predictive proces-
sing within a dynamically unfolding linguistic input
signal, it is apparent that prediction errors (i.e., mis-
matches between the predicted sensory consequences of
an action and the sensory input that lead to an adjust-
ment of the internal model) provide a unified mecha-
nism for modeling prediction mismatches. The eADM
thus proposes that endogenous language-related nega-
tivities can be subsumed under a unified mechanism: a
prediction error during language processing. Rather
than reflecting different linguistic domains, latency and
topography of the negativity will vary depending on
where in the underlying architecture the prediction
error occurs (for a somewhat similar perspective, see
Pulvermüller, Shtyrov, & Hauk, 2009). Note, however,
that this does not mean that each component will be
associated with a unique source. Rather, scalp ERP pat-
terns likely reflect a mixing of a number of underlying
sources and, hence, potentially, a range of prediction
errors at multiple levels within the two streams.

With regard to positive ERP deflections, the eADM
subscribes to the view that the P600 (and earlier
language-related positivities) are instances of the
domain-general P3 component (Coulson, King, & Kutas,
1998; Gunter, Stowe, & Mulder, 1997). A recent neurobio-
logically grounded model of the P3 proposes that this
component reflects a systemic neuromodulatory response

to motivationally significant events stemming from the
release of norepinephrine (NE) from the Locus Coeruleus
(LC; a brain stem nucleus) (Nieuwenhuis, Aston-Jones, &
Cohen, 2005). The NE release serves to increase neural
responsivity (gain) to these motivationally significant
stimuli, thereby sharpening the dichotomy between the
response to target versus nontarget inputs and facilitat-
ing an appropriate behavioral response (“noradrenergic
potentiation of information processing”; Nieuwenhuis
et al., 2005, p. 510). Note that, as in Section 30.4, the
notion of behavior used here is very general, including
both overt responses and internal state changes such
as memory updating. From this perspective, language-
related endogenous positivity effects reflect a response
to motivationally significant stimuli, rather than index-
ing a particular type of structural processing (such as
syntactic processing or reanalysis). This idea is in line
with the finding that positivity effects occur for
both syntactically and semantically deviant materials
(for semantic violations, see Faustmann, Murdoch,
Finnigan, & Copland, 2007; Gunter, Jackson, & Mulder,
1992; Kolk, Chwilla, van Herten, & Oor, 2003;
Kuperberg, Sitnikova, Caplan, & Holcomb, 2003; Lotze,
Tune, Schlesewsky, & Bornkessel-Schlesewsky, 2011;
Roehm, Bornkessel-Schlesewsky, Rösler, & Schlesewsky,
2007; Sanford, Leuthold, Bohan, & Sanford, 2011) and
that they are considerably less pronounced or even
absent without a task (Batterink & Neville, 2013; Hasting
& Kotz, 2008). Further converging evidence stems from
the recent observation that, like P3 effects, P600 effects in
language comprehension are reaction-time aligned—a
necessary prediction of subsuming the P600 under the
LC/NE account of the P3 (Sassenhagen, Schlesewsky, &
Bornkessel-Schlesewsky, 2014). This account also leads
to a number of testable predictions, such as that P600
effects should covary with other physiological indicators
of LC/NE activity, including heart rate, pupil dilation,
and skin conductance.

30.7 OUTLOOK

The model architecture described here is intended as
a first step toward a neurobiologically and cross-
linguistically plausible model of human language pro-
cessing. As is the case with every model, it can only
provide an approximation of reality and it will likely
continue to undergo an evolution over the coming years.
Development presupposes falsifying assumptions of the
current model version and modifying them in accor-
dance with the data collected. Thus, an emphasis has
been placed on clear design principles, many of which
may ultimately prove too simple in their current form.
For example, it may be the case that, although both
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ventral and dorsal streams are organized hierarchically,
the formulation of the hierarchy may need to be some-
what different in each case. To allow for the testing of
such hypotheses, the current state of the model makes a
range of testable and falsifiable predictions, some of
which we have described in the present chapter.
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Dahl, Ö. (2008). Animacy and egophoricity: Grammar, ontology and
phylogeny. Lingua, 118, 141�150.

DeWitt, I., & Rauschecker, J. P. (2012). Phoneme and word
recognition in the auditory ventral stream. Proceedings of the
National Academy of Sciences of the United States of America, 109,
E505�E514.

Faustmann, A., Murdoch, B. E., Finnigan, S. P., & Copland, D. A.
(2007). Effects of advancing age on the processing of semantic
anomalies in adults: Evidence from event-related brain potentials.
Experimental Aging Research, 33, 439�460.

Felleman, D. J., & Van Essen, D. C. (1991). Distributed hierarchical pro-
cessing in the primate cerebral cortex. Cerebral cortex, 1(1), 1�47.

Féry, C., Paslawska, A., & Fanselow, G. (2007). Nominal split con-
structions in Ukrainian. Journal of Slavic Linguistics, 15, 3�48.

Friederici, A. D. (1999). The neurobiology of language comprehension.
In A. D. Friederici (Ed.), Language comprehension: A biological per-
spective (pp. 263�301). Berlin/Heidelberg/New York: Springer.

Friederici, A. D. (2002). Towards a neural basis of auditory sentence
processing. Trends in Cognitive Sciences, 6(2), 78�84.

Friederici, A. D. (2009). Pathways to language: Fiber tracts in the
human brain. Trends in Cognitive Sciences, 13, 175�181.

Friederici, A. D. (2011). The brain basis of language processing: From
structure to function. Physiological Reviews, 91(4), 1357�1392.

367REFERENCES

D. LARGE-SCALE MODELS



Friederici, A. D. (2012). The cortical language circuit: From auditory
perception to sentence comprehension. Trends in Cognitive Sciences,
16(5), 262�268.

Frith, U., & Frith, C. D. (2003). Development and neurophysiology of
mentalizing. Phil Transactions of the Royal Society London B, 358,
459�473.

Funnell, M. G., Corballis, P. M., & Gazzaniga, M. S. (2001).
Hemispheric processing asymmetries: Implications for memory.
Brain and Cognition, 46, 135�139.

Givón, T. (1983). Topic continuity in discourse: An introduction.
In T. Givón (Ed.), Topic continuity in discourse: A quantitative cross-
language study (pp. 1�41). Amsterdam: John Benjamins.

Givón, T. (1994). The pragmatics of de-transitive voice: Functional
and typological aspects of inversion. In T. Givón (Ed.), Voice and
inversion (pp. 3�44). Amsterdam: John Benjamins.

Goldberg, A. E. (2003). Constructions: A new theoretical approach to
language. Trends in Cognitive Sciences, 7, 219�224.

Goodale, M. A., & Milner, D. (1992). Separate visual pathways for
perception and action. Trends in Neurosciences, 15, 20�25.

Grafton, S. T. (2009). Embodied cognition and the simulation of
action to understand others. The Year in Cognitive Neuroscience
2009: Annals of the New York Academy of Science, 1156, 97�117.

Grafton, S. T. (2010). The cognitive neuroscience of prehension:
Recent developments. Experimental Brain Research, 204, 475�491.

Gunter, T. C., Jackson, J. L., & Mulder, G. (1992). An electrophysio-
logical study of semantic processes in young and middle-aged
academics. Psychophysiology, 29, 38�54.

Gunter, T. C., Stowe, L. A., & Mulder, G. (1997). When syntax meets
semantics. Psychophysiology, 34, 660�676.

Haggard, P. (2008). Human volition: Towards a neuroscience of will.
Nature Reviews Neuroscience, 9, 934�946.

Hagoort, P. (2005). On Broca, brain, and binding: A new framework.
Trends in Cognitive Sciences, 9, 416�423.

Hagoort, P. (2013). MUC (memory, unification, control) and beyond.
Frontiers in Psychology, 4, 416.

Hagoort, P., Brown, C., & Osterhout, L. (1999). The neurocognition of
syntactic processing. In C. Brown, & P. Hagoort (Eds.), The neurocog-
nition of language (pp. 273�316). Oxford: Oxford University Press.

Hasting, A. S., & Kotz, S. A. (2008). Speeding up syntax: On the rela-
tive timing and automaticity of local phrase structure and mor-
phosyntactic processing as reflected in event-related brain
potentials. Journal of Cognitive Neuroscience, 20, 1207�1219.

Hickok, G., & Poeppel, D. (2004). Dorsal and ventral streams:
A framework for understanding aspects of the functional neuro-
anatomy of language. Cognition, 92, 67�99.

Hickok, G., & Poeppel, D. (2007). The cortical organization of speech
processing. Nature Reviews Neuroscience, 8(5), 393�402.

January, D., Trueswell, J. C., & Thompson-Schill, S. L. (2009).
Co-localization of stroop and syntactic ambiguity resolution in
Broca’s area: Implications for the neural basis of sentence proces-
sing. Journal of Cognitive Neuroscience, 21, 2434�2444.

Kohler, E., Keysers, C., Umilta, M. A., Fogassi, L., Gallese, V., &
Rizzolatti, G. (2002). Hearing sounds, understanding actions:
Action representation in mirror neurons. Science, 297, 846�848.

Kolk, H. H. J., Chwilla, D. J., van Herten, M., & Oor, P. J. (2003).
Structure and limited capacity in verbal working memory: A
study with event-related potentials. Brain and Language, 85, 1�36.

Kuperberg, G. R., Sitnikova, T., Caplan, D., & Holcomb, P. (2003).
Electrophysiological distinctions in processing conceptual relation-
ships within simple sentences. Cognitive Brain Research, 17, 117�129.

Kutas, M., Van Petten, C., & Kluender, R. (2006). Psycholinguistics
electrified II (1994�2005). In M. Traxler, & M. A. Gernsbacher
(Eds.), Handbook of psycholinguistics (2nd ed., pp. 659�724). London:
Elsevier.

Lerner, Y., Honey, C. J., Silbert, L. J., & Hasson, U. (2011). Topographic
mapping of a hierarchy of temporal receptive windows using a nar-
rated story. The Journal of Neuroscience, 31(8), 2906�2915.

Lewis, J. W., & Van Essen, D. C. (2000). Corticocortical connections
of visual, sensorimotor, and multimodal processing areas in the
parietal lobe of the macaque monkey. Journal of Comparative
Neurology, 428, 112�137.

Lotze, N., Tune, S., Schlesewsky, M., & Bornkessel-Schlesewsky, I.
(2011). Meaningful physical changes mediate lexical-semantic
integration: Top-down and form-based bottom-up information
sources interact in the N400. Neuropsychologia, 49, 3573�3582.

MacWhinney, B., & Bates, E. (Eds.), (1989). The crosslinguistic study of
sentence processing. New York, NY: Cambridge University Press.

MacWhinney, B., Bates, E., & Kliegl, R. (1984). Cue validity and sen-
tence interpretation in English, German and Italian. Journal of
Verbal Learning and Verbal Behavior, 23, 127�150.

Martin, A. (2007). The representation of object concepts in the brain.
Annual Review of Psychology, 58, 25�45.

Mesulam, M. M. (1998). From sensation to cognition. Brain, 121,
1013�1052.

Miller, E., & Cohen, J. D. (2001). An integrative theory of prefrontal
cortex function. Annual Review of Neuroscience, 24, 167�202.

Milner, A. D., Dijkerman, H. C., McIntosh, R. D., Rossetti, Y., &
Pisella, L. (2003). Delayed reaching and grasping in patients with
optic ataxia. Progress in Brain Research, 142, 225�242.

Morecraft, R. J., Stillwell-Morecraft, K. S., Cipolloni, P. B., Ge, J.,
MacNeal, D. W., & Pandya, D. N. (2012). Cytoarchitecture and
cortical connections of the anterior cingulate and adjacent somato-
motor fields in the rhesus monkey. Brain Research Bulletin, 87,
457�497.

Moseley, R. L., & Pulvermüller, F. (2014). Nouns, verbs, objects,
actions, and abstractions: Local fMRI activity indexes semantics,
not lexical categories. Brain and Language, 132, 28�42.

Myachykov, A., Thompson, D., Scheepers, C., & Garrod, S. (2011).
Visual attention and structural choice in sentence production
across languages. Language and Linguistics Compass, 5, 95�107.

Nieuwenhuis, S., Aston-Jones, G., & Cohen, J. D. (2005). Decision
making, the P3, and the locus coerulus-norepinephrine system.
Psychological Bulletin, 131, 510�532.

Novick, J. M., Trueswell, J. C., & Thompson-Schill, S. L. (2005).
Cognitive control and parsing: Reexamining the role of Broca’s
area in sentence comprehension. Cognitive, Affective and Behavioral
Neuroscience, 5, 263�281.

Osterhout, L., & Nicol, J. (1999). On the distinctiveness, indepen-
dence, and time course of the brain response to syntactic and
semantic anomalies. Language and Cognitive Processes, 14, 283�317.

Pallier, C., Devauchelle, A. D., & Dehaene, S. (2011). Cortical repre-
sentation of the constituent structure of sentences. Proceedings of
the National Academy of Sciences of the United States of America, 108
(6), 2522�2527.

Patterson, K., Nestor, P. J., & Rogers, T. T. (2007). Where do you
know what you know? The representation of semantic knowledge
in the human brain. Nature Reviews Neuroscience, 8, 976�988.

Pickering, M. J., & Garrod, S. (2007). Do people use language produc-
tion to make predictions during comprehension? Trends in
Cognitive Sciences, 11, 105�110.

Pickering, M. J., & Garrod, S. (2013). An integrated theory of language
production and comprehension. Behavioral and Brain Sciences, 36
(4), 329�347.

Pulvermüller, F., Shtyrov, Y., & Hauk, O. (2009). Understanding in
an instant: Neurophysiological evidence for mechanistic language
circuits in the brain. Brain and Language, 110, 81�94.

Rauschecker, J. P. (1998). Cortical processing of complex sounds.
Current Opinion in Neurobiology, 8(4), 516�521.

368 30. THE ARGUMENT DEPENDENCY MODEL

D. LARGE-SCALE MODELS



Rauschecker, J. P. (2011). An expanded role for the dorsal auditory
pathway in sensorimotor control and integration. Hearing Research,
271, 16�25.

Rauschecker, J. P., & Scott, S. K. (2009). Maps and streams in the
auditory cortex: Nonhuman primates illuminate human speech
processing. Nature Neuroscience, 12(6), 718�724.

Rauschecker, J. P., & Tian, B. (2000). Mechanisms and streams for
processing of “what” and “where” in auditory cortex. Proceedings
of the National Academy of Sciences of the United States of America,
97, 11800�11806.
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Typically developing (TD) children will rapidly and
comprehensively master at least one of the more than
6,000 languages that exist around the globe. The com-
plexity of these language systems and the speed and
apparent facility with which children master them
have been the topic of philosophical and scientific
speculation for millennia. In 397 AD, in reflecting on
his own acquisition of language, St. Augustine wrote
“. . . as I heard words repeatedly used in their proper
places in various sentences, I gradually learnt to
understand what objects they signified; and after I had
trained my mouth to form these signs, I used them to
express my own desires” (quoted in Wittgenstein,
1953/2001). St. Augustine’s intuitions notwithstanding,
more recent thinking and research on children’s lan-
guage acquisition suggest that the problem facing a
child is much more intricate than simply remembering
the association between a sound and an object and
learning to reproduce the word’s sound. The rich and
multitiered nature of this problem—and the many and
varied paths to its solution (Bates, Bretherton, &
Snyder, 1988)—make the process of language acquisi-
tion a unique window into multiple low-level and
high-level developmental processes.

Studies of language development have provided
unparalleled views into broad neural and behavioral
change in response to input and consolidation. In this
chapter, we chart the multiple waves of change in lan-
guage comprehension and production, beginning at
birth with studies of speech perception, moving
through babbling, phoneme, and word discrimination
into the dawn of word comprehension and production,
and the subsequent emergence of syntactic and prag-
matic abilities. We also look at language’s “fellow

travelers,” skills such as social cognition, gestural com-
munication, and environmental sound recognition that
appear to presage or accompany linguistic milestones.
We also consider the neural bases underlying early
(mostly electrophysiological studies) and later lan-
guage development (predominantly functional mag-
netic resonance imaging). In particular, recent
neuroimaging literature increasingly demonstrates the
importance of experience and learning in the develop-
ment of neural correlates of language development, as
well as the absence of any straightforward and task-
independent language-specific neural substrates. We
emphasize the impressive degree of individual differ-
ences in language learning—something that is of prime
importance when evaluating language development in
atypical populations (as discussed in other chapters in
this volume). We also highlight the importance of the
structure and statistics of the input to multiple levels of
language learning. Finally, we close with an overview
of some of the important studies contributing to our
understanding of the development of the neurobiology
of language.

31.1 PRECURSORS TO LANGUAGE

The onset of language development is not signaled
by the child’s first word. Rather, even before birth
infants are adapting to their language environment,
mastering the necessary prelinguistic building blocks
that support later language learning. Infants seem to
prefer human speech over a number of other auditory
signals, such as filtered speech (Spence & DeCasper,
1987), warbled tones (Samples & Franklin, 1978), white
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noise (Butterfield & Siperstein, 1970; Colombo &
Bundy, 1981), and sine-wave analogues of speech
(Vouloumanos & Werker, 2004, 2007). Three-month-
old infants prefer listening to speech compared with
other naturally occurring sounds in their environment,
even other human sounds such as laughter and cough-
ing (Shultz & Vouloumanos, 2010). As we see in this
section, during the first year of life children make
huge strides in constructing the social, perceptual, and
attentional tools that language needs to get off the
ground.

Even before and soon after birth it is possible to see
the effects of experience-dependent speech discrimina-
tion. For instance, the heartbeat of term fetuses tends to
increase in response to hearing their mother’s voice
(Kisilevsky et al., 2003). Infants as young as 4 days old
can use rhythm to discriminate between familiar and
unfamiliar languages (Nazzi, Bertoncini, & Mehler,
1998; similar skills have also been noted in Tamarin
monkeys; Ramus, Hauser, Miller, Morris, & Mehler,
2000). Newborn infants also demonstrate some evi-
dence of being able to discriminate between some of
the vowels and consonants from human natural lan-
guages (Eimas, Siqueland, Jusczyk, & Vigorito, 1971;
see Kuhl, 2004 for a review). Under certain testing
conditions, infants, like adults, classify sounds into dif-
ferent categories. That is to say, as some physical char-
acteristic of a phonetic contrast varies along a
continuum (such as voice onset time), we do not hear
gradual variation in the sounds, but instead a sharp
change from one sound to another. This finding has
been further elaborated by research illustrating that 3-
to 6-month-old infants show graded, within-category
perception of voice onset time (VOT) under appropriate
testing conditions (McMurray & Aslin, 2005; Miller &
Eimas, 1996), suggesting that although phonetic dis-
crimination may be the most easily revealed, gradient
perception is also possible. Again, this ability to cate-
gorically perceive speech sounds is not specific to
humans, with monkeys (Kuhl & Miller, 1975) and
chinchillas (Kuhl & Padden, 1983) demonstrating simi-
lar phonetic discrimination as do infants. One sugges-
tion is that human phonetic categories have evolved
around more general characteristics of mammalian sen-
sory systems (Dick, Saygin, Moineau, Aydelott, &
Bates, 2004; Kuhl, 1986; Smith & Lewicki, 2006, but also
see Tomasello, 1999, for evidence of more human-
specific abilities that may play a part in language
development).

Infants younger than 6 months appear to discrimi-
nate a wide range of speech sound contrasts, including
those that do not occur in their native language
(see Saffran, Werker, & Werner, 2006 for a review).
However, not all speech sound contrasts are
equally discriminable. Sometimes this is because of

asymmetrical perception that results from the order in
which speech sounds are presented, and sometimes
this is the result of the salience of a contrast. Polka and
Bohn (1996) found that an infant’s perception of one
vowel can shift their perception of a subsequent vowel.
For example, if infants are first presented with one of
point vowels (e.g., /i/) and then are presented with a
more central vowel (e.g., /ɪ/), then the central vowel
appears to be absorbed into the point vowel’s auditory
space, making it difficult for infants to discriminate
between them (see Polka & Bohn, 2011 for a review).
Kuhl (1991) found that the extreme productions of a
vowel influence perception of a less extreme produc-
tion of the same vowel. She argued that these more
extreme tokens act as perceptual magnets attracting
the less peripheral tokens into their categorical space.
In the case of consonants, it has been shown that
acoustic salience influences early speech sound dis-
crimination. For example, Filipino and English infants
6 to 8 months old both have difficulty discriminating
the alveolar /na/ versus the velar /ŋa/ nasal stop con-
trast in word initial position, even though the contrast
exists in this position in Filipino and in syllable final
positions in English. It is not until later in the develop-
ment, approximately 10 months, that Filipino-learning
infants discriminate this contrast, whereas English-
learning infants at the same age still do not discrimi-
nate this contrast (Narayan, Werker, & Beddor, 2010),
suggesting that perceptually difficult contrasts require
more experience for infants to be able to discriminate
between them.

Starting at approximately the half-year mark,
infants’ experience with their native language can be
seen to influence their ability to distinguish between
non-native speech sound contrasts, so that by approxi-
mately the first year infants form a strong bias towards
native language-specific phonetic perception, beginning
with vowels and subsequently extending to consonants
(for a review see Werker & Desjardins, 1995). For
instance, at 6 months an infant exposed to a Japanese-
speaking environment can distinguish between the
English /r/ and /l/ sounds, but by 12 months the
same child discerns only a single phoneme, unlike an
infant reared in an English speaking environment.
Furthermore, children’s abilities to make such phonetic
classifications in their native language at 7 months posi-
tively predict language outcomes such as word produc-
tion, mean length of utterance (MLU), and sentence
complexity between 14 and 20 months, whereas ability
regarding non-native phonetic contrasts is inversely
related to later language measures (Kuhl, Conboy,
Padden, Nelson, & Pruitt, 2005).

What underlies these developmental changes in
infants’ auditory discrimination? There is some
evidence that in the first year of life, infants’ phonetic

374 31. LANGUAGE DEVELOPMENT

E. DEVELOPMENT, LEARNING, AND PLASTICITY



discriminations in their native language can, in part,
rely on the stochastic distributional information available
in natural speech. Although the actual examples of any
given phoneme that an infant hears vary considerably
along many acoustic dimensions, some tend to conform
to general statistical distributions that the infant may be
able to use to identify the most informative boundaries
for distinguishing phonemes (Jusczyk, Luce, & Charles-
Luce, 1994; Kuhl, Williams, Lacerda, Stevens, &
Lindblom, 1992; Maye, Werker, & Gerken, 2002; Saffran
& Thiessen, 2003). However, in many (if not most)
cases, such statistical information may be insufficient
for perceiving such distinctions (Feldman, Griffiths,
Goldwater, & Morgan, 2013; Swingley, 2009). Other evi-
dence suggests the visual and lexical information play
an important role in speech sound discrimination. In
illustration, if a unimodal distribution of a continuum
between /ba/ and /da/ is presented simultaneously
with synchronous visual articulations of a canonical
/ba/ and /da/, infants 6 months of age discrimi-
nate the contrast; however, if the articulations are
incorrect, then they no longer show discrimination
(Teinonen, Aslin, Alku, & Csibra, 2008). Using visual
objects, Yeung and Werker (2009) found that while
English-learning infants no longer discriminate non-
native contrasts, such as the Hindi dental/retroflex
stop contrast (Werker & Tees, 1984), they can discrimi-
nate this difficult contrast at 9 months of age if each
individual speech sound is paired with a specific object.
This suggests that infants are using information
gleaned from visual context to help detect contrasts.
In addition, lexical influences are likely supporting
speech sound discrimination. Feldman, Myers, White,
Griffiths, and Morgan (2013) found that 8-month-olds
could distinguish similar vowels only after hearing
those vowels consistently in distinct word environ-
ments. Modeling work supports the usefulness of lexi-
cal knowledge in determining sound categories. Martin
and colleagues argue that learners have access to proto-
lexicon consisting of high-frequency units (n-grams),
which can be used for learning their native language
phonemes (Martin, Peperkamp, & Dupoux, 2013).
Together these findings suggest that a number of factors,
including distributional, visual, and lexical, contribute to
whether infants can discriminate speech sounds.

Although infants do lose the ability to make discri-
minations for phonetic contrasts in all the world’s lan-
guages at approximately the first birthday, this is not a
straightforward example of a “critical” or “sensitive”
period in brain maturation. An elegant combined
behavioral and fMRI study by Pallier and colleagues
demonstrated that Korean-speaking children who
were adopted into French-speaking families between
the ages of 3 and 8—importantly, with no further
exposure to Korean—did not differ from children born

into French-speaking families when both were tested
on phonetic contrasts in Korean and French as adults
(Pallier et al., 2003).

In addition to learning to segment the speech stream
into meaningful language, children are also faced with
the task of producing meaningful speech themselves.
Researchers interested in how sensorimotor factors
might influence speech perception have examined the
relationship between speech perception and production
abilities. Using vocal motor schemes (VMS), which are
defined as the consonants that are part of an infants’
production inventory, DePaolis, Vihman, and Keren-
Portnoy (2011) found that 10-month-olds who had mul-
tiple VMSs exhibited a novelty listening preference for
passages whose nonwords contained consonants they
did not consistently produce. Similar findings have
been found for languages other than English, such as
Italian (Majorano, Vihman, & DePaolis, 2013) and
Welsh (DePaolis, Vihman, & Nakai, 2013). The link
between perception and production has also been illus-
trated in studies exploring the patterns of neural activa-
tion in the temporal and frontal lobes of infants aged 6
and 12 months (Imada et al., 2006). The early precursors
of productive language start with infants’ preverbal voca-
lizations. From approximately 3 months, infants begin
producing vowel sounds and appear to be able to imi-
tate adult-modeled vowel sounds (Kuhl & Meltzoff,
1996). From 6 to 8 months, infants start babbling—
making consonant vowel combinations (e.g., {ba},
{ata}). This early babbling is not obviously communica-
tive, often occurring when the infant is on his/her own.
As with phonetic perception, over the first year the
sounds that an infant produces move from being “uni-
versal” (with respect to all of the world’s languages) to
increasingly resembling the sounds of the language(s)
spoken around them. Infants produce native langua-
ge�specific vowel and consonant sounds before they
produce their first words, thus internalizing the acous-
tical or phonetic patterns of the language the child is
exposed to (Boysson-Bardies, de, Halle, Sagart, &
Durand, 1989; Boysson-Bardies & Vihman, 1991).

Although social development is not a direct precursor
of word or syntax comprehension or production, it is
entwined with language across early development.
The early beneficial effects of social context on lan-
guage learning are evident in infants’ vocalizations
and phonetic discriminations. For instance, Bloom,
Russell, and Wassenberg (1987) showed that turn-
taking can alter very young infants’ vocalizations, and
Goldstein, King, and West (2003) showed that parental
feedback increases infant vocalizations. In addition,
Kuhl, Tsao, and Liu (2003) found that North American
infants learned non-native Mandarin phonemic con-
trasts in the presence of a Mandarin speaker but not
from a video recording of the same information.
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At approximately 3�6 months, social cognition in
infants is perhaps most evident in gaze following, first
directed at nearby targets (D’Entremont, Hains, &
Muir, 1997) and expanding to further targets by
approximately the first birthday (Corkum & Moore,
1995). As with other skills, this feature is not uniquely
human and is present in at least several other nonhu-
man primate species (Tomasello, Carpenter, Call,
Behne, & Moll, 2005). Starting at approximately 9
months, we also see a change from diadic interactions
(i.e., the infant interacting with another object or
another person) to triadic interactions (i.e., the infant
and a caregiver jointly attending to each other and an
object; Trevarthen & Hubley, 1978).

From the end of the first year and beyond, children
become increasingly adept at understanding and
directing other people’s attention, using this informa-
tion to make the task of language learning more
tractable (Bates, 2004). In a longitudinal study of
infants from 9 to 15 months, Carpenter, Nagell, and
Tomasello (1998) showed a linked progression of ges-
ture and joint attention, from infants initially sharing
attention to subsequently following an adult’s atten-
tion, to directing another’s attention (for a detailed
review see Tomasello et al., 2005). Slightly older
infants use an adults’ communicative intent to rapidly
attach meaning to novel words (for a review see
Tomasello, 2001). Given the prominence of joint atten-
tion and its relation to language development, it is not
surprising that the quantity and type of joint attention
between infant and caregiver predict children’s early
communicative abilities, with particular gains when
the caregiver focuses on the object of the infant’s atten-
tion (Carpenter et al., 1998; Tomasello & Todd, 1983).

31.2 FIRST WORDS

As the infant’s native language discrimination
improves, the child faces the simultaneous daunting
task of using various cues in the speech input to seg-
ment speech into words and attach some meaning to
them. Although adult listeners tend to perceive the
speech stream as a series of discrete words presented
one after another (at least in their native language),
human speech actually affords no such luxury because
there is generally no one-to-one mapping between
pauses or silences and word boundaries. Despite this
fact, by 7.5 months, infants can detect words they have
been familiarized with from a stream of natural speech
(Jusczyk & Aslin, 1995) and furthermore demonstrate
longer-term memory for these words in speech
(Jusczyk & Hohne, 1997). The speech stream contains a
number of different clues regarding the location of
word boundaries, such as syllabic stress patterns (Curtin,

Mintz, & Christiansen, 2005; Jusczyk, Houston, &
Newsome, 1999), transitional probabilities (i.e., the likeli-
hood that one phonetic segment follows another;
Saffran, Aslin, & Newport, 1996), and familiar words
(such as mommy), which can help infants find and
segment adjacent word forms (Bortfeld, Rathbun,
Morgan, & Golinkoff, 2005). Infants use a combination of
these different cues to segment speech into words, with
the relative weighting of cues varying over development
(Johnson & Jusczyk, 2001; Thiessen & Saffran, 2003).

The purpose of this segmentation is, of course, to
identify the chunks of speech (words) to which mean-
ing can be attached and/or extracted. Evidence has
emerged suggesting that infants recognize highly com-
mon words as young as 6 months of age (Bergelson &
Swingley, 2012; Tincoff & Jusczyk, 1999). By 12 months,
in an associative learning task, English-learning infants
will appropriately map a novel word to a novel object
that has the phonological form of a typical noun, but
will reject: (i) forms with illegal sound sequences such
as “ptak” (MacKenzie, Curtin, & Graham, 2012a);
(ii) forms that are more function-word like such as “iv”
(MacKenzie, Curtin, & Graham, 2012b); or (iii) sub-
minimal forms (i.e., communicative sounds such as
“ooh” and single phonemes such as “l”; MacKenzie,
Graham, & Curtin, 2011). These results show that the
phonological knowledge acquired over the first year of
life influences word-object mapping. Infants become
increasingly rapid and skillful at forming these
word-to-meaning associations. By approximately 2
years (and possibly earlier), infants demonstrate “fast
mapping” (Carey, 1978), whereby word-to-meaning
mappings are learned after a single exposure. As with
previous examples, this skill is neither specific to
language (Markson & Bloom, 1997) nor specific to
humans (Kaminski, Call, & Fischer, 2004).

As any proud (yet weary) parent will attest, young
children are not just consumers of language, but they also
use it increasingly productively to communicate their
needs, desires, and interests with others. Whereas word
comprehension typically starts at approximately 9�10
months, word production typically follows several weeks
later (Fenson et al., 1994). In general, the size of a toddler’s
early receptive vocabulary maintains a healthy numerical
superiority over his or her productive vocabulary,
although there is considerable individual variability in
the extent of this relationship (again see Fenson et al.,
1994). Infants’ early productive vocabulary is mostly com-
posed of nominal labels for objects or people, although
they also produce non-nominal words (for instance, the
relational label “up”). However, straightforward classifi-
cations of infants’ language in terms of adult linguistic
categories such as verbs or nouns are probably inaccurate.
Because infant speech is driven primarily by the desire to
communicate, Tomasello argues that many of the early
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one-word utterances are actually “holophrases”—expres-
sing a holistic communicative function with a single label
(Tomasello, 2006). For instance, an utterance such as “up”
might serve as the infant’s shorthand for an adult phrase
such as “pick it up.” Thus, the infant may be copying a
part of the adult phrase as a way to express the communi-
cative intent of the phrase as a whole.

31.3 INDIVIDUALVARIABILITY,
DEVELOPMENTALTRAJECTORIES, AND

THE VOCABULARY “BURST”

As noted in the introduction, to understand the
mechanisms underlying both typical and atypical lan-
guage development, it is vital to have an understand-
ing of the trajectory of that development, both in the
“average” child as well as in individual children. The
MacArthur Bates Communicative Development
Inventory (CDI) provides an excellent and carefully
normed method of tracing an individual child’s lin-
guistic developmental trajectory from the tentative
start of meaningful communication around the first
birthday (for the “average” child) through the advent
of complex sentence production and comprehension.
An instrument based on parental report (and validated
through laboratory observation; Fenson et al., 2000),
the CDI is extremely useful for comparing typical and
atypical populations, and for assessing individual vari-
ation within a given sample.

One interesting finding of the initial MacArthur
Bates CDI norming studies (Fenson et al., 1994, 2000) is
that there is little overall difference between girls and boys
in terms of the trajectory of language development.
Girls are, on average, 1 month ahead of boys, but this
difference accounts for only 2% of the variation within

and across age groups. Thus, these gender differences
are relatively insignificant compared with the much
greater variation between individuals. It is worth
emphasizing how much individual variation there is
between “typically” developing children—the idea of
“typical” language development is something of a use-
ful fiction. As an illustration of this, we have reprinted
the cross-sectional growth curves from the Fenson
et al. (1994) monograph showing the receptive and pro-
ductive vocabulary size of children in the 10th, 25th,
50th, 75th, and 90th quartiles (Figures 31.1 and 31.2);
we also show longitudinal growth curves for three dif-
ferent TD children for comparison (Figure 31.3).

The use of statistical averages to simplify complex
and highly variable time series can sometimes mask
more interesting phenomena. A case in point is the
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sudden acceleration at 16�20 months in a child’s vocab-
ulary, the so-called “vocabulary burst” that follows a
period of very gradual increases in vocabulary size after
the first few words. This vocabulary acceleration
involves not only an increase in the total number of
words a child produces but also changes in the content
of the words, with a shift to a greater proportion of
adjectives and verbs (Bates et al., 1988; Fenson et al.,
1994; Hampson & Nelson, 1993; Nelson, 1981;
Tomasello, 2006). This sudden change in vocabulary
size has often been considered an indicator of the onset
of a new cognitive ability, such as developing a
“naming insight” (Dore, 1974). However, this “average”
picture masks the wide gamut of individual develop-
mental trajectories observed with the CDI for so-called
normal children (i.e., children without obvious lan-
guage problems). There is wide individual variation in
productive vocabulary size at the point when the “aver-
age” child launches his/her vocabulary burst. At this
time in chronological development (B16 months), chil-
dren in the highest 10th percentile produce approxi-
mately 180 words, whereas those in the lowest 10th
percentile produce fewer than 10 words. It is very
important to note that despite this early variation, most
of these children—including those in the 10th percentile
who are slow getting language off the ground—will go
on to have similar language outcomes as adults as their
initially more able peers. There is also massive variation
in the shape of the growth curves for different indivi-
duals’ productive vocabulary with age. Some children
show a recognizable burst, whereas others’ vocabulary
appears to grow at a much steadier pace, with still
others advancing in a series of small successive bursts.
A strong possibility is that the relationship between vocab-
ulary size and age is inherently nonlinear, rather than the

more frequently assumed form of one linear relation-
ship giving way to another linear relationship with the
onset of each new skill. The variability across indivi-
dual’s vocabulary growth curves can be captured most
parsimoniously using nonlinear models (Bates &
Carnevale, 1993; see also Elman et al., 1996, for a more
general discussion of nonlinearity in development).
Irrespective of the cause, recognizing the tremendous
individual variability is paramount when assessing
atypical populations and in understanding in what
ways these children differ from TD infants.

31.4 EARLY LANGUAGE AND
ITS RELATIONSHIP TO

NONLINGUISTIC ABILITIES

Meaningful language production and comprehension
develop in tandem with a raft of nonlinguistic cognitive
and motor abilities. The close developmental relation-
ship between gesture and language (see Bates & Dick,
2002, for a review) appears to begin from around 6
months, with a correlation between the onset of babbling
and the onset of rhythmic hand-banging. Toward the
end of the first year, first word comprehension tends to
co-occur with the start of deictic gestures (e.g., pointing
and showing gestures) and gestural routines (e.g., wav-
ing goodbye; Bates, Benigni, Bretherton, Camaioni, &
Volterra, 1977). In a similar vein, the later onset of pro-
ductive vocabulary also co-occurs with—or is slightly
preceded by—early recognitory gestures, such as putting
a phone to the ear or a brush to hair (Volterra, Bates,
Benigni, Bretherton, & Camaioni, 1979).

The ability to consistently imitate both behavioral
and vocal cues does not seem to develop until
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approximately 18 months (Jones, 2009). Interestingly,
imitation in the form of repeating words emerges
between 16 and 25 months and seems relatively
stable despite language developing across this time
(Bloom, Hood, & Lighbown, 1974). However, which
words are imitated changes over time, with infants
largely imitating words they do not know (i.e., would
not produce spontaneously) and, then, once imitated
enough, these words become part of spontaneous
speech (Bloom et al., 1974). Motor skills are also
related to some of the first forms of social communica-
tion, such as nonverbal requesting, initiating joint
attention, and responding to joint attention.
Impairment in any of these fundamental components
could interfere with the foundations of interpersonal
communication. Rhesus monkey infants who do not
show imitative tongue protrusions are more likely to
later develop stereotypes typical of those in human
autism spectrum disorder (ASD) (Ferrari et al., 2009).
Moreover, there is a negative correlation between the
degree of tongue protrusion in infant imitation and
language use in children with ASD (Gernsbacher,
Sauer, Geye, Schweigert, & Goldsmith, 2008). Alcock
and Krawczyk (2010) showed that oromotor control at
21 months is strongly associated with language pro-
duction measures. The relationship between oromotor
control and language production continues to be
important through development. Using data from a
large set of tasks tested on several samples of school-
age children, Krishnan et al. (2013) found that oromo-
tor praxis skills were the best predictor of nonword
repetition skills, a key index of language proficiency.

Infants’ word comprehension also shares a develop-
mental trajectory similar to their understanding of
familiar environmental sounds (i.e., meaningful, nonlin-
guistic sounds such as a cow mooing or a car starting).
Cummings, Saygin, Bates, and Dick (2009) found that
15- to 25-month-old infants’ accuracy in comprehend-
ing environmental sounds and spoken phrases was
approximately equivalent (with a slight advantage for
environmental sound recognition early in develop-
ment). These results suggest that, in fact, speech does
not appear to start out as being “privileged” as an
acoustical transmitter of referential information.

During the course of development, the relationship
between language, environmental sound comprehen-
sion, and gesture production changes as the infant gains
more linguistic experience. Recognitory gesture is
eclipsed by the exponential increase in a child’s produc-
tive vocabulary as language “wins custody” over ges-
ture as the prime means of expressive communication
(Bates & Dick, 2002). Similarly, for environmental sound
comprehension, infants with larger productive vocabu-
laries show a significant accuracy advantage for com-
prehending spoken words over environmental sounds;

this advantage of words over environmental sounds is
not revealed when infants are grouped by chronological
age. Nonetheless, throughout the lifespan there remains
a close relationship between language and gesture
(Saygin, Dick, & Bates, 2005) and between language and
environmental sound (Cummings, Ceponiene, Dick,
Saygin, & Townsend; 2008; Cummings et al., 2006; Dick
et al., 2007; Leech & Saygin, 2011; Saygin, Dick, Wilson,
Dronkers, & Bates, 2003). In sum, language is not an iso-
lated ability “fenced off” from the rest of cognition.
Instead, language appears to emerge from the interac-
tions of many domain-general cognitive processes,
including memory, attention, object recognition and
categorization, social and emotional abilities, as well as
the nonlinguistic motor and acoustical abilities (Bates,
Thal, Clancy, & Finlay, 2002). Language might best be
described as a “new machine constructed entirely out of old
parts” (Bates & MacWhinney, 1989).

31.5 RELATIONSHIP BETWEEN
EARLY DEVELOPMENTAND LATER

LANGUAGE ABILITIES

Development over the first 2 years of life has impli-
cations for later language abilities. For example, devel-
opmental changes in oro-facial movement speeds in
infants between 9 and 21 months have been correlated
with developmental advances in language and cogni-
tive skill (Nip, Green, & Marx, 2011). Six-month-old
infants’ ability to discriminate two acoustically distinct
vowels (/u/ and /y/) is correlated with language abil-
ities at 13�24 months of age (Tsao, Liu, & Kuhl, 2004).
Five-month-old infants who prefer listening to their
native language stress pattern have larger vocabularies
at 12 months (Ference & Curtin, 2013), and the amount
of time 12-month-olds spend listening to speech is
related to their vocabulary size at 18 months
(Vouloumanos & Curtin, 2014). Speech segmentation
abilities at 12 months correlate with expressive vocabu-
lary at 24 months and language skills at 4�6 years
(Newman, Ratner, Jusczyk, Jusczyk, & Dow, 2006).
Ability to map minimally differing words in a word-
object associative learning task (e.g., bih, dih; Stager &
Werker, 1997) at 17 and 20 months is related to chil-
dren’s performance on standardized tests of language
comprehension and production 2.5 years later
(Bernhardt, Kemp, & Werker, 2007).

31.6 THE RELATIONSHIP BETWEEN
VOCABULARY AND GRAMMAR

The sudden acceleration in vocabulary growth is
accompanied or followed by the first two-word
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combinations at 18�20 months. Early word combina-
tions mark the start of a second “burst” in the child’s
abilities, this time in the realm of productive grammati-
cal complexity.1 As with previous language milestones,
this rapid increase in syntactic sophistication does not
occur in a vacuum. Rather, toddlers’ burgeoning syn-
tactic abilities during the middle of the second year are
closely yoked to their productive vocabularies—that is,
syntax is not independent from the lexicon (Bates &
Goodman, 1997).

Bates et al. (1988) found significant positive correla-
tions between productive vocabulary size at 20�28
months and MLU2 in the same period, with the stron-
gest correlation between vocabulary at 20 months and
MLU at 28 months—when the “average” child’s com-
plex grammatical language is changing most rapidly.
It is important to note that this tight synchronous and
diachronous relationship between lexical size and
grammatical complexity is not driven by a latent vari-
able, like “maturation.” In this vein, Bates and
Goodman (1997) used data from the large CDI norm-
ing study (Fenson et al., 1994) to demonstrate that total

vocabulary size correlated with grammatical complex-
ity equally as strongly as grammatical complexity cor-
relates with itself—and that this relationship held true
when chronological age was partialled out. In fact, cal-
culated over the entire CDI sample, hierarchical step-
wise regressions revealed that age uniquely accounted
for only 0.8% of the variance for grammatical complex-
ity, whereas vocabulary size accounted for 32.3% of
unique grammatical variance. These results suggest
a law-like relationship whereby total vocabulary size,
irrespective of age, predicts grammatical complexity.
Furthermore, there is very little variability between
individuals around this relationship—including in all
but one clinical population where this question has
been investigated (Figure 31.4).

Remarkably, the lawful relationship between gram-
mar and the lexicon also appears to hold over
languages, despite the fact that languages differ tre-
mendously in terms of the morphosyntactic cues that
provide “clues” to meaning. For example, in English
the most reliable grammatical cue to agency (“who is
doing what to whom”) is word order, whereas for
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1Note that in terms of comprehension, infants younger than 12 months old can discriminate patterns analogous to simple grammars

(Gomez & Gerken, 1999).

2MLU is a frequently used measure of grammatical complexity calculated by taking the average number of morphemes (the smallest units of

meaning) per phrase. MLU is a somewhat problematic measure for comparing children’s grammatical knowledge across ages and across

languages (Bates et al., 1988). The CDI includes measures of grammatical complexity that have been normed across ages and languages, against

benchmark laboratory studies, and so provide a more robust mechanism for investigating the grammar explosion seen in the third year.
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some other languages (e.g., Italian), these sentential
roles are often imparted through inflectional morphol-
ogy. Prima facie, such languages show somewhat dif-
ferent grammatical developmental trajectories—for
instance, in a highly inflected, regular, and transparent
language like Turkish, the use of morphological parti-
cles is observed much earlier in development than in
English (Slobin, 1985). However, this does not mean
that the relation between the lexicon and syntax needs
to be fundamentally different. The CDI has been used
cross-linguistically to compare English and a language
with rich inflectional morphology for tense, aspect,
number, and gender—namely Italian. Despite the obvi-
ous differences in the languages, the same law-like
predictive link between vocabulary size and grammati-
cal complexity exists for Italian and English (Caselli,
Casadio, & Bates, 1999), demonstrating the generality
of this finding (Figure 31.2). The implication of this
work is that grammar is not a completely separate pro-
cess from word learning, nor does grammar simply
require some word knowledge to get started. Instead,
grammar and the lexicon are interwoven throughout
early development.

31.7 THE NATURE OF CHILDREN’S
EARLY GRAMMAR

One long-standing position in developmental
psycholinguistics is that young children and adults fun-
damentally share the same syntactic “competence” (see
Tomasello, 2000a for a detailed critical review). This
“continuity assumption” is one offshoot of the theory that
all human languages are built on a single innate univer-
sal grammar, with languages essentially differing only
in the words they use (Pinker, 1989). An alternative
developmental hypothesis postulates that children’s
early syntax is item-based. That is, young children
initially produce grammatical language not through the
utilization of general and abstract linguistic structures
(e.g., “subject,” “verb,” “noun”), but rather through
reproduction and very conservative and gradual tweak-
ing of individual and specific linguistic “constructions”
that they have learned from others’ speech (Goldberg,
1995, 2006; Tomasello, 1992, 2000a, 2000b).

There is increasing evidence that at least some of
young children’s grammar is item-based. A number of obser-
vational studies of children’s early language production
(Pizutto & Caselli, 1992, 1994; Tomasello, 1992) have
revealed that children’s early production of verbs does
not reveal a systematic pattern of usage. Instead, young
children produce many verbs in only a single form with
no transfer of structure from verb to verb. For instance,
for the verb “cut,” a child will only produce phrases of
the form “cut__” (e.g., cut apple or cut bread).

This phenomenon, termed the “verb island” hypothesis
(Tomasello, 1992), has been reported cross-linguistically
(Pizutto & Caselli, 1992, 1994; Rubino & Pine, 1998).

Experimental studies have also investigated the
item-based nature of early syntax by considering how
well children produce novel verb constructions. In a
series of studies, Tomasello and colleagues (see
Tomasello, 2000a, 2000b for reviews) investigated what
linguistic forms a 2- to 3-year-old child produces when
given a novel verb to use in a variety of linguistic situa-
tions. For instance, if a novel verb like “tam” is only
modeled for the child in intransitive form, will a child
produce the transitive form of the verb given an appro-
priate context? These studies repeatedly demonstrate
that before the age of approximately 3 years, children
will generally base their verb productions on the input
that they have heard. In other words, children will
not transfer the transitive structure to a novel verb
that they encountered in the intransitive form, even
when explicitly asked to do so. Akhtar (1999) demon-
strated an even more extreme example of how the
structure of the input determines children’s linguistic
productions. Exposing younger children (2- and
3-year-olds) to novel verbs in different word orders
(i.e., subject verb object [SVO], SOV, and verb subject
object [VSO]) led to framing the novel verb in ways
that reflected the exposed verb order—even for non-
canonical English word orders like SOV and VSO. In
contrast, older children (at 4 years) generalized from
their knowledge of SVO word order and used the
novel verb only in a “canonical” English way, thus
suggesting they were abstracting the verb away from
its syntactic frame.

In general, these observational and experimental
studies call into question the existence of abstract adult
grammatical categories in children’s early syntactic
development. These novel verb production studies
also indicate that early language is highly sensitive to
statistical patterns in the ambient language (e.g., the
frequency of a word order, such as SVO, is a key deter-
minant of its production by a child). Gradually, as the
typical child develops, by 3�4 years of age that child
will be increasingly able to generalize to novel verbs
using existing templates such as the transitive SVO
structure. However, it is important to note that these
word-order preferences are not immutable; even
college-age adults are exquisitely sensitive to changes
in the relative frequency of word orders.

31.8 LANGUAGE DEVELOPMENT IN
OLDER CHILDREN

Children by the age of 3�4 years are increasingly
proficient language users with large productive
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vocabularies, and they are able to fluently use and
comprehend complex grammatical constructions
(Bates & Goodman, 1997). However, this milestone
does not mark the end of the development of lan-
guage. Instead, children’s language abilities keep gradually
improving into adolescence and beyond (Nippold, 1998).
One obvious area of improvement is vocabulary
growth that continues throughout childhood, increas-
ing by approximately 3,000 words per year (for a
review see Graves, 1986). Similarly, auditory percep-
tion and speech perception continue to improve into
adolescence (Ceponiene, Rinne, & Naatanen, 2002).
Most surprisingly, perhaps, is that syntactic abilities
also continue to develop into later life.

As with infants, school-age children remain sensitive
to the frequency of syntactic constructions they hear.
For instance, Huttenlocher, Vasilyeva, Cymerman, and
Levine (2002) demonstrated that the proportion of com-
plex syntactic constructions used by a child’s primary
school teacher predicts how well the child produces
and understands difficult syntactic structures, over and
above chronological age. Even approaching adoles-
cence, children’s syntactic comprehension can be
demonstrated to vary from that of adults. Leech,
Aydelott, Symons, Carnevale, and Dick (2007) explored
children’s (ages 5�17) and adults’ (ages 18�51) com-
prehension of morphosyntactically diverse sentences
under varying degrees of attentional demands, auditory
masking, and semantic interference. The results indicated
perceptual masking of the speech signal has an early
and lasting impact on comprehension, particularly for
more complex sentence structures, and that young chil-
dren’s syntactic comprehension is particularly vulnera-
ble to disturbance. This study demonstrated not only
that syntax follows an elongated developmental trajec-
tory but also that other more general attentional and
perceptual skills continue to play an important role in
syntactic processing across the lifespan (see also
Hayiou-Thomas, Bishop, & Plunkett, 2004).

31.9 NEURAL MEASURES OF LANGUAGE
DEVELOPMENT

How is the child’s brain reorganizing itself during
this period of profound language development? A
series of electrophysiological studies by Debra Mills
and colleagues suggests that “cerebral specialization for
language emerges as a function of learning, and to some
extent depends on the rate of learning” (Sheehan &
Mills, 2008). Mills and colleagues have shown that the
relative lateralization of electrophysiological (EEG)
components (P100, N200-400) during the first years of
life is intimately related to language learning and
expertise. In particular, the lateral distribution of the

N200-400 component for known versus unknown
words is related to the overall size of the infant’s
vocabulary in a particular language. Conboy and Mills
(2006) showed that in 20-month-old bilingual toddlers
classified as having high or low total vocabulary sizes,
the N200-400 difference between known versus
unknown words was lateralized only in children with
higher vocabularies, and only in their dominant lan-
guage. Conversely, this known-versus-unknown word
N200-400 difference was bilaterally distributed in the
nondominant language and in the toddlers with lower
total vocabulary. A similar finding was reported in a
rapid-word-learning experiment by Mills, Plunkett,
Prat, and Schafer (2005). Thus, changes in the large-
scale topography of neural responses to words were
driven by infants’ expertise with words in general, as
well as by their knowledge of specific word exemplars.

More generally, in their review of the infant and
child EEG language literature, Sheehan and Mills
(2008) point out that the relative lateralization of EEG
components changes dynamically over the lifespan. As an
example, they cite the case of the P1 component
evoked in response to auditory stimuli, which shows
an early left-lateralization from 3 months to 3 years, a
symmetrical distribution from 6 to 12 years, and a
right-lateralized distribution from 13 years into adult-
hood. The existence of such complex developmental
trajectories demonstrates that any putative “early later-
alization” for speech or language stimuli must be
understood in the context of changes over the life-
span—a particularly important point for interpreting
functional and structural magnetic resonance imaging
(MRI) studies of language development.

Functional and structural MRI studies of language
development are often directed at questions of relative
lateralization (and regionalization) of function. In this
vein, Perani et al. (2010, 2011) scanned newborn Italian
infants (B2 days old) as speech and music stimuli
were played to them. Among other results, the authors
found that newborn infants showed a substantially
right-lateralized response in primary and secondary
auditory regions for naturally produced speech and
music, whereas altered speech and music showed a
bilateral or even slightly left-lateralized profile of acti-
vation. There is some indication that this early laterali-
zation profile for passive language listening may vary
in the first months of life. An fMRI study of 3-month-
old infants listening to meaningful or reversed speech
while asleep or awake reported more left-lateralized
activity in the superior temporal and angular gyri
(Dehaene-Lambertz, Dehaene, & Hertz-Pannier, 2002).
In an fMRI study with 7-month-old infants, Blasi et al.
(2011) showed that nonlinguistic vocalizations evoked
greater bilateral but right-lateralized superior temporal
gyrus and sulcus activation relative to nonvocal
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environmental sounds. In terms of early underlying
structural asymmetries related to language,
O’Muircheartaigh et al. (2013) reported multiple age-
contingent asymmetries in white matter myelination
between ages 1 and 6 that were related to aspects of
language proficiency as assessed by the Mullens Scales
of Early Learning. In a study with early school-age
children (ages 5�6), Brauer and Friederici (2007)
showed that activation by passive sentence listening
was somewhat less left-lateralized than for adults, but
that children and adults were quite similar in their
profile of perisylvian activation. Two early imaging
studies of auditory language comprehension in young
children also suggest that early language processing is
predominantly bilateral, activating the inferior frontal
gyrus (IFG) and the temporal cortices (Booth et al.,
2000; Ulualp, Biswal, Yetkin, & Kidder, 1998).

Other developmental fMRI studies using language
production have also focused on identifying patterns
of language lateralization in individuals (Berl et al.,
2014, Gaillard et al., 2004) over tasks (Bookheimer,
Zeffiro, Blaxton, Gaillard, & Theodore, 2000; De
Guibert et al., 2010; Lidzba, Schwilling, Grodd,
Krägeloh-Mann, & Wilke, 2011) and over response
modalities (Croft, Rankin, Liégeois, Banks, & Cross,
2013). By and large, developmental studies indicate
that although most school-age children show left-
lateralized responses, there are individual and
task-dependent differences. Age-related changes in
lateralization have also been described. For example,
Szaflarski, Holland, Schmithorst, and Byars (2006)
showed that neural activation for a covert verb genera-
tion task became increasingly left-lateralized between
childhood and adolescence. In particular, age-related
changes within so-called Broca’s area have been a
focus of many developmental language studies
(reviewed in Berl et al., 2014). However, the conclu-
sions that can be drawn appear to depend on the age
range of the sample in question, as well as specific
task demands. In general, studies that have used ver-
bal fluency or categorization tasks tend to show age-
related increases in activation over the left IFG
(Holland et al., 2001), whereas studies using semantic
association tasks tend to evoke differences over the
right IFG (Booth et al., 2003; Chou et al., 2006). Yet
other studies report that activation changes and
increasing left-lateralization in the IFG are related to
age (Berl et al., 2014) or performance (Bach et al., 2010;
Blumenfeld, Booth, & Burman, 2006).

Much of what we know about the neural development
of language production is based on a series of important
developmental studies using well-characterized adult
neuropsychological and/or fMRI language tasks.
These include simple word repetition to an auditory
cue (Church, Coalson, Lugar, Petersen, & Schlaggar,

2008), overt word reading (Church et al., 2008; Grande,
Meffert, Huber, Amunts, & Heim, 2011; Heim et al.,
2010; Schlaggar & McCandliss, 2007), word genera-
tion to a category (Gaillard et al., 2000, 2003) or more
“metalinguistic” tasks such as verb, rhyme, or
antonym generation to a read or heard cue word
(Brown et al., 2005; Holland et al., 2001; Schapiro
et al., 2004; Schlaggar et al., 2002; Szaflarski,
Schmithorst, et al., 2006).

In a seminal study, Brown and colleagues (2005)
studied a large group of children and adults perform-
ing overt word generation tasks (rhyme, verb, and
opposite generation). By comparing adults and chil-
dren with similar accuracy/reaction times on these
tasks, they identified regions where age-related
decreases (bilateral medial frontal, parietal, occipito-
temporal, and cingulate cortex) and age-related
increases in activity (left lateral and medial frontal
regions) were observed. In contrast, by comparing
adults and children whose performance differed,
changes were noted over the right frontal cortex,
medial parietal cortex, and posterior cingulate and
occipital cortices bilaterally. These results were sugges-
tive of increased activity in newly recruited regions
such as frontal cortex over development and increased
specialization of activity in earlier processing regions
such as extrastriate cortex.

More recently, Krishnan, Leech, Mercure, Lloyd-
Fox, and Dick (2014) used a picture naming fMRI para-
digm with multiple levels of complexity to understand
how school-age children (ages 7�12) and young adults
responded to increasing processing demands. We
found that neural organization for naming was largely
similar in childhood and adulthood, where adults had
greater activation in all naming conditions over infe-
rior temporal gyri and superior temporal gyri/supra-
marginal gyri. However, naming complexity affected
adults and children quite differently. Neural activa-
tion, especially over the dorsolateral prefrontal cortex
but also in right posterior superior temporal sulcus
(STS), showed complexity-dependent increases in
adults but complexity-dependent decreases in children.
These differences likely reflect adults’ greater language
repertoire, differential cognitive demands and strate-
gies during word retrieval and production, as well as
developmental changes in brain structure. It is clear
that there must be considerable changes in the middle
school and high school years in the neural organiza-
tion for even fairly basic language production skills. In
this vein, Ramsden et al. (2011) found that changes in
individual subjects’ verbal IQ between early and late
adolescence were associated with changes in “gray
matter density” in a left ventral somatomotor region
where the same subjects also showed fMRI activation
related to articulation.
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Individual differences in language and grammatical
ability have also been associated with activation for
comprehending sentences. For instance, activation over
the IFG for comprehending complex sentences corre-
lates with individual differences in grammatical ability
(Knoll, Obleser, Schipke, Friederici, & Brauer, 2012;
Nuñez et al., 2011) and vocabulary knowledge
(Yeatman, Ben-Shachar, Glover, & Feldman, 2010),
rather than age.3 In a combined functional and struc-
tural MRI study with school-age children, adolescents,
and adults, Richardson, Thomas, Filippi, Harth, and
Price (2010) found that individual differences in vocab-
ulary size were positively correlated with activation for
auditory sentence comprehension in the left posterior
STS and with “gray matter density” in the same region.
These results suggest that the process of learning lan-
guage significantly sculpts the networks underlying
language processing, even quite late in development.

31.10 CONCLUSION

Language development is inherently a process of
change. Exploring the multiple and varied trajectories
of language can provide us with insights into the devel-
opment of more general cognitive processes. Studies of
language development have been particularly useful in
helping us to understand the emergence of specializa-
tion of function and the scale and flexibility of cognitive
processes during learning. Novel approaches and tech-
nologies for capturing the linguistic environment that
the developing child grows up in (Greenwood,
Thiemeann-Bourque, Walker, Buzhardt, & Gilkerson,
2011)—and for capturing what the child is saying (Oller
et al., 2010)—should allow for more fleshed out theories
and models of how language development actually
works. Correspondingly, new tools for understanding
brain structure (Dick et al., 2012; Glasser & Van Essen,
2011; Sereno, Lutti, Weiskopf, & Dick, 2013), develop-
ment (Dosenbach et al., 2010), representation (Huth,
Nishimoto, Vu, & Gallant, 2012) and learning (Wiestler
& Diedrichsen, 2013) should allow us to make much
finer-grained predictions about when, where, and how
language development changes the brain.
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The term gesture refers to the hand and arm
movements that speakers routinely produce when they
communicate, that occur naturally in face-to-face com-
munication and that often accompany speech, and that
play an important role in conveying a speaker’s mes-
sage (Goldin-Meadow, 2005; McNeill, 1992). The study
of gesture has been important for understanding both
thought and language, and the nature of the connec-
tion between them. The suggestion that symbolic ges-
ture and spoken language are each pillars within a
single semiotic system (Kelly, Ozyürek, & Maris, 2010;
McNeill, 1992, 2005), that they develop together in
children (Fenson et al., 1994), and that they share an
overlapping neural substrate in the developing and
adult brain (Bates & Dick, 2002) is supported by the
research we review here. Moreover, the study of ges-
ture and its development informs how we think about
the neurobiology of language more generally.

32.1 EXPLORING GESTURE AND ITS
DEVELOPMENTAT THE
BEHAVIORAL LEVEL

To understand how the brain processes co-speech
gesture, we must make distinctions among different
types of gesture. There is a wealth of literature addres-
sing these issues at the level of behavior, and this is
expertly reviewed in a number of studies (Goldin-
Meadow, 2005; Goldin-Meadow & Alibali, 2013;
Kendon, 2004; McNeill, 1992, 2005). For our purposes,
following the categorization outlined in McNeill
(1992), we simply make some fundamental distinctions
relevant to the neurobiology of gesture.

The first gesture types (at the “gesticulation” or
“co-speech gesture” end of the continuum) are iconic
and metaphoric gestures. Iconic gestures bear a for-
mal relation to the content of speech, and they are
most often understood only in the context of speech.
For example, wiggling the fingers has a different
meaning if it accompanies the sentence “She is quite
the piano player” compared with “She tiptoed across
the creaky floor.” These gestures can be complemen-
tary and reinforce the information in speech, as indi-
cated in the example, or supplementary to add new
information—“She is quite the musician” can be
accompanied by the finger-tapping movement to indi-
cate that the person plays the piano. In the second
example, fully understanding the speaker’s intended
message requires the listener to integrate information
from separate auditory (speech) and visual (gesture)
modalities into a unitary, coherent semantic
representation. Metaphoric gestures can similarly be
integrated with speech but convey abstract rather
than concrete objects or events.

Other gesture types contribute less in the way of
semantic information. Beat (rhythmic) gestures most
often indicate significance of an accompanying word
or phrase. Deictic gestures are pointing gestures and
serve as indicators for objects and events in the
world. At the other end of the continuum are panto-
mimes and emblems, which rely less on speech (or
sometimes not at all) to convey meaning and have
more codified, socially regulated meanings.
Pantomimes are sequences of movements or “mimes”
conveying a narrative (e.g., moving the hand in
front of the mouth in a particular manner to convey
“brushing teeth”). Emblems are even more

389Neurobiology of Language. DOI: http://dx.doi.org/10.1016/B978-0-12-407794-2.00032-8 © 2016 Elsevier Inc. All rights reserved.



standardized and have formalized meanings under-
stood by viewers outside the context of speech (e.g.,
“Thumbs-up” for “It’s okay”). Signed language forms
a third formalized category but is not be discussed in
this chapter because it represents a highly codified,
autonomous system akin to spoken language.

Children and adults produce gestures and are able
to glean meaning from gestures when other people
produce them (Fenson et al., 1994; Goldin-Meadow &
Alibali, 2013; Hostetter, 2011). However, there are also
significant behavioral changes in gesture comprehen-
sion and production across childhood (Botting, Riches,
Gaynor, & Morgan, 2010; Mohan & Helmer, 1988;
Ozçalişkan & Goldin-Meadow, 2011; Stefanini, Bello,
Caselli, Iverson, & Volterra, 2009). In fact, gesture
development extends at least into later childhood and
coincides with the development of language at multi-
ple levels from earliest spoken word production to
narrative comprehension.

Pointing and referential gestures are the first to
appear, accompany, and often precede the emergence
of spoken language, and they predict later spoken lan-
guage ability (Acredolo & Goodwyn, 1988; Capirici,
Iverson, Pizzuto, & Volterra, 1996; Iverson, Capirci, &
Caselli, 1994; Morford & Goldin-Meadow, 1992; Rowe
& Goldin-Meadow, 2009). During the preschool
period, the ability to comprehend and produce sym-
bolic or “representational” gestures (Göksun, Hirsh-
Pasek, & Golinkoff, 2010; Kidd & Holler, 2009; Kumin
& Lazar, 1974; McNeil, Alibali, & Evans, 2000; Mohan
& Helmer, 1988) and pantomime (Boyatzis & Watson,
1993; Dick, Overton, & Kovacs, 2005; O’Reilly 1995;
Overton & Jackson, 1973) emerges, and children begin
to be able to use gestures to learn concepts (McGregor,
Rohlfing, Bean, & Marschner, 2009). As children
acquire more complex language abilities, gesture
develops as well. During early and later childhood,
children increasingly produce gestures to accompany
narrative-level language (Colletta, Pellenq, & Guidetti,
2010; Demir, So, Ozyürek, & Goldin-Meadow, 2012;
Riseborough 1982; So, Demir, & Goldin-Meadow,
2010) or to indicate knowledge (e.g., spatial knowl-
edge; Sauter, Uttal, Alman, Goldin-Meadow, & Levine,
2012). Further, the ability to comprehend and take
advantage of gestural information that accompanies
spoken words (Thompson & Massaro, 1994), instruc-
tions (Church, Ayman-Nolley, & Mahootian, 2004;
Goldin-Meadow, Kim, & Singer, 1999; Perry, Berch, &
Singleton, 1995; Ping & Goldin-Meadow, 2008; Singer
& Goldin-Meadow, 2005; Valenzeno, Alibali, &
Klatzky, 2003), and narrative explanations (Kelly &
Church, 1997, 1998) improves. Age-related changes
in gesture are thus evidenced across childhood at
multiple levels of language processing.

32.2 GESTURE AND ITS DEVELOPMENT
IN THE CONTEXT OF A BROADER
NEUROBIOLOGY OF LANGUAGE

The study of the neurobiology of gesture has been
influenced by and has contributed to a revision of the
classical model of the neurobiology of language
(Poeppel, Emmorey, Hickok, & Pylkkänen, 2012). With
the “shedding” of the classical model, a dual-stream
“dorsal-ventral” model has emerged (Hickok &
Poeppel, 2007; Rauschecker & Scott, 2009). Within the
dorsal stream, fronto-temporo-parietal regions are pro-
posed to be involved in mapping auditory speech
sounds to articulatory (motor) representations (Hickok
& Poeppel, 2007), or in processing complex syntax
(Friederici & Gierhan, 2013). The major fiber pathway
proposed to connect these regions is the superior lon-
gitudinal fasciculus/arcuate fasciculus. In contrast, the
ventral stream is proposed to be involved in mapping
auditory speech sounds to meaning (Hickok &
Poeppel, 2007), or in processing less complex syntax
(Friederici & Gierhan, 2013). A number of fiber path-
ways have been proposed to anchor the ventral
stream, including the uncinate fasciculus, extreme cap-
sule, middle longitudinal fasciculus, inferior occipito-
frontal fasciculus, and inferior longitudinal fasciculus
(Dick & Tremblay, 2012 for review). Co-speech gesture
may recruit both streams to process semantic, phono-
logical, or syntactic information in the accompanying
speech. At the present time, the dorsal-ventral architec-
ture is a promising framework in which to investigate
how the adult and developing brain process gesture.

32.3 THE NEUROBIOLOGY OF
GESTURE: ELECTROPHYSIOLOGY

Electrophysiological studies have contributed signif-
icantly to understanding how the brain processes ges-
ture, with most of these studies investigating the N400
component when gesture and speech are presented
together. This ERP response is thought to index
semantic integration during language comprehension
(Kutas & Federmeier, 2011). These studies manipulate
the semantic relation between gesture and speech (e.g.,
present gestures that are semantically congruent or
incongruent with speech) and have shown that the
N400 is affected by these manipulations (Holle &
Gunter, 2007; Kelly, Kravitz, & Hopkins, 2004; Kelly,
Ward, Creigh, & Bartolotti, 2007; Özyürek, Willems,
Kita, & Hagoort, 2007; Wang & Chu, 2013; Wu &
Coulson, 2005, 2007a, 2007b). However, the source of
the N400 in language and in gesture has been difficult
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to determine, with some researchers emphasizing a
left-lateralized temporo-parietal network (Friederici,
Hahne, & von Cramon, 1998; Kwon et al., 2005; Simos,
Basile, & Papanicolaou, 1997; Swaab, Brown, &
Hagoort, 1997), and others suggesting a source in the
inferior frontal gyrus (IFG) (Hagoort, Hald,
Bastiaansen, & Petersson, 2004; Van Petten & Luka,
2006). Lau, Phillips, and Poeppel (2008) reviewed the
literature on language without gesture and suggested
that there is truth in both accounts. Specifically, they
emphasized the contribution of the left IFG and left
posterior middle temporal gyrus (MTGp) to processing
semantic representations during language, with the
left IFG proposed to be involved in semantic selection
during retrieval, and the left MTGp proposed to be
involved in lexical access/lexical storage. However,
given the constraints on source localization, other func-
tional imaging methods, such as magnetic resonance
imaging (MRI), are necessary to characterize the brain
regions that contribute to semantic processing during
language comprehension.

32.4 THE NEUROBIOLOGY OF GESTURE:
FUNCTIONAL IMAGING

32.4.1 Gesture Along the Ventral Stream

Within the broader dorsal-ventral model, the ventral
stream is proposed to be involved in processing
semantic information during language comprehension.
Studies of gesture that have manipulated the semantic
relation between co-speech gesture and speech have
implicated the IFG (particularly the anterior pars trian-
gularis but also more posterior pars opercularis; IFGTr
and IFGOp), posterior superior temporal sulcus
(STSp), and MTGp in gesture-speech integration at the
semantic level (Dick, Goldin-Meadow, Hasson,
Skipper, & Small, 2009; Dick, Goldin-Meadow,
Solodkin, & Small, 2012; Dick, Mok, Beharelle, Goldin-
Meadow, & Small, 2014; Green et al., 2009; Holle,
Gunter, Rüschemeyer, Hennenlotter, & Iacoboni, 2008;
Holle, Obleser, Rueschemeyer, & Gunter, 2010; Kircher
et al., 2009; Skipper, Goldin-Meadow, Nusbaum, &
Small, 2007, 2009; Straube, Green, Bromberger,
& Kircher, 2011; Straube, Green, Jansen, Chatterjee, &
Kircher, 2010; Straube, Green, Weis, Chatterjee, &
Kircher, 2009; Straube, Green, Weis, & Kircher, 2012;
Straube et al., 2013; Willems, Özyürek, & Hagoort,
2007, 2009; Wilson, Molnar-Szakacs, & Iacoboni, 2008).

These regions along the ventral stream, in particular
left IFGTr and MTGp, are also implicated in semantic
processing for receptive language that is not accompa-
nied by gesture. Both regions are active when a

linguistic task requires activating and selecting among
multiple potential meanings at the word (Hoenig &
Scheef, 2009) and sentence levels (Rodd, Davis, &
Johnsrude, 2005; Zempleni, Renken, Hoeks, Hoogduin,
& Stowe, 2007). The right hemisphere also makes con-
tributions to language processing, particularly when
demands on semantic selection are increased. For
example, activity in the right IFGTr increases as a func-
tion of requirement for semantic selection among
competing alternatives (Hein et al., 2007; Rodd et al.,
2005), such as when the perceived spoken language
requires considering multiple potential meanings
(Lauro, Tettamanti, Cappa, & Papagno, 2008; Rodd
et al., 2005; Stowe, Haverkort, & Zwarts, 2005;
Zempleni et al., 2007).

Functional imaging studies in adults have also impli-
cated these regions in processing the semantic relation
between co-speech gestures and speech. For example,
Willems et al. (2007) presented sentences accompanied
by iconic gestures in which the gesture provided either
congruent or incongruent information with speech
(e.g., the verb “wrote” accompanied by a hit [incongru-
ent] gesture or a write [congruent] gesture). Incongruent
conditions elicited greater activity than the congruent
conditions in the left inferior frontal gyrus (IFGTr). In a
subsequent study, Willems et al. (2009) also showed
that IFGTr responds more strongly to incongruent com-
pared with congruent iconic gestures and pantomimes.
Other studies report consistent results, suggesting the
left IFG is recruited under conditions requiring addi-
tional semantic processing. For example, IFG responds
more strongly to metaphoric gestures than to iconic ges-
tures accompanying the same speech (Straube et al.,
2011), and to iconic gestures that are unrelated to the
accompanying speech (Green et al., 2009). Finally, Dick
et al. (2014) found that the left IFGTr and IFGOp were
more active when iconic gestures provided information
supplementary compared with complementary to an
accompanying narrative.

Sometimes the right IFG responds to manipulations
of the semantic relation between gesture and speech
(Dick et al., 2009; Straube et al., 2009, 2013). For exam-
ple, Dick et al. (2009) presented spoken narratives
accompanied by either meaningful iconic and meta-
phoric gestures or speech-unrelated self-adaptors (e.g.,
grooming movements such as pulling the shirt cuff).
Although the left IFG was more active when hand
movements accompanied speech compared to when it
did not, this region did not respond differentially
to meaningful iconic and metaphoric gestures com-
pared with self-adaptors. In contrast, the right IFG
responded more strongly when the hand movements
were self-adaptors compared with gestures bearing a
meaningful relation to speech. However, other
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research failed to find any response of either left or
right IFG. Holle et al. (2008) reported no differential
response in IFG for gestures that supported the domi-
nant versus the subordinate meaning of a homonym,
nor did it show particular sensitivity to whether the
hand movement was an iconic gesture or a grooming
movement.

The posterior temporal cortex—namely the STSp and
MTGp—also contributes to processing gesture. Holle
et al. (2008, 2010) have suggested that STSp is respon-
sive to semantic information in gestures; for example,
this region was shown to respond more strongly to
speech accompanied by meaningful gestures than to
speech accompanied by nonmeaningful self-adaptive
movements (Holle et al., 2008). Other studies have also
reported sensitivity of STSp to semantic information in
gestures, but in some cases it appears the activity is pre-
dominantly in the adjacent MTGp and extends into the
STSp (Straube et al., 2011; Willems et al., 2009). In two
studies, Dick et al. (2009) have directly addressed this
issue using regions of interest (ROI) analysis defined
according to the individual anatomy of participants.
Examining the entire STSp (2009) and the upper and
lower STSp banks separately (2014), Dick et al. showed
that the bilateral STSp responds more strongly to
speech with gestures than to speech alone, but it is not
sensitive to the meaning relation between gesture and
accompanying speech. They suggested that these find-
ings are consistent with the region’s putative involve-
ment in processing biologically relevant motion
(Beauchamp, Lee, Haxby, & Martin, 2003; Grossman
et al., 2000) or with the lower-level integration of audi-
tory and visual information during speech perception
and comprehension.

The adjacent MTGp, however, does seem to be sen-
sitive to semantic manipulations of the relation
between gesture and speech. Straube et al. (2011)
found that the MTGp extending into STSp responds to
metaphoric and iconic gestures that are integrated
with speech. Willems et al. (2009) reported that bilat-
eral MTGp extending into STSp responded more to
speech accompanied by incongruent pantomimes than
to the same speech accompanied by congruent panto-
mimes, but they did not find that the region was sensi-
tive to iconic gestures that were incongruent versus
congruent with speech. They suggested that the
MTGp/STSp is involved in mapping the information
conveyed in gesture and speech onto a common object
representation in long-term memory. That is, the
MTGp is not involved in the construction of a novel
representation as a result of combining information in
the visual and auditory input streams. However, Dick
et al. (2014) did find that blood oxygenation
level�dependent (BOLD) signal amplitude in the
MTGp is modulated by the semantic relation between

iconic gesture and speech. Like the left IFG, the left
MTGp was more active for complementary compared
with supplementary iconic gestures. The response of
this region to gesture requires further investigation.

In summary, this brief review suggests that the IFG
(especially the IFGTr) and MTGp have been the two
regions most associated with semantic processing as
part of the ventral stream in auditory language com-
prehension without gesture (Lau et al., 2008; Price,
2010; Vigneau et al., 2006 for review), and the same
regions are implicated in gesture-speech integration. In
Figure 32.1, we present a summary of these results
focusing on activations in the inferior frontal and tem-
poral lobes. Red and blue marked activation peaks rep-
resent a number of functional imaging studies that
have manipulated semantic retrieval demands using
similar paradigms used to assess N400 ERP responses
during word, sentence, and narrative-level language
comprehension (Bedny, McGill, & Thompson-Schill,
2008; Gennari, MacDonald, Postle, & Seidenberg, 2007;
Giesbrecht, Camblin, & Swaab, 2004; Gold et al., 2006;
Hoenig & Scheef, 2009; Kotz, Cappa, von Cramon, &
Friederici, 2002; Matsumoto, Iidaka, Haneda, Okada, &
Sadato, 2005; Rodd et al., 2005; Rossell, Price, & Nobre,
2003; Snijders et al., 2009; Wheatley, Weisberg,
Beauchamp, & Martin, 2005; Whitney, Jefferies, &
Kircher, 2011; Wible et al., 2006; Zempleni et al., 2007).
For example, the typical study represented at the top
of Figure 32.1 manipulated ambiguous versus unam-
biguous words or sentences, subordinate versus domi-
nant concepts of homonyms, or high versus low
demand for semantic retrieval.

Green marked activation peaks represent studies
using similar manipulations for language produced
with gesture. For example, the typical study repre-
sented manipulated whether gestures disambiguate
the meaning of a homonym, whether they are semanti-
cally incongruent with or unrelated to the sentence
context or a target word, or whether they supplemen-
ted versus complemented language in a narrative
(Dick et al., 2009, 2012, 2014; Holle et al., 2008; Straube
et al., 2011; Willems et al., 2007, 2009). The
figure shows that the IFGTr and MTGp regions of the
ventral language stream, particularly on the left but
also on the right hemisphere, participate in processing
semantic information from both gesture and speech
and in the integration of the two modalities.

32.4.2 Gesture Along the Dorsal Stream

The notion that a perceiver’s motor system is acti-
vated when watching another person performing
actions—so-called observation-execution matching—is
relatively uncontroversial. More controversial, though, is
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the notion that understanding the meaning of actions is
mediated, either in part or directly, through this motor
system involvement (Kilner, 2011). Because gestures are
observed actions, this controversy applies to gesture
(Andric & Small, 2012; Willems & Hagoort, 2007).

Some behavioral evidence suggests that the motor
system contributes to gesture understanding. For
example, Ping, Goldin-Meadow, and Beilock (2013)
found that moving the arms, but not the feet, interferes
with gesture-speech integration, which implicates the
motor system in understanding gesture at a semantic
level. Behavioral literature suggesting that the motor
system does not contribute to gesture understanding is
more difficult to identify. The reason is that null find-
ings in behavioral studies are difficult to publish (i.e.,
the “file-drawer problem”); consequently we were
unable to find any that contributed to this side of the
controversy. However, because null findings are pub-
lished along with positive findings in neuroimaging,
neuroimaging evidence provides one way to
adjudicate this controversy.

Some studies have directly investigated this ques-
tion (Holle et al., 2008; Skipper et al., 2007, 2009;
Willems et al., 2007) with the expectation that premo-
tor and inferior parietal regions along the dorsal
stream, part of a putative “mirror neuron system”
(Andric & Small, 2012; Kilner, 2011), would be sensi-
tive to the semantic information contributed by ges-
ture. For example, Skipper et al. (2009) reported that
neural responses in premotor cortex and inferior

parietal cortex are “tuned” to the co-occurrence of
meaningful gestures with speech, but not with non-
meaningful gestures with speech. Holle et al. (2008)
also showed that the premotor cortex and inferior pari-
etal cortex fired more strongly when gestures were
present compared with grooming movements.
Similarly, Willems et al. (2007) showed that the bilat-
eral premotor cortex was more active when iconic ges-
tures were incongruent compared with congruent with
an accompanying verb. Finally, Josse, Joseph, Bertasi,
and Giraud (2012) found that the relation between ges-
ture and speech modulated the BOLD response in the
premotor cortex. The BOLD response was suppressed
after repetition of a word accompanied by a congruent
gesture (e.g., “grasp” 1 grasping gesture), but not
when the same action word was accompanied by an
incongruent gesture (e.g., “grasp”1 sprinkle).

However, other studies have not found that the pre-
motor cortex and/or inferior parietal cortices show
sensitivity to gesture meaning. For example, several
investigations (Dick et al., 2009, 2012, 2014; Green
et al., 2009; Straube et al., 2011; Willems et al., 2009)
failed to report significant age-related change or mod-
ulation of activity in response to gesture meaning in
these premotor or inferior parietal cortices. In addition,
in some cases the premotor and/or inferior parietal
activity identified during gesture is also identified
when the same participants view speech without ges-
tures. For example, the age-related changes in the
response of the premotor cortex to gesture that

Temporal and inferior frontal activation peaks
for semantic manipulations in speech and gesture

Left hemisphere

Gesture studies showing response to semantic manipulation

Studies of speech-only (word level)

Studies of speech-only (sentence level)

Right hemisphere

FIGURE 32.1 Temporal and inferior frontal activation peaks for semantic manipulations in speech and gesture. Red and blue marked acti-
vation peaks represent functional imaging studies that have manipulated semantic retrieval demands using similar paradigms used to assess
N400 ERP responses during word-level and sentence-level language comprehension. Green marked activation peaks represent studies using
similar manipulations for language produced with gesture. Only temporal and inferior frontal peaks are shown. Studies contributing to the
figure are cited in the text.
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Wakefield, James, and James (2013) identified also
occur for the speech-only condition without gestures,
indicating that the response is not specific to
processing gestures.

Other studies have suggested that the processing of
motor and linguistic/semantic information in gesture
can be dissociated in the brain. Thus, the evidence sug-
gests that the motor system is recruited to process
motor action information in gestures, but frontal and
temporal regions contribute to processing linguistic/
semantic aspects of gesture. Andric et al. (2013) inves-
tigated whether this is the case using fMRI while parti-
cipants viewed two different kinds of hand actions—
emblematic gestures (e.g., “thumbs-up!”) and grasping
movements—or speech without gesture conveying the
same meaning as the emblem (e.g., “It’s good!”). The
results showed that when people observe emblems,
regions of the brain involved in both observing grasp-
ing and listening to speech with the same meaning are
active. Thus, lateral temporal (right MTGp and the
anterior superior temporal gyrus) and inferior frontal
(left IFGTr and IFGOp) were active in processing
meaning, regardless of whether it was conveyed in
gesture or speech (also see Xu, Gannon, Emmorey,
Smith, & Braun, 2009). In contrast, premotor and infe-
rior parietal regions were active in response to hand
actions, regardless of whether the action was a grasp-
ing movement or an emblem. Thus, the motor system
seems to contribute to processing gestures, but if it
does contribute to processing meaning, then it does so
in collaboration with brain regions also involved in
processing linguistic aspects of gesture.

Studies of lesions provide further support for this
notion. Mengotti et al. (2013) investigated the imitation
of meaningful and meaningless gestures in people
with left hemisphere stroke. They found that praxic
performance and linguistic performance were associ-
ated when the gesture that needed to be imitated has
meaning for the imitator, but they were dissociated
when the gesture had no meaning. In other words,
there is an overlap of brain regions underlying the lin-
guistic abilities and the ability to imitate meaningful
gestures (Andric et al., 2013). However, when the ges-
tures are meaningless, they do not access the lexical
semantic system; instead, they rely on visuo-motor
processing. The authors suggested that this provides
support for “two-pathway” models of processing ges-
ture, and the recruitment of one or the other pathway
may be determined by the specific kind of gesture and
the context in which it occurs.

In summary, work continues to investigate whether
and how the motor system contributes to understand-
ing gesture at the semantic level. The answer to this
question, as Mengotti et al. (2013) suggest, may
depend on the specific kind of gesture, its relation to
accompanying speech, and the context in which it is
processed. In Figure 32.2, we summarize some of the
relevant findings for premotor and inferior parietal
regions. As Figure 32.2 shows, there is significant over-
lap for peaks of activity during observation of actions
(as reviewed by Molenberghs, Cunnington, &
Mattingley, 2012; red marks) and for manipulations of
the semantic relationship between gesture and speech
(green marks). Thus, premotor and parietal regions of

Premotor and inferior parietal activation peaks
for observation of actions and gestures

Activation peaks from molenberghs et al. (2012) meta-analysis of action observation

Gesture studies showing response to semantic manipulation

Left hemisphere Right hemisphere

FIGURE 32.2 Premotor and inferior parietal activation peaks for studies of action observation and of gesture. Red marks show peaks iden-
tified by a meta-analysis of 125 studies of action observation (Molenberghs et al., 2012). Green marks show peaks of activation for studies in
which premotor and inferior parietal regions indicated sensitivity to a semantic manipulation between gesture and speech. Studies contribut-
ing to the figure are cited in the text.
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the dorsal stream appear to participate in processing
gesture semantics in some situations.

32.5 THE NEUROBIOLOGY OF
GESTURE DEVELOPMENT

To our knowledge, only one study has explored ges-
ture development using electrophysiological measures.
In this study, Sheehan, Namy, and Mills (2007) pre-
sented word-picture and gesture-picture pairs to
18-month-old and 26-month-old children while they
conducted EEG recordings. For both word-picture and
gesture-picture pairs, the 18-month-old children
showed a larger N400 response if the word or gesture
mismatched the picture compared with when it
matched the picture. However, 26-month-old children
showed the significant effect only for word-picture
pairs, although the trend was in the same direction.
Together, the evidence suggests that gestures affect
semantic processing, at least in 18-month-old children.
Whether this effect changes as children enter toddler-
hood needs further investigation.

Only two studies have used functional imaging
methods to study gesture in the developing brain. In
the first study, Dick et al. (2012) investigated adults
and 8-year-old to 11-year-old children in two condi-
tions. In the first condition, participants watched a
storyteller tell a story while making meaningful ges-
tures; in the other condition, she told the story while
making nonmeaningful self-adaptive movements. The
same regions implicated in processing gestures with
speech in adults—STSp, IFGTr, and MTGp—showed
age-related differences in response to gestures. In the
STSp, compared with children, adults showed a
greater BOLD response for both the meaningful ges-
ture and nonmeaningful adaptor condition—this
region did not differentiate the meaning of the gesture
but did activate more strongly for adults in response
to hand movements. The right IFGTr and left MTGp,
however, did show sensitivity to the manipulation of
gesture meaning. In both regions, adults showed
greater activity for nonmeaningful compared with
meaningful gestures, whereas children showed the
opposite pattern of activity. This difference in the pat-
tern of activation may index developmental changes in
how meaning from gesture is activated and selected
within an accompanying linguistic context. Further, as
in adults, the results implicate brain regions associated
with the ventral stream for semantic processing during
language comprehension.

In a second study of the neurobiology of gesture
development, Wakefield et al. (2013) studied the com-
prehension of co-speech gestures in 5-year-olds,
7-year-olds, 10-year-olds, and adults. All participants

viewed a woman speaking a sentence with iconic con-
tent (e.g., the fingertips of right hand are placed
together toward the mouth and spread apart as they
are rotated away from mouth and outward, an action
that accompanied the word “spoke”), speaking a sen-
tence with iconic content and performing a corre-
sponding iconic gesture, or performing a gesture in
isolation. They showed that differences in activity in
left MTGp between gesture and gesture and speech
increased with age. Age-related differences were also
detected in left precentral gyrus. This region was con-
sistently recruited when adults viewed gestures, but it
was not consistently recruited when children viewed
gestures. The authors interpreted this finding to sug-
gest that co-speech gesture production, which occurs
with more frequency over the course of development
and with which adults have more experience, contri-
butes to the processing of co-speech gesture during
perception. Notably, though, the same results were
found for the speech-only condition without gesture;
therefore, further research is needed to determine how
motor regions contribute to gesture development.

In summary, although research on the neurobiol-
ogy of gesture development is still emerging, there is
the suggestion that the regions of both the ventral
and dorsal streams involved in gesture processing in
adults show age-related change. Further, there is the
suggestion that the motor system contributes to the
perception and understanding of gesture during
development, but these findings need to be replicated
in future studies.

32.6 CONCLUSION

The study of gesture and its development informs
how we think about the neurobiology of language
more broadly. Evidence from functional imaging in
particular supports the dorsal-ventral model by show-
ing that semantic processing of gestures influences
activity in IFG and in MTGp regions of the ventral
stream. Furthermore, in some situations the semantic
contribution that gestures make influences activity in
premotor and inferior parietal regions of the dorsal
stream. This contributes to the emerging picture of
how a broader language system processes communica-
tive acts in multiple modalities.
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33.1 WHAT IS A NETWORK AND HOW
CAN WE STUDY BRAIN NETWORKS?

The human nervous system can be characterized at
many levels of organization, from molecules to neu-
rons to systems. The systems level is most amenable to
studying the brain’s network architecture using human
neuroimaging techniques. Strictly speaking, a network
is a set of well-defined items with well-defined pair-
wise relationships between those items. Network anal-
ysis, which is based on graph theory, allows for the
quantification of those relationships. Graph theory is a
branch of mathematics concerned with modeling the
pairwise relationships (edges) between items (nodes).
It allows for the formal measurement of many proper-
ties of networks, such as between-ness centrality,
which is a measure of the frequency by which the
shortest paths between all other nodes in the network
pass through a given node, and modularity, which is a
measure of clustering of nodes into subcommunities
within a network (for a review, see Bullmore &
Sporns, 2009). The ability to formalize and quantify
network properties in this way makes graph theory
highly attractive for measuring network properties in
the brain. Hence, the number of studies in which
graph theory tools are applied to brain imaging data is
growing exponentially. Specifically at the systems
level, recent investigations have utilized graph theory
to measure and quantify relationships between brain
regions, where nodes in the graph represent specified

brain regions or voxels, and edges in the graph repre-
sent the pairwise relationships between the brain
regions. The analytic method is not dependent on the
type of data used; therefore, network organization can
be characterized using structural and functional brain
imaging measures. It is worth keeping in mind that
applying graph theory to brain imaging data is subject
to some methodological limitations relative to other
types of network data (e.g., transportation networks
and social networks). Because brain networks are
represented as graphs of correlations (representing the
relationships between brain regions), certain graph
metrics may be biased; for example, the number of
edges that a node has can be biased by network size.
Reviews of the literature on structural brain networks
and the development of structural networks can be
found in Alexander-Bloch, Giedd, and Bullmore (2013)
and Giedd and Rapoport (2010). Here, we focus our
discussions on functionally defined brain systems, pri-
marily emphasizing studies that implement resting
state functional connectivity (RSFC) magnetic reso-
nance imaging (MRI) (Figure 33.1).

RSFC is a technique that measures spontaneous
low-frequency blood oxygen level�dependent (BOLD)
activity while a subject is “at rest” (i.e., lying awake
quietly, often with eyes open and foveating on a cen-
trally positioned crosshair). Functional connectivity is
defined as the temporal correlation (measured as a
Pearson’s r) in the high amplitude, low-frequency
spontaneously generated BOLD signal between voxels

399Neurobiology of Language. DOI: http://dx.doi.org/10.1016/B978-0-12-407794-2.00033-X © 2016 Elsevier Inc. All rights reserved.



(cubic “pixel” in a three-dimensional brain image) or
brain regions (Fox & Raichle, 2007). Functional con-
nectivity is spatially constrained by anatomy but does
not necessarily reflect monosynaptic anatomical con-
nections. For example, RSFC is high between homoto-
pic nonfoveal V1 visual cortex regions despite the lack
of direct callosal connections (Vincent et al., 2007).
Thus, RSFC provides a measure of functional brain
connectivity that may contain different information
than strict anatomy. For example, it has been posited
to reflect a “Hebbian-like” history of co-activation
between brain regions (Dosenbach et al., 2007; Kelly
et al., 2009; Lewis, Baldassarre, Committeri, Romani,
& Corbetta, 2009; Wig, Schlaggar, & Petersen, 2011).
Figure 33.1 shows results from the application of
graph theory methods, specifically modularity, to
RSFC correlations across every pair of voxels in the
adult brain. Different functional systems (or networks)
are indicated by different colors. The BOLD time-
courses in distributed yet functionally related brain
regions are correlated with each other; these region
sets correspond to known functional systems, includ-
ing sensorimotor (e.g., somato-motor; turquoise and
orange colors in Figure 33.1), auditory (fuchsia in
Figure 33.1), visual (blue in Figure 33.1), and higher-
level control systems (e.g., frontoparietal [yellow in
Figure 33.1] and dorsal attention [chartreuse in
Figure 33.1]) (Biswal, Yetkin, Haughton, & Hyde,
1995; Dosenbach et al., 2007; Lowe, Mock, & Sorenson,
1998). RSFC has also enabled the discovery and inter-
rogation of the default mode system (red in
Figure 33.1) (Fox et al., 2005; Greicius, Krasnow, Reiss,
& Menon, 2003; Raichle et al., 2001). Thus, the

temporal correlations measured with RSFC provide a
quantifiable metric suitable for network analysis.

In the functional MRI literature, the term “network”
is often used to refer to a set of brain regions that co-
activate or deactivate under certain task conditions,
without consideration of the pairwise relationships
between the regions. Designating networks in this
sense is incomplete and can potentially misrepresent
the true architecture of brain networks. Such misappre-
hension of network structure is common in the RSFC
literature, with “resting state networks” or task activa-
tion networks being labeled without a sufficient exami-
nation of the pairwise relationships between brain
regions. Some of the approaches commonly used to
study these “networks,” although valuable, stop short
of true network analysis. One such approach is seed-
based analysis, in which statistical maps are generated
across the whole brain, representing the correlations
between the BOLD timecourse of a “seed” region of
interest and the BOLD timecourses of every other vox-
el in the brain. The resulting map displays regions (col-
lections of voxels) with timecourses similar to the
seed’s, but without reflecting the relationships among
all those regions. Similarly, independent component
analysis approaches are commonly used to define rest-
ing state systems without accounting for the relation-
ships between all the regions within a system or with
other systems. Independent component analysis identi-
fies voxels with shared temporal (and spatial) BOLD
signal variance and separates them as orthogonal com-
ponents. However, investigators most often stop at the
point of identifying components and do not proceed to
explore the relationships among regions within and

FIGURE 33.1 Functional brain network architecture derived using network analysis of RSFC data between every pair of voxels in the
brain. Adapted from Power et al. (2013) with permission from the publisher.
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between components. The statistical constraints of
independent components analysis requiring zero corre-
lation between components and not explicitly model-
ing the strength of relationships between nodes within
each component could result in incomplete or dis-
torted descriptions of functional networks (Wig et al.,
2011). Thus, these approaches leave an incomplete
depiction of the complex relationships within and
between systems. Graph theory, by contrast, provides
a framework with which to analyze networks in the
true sense of the term. For RSFC data, the pairwise cor-
relations comprise the edges in the graph. Thus, net-
work properties can be quantified with respect to
functional connectivity between regions (collection of
voxels) or individual voxels.

33.2 ORGANIZATION OF THE BRAIN’S
FUNCTIONAL NETWORK

ARCHITECTURE

Investigating systems across the whole-brain is a
sizeable task. Although many studies have examined
particular targeted brain systems (e.g., frontoparietal
and default mode), considering the whole brain’s net-
work architecture is key for obtaining a complete pic-
ture of brain organization. There have been a small
number of studies aimed at characterizing whole-brain
network organization using RSFC methods (Power
et al., 2011; Yeo et al., 2011). These studies have effec-
tively identified whole-brain network schemes that
map reasonably well onto known functional systems.
Utilizing graph theoretic approaches (Power et al.,
2011), we have identified communities (modules, sub-
networks, subgraphs) corresponding to sensorimotor
systems (e.g., visual, auditory, and somato-motor),
control systems (e.g., frontoparietal, involved in
moment-to-moment control, and cingulo-opercular,
involved in sustained task control) (Dosenbach, Fair,
Cohen, Schlaggar, and Petersen (2008), attention sys-
tems (e.g., dorsal attention, involved in goal-directed
attentional orienting, and ventral attention system,
involved in orienting to relevant exogenous stimuli)
Corbetta, Patel, and Shulman (2008), and others (e.g.,
salience and default mode) (Figure 33.1). Graph
metrics allow for interrogation of network properties,
revealing some intriguing findings that could only be
gleaned by network analysis. For example, the default
mode system has certain network properties that most
closely resemble those of lower level processing
systems in contrast to higher level control systems.
Specifically, the default mode system has high local
efficiency and low participation coefficients, such
that it is relatively isolated from other systems
but well-integrated within itself (Power, Schlaggar,

Lessov-Schlaggar, & Petersen, 2013). Control systems,
such as the cingulo-opercular, show the converse: low
local efficiency and high participation coefficients,
properties expected for systems whose putative role is
to integrate information across systems (Power,
Schlaggar, et al., 2013).

33.3 IS THERE A LANGUAGE NETWORK?

Descriptions of the brain’s functional network
architecture lead one to ask, what system(s) supports
the uniquely human capacity for language? Some of
the results from work using seed-based functional
connectivity analysis have been interpreted as evi-
dence for the presence of several language networks.
One study used six left hemisphere regions that con-
sistently activate in word reading tasks as seeds (infe-
rior occipital gyrus, fusiform gyrus, superior temporal
gyrus, temporoparietal junction, dorsal precentral
gyrus, and inferior frontal gyrus) in RSFC connectivity
analysis (Koyama et al., 2010). The whole-brain con-
nectivity maps of each of these seeds differed substan-
tially from each other, which was interpreted as
evidence for the existence of six reading systems.
Conjunction analysis aimed at identifying voxels that
were significantly correlated with all of the seed
regions showed that voxels in left posterior inferior
frontal gyrus and left posterior middle temporal gyrus
were common to five of the six correlation maps, sug-
gesting that these regions are places of “functional
interaction among the reading networks.” Left inferior
frontal and middle temporal gyrus regions were used
as seeds in an investigation of functional connectivity
of task-evoked activation data during acquisition of
meaning of new nouns (Yeo et al., 2011). Based on the
functional connectivity patterns of the two seeds
across task conditions, the authors proposed the exis-
tence of two systems of meaning acquisition: one sys-
tem that includes left inferior frontal gyrus, middle
cingulate cortex/supplementary motor area, left infe-
rior parietal lobule, thalamus, bilateral caudate, and
bilateral middle frontal gyrus that subserves mapping
meaning onto new words; and a second system that
includes the left middle temporal gyrus, anterior and
posterior cingulate cortex, and bilateral middle frontal
gyrus that subserves semantic integration. Bilateral
middle frontal cortex was functionally connected to
both seed regions, implicating working memory pro-
cessing as a shared domain between the two systems.
However, no analysis was performed to examine the
functional connectivity within each of the proposed
system regions to test directly whether they belong to
a separable network. Another study used task data
but regressed out task-evoked activation to examine
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functional connectivity with left posterior superior
temporal sulcus (Lohmann et al., 2010). They found
this region to be correlated with seeds in Broca’s area,
a brain region commonly conceptualized as support-
ing language production, and with closely positioned
left frontal operculum in data from language tasks but
not in data from control tasks, possibly identifying
language-specific temporal-frontal connectivity. It is
important to reiterate that seed-based functional con-
nectivity analysis does not constitute a true network
analysis because, although it effectively identifies the
seed’s neighbors, it does not characterize the pairwise
relationships between the regions that comprise the
system of interest.

Our group has taken seed-based and network
approaches to study reading-related brain regions.
Seed-based RSFC analysis was used to examine the
putative visual word form area in left occipitotemporal
cortex and showed that it is functionally connected to
regions comprising the dorsal attention system and not
to other regions presumed to be involved in reading
(Vogel et al., 2012). These results support a role for
attention processing in reading and counter the idea
that the putative visual word form area is functionally
related to reading-related regions. We then asked
whether a dedicated reading system could be identi-
fied and, if so, whether it changes over the course of
development from age 7 years to young adulthood.
We used RSFC data to perform a network analysis of
83 reading-related regions assembled from meta-
analyses in adults and from developmental studies of
reading. Results demonstrated that these regions segre-
gated into previously reported systems, as in
Figure 33.1, including visual, somato-motor, cognitive
control, and default mode (Vogel et al., 2013). Regions
most commonly identified in reading studies were
part of communities in the left hemisphere and
included the visual cortex (putative visual word form
area), inferior frontal cortex, inferior temporal cortex,
supramarginal gyrus, and angular gyrus, largely con-
sidered core regions of the default mode system.
However, two left supramarginal gyrus regions, left
inferior frontal cortex, and a few other regions (right
medial superior parietal gyrus, left medial supplemen-
tary motor area, right temporal gyrus, and mesial thal-
amus) could not be definitively assigned to one of the
known systems. Interestingly, left supramarginal gyrus
and inferior frontal cortex have been singled out as
comprising a language-related system in the task-
based seed-based analyses discussed (Koyama et al.,
2010; Lohmann et al., 2010; Yeo et al., 2011), suggesting
some convergence in findings across different levels of
analysis. We found no evidence for developmental
effects of the network structure of reading-related
regions (Vogel et al., 2013).

Most recently, a whole-brain RSFC study in a large
dataset found that a language system could be reliably
identified at the level of the individual brain (Hacker
et al., 2013). This language system was composed of
superior and middle temporal cortex and inferior fron-
tal gyrus bilaterally, left supramarginal/angular gyrus,
left dorsal premotor cortex, and right cerebellum.
Interestingly, the language system emerged at much
later iterations of the learning algorithm that was used
to identify resting state networks than other systems
such as the default mode network. The authors sug-
gested that finer (more hierarchical) levels of analysis
might be necessary to detect a language network. In
our most recent efforts of mapping functional brain
systems (Figure 33.1), bilateral inferior frontal gyrus,
left dorsal premotor cortex areas along with relatively
smaller areas in left inferior parietal lobule (including
in the supramarginal and angular gyri), and left
medial dorsal cortex were assigned to the ventral
attention system (teal color in Figure 33.1). These areas
closely overlap with areas considered to be part of the
language and ventral attention systems in the study by
Hacker et al. (2013). Bilateral superior temporal cortex
(light pink in Figure 33.1) was not part of any system
that we identified, raising the possibility that with
higher order analysis, it could have integrated with
areas of the ventral attention system into a language
system.

It is also plausible and intriguing that language
emerges from elements of other brain systems.
Support for this idea comes from recent evidence for
brain regions or “hubs” that sit at the intersection of
multiple systems. Hubs are considered to be nodes
with particularly important network properties, akin
to high-traffic, densely connected airports. One prop-
erty that has received considerable attention is the
node “degree,” which is defined as the number of
edges (connections) on a node. The more edges a node
has, the higher its degree and the more interconnected
it is with other nodes. High-degree nodes have been
identified within the default mode system, implying
that the default mode system contains “hubs” of the
human brain (Buckner et al., 2009). However, we have
argued that degree-based nodes are confounded by the
size of the system in which they belong in correlation-
based systems (Power, Schlaggar, et al., 2013). Because
the default mode system, with respect to the total vol-
ume of cerebral cortex devoted to it, is one of the larg-
est systems in the brain, high-degree nodes within it
may reflect membership in the largest system, rather
than true hub-like qualities. True hubs in the brain
would be expected to support and/or integrate multi-
ple types of information and to cause widespread dis-
ruption if compromised. From this perspective, we
have investigated regions in the brain that possess two
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properties related to but different from node degree.
One property is referred to as “participation coeffi-
cient” and captures the number of regions in different
systems to which a node is functionally connected; a
second property is referred to as “articulation points,”
which captures voxels where multiple brain systems
are represented. Convergence between these two prop-
erties identified candidate hub regions located in the
anterior insula, dorsal medial prefrontal cortex, dorsal
prefrontal cortex, lateral occipitotemporal cortex, and
superior parietal cortex.

Intriguingly, some of the putative hub regions iden-
tified in Power, Schlaggar, et al. (2013) are positioned
in locations of the cortex that overlap with, or are near,
canonical language areas. In particular, hub-like
regions identified in the posterior part of the superior
temporal sulcus overlap with standard localization of
Wernicke’s area, a brain region commonly conceptual-
ized as supporting language comprehension. Other
hubs located in the anterior insula/frontal operculum
are situated near the inferior frontal gyrus and the gen-
eral region of Broca’s area. Thus, locations in the brain
with these hub-like features may support language
function, suggesting the confluence of multiple brain
systems for language. These hub-like regions may be
susceptible to substantial disruption in brain function,
including disruption in language domains, because of
their location at the intersection of multiple brain sys-
tems. It has been shown that patients with focal lesions
that included nodes located at the intersection of sev-
eral networks showed significant decrease in modular
organization of four tested networks, whereas patients
with focal lesions that included nodes located within
networks did not show decrease in network modular-
ity (Gratton, Nomura, Pérez, & D’Esposito, 2012).

33.4 DEVELOPMENT OF BRAIN
NETWORKS

Understanding how brain network organization
develops from childhood to adulthood has been the
focus of much study in the past decade. Initial efforts to
investigate the development of brain systems resulted
in some principles that were, unfortunately, confounded
by an insidious movement artifact, resulting from sub-
millimeter movements, that was not addressed by
industry standards for dealing with movement. For a
complete review of the literature on network develop-
ment up until the discovery of the motion confound,
see Power, Fair, Schlaggar, and Petersen (2010) and
Power, Barnes, Snyder, Schlaggar, and Petersen (2012).
Several groups, including ours, initially found two key
results. First, within-network connectivity increased
while between-network connectivity decreased over

development, leading to more segregation of brain net-
works into adulthood (Fair et al., 2008, 2007; Supekar,
Musen, & Menon, 2009). Second, development was
associated with increased strength in long-range con-
nections and decreased strength in short-range connec-
tions (Dosenbach et al., 2010; Fair et al., 2007; Supekar
et al., 2009). Although these studies followed the best
practices at the time for accounting for movement (e.g.,
frame-by-frame image realignment, excluding BOLD
runs or subjects with average motion estimates exceed-
ing set thresholds, matching groups on average motion
estimates), they suffered from a previously unknown
effect of motion on RSFC data. Head motion, even sub-
millimeters in amplitude, that does not affect average
motion estimates can cause spurious yet systematic
changes in RSFC correlations (Power et al., 2012; Van
Dijk, Sabuncu, & Buckner, 2012). Specifically, head
motion increases the correlation strength between proxi-
mate brain regions and decreases the correlation
strength between distant brain regions. Thus, if one
compares RSFC correlations between two groups, a
group with more micromovements will appear to have
stronger short-range connections and weaker long-
range connections, precisely mapping onto the “devel-
opmental” effect that we and others observed.
Unfortunately, children move more than adults,
patients move more than controls, and aging adults
move more than younger adults, making it difficult to
separate real group differences in RSFC correlations
from motion artifacts.

The discovery of motion artifacts in RSFC correla-
tion has prompted the development of data processing
strategies to better account for motion (Power, Mitra,
et al., 2014; Satterthwaite, Elliott, et al., 2013;
Satterthwaite, Wolf, et al., 2013; Yan et al., 2013); how-
ever, there is no agreed-on standard. Still, these strate-
gies have been shown to reduce significantly the
spurious correlation between motion and BOLD signal
intensity, thus mitigating some of the effects of
motion-induced artifact. Studies that incorporate
improved motion correction strategies support the first
main finding of earlier studies: increased network seg-
regation over the course of development defined by
increased within-network connectivity and decreased
between-network connectivity (Fair et al., 2012;
Satterthwaite, Wolf, et al., 2013). Recent findings pro-
vide evidence that motion correction may even
strengthen these effects (Satterthwaite, Wolf, et al.,
2013). Earlier findings that a significant amount of the
variance in brain maturation (55%) measured using
whole-brain RSFC can be explained by chronological
age (Dosenbach et al., 2010) are also supported using
improved motion correction methods (Fair et al., 2012;
Satterthwaite, Wolf, et al., 2013), with evidence that the
variance in brain maturation attributable to age may
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actually increase after motion correction (Fair et al.,
2012). Using seed-based analysis of four default mode
system regions, one study showed that the increased
positive correlations between these four regions across
age were eliminated after movement artifact correction
(Chai et al., 2014). At the same time, the amplitude of
the negative correlations between default mode
regions and attention-related regions increased over
the course of development. Specifically, these correla-
tions changed from positive in 8- to 12-year-olds to
negative in 13- to 17-year-olds to strongly negative in
18- to 24-year-olds, and these effects were robust to
motion correction. These results, suggesting age-
related increases in between-system functional connec-
tivity for negative correlations, are the first to our
knowledge to examine the development of negative
correlations.

The second developmental finding in earlier stud-
ies—increased connectivity of long-range connections
and decreased connectivity of short-range connections,
implying increased complexity of functional brain
organization over development—seems to be almost
entirely explained by the motion artifact (Power et al.,
2012; Satterthwaite, Wolf, et al., 2013). There is still
some evidence, however, for integration of distant
anterior and posterior regions into the same system
and for segregation of closely located regions into sep-
arate systems across development. In movement-
corrected data, integration of regions in the frontopar-
ietal and default mode systems was seen from child-
hood (ages 6�14 years) to young adulthood (ages
21�29 years), whereas segregation of medial and lat-
eral visual system regions was seen across these age
groups (Vogel et al., 2013). These results suggest that
some changes do occur in the strength of the correla-
tions in long-range and short-range connections, con-
sistent with the original ideas (Fair et al., 2008, 2007;
Supekar et al., 2009). The idea of increased complexity
over the course of development is also supported by
analyses of structural MRI data. A large study of 5- to
18-year-olds showed that gray matter intensity in seed
regions in sensorimotor, salience, executive control,
and default mode systems, as well as language-related
regions, was correlated with age in a larger number of
voxels across the brain (Zielinski, Gennatas, Zhou, &
Seeley, 2010). Expansion of the seed-based structural
connectivity was particularly dramatic between ages
12 and 14 years, with the exception of speech and exec-
utive control systems, where the largest expansion was
seen in the oldest age group (16- to 18-year-olds). Of
note, this study was a seed-based analysis that does
not meet the definition of network analysis, as we
have pointed out. In addition, with some exceptions
(Rose et al., 2012), the impact of motion artifact on
structural connectivity analysis has not been rigorously

investigated at this time and will likely become an
active area of research in the near future.

In contrast, motion correction of RSFC data is an
active area of research and there is, at present, no stan-
dard approach to dealing with this issue. The details of
the debate regarding optimizing data quality through
removing movement artifact are beyond the scope of
this chapter. The reader is directed to several recent
publications on this topic (Chai et al., 2014; Power,
Mitra, et al., 2014; Saad et al., 2012; Satterthwaite,
Elliott, et al., 2013).

We have implemented an approach that includes,
among other steps, censoring high movement volumes
in RSFC data (Power et al., 2012; Power, Mitra, et al.,
2014). One significant side effect of such an approach
is substantial data loss (Yan et al., 2013), which could
result in the inability to perform planned analyses.
Data loss may be especially problematic for already
collected developmental data that rely on post hoc sta-
tistical motion correction. In comparison with large
datasets (Satterthwaite, Wolf, et al., 2013) or meta-
analysis of data from multiple sites (Fair et al., 2012),
smaller studies examining brain system development
are at a relative disadvantage for showing robust
effects. Efforts to minimize motion should be priori-
tized at the time of data collection, when study partici-
pants can be more rigorously secured and acquisition
sequences can be optimized (Craddock et al., 2013).
Collecting RSFC data for longer periods of time
can also mitigate data loss by providing greater proba-
bility for sufficient data per subject to allow stringent
movement correction.

33.5 IMPLICATIONS OF DEVELOPMENT
OF BRAIN NETWORKS TO LANGUAGE-

RELATED BRAIN REGIONS

We noted earlier that the seed-based whole-brain
connectivity map of the putative visual word form area
in adults parallels the dorsal attention system (Vogel
et al., 2012). The same analysis in a sample of 7- to
9-year-old children showed a much reduced extent of
putative visual word form area functional connectivity
across the brain with positive correlations in visual cor-
tex and negative correlations in superior frontal cortex
(Vogel et al., 2012). Comparisons between children and
adults matched on movement showed generally ele-
vated connectivity in adults, although the matched
sample was small (n5 13 adults, 6 children) and lacked
statistical power. As mentioned, subsequent network
analysis of 83 reading-related regions using movement-
corrected data did not find a reading system in chil-
dren and instead showed that reading-related regions
largely segregated into known brain systems, including
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visual, sensorimotor, cognitive control, default mode,
subcortical, and temporal. Although there was some
modest evidence for integration (e.g., frontal and parie-
tal regions of the frontoparietal cognitive control sys-
tem) and segregation of regions (e.g., visual cortex into
medial and lateral communities) across development,
there was no evidence for regions that comprise a read-
ing community in children (Vogel et al., 2013). To the
extent that brain regions that serve as “hubs” for infor-
mation processing include language-related regions,
hub architecture so far appears to be largely
stable across development from ages 10 to 20 years
(Hwang, Hallquist, & Luna, 2013).

33.6 FUTURE DIRECTIONS

Investigating the development of the brain’s functional
network architecture is a highly active research area with
rapidly evolving analytical methods. Some of the most
important current challenges involve correcting resting
state functional MRI data for submillimeter amplitude
subject movements and applying network analysis meth-
ods that probe network architecture in the true sense of
the word, considering all pairwise relationships between
brain regions (collection of voxels) or individual voxels in
a given analysis. Although the presence of a brain system
uniquely devoted to language is still a subject of investi-
gation, it is entirely possible that continued development
of network analysis methods and increasing understand-
ing of brain network architecture could uncover commu-
nities within the larger network structure, with language
comprising one such community (Hacker et al., 2013).
Considering the relatively recent evolutionary emergence
of language for our species, it is also plausible that lan-
guage and its development are the products of the inter-
action of multiple brain systems.
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34.1 INTRODUCTION

Development by definition involves changes in age.
The topic of maturational changes and effects due to
critical periods in language has a long-standing
tradition in the literature (Lenneberg, 1967; Pinker,
1994). This approach has also held true in the bilingual
literature that has, in part, focused on the differences
between adult and child language learners (Johnson &
Newport, 1989). The traditional view in a purely matu-
rational model would view language learning as being
easiest early in life, with learning becoming progres-
sively more difficult across the lifespan. Despite the
evidence for such a view, there are findings that con-
tradict a simple version of the critical period hypothe-
sis. It has become increasingly clear that a classical
view of development fails to capture some of the
exceptions to this rule (Au, Knightly, Jun, & Oh, 2002;
Oh, Au, & Jun, 2010; Oh, Jun, Knightly, & Au, 2003;
Pallier et al., 2003; Ventureyra, Pallier, & Yoo, 2004). In
this chapter, the nature of age effects in bilingual lan-
guage development is considered. First, the ways in
which age of acquisition (AoA) affects processing in
monolinguals are described. This discussion involves
the same effects within the bilingual population.
Finally, the chapter concludes with a brief discussion
of the theoretical implications of this review (for a lon-
ger discussion see Hernandez, 2013).

34.2 AGE OF ACQUISITION

In 2007, Hernandez and Li proposed that AoA is
related to sensorimotor processing (Hernandez & Li,
2007). The clearest marker of this can be seen in brain

development. Neurological changes that serve as mar-
kers of this development include neuronal prolifera-
tion, neuronal death, and dendritic pruning. Early in
development, there is neuronal proliferation along
with extensive dendritic connections between neurons.
Over time neuronal death and dendritic pruning lead
to a great reduction in the number of neurons and con-
nections between them. At the same time, the density
of the myelin sheath that helps speed up the electrical
signal sent by the axons grows thicker (Campbell &
Whitaker, 1986).

Interestingly, these changes during neural develop-
ment do not occur at the same rate across all areas of the
brain, at least not in humans. Unlike many other animal
species, humans show a disjointed form of brain matura-
tion. Neurons mature earlier at central points and then
fan out to areas that are further and further away. In an
attempt to consolidate all available data of the rate at
which different brain regions mature, Best (1988)
proposed that growth occurs in three different ways:
right-to-left, primary-to-secondary-to-tertiary, and basal-
to-cortical (from the middle of the brain out to the cortex).

More recent studies using a variety of techniques
have confirmed the importance of these axes of brain
development. In infants, sensory cortices are the earli-
est to develop in life. The development of sensory cor-
tex is followed by development of association areas in
the parietal lobe and motor cortex in the frontal lobe.
The most anterior regions of the brain in the prefrontal
cortex are known to develop the latest. Changes in
brain structure continue into middle childhood, across
adolescence and adulthood, and through older adult-
hood. These findings have been confirmed by studies
using direct observation of brain tissue as well as those
using indirect methods of measuring the brain such as
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magnetic resonance imaging (MRI) and functional
magnetic resonance imaging (fMRI).

Neuronal changes that occur across development
were first investigated by observing the anatomy of
neurons in the brains of a few individuals under a
microscope (Huttenlocher, 1990, 1994; Huttenlocher &
Dabholkar, 1997; Huttenlocher & de Courten, 1987;
Huttenlocher, De Courten, Garey, & Van der Loos,
1982a, 1982b). These studies were resonant with the
pattern discussed here. Differential development of
areas under the microscope revealed changes in the
production of synapses, in later synaptic pruning, and
in myelination. Production of synapses is strongest in
the occipital lobe (i.e., visual regions) of the cortex
between 4 and 8 months of age (Huttenlocher & de
Courten, 1987). In the frontal lobe, synapse production
reaches its peak at 15 months of age (Huttenlocher &
Dabholkar, 1997). The lag in the frontal lobes’ overpro-
duction of synapses is also observed in the reduction
of synapses via pruning (Huttenlocher, 1994).

The advent of newer neuroimaging techniques has
allowed researchers to look at brain development
in vivo. Work using these newer techniques has found
evidence that developmental changes in brain areas
can be seen as involving both left�right gradient,
anterior�posterior gradient, and primary-to-second-
ary-to-tertiary gradient. Recent neuroimaging studies
of single word processing in children have shown
changes in the magnitude of neural activity in adults
and children centered in areas of the frontal lobe
(Schlaggar et al., 2002), the area that has been found to
reach adult levels of synaptic connectivity the latest.
This is consistent with the view that children have less
developed frontal lobes relative to adults.

In a groundbreaking study, Sowell et al. (2003) exam-
ined the gray matter density of high-resolution struc-
tural MRI scans in a group of individuals who ranged
between 7 and 87 years of age. Results revealed a linear
decrease in gray matter density across age. Regions in
the frontal lobe showed decreases in gray matter den-
sity from ages 7 and beyond. The authors attribute
some of this to an increase in myelination up until
age 40, with a decrease in neural density ensuing into
older adulthood. An interesting deviation from this gen-
eral trend was observed in the left temporal regions
(particularly the posterior portions of the middle and
superior temporal gyrus), which revealed an increase in
gray matter density until age 40. These studies converge
with previous work that had found continued changes
in left temporal cortices well into adulthood. The late
maturation of the temporal lobes, particularly in the
superior and posterior parts, is an example of primary-
to-secondary-to-tertiary development. In this particular
case, it would involve extensions of auditory processing
into language processing.

Development affects both the patterns of neural spe-
cialization and brain anatomy. The notion of develop-
ment has also played an interesting role in the
bilingual literature as well as the monolingual word
recognition literature. In the bilingual literature, it has
been used to consider how second language proces-
sing differs from first language processing. The devel-
opment of early sensorimotor effects and later
developing frontal lobe functions can also be seen in
the word recognition literature. First, we consider the
literature with monolinguals before moving on to the
bilingual literature in subsequent sections.

34.3 AoA IN A SINGLE LANGUAGE

Catriona Morrison and Andrew Ellis (Morrison &
Ellis, 1995) asked participants to read or identify a
visual stimulus as a word (i.e., shave) or not (i.e.,
mave) in a set of visually presented stimuli. They per-
formed two separate manipulations. In one set of
experiments, they chose a set of early-learned (fairy)
and late-learned words (wharf) that were matched for
lexical frequency. In a second set of experiments, they
chose a set of high-frequency (market) and low-
frequency (pigeon) words that were matched on AoA.
By doing this, they could measure to what extent
frequency of use or AoA influenced the speed with
which a word was read or decisions were made. The
results revealed effects of AoA but no effect of word
frequency.

These findings were somewhat controversial at the
time, because they called into question the results of
previous research that had focused extensively on
word frequency. These studies had identified word
frequency as the primary determinant of speed and
accuracy in word recognition experiments (Besner &
Smith, 1992; Grainger, 1990; Ostergaard, 1998). Follow-
up studies found that AoA and word frequency
played a role in speed of picture naming (Meschyan &
Hernandez, 2002). Thus, behavioral data, at least in
some cases, indicate that word frequency may play a
role independently of word AoA.

A second study, in collaboration with Christian
Fiebach, Angela Friederici, and Sonja Kotz, sought to
investigate the neural correlates associated with lexical
AoA. The effect of frequency led to increased neural
activity within the inferior frontal gyrus (IFG), a
finding that was in line with previously published
studies. What was most surprising was the effect of
AoA (Fiebach, Friederici, Muller, von Cramon, &
Hernandez, 2003). Words learned in early childhood
led to activity in Heschl’s gyrus and brain areas
involved in the processing of speech sounds. Words
learned in late childhood relied, to a greater extent, on
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brain areas in the lower portions of the inferior frontal
lobe. These areas have been associated with the effort-
ful access to a word’s meaning (Badre, Poldrack, Pare-
Blagoev, Insler, & Wagner, 2005; Bookheimer, 2002;
Poldrack et al., 1999; Wagner, Maril, Bjork, & Schacter,
2001; Wagner, Pare-Blagoev, Clark, & Poldrack, 2001).

The divide between early-learned and late-learned
words in the brain images bears an interesting resem-
blance to the way in which the brain develops. As dis-
cussed, areas in sensory cortex are the earliest to
develop and those in the prefrontal cortex develop
later. The results from the fMRI study investigating
AoA at the word level were fascinating because they
suggest that, even as adults, words are accessed in the
way that they were learned. Adults were “sounding
out” early-learned words in their heads. For late-
learned words, their brains revealed that people were
using meaning-based links to access their meaning.

34.4 THE RELATIONSHIP BETWEEN
AoA AND SENSITIVE PERIODS

The rapid maturation of sensory and motor cortices
has also been tied to the long-standing literature regard-
ing the nature of critical periods. Evidence of AoA effects
has been found in many nonlinguistic domains. For
example, it is well-known that early deprivation or alter-
ation of sensory input leads to impaired sensory percep-
tion in many species. This is known from the pioneering
work of Hubel and Wiesel, two neurophysiologists who
were interested in uncovering how the visual cortex
develops. In a series of papers, they outlined how visual
deprivation affected the neural structure of both the lat-
eral geniculate nucleus of the thalamus and the primary
visual cortex. This work found that young kittens had a
sensitive period during which deprivation of visual
input would lead to long-term visual impairments
(Hubel & Wiesel, 1963; Wiesel & Hubel, 1963a, 1963b).
Interruption of visual input in one eye, however, did not
impair vision in adult cats. Since Hubel and Wiesel’s
groundbreaking findings, researchers in the field have
found evidence of a sensitive period in cats, monkeys,
rats, mice, ferrets, and humans (Banks, Aslin, & Letson,
1975; Fagiolini, Pizzorusso, Berardi, Domenici, &
Maffei, 1994; Harwerth, Smith, Duncan, Crawford, &
von Noorden, 1986; Huang et al., 1999; Issa,
Trachtenberg, Chapman, Zahs, & Stryker, 1999; Olson &
Freeman, 1980). Similar research also reveals critical
period effects in the calibration of the auditory map by
visual input (Brainard & Knudsen, 1998).

Sensory deprivation can also lead to problems in
the motor system. For example, disruption of binocular
experience can lead to problems that adversely affect
smooth pursuit of moving objects and can lead to eyes

drifting when viewing stationary targets (Norcia,
1996). Hence, problems in the sensory domain lead to
abnormalities of motor function.

The effects of AoA have also been seen in the learn-
ing of birdsongs, which has been conceptualized as
involving three phases, sensory, sensorimotor, and
crystallized (Brainard & Doupe, 2002). During the sen-
sory period, a bird listens to the song of a tutor to
form a template. Lack of exposure to an adult song
during this phase leads to irregular songs that contain
some species-specific characteristics. In the second sen-
sorimotor phase, the bird learns to match the song to
the template. During this phase, songbirds fine-tune
their songs through practice. Auditory feedback is cru-
cial during this time. In the final crystallized phase,
birds are mature and can produce the species-specific
song but may no longer be able to learn other songs.
In short, learning of birdsongs also points to a sensori-
motor basis for this early form of learning followed by
a longer period in which a bird is no longer able to
produce different types of songs.

Finally, differences in AoA have also been observed
in higher-level nonlinguistic functions. Work with
musicians has found effects of AoA at both the behav-
ioral and neural levels. There is evidence that absolute
pitch can only be learned by speakers of nontonal
languages before the age of 7 (Deutsch, Henthorn,
Marvin, & Xu, 2006; Trainor, 2005). In addition, the
ability to synchronize motor responses to a visually
presented flashing square has been found to differ sig-
nificantly between groups of professional musicians as
a function of AoA, even when these groups are
matched for years of musical experience, years of for-
mal training, and hours of current practice (Watanabe,
Savion-Lemieux, & Penhune, 2007). Work using fMRI
has found that there is evidence that early musical
training correlates with the size of the digit representa-
tion in motor regions of the cortex (Elbert, Pantev,
Wienbruch, Rockstroh, & Taub, 1995). In a similar
vein, Schlaug, Jancke, Huang, Staiger, and Steinmetz
(1995) found the anterior corpus callosum (one of two
tracts that connects the right and left hemispheres) to
be larger in musicians than nonmusicians, and largest
for those who learned to play before the age of 7.
Hence, the effects of AoA on behavior as well as neu-
ral representations in the music domain can be viewed
as reflecting sensorimotor processing.

34.5 AoA AND SECOND LANGUAGE
LEARNING

So far, I have considered how reliance on sensori-
motor processing changes as a function of AoA.
Results from a number of studies have found that as
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brain maturation expands from primary to tertiary
areas within sensorimotor cortex and extends into the
frontal lobe, individuals begin to process information
differently. The neurological changes that occur are
also accompanied by changes in the concomitant
behavior. This is captured in the way that researchers
have conceptualized the learning of grammar as being
based on the sounds of a particular language. It is also
seen in the fact that sensitive periods during early
development are observed mostly in basic sensory and
motor functions. In the case of language, it involves
multiple levels of processing that build on each other.

The fact that different aspects of language are differ-
entially sensitive to age has also appeared in the sec-
ond language learning literature. Second language
learners often struggle learning to master the phonol-
ogy and grammar of a new language. Furthermore,
this effect changes as a function of age. The following
section considers to what extent the effects of AoA on
second language learning can also be conceptualized
as involving sensorimotor processing.

34.6 PHONOLOGY IN A SECOND
LANGUAGE

A number of studies have found that accent is
related to the age of L2 acquisition. Asher and Garcia
(1969) conducted a seminal study in this respect.
A group of Cuban adults who had come to the United
States between the ages of 6 and 19 were recorded
as they spoke in English. A set of raters then deci-
ded how native-like their accents were. The results
revealed a strong relationship between degree of
nativeness and age of L2 learning. Since then, a num-
ber of studies have been conducted that show a clear
linear relationship between AoA and second language
accent (Piske, MacKay, & Flege, 2001).

If phonological development continues to occur
across childhood and results in systems that are less
and less able to adapt to a nonnative speech sound
system, then we should expect that adults will also
show these developmental effects. To investigate the
link between language learning history and develop-
ment of second language phonology, Susan Guion and
colleagues have conducted a series of studies investi-
gating the production of sounds. Guion’s findings
indicate that the independence of vowel categories in
bilingual adults is dependent on when they learn
their second language (Guion, 2003). In an early
study, a group of Quichua�Spanish bilinguals were
asked to pronounce a series of vowels in both lan-
guages. Quichua is a native dialect spoken in the
area near Quito, Ecuador. Spanish has five vowels,
a, e, i, o, and u. Quichua only has three vowels, which

correspond to the Spanish a, i, and u. There are also
differences in the ways in which these vowels are
spread out. Figures of these vowels reveal a triangular
shape, with each vowel in Quichua corresponding to
each vertex. To accommodate two additional vowels,
Spanish stretches the i and u further away, making
space for an e and an o. This results in a compressed
vowel space in Quichua relative to Spanish.

Not surprisingly, monolinguals of each language
will speak their non-native language with an accent
either because they are spreading the vowels out too
far away or because they are constricting them too
much. Quichuan accents will appear in Spanish
because of the fact that the latter has more vowels.
They will tend to produce a Spanish e and i or an o
and u using a sound that lies between these two cate-
gories. Similarly, Spanish speakers will tend to slur
Quichuan vowels by spreading them too far. In the
case of Quicha and Spanish, accents appear either
because of the fact that too many vowels are trying to
be constrained into a space or because too few vowels
are trying to be expanded into the same space.

Guion tested a group of Quichuan�Spanish bilin-
guals who had learned Spanish at various ages. The
results revealed a strong relationship between the AoA
of each language and a particular participant’s ability
to pronounce the vowels. Simultaneous bilinguals
were able to pronounce vowels in both languages
accurately. Bilinguals who learned a second language
between the ages of 5 and 7 were close to native-like
for both languages. As the age of second language
increased, the ability to represent both sets of speech
sounds diminished. The most extreme case of this was
in the individuals who learned a second language
between ages 15 and 25. In this group, there was a
strong bias toward using the first language to guide
pronunciation of vowels in the second language. That
is, late learners tend to build their second language
sound system around an already established first lan-
guage system. Hence, the second language is more
dependent on the first language in late learners.

Results from Guion’s studies revealed that indepen-
dence of the two systems is greatest in simultaneous
bilinguals but much less so in sequential bilinguals.
Specifically, those who learned a second language after
5 years of age exhibit differing amounts of dependence
on the first language, depending on the age at which
the L2 was learned. Childhood bilinguals show a mild
dependence of L2 on L1, whereas the late bilinguals’
L2 vowel categories are very dependent on L1. In
short, the older an individual is at the age when begin-
ning to learn a second language, the more the first
language sound system is entrenched.

So far, evidence that exposure to an L2 is driven
by AoA has been presented. Infant learners show
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incredible plasticity in the phonological system (Eimas,
Siqueland, Jusczyk, & Vigorito, 1971; Kuhl et al., 2008;
Werker & Curtin, 2005). They can learn to recognize
sounds from another language even when that speech
sound was lost during the first year (Kuhl, Tsao, &
Liu, 2003). Children who learn a second language have
softer accents than adult learners. One question that
arises is how this dependence may play out in the rec-
ognition of phonemes by people with different second
language AoAs.

Despite this early entrenchment, there is consider-
able evidence that later learners can recognize sounds
in a second language (Flege). In one study, Flege,
Munro, and MacKay (1995) tested a group of Italians
who immigrated to Canada between the ages of 2 and
13 (early learners) or between the ages of 15 and
26 (late learners). The results revealed that early lear-
ners, in general, could distinguish English vowel
sounds better than late learners. However, there was
considerable variability. For example, early learners
who used Italian often were found to differ from
native speakers, whereas those who used it seldom
were not. Furthermore, some of the late learners were
able to distinguish these vowel sounds. Thus, early
acquisition does not appear to be a guarantee that
native-like L2 performance will be observed when rec-
ognizing speech sounds. Furthermore, it does appear
that some late learners can learn to distinguish these
sounds. The question is how late learners achieve
speech recognition in their second language.

To uncover the mechanisms that differentiate early
and late learning of a language, Archila-Suerte and col-
leagues asked a group of Spanish speakers who
learned English at different points in childhood to rate
whether two sound pairs were similar or different
(Archila-Suerte, Zevin, Bunta, & Hernandez, 2012).
The sounds were chosen such that some English
sounds were similar to sounds in Spanish (SAF and
SEF) and others were much less similar (SOF and
SUF). Pairs of sounds were presented and people had
to decide how similar the two sounds were using four
different buttons that were marked as really similar,
somewhat similar, somewhat different, or really differ-
ent. Age of learning played a role when our partici-
pants had to decide that two items from the same
category (SAF�SAF) were the same. Early learners,
those who learned English before the age of 5, like
monolinguals, showed four tight clusters for each
sound. However, intermediate learners, who acquired
English between ages 6 and 9, showed distinct but
blurry clusters. Late learners, who acquired English
after the age of 10, showed even blurrier clusters.
Early learners, like monolinguals, were able to ignore
slight variations in a sound to form a single sound cat-
egory. Late learners used a very different strategy;

they used a relative comparison strategy to compare
different sounds. Hence, like Flege and MacKay noted,
late learners can be quite good at distinguishing
between different phonological categories. However,
the processes that late learners use for L2 speech
sound recognition differ from those seen in early lear-
ners and monolinguals.

34.7 AoA AND THE BILINGUAL BRAIN

One of the first studies looking at bilinguals using
positron emission tomography (PET) was conducted
by Daniela Perani and colleagues. In this study, a
group of late Italian�English bilinguals were asked to
listen to stories in Italian, in English, or in an unknown
language. When listening to stories in Italian, the
native language, participants revealed larger areas of
activity that extended from the temporal lobes up into
Broca’s area. Many of the same areas were active when
participants listened to the second language, English.
However, the extent of this activation was reduced.
Perani et al. suggest that later learned languages
engage a smaller network than native languages when
bilinguals listen to speech. Hence, the age at which an
individual learns a particular language results in brain
activity differences observed using PET.

In 1997, Kim and colleagues used fMRI to look at
the nature of second language AoA in bilinguals
Nature (Kim, Relkin, Lee, & Hirsch, 1997). While in the
scanner, they were asked to say “in their head” what
they had done the day before. They were given a cue
that would tell them to think about something that
happened at a particular time of day (morning, after-
noon, or evening) and in a particular language (first or
second). Researchers observed neural activity in both
Broca’s and Wernicke’s areas to look at whether each
language showed two distinct areas of activity or just
one glob.

In Wernicke’s area, both languages showed an over-
lapping area of activity in all the people tested whether
they learned their second language early or late in life.
Kim et al., however, found something different when
comparing neural activity in Broca’s area for early and
late learners. In early bilinguals, brain activity for both
languages was mostly overlapping. Brain activity for
late bilinguals, however, showed two adjacent but
clearly separate areas of activity. The findings from the
study by Kim et al. have implications for results that
we discussed previously. Specifically, the authors sug-
gest that different areas of Broca’s area may be a reflec-
tion of the specialization in producing language at an
early age. Hence, early bilinguals may come to repre-
sent the motor programs for each language in overlap-
ping areas because of the fact that they learn to speak
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both languages early in life. Late bilinguals learn one
system first and then a second. The findings of Kim
et al. support the view that once a first language is
already firmly established, the second language builds
around it in adjacent but clearly distinct areas.

The results from the Kim et al. study leave us with
a few unanswered questions. The most important of
these is, what aspect of the task leads to differences in
neural activity across these two groups? The task used
by Kim et al., with participants reciting to themselves
what they did the day before, could involve a number
of aspects of cognitive processing that go beyond sim-
ple motor planning. This task involves a memory com-
ponent in that each participant had to recall activities
of the previous day in a particular language. This task
also involved self-talk in each language. Because we
do not have a recording of exactly what each partici-
pant was saying, it is possible that participants may
have produced a different amount or quality of speech
in each language. Furthermore, it is unclear whether
the retrieval of a memory in conjunction with having
to turn it into a verbal code might have been responsi-
ble for the differences across groups. Finally, partici-
pants were producing sentences in each language. It is
possible that differences in the way in which sentences
were put together might have differed across groups
and languages. Hence, we are not sure what aspect of
language may have differed across languages. One
possibility is that it was grammatical processing that
differed, a point that we turn to next.

34.8 GRAMMATICAL PROCESSING
AND AoA

The influence of AoA on grammatical processing has
also been approached using neuorimaging methods.
One of the earliest studies was performed by Weber-
Fox and Neville (1996). In that study, a group of second
language speakers who had learned English between
the ages of 2 and 16 using electroencephalography
(EEG) were recruited. Weber-Fox and Neville sought to
test whether two EEG components might differ in lear-
ners who differed in their age of second language
acquisition. The first component is a wave that peaks at
approximately 200 msec after a stimulus has been pre-
sented. This early negative wave appears over left fron-
tal sites and is hence termed the early left anterior
negativity (Friederici, Hahne, & Mecklinger, 1996;
Friederici & Meyer, 2004). It is commonly seen when
listeners are presented with sentences that have phrase
structure violations such as “The pizza was in the
eaten.” (Friederici et al., 1996; Friederici & Meyer, 2004).
The second wave, a positivity that peaks at approxi-
mately 600 msec, has been found to occur in sentences

that have grammatical violations and also in sentences
that temporarily lure the reader into the wrong inter-
pretation (Osterhout & Holcomb, 1992; Osterhout,
Holcomb, & Swinney, 1994). For example, the sentence
“The broker persuaded to sell the stock was tall” leads
people astray because a noun is expected after per-
suaded (i.e., persuaded me, the audience, or the seller).

Weber-Fox and Neville asked participants to read
sentences that had grammatical violations such as
“The scientist criticized Max’s of proof the theorem.”
These sentences were designed to go wrong at the
bolded word. Not surprisingly, learning English later
in childhood modulated the size of early and late com-
ponent EEG waves relative to monolinguals. The early
negativity that appears in sentences with blatant errors
in the parts of speech used (i.e., The scientist criticized
Max’s of proof the theorem) was reduced in all second
language learners, even when the age of L2 immersion
occurred during the first 3 years of life. Furthermore,
there was no indication of the brain signatures associ-
ated with reanalysis in individuals older than age 11.
For those who learned the language between the ages
of 1�10, however, this later component was present.
The presence of a later component suggests that indivi-
duals who learn a second language during early or
middle childhood perform reanalysis in a manner
similar to that of monolinguals. In short, the early com-
ponents of the brain waves were reduced in all second
language learners. The late components were reduced
in those who learned a second language after the
age of 10.

In 2011, Eric Pakulak and Helen Neville followed-up
this study by looking at the brain waves associated with
grammatical errors in a group of late learners of English
(who learned English between ages 10 and 12) who
were matched to native English speakers in proficiency.
Results revealed that native speakers showed both an
early negativity and a late positivity for grammatical
errors. Late learners, however, did not show such an
early negativity. Furthermore, the late positivity showed
a widespread pattern across the brain and extended for
a longer time than that seen in native speakers. Similar
results have also been observed by Manolo Carreiras,
Horacio Barber, and colleagues (Dowens, Vergara,
Barber, & Carreiras, 2010). These two studies confirm
that late learners use other mechanisms to process gram-
mar relative to native speakers.

Taken together, these three studies suggest that
learning a second language, even during childhood,
does not lead to a native-like pattern of electrical brain
activity. The complete lack of an early negativity
regardless of second language (L2) AoA suggests that
automatic computation of grammatical processing may
not occur in second language learners (for an alternative
finding see Rossi, Gugler, Friederici, & Hahne, 2006).
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Finally, one study that looked at artificial grammar
learning showed that late learners are more likely to
show an anterior negativity-P600 pattern of response
after encountering a grammatical error when they
have achieved relatively higher proficiency in that
language (Morgan-Short, Steinhauer, Sanz, & Ullman,
2012). The use of a language that has the same phono-
tactics of the learners’ language circumvents some of
the difficulties associated with natural language acqui-
sition. At the same time, phonological processing has
been thought to play a role in early grammatical devel-
opment (Demuth, Patrolia, Song, & Masapollo, 2012;
Morgan & Demuth, 1996). Hence, the use of these arti-
ficial grammars may eliminate the varying source that
distinguishes native and non-native speakers. It is
important to note that learners of an artificial grammar
did not reveal early negativity. The most common pat-
tern across the majority of studies reveals that late lear-
ners do show later components of reanalysis necessary
for controlled grammatical processing. Thus, detecting
grammar errors in a second language relies to a greater
extent on later components instead of early computa-
tion. Finally, there is some evidence that learning a sec-
ond language later in life is associated with electrical
activity in a larger brain network during reanalysis of
grammatical errors relative to the network seen in
native speakers.

In 2003, my colleague Isabell Wartenburger along
with a group of other researchers, including Daniela
Perani, wondered whether AoA might also influence
the nature of brain activity using fMRI (Wartenburger
et al., 2003). Building on Perani’s previous work
(Perani et al., 1998), Wartenburger compared groups of
Italian�German bilinguals who had learned their sec-
ond language either late or early in life. Participants
were shown sentences that had errors of case, number,
or gender in German as well as errors in number or
gender in Italian. The results revealed increased activ-
ity for late bilinguals relative to early bilinguals in the
prefrontal cortex in a region that was just above
Broca’s area. This superior portion of Broadmann area
44 is typically associated with the need to retrieve the
speech sounds of a word (Poldrack et al., 1999). Hence,
it appears that late learners appeared to access the
speech sound of the article of a word to check whether
it was correct. The early learners, however, showed no
difference in the brain’s blood metabolism when
shown sentences with grammatical errors.

34.9 ISOLATING AoA

One issue that arises with studies that have looked
at the brain bases of bilingualism is that AoA is often
confounded with language proficiency. In the case of

two studies reviewed earlier, the Perani et al. study
involving language comprehension and the Kim et al.
study involving production, there are potential
confounds with language proficiency. Traditionally,
researchers have used two complimentary approaches
to isolate effects of proficiency. The first approach
involves the use of a statistical method in which the
effect is minimized by using regression. The second
approach is to create two groups that differ in their
second language AoA but are identical in proficiency.
This was the approach used by Wartenburger and
colleagues.

Both of these comparisons have some limitations.
When comparing monolinguals and bilinguals, we are
left with the possibility that any differences in the lat-
ter group have to do with speaking two languages and
not with having learned one language later. That is, it
is unclear if the difference between these groups might
simply be due to the comparison between individuals
who learned a second language with those who did
not. In addition, comparing second language learners
with different AoAs does not resolve the question of
whether a first and second language differ due to
AoA. An important complementary approach would
be to compare performance in a second language with
that of a first language while equating for language
proficiency across groups in both languages. Although
Pakulak and Neville did this with event-related poten-
tials (ERPs) in 2011, there has been very little work
exploring this approach using fMRI.

Work by Hernandez and colleagues had picked up
on a different pattern of English dominance in a very
different group of subjects. For many years, data had
revealed that when testing Spanish native speakers
who became bilingual in childhood but became domi-
nant in their second language, English. This domi-
nance in English was found in tasks such as picture
naming or word reading (Hernandez, Bates, & Avila,
1996; Hernandez & Kohnert, 1999; Hernandez &
Reyes, 2002). In addition, Hernandez and colleagues
were able to find a group of late Spanish learners who
were highly proficient. This allowed the comparison of
two groups who showed very similar language profi-
ciency profiles but differed in AoA.

34.10 AoA EFFECTS DURING
GRAMMATICAL PROCESSING

The nature of grammatical processing in bilinguals
had been a topic considered by Elizabeth Bates and
colleagues during the 1980s and 1990s. Of particular
interest was uncovering how different languages dif-
fered in their grammatical properties. For example, we
could take a sentence like “The dog are kicking the
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cows” and ask native English speakers to choose the
actor or subject of the sentence. The results reveal that
even though there is a grammatical violation in
subject�verb agreement, the majority of English speak-
ers still choose the dog as the actor. Why is this?
English is highly reliant on word order to indicate the
subject of a sentence. There are some exceptions to this
rule, but for the most part English speakers use the
position of a noun in the sentence to determine its role.

Not all languages are built the same. Romance lan-
guages rely, to a much greater extent, on the verb to
indicate the subject of a sentence. Other languages
have particular case markings on a noun or its deter-
miner to indicate a noun’s role. In addition, morphol-
ogy is particularly vulnerable even in languages that
utilize it frequently for grammatical purposes (Bates,
Friederici, & Wulfeck, 1987). The variability across lan-
guages leads to a complex mapping issue in which
grammatical functions appear to be senseless to those
outside of the language. Because of this variability and
the complexity of mapping across languages, it is very
difficult to show transfer from the grammar of one lan-
guage to the other (MacWhinney, 2004).

One example that captures this complexity well is
grammatical gender. For an English speaker, the
notion that grammatical items are masculine or femi-
nine is grounded purely in semantics. The tendency to
break-up the world into masculine and feminine cate-
gories extends beyond nouns that refer to sex-based
gender. Interestingly, this bias also appears in children
who have a tendency to judge artificial categories (i.e.,
buildings, elevators, and cars) as masculine and natu-
ral categories (flowers, trees, and birds) as feminine
(Sera, Berge, del Castillo Pintado, 1994). The concep-
tual basis of nongrammatical gender also appears
across languages (Boroditsky, Scmidt, & Phillips, 2003;
Konishi, 1993). Finally, semantic gender may also be
marked explicitly on personal pronouns (he, she, and
it) or on nouns such as waiter and waitress.

However, certain languages extend the semantic
nature of gender further. In romance languages, for
example, the gender of a noun can be masculine or
feminine and must agree with an adjective that quali-
fies it. This can be seen in Spanish phrases such as el
carro rojo, which translates as themasc carmasc Redmasc.

People who speak nongender-marked languages such
as English often wonder why grammatical gender
even exists. Liz Bates argued that gender allowed a
speaker to identify a noun without mentioning it
(Bates, Devescovi, Hernandez, & Pizzamiglio, 1996;
Bates, Devescovi, Pizzamiglio, D’Amico, & Hernandez,
1995). Spanish speakers may point to a pencil and a
pen while exclaiming, pasamela, pass it to me. With
enough proficiency, a Spanish speaker would pass the
person a pen, la pluma, and not the pencil, el lapiz.

In short, for a speaker of a gender-marked language, gen-
der helps to reduce the search space of possible nouns.

The final dimension of interest is that grammatical
gender, at least in Spanish, also has a regularity
dimension to it. Nouns with regular gender carry an
-o ending for masculine nouns (i.e., carro), and others
carry an -a ending for feminine nouns (i.e., casa).
However, other words that end in other letters (such
as s, t, z, n, r, e) are much less regular. These words
can be masculine or feminine. For example, la fuente
(the fountain) is feminine, whereas el puente (the
bridge) is masculine. The regularity of these mappings
allows researchers to see whether the lack of direct
connection between ending and gender mattered.

In a first study, a group of monolingual Spanish
speakers judged whether a noun in Spanish was mas-
culine or feminine while being scanned with fMRI
(Hernandez et al., 2004). In every block of items, half
of the items were masculine and half were feminine. In
addition, we had blocks with regular gender signaled
by an -a or -o ending and blocks with irregular gender
markings that were signaled by words ending in s, z,
n, r, t, z, or e.

Gender decisions for irregular nouns in Spanish led
to increased neural activity in three distinct areas, the
anterior insula, as well as a superior and inferior
portions of Broca’s area, relative to regular nouns. In
addition, there was increased activity in the anterior
cingulate gyrus, an area that is involved in tasks that
require increased cognitive effort. The role of the ante-
rior insula in articulation has been well-documented.
Studies with patients who have difficulty with
articulation, the physical movements associated with
speech, have found that all of them have damage in
the anterior insula, which lies just inside the surface of
the cortex adjacent to Broca’s area (Bates et al., 2003;
Dronkers, 1996). Broca’s area has also been associated
with different aspects of speech. The lower portion has
traditionally been associated with motor planning of
speech (Broca, 1988; Graves, 1997). The upper portion
has been found to be active in tasks that require people
to access the speech sounds of a word. This area
showed more activity when German native speakers
were asked to produce the article (masculine, feminine,
or neuter) when looking at the picture of a noun
(Heim, Opitz, & Friederici, 2002).

From a psycholinguistic point of view, subjects were
engaged in deeper phonological retrieval and more
complex motor planning while using more cognitive
effort. Irregular items are more difficult because they
require monolingual Spanish speakers to create a small
noun phrase when deciding whether a word is mascu-
line or feminine. This involves accessing the speech
sounds, planning a motor response, and preparing to
articulate the word as revealed by the neural activity
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in the superior and inferior portions of Broca’s area as
well as the anterior insula. Finally, there was increased
activity in the anterior cingulate gyrus that served as
an indicator of the added cognitive effort required in
this irregular condition. Hence, the brain signature
associated with irregular items is substantially differ-
ent than that observed for regular items. This is true
even in speakers who have only been exposed to one
language in their lives.

34.11 COMPARING FIRST AND SECOND
LANGUAGES

Grammatical gender does not come easily to
English speakers, although it can be learned (Morgan-
Short, Sanz, Steinhauer, & Ullman, 2010). One interest-
ing question is whether grammatical gender can also
be learned by those who have uneven exposure to a
language. To assess the influence of early exposure,
Au and colleagues tested a group of overhearers who
had been exposed to a language in childhood but
never spoke it (Oh et al., 2010, 2003). This group
showed sensitivity to speech sounds above those seen
in individuals who had never been exposed to a lan-
guage. Subsequent studies explored grammatical pro-
cessing in this population by presenting two objects (a
red cow or some red cows) and asking a group of
overhearers to form a sentence with them (Au, Oh,
Knightly, Jun, & Romo, 2008). Au made this task chal-
lenging because grammatical agreement in Spanish
involves both number and gender. For example, the
red cows would be las vacas rojas. Although the plural
extends beyond the noun in Spanish, notice that it is
marked by an -s, similar to the way it is done in
English. However, overhearers also had to match the
gender of the determiner, noun, and adjective. By look-
ing at these two different ways to signal grammar, Au
et al. could determine whether early exposure benefits
grammatical functions that are not present in the
dominant language. Interestingly, overhearers, like
low-proficiency non-native speakers, were unable to
correctly identify gender errors (la vaca rojo) but were
able to identify errors in number (las vacas roja). These
results show that early overhearing may help with the
basic elements of a sound system in a particular lan-
guage. However, hearing a language does not help
with all aspects of a language. In this case, grammati-
cal rules that are particular to a language are not
learned when a child is exposed to that language in a
passive way during early childhood.

Work in my laboratory sought to exploit the differ-
ence between English and Spanish to understand AoA
effects better. Because gender does not exist in its gram-
matical form in English, the experience of non-native

speakers would have differed substantially from that of
native speakers. Specifically, native speakers would
have early exposure to the grammatical rule, whereas
native English speakers who learned Spanish in early
adolescence would not. Hence, the fact that grammatical
gender did not transfer easily from one language to the
other allowed us to test the effects of AoA on grammar
directly (MacWhinney, 2004).

In addition to the native English speakers who
learned Spanish in adolescence, a group of early
Spanish�English bilinguals was also recruited. This
group had early exposure to Spanish at home but
extensive exposure to English at school. Over time,
education and immersion in the second language led
to better language proficiency in English. This allowed
us to match both early and late learners regarding
English and Spanish proficiency. The greatest contribu-
tor to differences in brain activity would be the age at
which Spanish was learned and not the particular pro-
ficiency in either language.

The results revealed increased activity for irregular
items compared with regular items in the inferior por-
tions of Broca’s area. The surprising part was that both
areas were adjacent to each other. The early Spanish
learners showed activity in the area that was seen in
monolinguals, one that is thought to be involved in
motor planning. The late Spanish learners showed
activity just below this. The activity was so extensive
in the late learners that it spread into an adjacent por-
tion that shows activity when people engage in retriev-
ing the meaning of words.

These neural signatures clearly show that when a sec-
ond language is learned, it has very different effects on
people, even when ability in that language is matched
across groups. For early learners, processing of gender
involves more extensive motor planning much like
monolingual Spanish speakers. Late learners, however,
need to engage in a network that is involved in meaning
retrieval. The problem is that this semantic extension is
a less efficient way to represent grammatical gender. In
short, English speakers appear to take advantage of
existing language representations that they already have
and then adapt them to learn Spanish during adoles-
cence. The late learners tested in this study did not differ
behaviorally from our early learners. Therefore, late lear-
ners can manage to retrieve gender correctly. However,
their brains have to work harder and differently than
that of native speakers.

34.12 AoA AND DEVELOPMENT

Earlier theoretical work in collaboration with Ping
Li had suggested that early learning was associated
with sensorimotor processing. There is clear evidence
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to support this view. Processing of sensorimotor infor-
mation is more privileged early in life. Lack of expo-
sure to certain types of sensory information can lead to
lifelong deficiencies. In a similar vein, deprivation in
the motor domain can also lead to lifelong deficiencies,
but only when it occurs early in life. One implication
of this fits nicely with emergentist views of language
development (Elman, 1995; Elman, Bates, Johnson, &
Karmiloff-Smith, 1996; MacWhinney, 1999, 2002a,
2002b, 2004). Specifically, these views suggest that
development provides the tools with which to build
from the bottom up. Children learn language differ-
ently than adults; hence, early acquisition can lead to a
different pattern of bilingualism relative to late acquisi-
tion. The interesting part is that late acquisition does
occur and can be quite successful. Adults have both
the bottom-up route used by children that is based on
sensorimotor processing and a top-down route that
involves declarative forms of memory (Ullman, 2001,
2005) as well as cognitive control mechanisms
(Abutalebi, 2008; Green & Abutalebi, 2008). Hence, we
could define this as the difference between sensorimo-
tor processing and controlled processing across devel-
opment. It is mapping out how these two different
types of processing interact across time that will con-
tinue to yield interesting results for language develop-
ment and for the nature of bilingual language processing
(for a longer discussion see Hernandez, 2013).
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35.1 INTRODUCTION

The ability to use two languages at will often marvels
monolingual speakers and, at the same time, comes
naturally to bilingual speakers who appear to do so
without difficulty. The critical issue in this context refers
to the cognitive processes and brain basis involved in
controlling the two languages. In other words, what are
the brain mechanisms that allow bilingual speakers to
focus on one language while preventing interference
from the non-response language?

This issue has been extensively explored by studying
the ability of bilingual speakers to switch between
languages. The ability to switch back and forth between
languages according to the needs of the interlocutor is
perhaps the activity that most often strikes monolingual
speakers. In this chapter, we review some of the most
relevant available evidence regarding the time course
and the brain basis of language switching and how this
information can inform models of language control. In
doing so, we particularly focus on the studies exploring
language switching in speech production and on how
certain variables, such as language proficiency level,
affect the brain network sustaining language switching.

35.2 LANGUAGE SWITCHING:
INSTANTIATING THE PARADIGM

Language switching studies in language production
usually involve participants naming aloud a series of
stimuli (pictures, digits, etc.). There are two main instan-
tiations of this paradigm. In the first one (trial-by-trial
switching task), the language in which a given stimulus

has to be named is signaled by a cue (e.g., the picture’s
color) and the response language is randomly assigned to
the stimuli. Crucially, there are two main types of trials:
trials in which a picture is named in the same language
as the language used in the immediately preceding trial
(nonswitch trials) and trials in which the target language
is different from the one used in the immediately preced-
ing trial (switch trials). The so-called “language switch
cost” is computed by comparing the performance in
switch versus non-switch trials. In the second instantia-
tion (blocked switching task), the language in which a
given picture has to be named is “blocked,” that is, parti-
cipants name a series of pictures in only one language,
and then a new block starts in which the other language
is used. In the second instantiation, the “language
switch cost” is calculated by comparing naming latencies
between the different blocks. The argument is that if
speech production in a given language (e.g., language A)
affects the successive naming in the other language (e.g.,
language B), then comparing the same language (lan-
guage B) after and before the use of the other language
(language A) should incur cognitive and neural costs. To
investigate this question, some authors compared the
behavioral performance and the neural effects elicited by
naming in language B in a first block of tasks versus nam-
ing in language B in a second block of tasks (i.e., after
naming in language A in the first block) (Branzi, Martin,
Abutalebi, & Costa, 2014).

Both the first and the second instantiations of the lan-
guage switching task allow computing the “after-effects”
of naming in one language on the performance of the
other language (Branzi et al., 2014; Guo, Liu, Misra, &
Kroll, 2011). However, the majority of the studies on
bilingual language control used the trial-by-trial
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instantiation of the language switching1 task, sometimes
accompanied by entire blocks of naming in dominant
(L1) and non-dominant (L2) language (blocked condi-
tions) (Christoffels, Firk, & Schiller, 2007).

It has been argued that the use of these two different
naming contexts (mixed and blocked) allowed for testing
different types of language control (“local” versus
“global” control) and various timing aspects of the con-
trol processes (“transient” versus “sustained” control).
In fact, it has been proposed that language control might
be implemented in different ways (Green, 1998). The first
one would act through a control process that globally
adapts the activation levels of all lemmas in both lan-
guages (increasing activation for lexical representations
of the target language and decreasing those of the non-
target language). The second mechanism would act by
locally suppressing the activation of any (specific) non-
target language lemmas that escape the global inhibition
process (see De Groot & Christoffels, 2006). Thus, bilin-
guals may use a whole-language control process to sup-
press a complete language subsystem affecting all lexical
representations in that language (“global control”) and
an additional control process that affects a restricted set
of items (“local control”).

Beyond the representational scope of bilingual lan-
guage control, there are also different processes related
to the timing of such control (Christoffels et al., 2007).
“Transient control” refers to reactive trial-by-trial control
applied during the continuous switching between lan-
guages/tasks, and it is generally measured through
“switch costs.” Conversely, “sustained control” refers to
an proactive control influenced by the context in which
a given language has to be produced. This type of con-
trol is applied for maintaining language/task sets
throughout the whole task, and it is measured through
the so-called “mixing cost”, that is, by comparing non-
switch trials2 in mixed versus blocked naming contexts
(Braver, Reynolds, & Donaldson, 2003; Christoffels et al.,
2007). It has been suggested that both “sustained” and
“transient” components of control might be crucial for
bilingual language production. In fact, many studies
reported these two components as being differently
involved in the control of L1 and L2 production.

Before explaining these issues in detail, we first
describe the two different instantiations of language
switching paradigm and the main relevant findings.

At the behavioral level, trial-by-trial switching para-
digm reveals slower response times (RTs) for switch
trials than for non-switch trials, indicating that switching

languages incurs a behavioral cost (Christoffels et al.,
2007; Jackson, Swainson, Cunnington, & Jackson, 2001).
Interestingly, however, several studies have revealed that
the magnitude of the language switch cost depends, to
some extent, on the relative proficiency of the two lan-
guages involved in a switching task. When there is a dif-
ference between the proficiency in the two languages,
switch costs tend to be larger for the stronger language
(i.e., L1) than for the weaker language (i.e., L2) (Meuter &
Allport, 1999). That is, switching into the easy task (stron-
ger language, L1) is more costly than switching into the
difficult task (weaker language, L2). This pattern resem-
bles that observed in domain-general switching tasks in
which little language is involved (Martin, Barceló,
Hernández, & Costa, 2011; Nagahama et al., 2001;
Rubinstein, Meyer, & Evans, 2001) and has been taken to
reveal the participation of inhibitory processes in bilin-
gual language control. The Inhibitory Control model (see
IC model by Green, 1998) explicitly predicts such inhibi-
tory effects: because both languages are active even when
naming in only one language (Colomé, 2001; Costa,
Miozzo, & Caramazza, 1999; Kroll, Bobb, & Wodniecka,
2006), a control mechanism suppresses the activation of
non-target lexical items, and this suppression is propor-
tional to the amount of activation and potential interfer-
ence of a given language. To be more specific, speaking
in the weaker language (i.e., L2) requires engaging inhibi-
tory control mechanisms that reduce or suppress the acti-
vation of the more ready representations of the stronger
language (i.e., L1). Consequently, if in the next trial a
response in the stronger language (i.e., L1) is required,
then the speaker needs to overcome the lingering
effects of the inhibition applied in the preceding trial,
therefore delaying production (see Task-set inertia
hypothesis in Allport, Styles, & Hsieh, 1994). Given
that inhibitory processes are supposed to be propor-
tional to strength of the language (Green, 1998), one
would expect the stronger language (i.e., L1) to be
more inhibited than the weaker language (i.e., L2),
therefore leading to the asymmetrical switch cost
(Meuter & Allport, 1999). Importantly, however, when
participants are asked to switch between languages in
which they have similar proficiency, then the asym-
metrical switch cost goes away and the switch costs
for both languages are of similar magnitude when
switching not only between L1 and L2 but also
between L1 and a much weaker L3 (e.g., Calabria,
Hernández, Branzi, & Costa, 2012; Costa, Santesteban,
& Ivanova, 2006).

1The second instantiation (i.e., the “blocked switching task”) is very recent (Branzi et al., 2014; Guo et al., 2011; Misra et al., 2012; Strijkers

et al., 2013).

2In the literature, “mixing costs” have been assessed by computing either the difference between mixed (switch and non-switch trials) and

blocked conditions. (Koch, Prinz, & Allport, 2005; Los, 1996) or the difference between non-switch trials in mixed versus blocked conditions.

(Rubin & Meiran, 2005).
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These sorts of studies have been rather influential
when trying to understand the cognitive processes
behind bilingual language control and have highlighted
how proficiency may affect such processes. The interpre-
tation of the asymmetrical switch costs in terms of
inhibition inflicted on the L1 has been one of the funda-
mental results used to support the IC model proposed
by Green (1998). However, somewhat problematic for
the IC account is that symmetrical switch costs have
been reported not only for highly proficient bilinguals
but also for unbalanced bilinguals during voluntary
switching and with long preparation times (cue-stimulus
intervals) (Christoffels et al., 2007; Gollan, & Ferreria,
2009; Verhoef, Roelofs, & Chwilla, 2009). Moreover, some
other results (Runnqvist, Strijkers, Alario, & Costa,
2012) showed that semantic effects appear to survive
language switching, suggesting that words from the
non-used language are not inhibited during language
production in the other language. Henceforth, alterna-
tive explanations that do not rely (or do not only rely)
on inhibitory processes have been put forward (e.g., L2
overactivation account,3 for a review see Koch, Gade,
Schuch, & Philipp, 2010, but also “L1 repetition benefit
hypothesis” in Verhoef et al., 2009). At any rate, this
sort of language switching instantiation is the kind that
has been used most often in neuroscientific studies on
bilingual language control.

As previously hinted, the use of the other instantia-
tion of the language switch paradigm is very recent and
has given special attention to the “after-effects” of nam-
ing in one language on the successive use of the other
language without mixing the two languages in the same
block. In this paradigm, naming latencies are usually
compared across groups of participants. For example,
while group 1 starts naming a block of pictures in L1
and then names them in L2, another group starts in L2
and subsequently does so in L1. The critical issue here is
whether naming performance in the second block
departs from naming performance in the first block
while keeping the languages constant. Responses in an
L2 do not seem very affected by whether they are given
in the first block or rather after having named the pic-
tures in an L1 (hence, the second block). However,
responses in L1 are actually affected by the order of pre-
sentation. L1 naming is hindered after having named the
pictures in an L2 (Branzi et al., 2014; Misra, Guo, Bobb, &
Kroll, 2012). This effect appears to find a ready explana-
tion in terms of inhibitory processes (see IC model,

Green, 1998), according to which naming the pictures in
the weaker language entails a strong inhibition of the
corresponding representations in the L1, inhibition that
then affects negatively subsequent naming in the L1 (see
also Meuter & Allport, 1999 for similar explanation in
the trial-by-trial language switching task).

Regardless of whether the inhibitory account of these
effects is the correct one, these results highlight two
important factors to consider when exploring the brain
basis of language switching and the corresponding links
to bilingual language control. First, the neural correlates
of language switching need to be considered in the con-
text of the language proficiency of the bilingual speaker.
That is, it is likely that the neural substrates of language
switching and, consequently, those of bilingual language
control depend on the proficiency level attained by the
bilingual speaker in the two languages (Costa &
Santesteban, 2004). Second, for cases in which language
proficiency is very different in the two languages, special
attention needs to be given to the direction of the lan-
guage switch. That is, it could be that the brain networks
involved in switching into the weaker language are dif-
ferent from those involved in switching into the stronger
language. It is worth mentioning that besides language
proficiency, other sociolinguistic variables such as lan-
guage exposure and/or frequency of language switching
have been shown to affect somehow bilingual language
control (Christoffles et al., 2007; Perani et al., 2003;
Prior & Gollan, 2011). Therefore, such factors also need
to be taken into consideration when assessing the behav-
ioral and neural effects related to bilingual language
control in switching tasks.

In the next sections, we review some relevant stud-
ies that describe the time course and the neural corre-
lates of bilingual language control.

35.3 EVIDENCE FROM
ELECTROPHYSIOLOGY

During the past decade, the event-related potentials
(ERPs) technique has been largely used to study the time
course of bilingual language control. Behavioral differ-
ences between L1 and L2 processing can be explained
by calling into account different control mechanisms
(e.g., L1 inhibition, L2 overactivation). Hence, ERP
studies were designed to reveal whether such behavioral
differences between L1 and L2 were due to the

3According to “proactive interference” accounts, switch costs would primarily reflect the passive after-effects of previous active control

processes (i.e., task-set inertia), which result in both positive and negative priming of task sets (Allport et al., 1994; Allport & Wylie, 1999;

Wylie & Allport, 2000). Hence, regarding the origin of switch costs and related asymmetries, there are at least two equally good explanations

within the “proactive interference” accounts (Allport et al., 1994; Allport & Wylie, 1999; Wylie & Allport, 2000). One is that switch costs origin

because of previous task inhibition (Green, 1998; Meuter & Allport, 1999). The other possibility is that at the origin of switch costs and related

effects, there is a carryover effect of the activation of the previous task on the successive one.
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implementation of qualitatively different control
mechanisms (as reflected by different effects at different
ERP components) or rather to the recruitment of the
same control mechanisms but to a different extent (as
reflected by smaller or larger effects at the same ERP
component).

The most common ERP component associated with
language control mechanisms is the so-called N200 com-
ponent (Christoffels et al., 2007; Jackson et al., 2001; Misra
et al., 2012; Verhoef et al., 2009). This negative deflection
(peaking at approximately 250�350 ms after stimulus
onset) has been generally described as an index of general
control processes (Nieuwenhuis, Yeung, & Cohen, 2004).
Even though it is still unclear whether the N200 compo-
nent reflects inhibitory control processes (Falkenstein,
Hoormann, & Hohnsbein, 1999) or response conflict mon-
itoring (Bruin, Wijers, & Van Staveren, 2001; Donkers &
van Boxtel, 2004; Nieuwenhuis, Yeung, van den
Wildenberg, & Ridderinkhof, 2003), in language switch-
ing studies it has been often attributed to inhibitory con-
trol applied during bilingual speech production
(Christoffels et al., 2007; Jackson et al., 2001; Misra et al.,
2012; Verhoef et al., 2009).

As previously described, at the behavioral level trial-by-
trial language switching paradigm reveals slower RTs for
switch trials than for non-switch trials, indicating that
switching languages incurs a behavioral cost. An addi-
tional observation is that this switch cost becomes
asymmetrical when the L2 proficiency is quite different
from that of the L1 (Meuter & Allport, 1999). Hence, if the
linguistic switch cost originates from the suppression of
the non-target language (see IC model, Green, 1998), a
greater ERP N200 negativity for switch than for
non-switch trials would be expected. Regarding the asym-
metries of switch costs, if the switch-related modulation of
the N200 component is associated with response suppres-
sion during language switching, then there should be an
increased modulation (switch�non-switch difference) of
this negativity on L2 trials (when the L1 response needs to
be inhibited) compared with L1 trials. Interestingly, this
result was observed by Jackson et al. (2001), along with
longer RTs to switch to L1 than to switch to L2.

In detail, Jackson et al. (2001) studied a group of
unbalanced bilinguals who were presented with digits
to be named in either their L1 or their L2 in a
predictable fashion. The language to be uttered was sig-
naled by a visual cue (the color of the digit). Behavioral
results revealed an asymmetrical pattern of switch
costs, with larger costs for switching into the L1 than
into the L2.4 ERP results showed an increased N200

negativity for switch versus non-switch trials only
when responses were given in the L2.

These findings strongly suggest that inhibitory
processes are involved in bilingual language control.
However, this conclusion is undermined by the fact that
subsequent ERP studies were not able to replicate these
observations. In fact, these studies reported somewhat
inconsistent results related to the N200 component.
Sometimes the N200 effects have been found in the
opposite direction, with more negative deflections for L1
non-switch versus switch conditions (Christoffels et al.,
2007), whereas other studies failed to observe any modu-
lation of the N200 component regarding switch cost
effects (Martin et al., 2013; Verhoef et al., 2009).

In Christoffels et al. (2007), a group of moderately
proficient German�Dutch bilinguals named pictures
either in their L1 or in their L2 (blocked language
conditions), or they switched between languages in an
unpredictable manner (mixed language conditions). This
experimental design allowed the dissociation of the
effects of the “transient” and “sustained” components of
language control. Behaviorally, “transient” processes for
L1 and L2 were of the same magnitude, as revealed by
symmetrical switch costs. ERP results relative to switch
costs showed an increased N200 negativity for the L1
only (this effect was absent for the L2) in non-switch
trials as compared with switch trials in mixed language
conditions. Behavioral “mixing costs” reflecting “sus-
tained” processes revealed an asymmetric pattern: nam-
ing latencies in L2 were not affected by naming contexts,
whereas naming latencies in L1 were slower in the
mixed condition. Furthermore, authors observed an
enhanced N200 negativity in the ERPs for non-switch
trials compared with blocked conditions, irrespective
of the language in the first time-window (275�375 ms).
Interestingly, in a second time-window (375�475 ms),
authors found enlarged negative ERP amplitudes for
blocked compared with non-switch trials (mixed lan-
guage conditions) for L1, but not for L2. This “frontal
negativity effect” found for L1, but not for L2 was taken
to reflect that bilinguals control their two languages by
adjusting selectively the availability of the L1 only. This
result supported by behavioral mixing costs for the L1
only was taken as evidence of sustained inhibitory con-
trol (Green, 1998) applied to the L1 to favor L2 produc-
tion. Conversely, the observation of symmetrical switch
costs in RTs and relatively small effects of switching in
the ERP data led authors to conclude that their results
did not support the presence of reactive inhibition in
bilingual language control (Green, 1998).

4Note that the asymmetrical pattern of switch costs was due to a difference between the L1 and the L2 for non-switch trials, with faster RTs

for L1 than for L2. Instead, RTs for switch trials were identical between the L1 and the L2. Note that these data do not replicate exactly those

reported previously by Meuter and Allport (1999). Specifically, Jackson et al. (2001) did not obtain the crossover interaction pattern (i.e., L1

RTs longer than L2 RTs for switch trials) obtained by Meuter and Allport (1999).
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Verhoef et al. (2009) obtained a quite different pat-
tern of results regarding the aforementioned studies. In
this study, unbalanced Dutch�English bilinguals per-
formed a language switching task where preparation
time (cue-stimulus interval) was manipulated to test
whether the asymmetries in switch costs were due to L1
slower RTs on switch trials (IC hypothesis, see Green,
1998) or rather to an L1 repeat benefit on nonswitch
trials (L1 repeat benefit hypothesis). The results revealed
that the occurrence of asymmetrical or symmetrical
switch costs did not depend on language proficiency,
but rather on preparation time (short preparation times
elicited asymmetrical switch costs whether long prepara-
tion times elicited symmetrical switch costs), and that
the modulation of the N200 ERP component, previously
taken as the expression of language inhibition (Jackson
et al., 2001), was only sensitive to preparation times.
Based on these results, the authors concluded that bilin-
guals could use inhibition as a strategy during language
switching but do not need inhibition to control their lan-
guage use. In accord with this conclusion, Martin et al.
(2013) tested two groups of bilinguals (early and late
Catalan�Spanish bilinguals) and failed to reveal any
modulation of the N200 component in relation to lin-
guistic switch costs.

The evidence reviewed indicates a complex scenario.
The behavioral patterns of switch costs and the ERP
components related to inhibition seem to be modulated
by other up-to-date unknown factors besides language
proficiency. This observation suggests that some caution
should be exercised when drawing strong conclusions
from these nonsystematic observations.

At present, just a few ERP studies revealed the time
course of the effects related to language control by using
the other instantiation of language switching. Misra
et al. (2012) used a “blocked switching task” to investi-
gate how performance in one language is affected by the
previous use of a different language. Hence, two groups
of unbalanced bilinguals took part in the study. The first
one named a set of pictures in the L1 (two blocks of
naming) and, subsequently, the same set of pictures in
the L2 (two blocks of naming). The second group instead
named a set of pictures in the L2 (two blocks of naming),

and then the same pictures in the L1 (two blocks of nam-
ing). Therefore, to assess whether naming in one lan-
guage was affected by previous use of the other
language, authors compared across the two groups the
third versus the first block of naming in the same lan-
guage. Results indicated that naming in L1 was slowed
by previous naming in the L2 as compared with naming
in L1 without previous use of any language (i.e., first
block). Conversely, the L2 was not negatively affected
by the previous use of the L1. This asymmetrical pattern
of RTs, which resembles that of trial-by-trial language
switching tasks, was accompanied by ERP effects in the
N200 time-window (Figure 35.1). Specifically, it was
found that naming in L1 after naming in L2 elicited an
enhancement of the N200 component, as compared with
naming in L1 in the first block. In contrast, naming in L2
after L1 did not modulate the N200 component. Overall,
these results have been taken as evidence of inhibition of
the L1 during naming in the L2, with this inhibition hav-
ing a negative after-effect when naming the same pic-
tures later in L1.

A recent study with highly proficient bilinguals
(Branzi et al., 2014) revealed a pattern of RTs similar to
that found by Misra et al. (2012), that is, naming in L1
was hindered by previous use of the L2. Interestingly,
this was found for both pictures that had to be named
in the two languages or only in one (i.e., repeated and
unrepeated pictures), suggesting that language control
is applied globally on the whole non-target language
set. However, differently from what was reported by
Misra et al. (2012), the ERP effects of language control
occurred in an earlier time-window than the N200, that
is, in the P200 time-window. The ERP P200 component
has been associated with the ease of lexical access
(Costa, Strijkers, Martin, & Thierry, 2009; Strijkers, Baus,
Runnqvist, Fitzpatrick, & Costa, 2013; Strijkers, Costa, &
Thierry, 2010; Strijkers, Holcomb, & Costa, 2011) rather
than with inhibitory control processes. In accord with
other recent findings (Strijkers et al., 2013), these results
suggest that the way language control applies in bilin-
gual speakers might be different for highly and low-
proficients. Specifically, language control might not rely
on inhibition in the first case.
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FIGURE 35.1 Grand average ERPs for
naming pictures in L1 (left panel) and in L2
(right panel). First block (in green) represents
the first time that pictures were named in L1
or in L2. Third and fourth blocks (blue and
red) represent the third and the fourth times
that pictures were seen. In these blocks pic-
tures were named in L1 or in L2, after nam-
ing in L2 and in L1 (in the first two blocks),
respectively. Note that negative is plotted up.
Adapted from Misra et al. (2012) with permission
from the publisher.
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An interesting aspect of the studies presented refers
to the fact that similar patterns of behavioral results
may be related to qualitatively different control pro-
cesses driven by L2 proficiency.

It is evident that when taking into account more
variables, the image drawn from these reviewed stud-
ies becomes quite complex. As already mentioned, one
such variable is language proficiency. Different pat-
terns of behavioral and ERP effects between groups of
bilinguals with different levels of L2 proficiency sug-
gest that this factor may influence the way in which
bilinguals control their languages. However, given that
many of these studies were conducted with bilinguals
with low or medium proficiency in the second lan-
guage, much research is needed to address whether
this is the case.

Besides proficiency, other variables may influence
the way in which bilingual language control is applied.
One of them is the “frequency of language switching”
in daily life (Prior & Gollan, 2011). As previously
hinted, Christoffels et al. (2007) revealed that bilinguals
who were moderately proficient in their second lan-
guage showed symmetrical switch costs between their
L1 and their L2. This pattern, typically observable in
highly proficient bilinguals, has been the argument for
language-specific control mechanisms driven by L2
proficiency (Costa et al., 2004, 2006). Because bilingual
participants in Christoffels et al. (2007) were only mod-
erately proficient in L2, the authors hypothesized that
the symmetrical pattern of switch costs was due to the
fact that these participants were accustomed to switch
frequently between languages in daily life. Hence, in
addition to L2 proficiency and, daily experience with
language switching may also boost the language con-
trol system and influence how language control
mechanisms are applied.

It has also been proposed that some differences in the
experimental designs could explain the different out-
comes in these studies. For example, Christoffels et al.
(2007) suggested that the different ERP results obtained
in comparison with those of Jackson et al. (2001) could be
explained by differences in the experimental design. That
is, in Christoffels et al. (2007), participants had to switch
between the L1 and the L2 in an unpredictable manner,
whereas in Jackson et al. (2001) the occurrence of switch
trials was totally predictable (e.g., every second trial).
Even though the effect of predictability of language
switches on the ERP components has yet to be estab-
lished, the N200 component is particularly sensitive to
context (Nieuwenhuis et al., 2003). Hence, this aspect
could have influenced the way in which the N200 ERP
component related to language control was modulated in
these two studies (see also Martin et al., 2013).

Verhoef et al. (2009) provided an example of how
experimental design manipulations could affect the

pattern of behavioral and ERP results. In fact, authors
revealed that preparation times influenced not only
the pattern of switch costs but also the effects at the
N200 time-window. These results suggested that the
behavioral pattern of switch costs was not proficiency-
dependent, unlike what Costa and Santesteban (2004)
proposed, given that in a group of unbalanced bilin-
guals short�long preparation times elicited different
patterns of switch costs. Even if this result suggests
that high proficiency in an L2 is not a necessary
prerequisite for symmetrical switch costs, the fact that
the N200 component was sensitive to preparation
times but not to language switching effects makes it
difficult to establish whether this component has a key
role in bilingual language control.

Overall, the current set of ERP findings does not pro-
vide consistent evidence and leaves open the question of
the mechanisms involved in bilingual language control.
Importantly, we believe there is still a need to address the
weights of different factors (i.e., language proficiency,
daily frequency of language switching) in modulating the
ERP components and behavioral effects related to bilin-
gual language control in language switching tasks.

The neuroimaging findings represent an important
source of evidence to understand the functional signifi-
cance of the ERP components related to language con-
trol. For example, the N200 component has been
related to a specific neural generator: the anterior cin-
gulate cortex (ACC) (Ladouceur, Dahl, & Carter, 2007;
Van Veen & Carter, 2002). This brain structure has also
been found to be involved in many language switching
tasks and has been referred to as specific language
control mechanisms (Wang, Xue, Chen, Xue, & Dong,
2007). In the next section, we review the most impor-
tant functional magnetic resonance imaging (fMRI)
studies in the language switching literature, which
describe how proficiency level can affect the brain net-
work sustaining language switching.

35.4 THE NEURAL CORRELATES OF
LANGUAGE CONTROL: A FRONTAL,

PARIETAL, AND SUBCORTICAL
NETWORK

A number of neuropsychological studies have pre-
sented patients showing selective linguistic alterations
and/or pathological language switching (Abutalebi,
Miozzo, & Cappa, 2000; Fabbro, Skrap, & Aglioti, 2000;
Paradis, 2001). These cases suggest the existence of
specific brain areas involved in language control. With
the complementary aid of neuroimaging techniques,
brain areas such as the left caudate, the ACC, the
lateral prefrontal cortex, and the left inferior parietal
cortex have been proposed to conform the language
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control network (Abutalebi & Green, 2007). These
brain areas were not specifically dedicated to this aim
but acquired a specific role in language control as a
part of its general function.

The brain lesion most frequently related to pathologi-
cal language switching in bilinguals is that affecting the
left basal ganglia (Abutalebi et al., 2000; Adrover-Roig
et al., 2011; Aglioti & Fabbro, 1993). The general role of
this area is to integrate information from multiple brain
regions to shape motor learning. In the case of bilin-
guals, this area is required to establish the adequate
motor language program including language planning,
selection, and switching. A second area involved in lan-
guage control is the ACC, which participates in the mon-
itoring of different response alternatives during conflict
processing (e.g., Botvinick, Braver, Barch, Carter, &
Cohen, 2001; Botvinick, Cohen, & Carter, 2004; Braver,
Barch, Gray, Molfese, & Snyder, 2001). In the case of
bilinguals, the ACC may participate in the control pro-
cess of L1 or L2, and in error detection and selective
attention during language monitoring. Consistent with
this role, Fabbro et al. (2000) reported a case of patholog-
ical language switching after a lesion in the left ACC. A
third area involved in language control is the left lateral
prefrontal cortex including the dorsolateral and ventro-
lateral parts. These parts exert general executive control
functions over behavior in response to stimuli. For
instance, when bilinguals named pictures or read words
aloud in their L2, this area was more activated in highly
proficient bilinguals than in monolinguals (Jones et al.,
2012). Thus, the left lateral prefrontal cortex participates
actively in the language control network by exerting a
role in response selection and inhibition and in working
memory. The last part of the brain proposed to partici-
pate in the network is the left inferior parietal lobe that
participates in the maintaining of language representa-
tions in working memory.

The language control network described seems to be
somehow affected by the language proficiency level in
the second language. For example, bilinguals with high
proficiency in the two languages (Garbin et al., 2011)
engage different brain areas when switching between
L1 and L2 as compared with low-proficient bilinguals
(Wang et al., 2007). Note also that the language control
network seems to be functionally influenced by sociolin-
guistic aspects other than language proficiency. For
example, Perani et al. (2003) examined the role of age
acquisition and language exposure/usage in early and
highly proficient Catalan-Spanish bilinguals by means
of a fluency task performed in the two languages.
Authors revealed the lexical retrieval in the language
acquired earlier in life was associated with less exten-
sive activation in the brain. Language exposure/usage
modulated the brain areas involved in lexical retrieval.
In fact, in one of two groups of participants, those who

were less exposed to the L2 showed larger activations
during L2 lexical retrieval. These results indicated that
in addition to language proficiency, also age of lan-
guage acquisition and language exposure/usage are
crucial factors in determining the neural pattern during
lexical processing in bilinguals. This conclusion is in
accord with recent ERP evidence suggesting that differ-
ent linguistic experiences (early versus late acquisition
of the L2) in bilinguals may affect the way in which the
brain recruits language control (Martin et al., 2013).

Taken together, the network described, which con-
sists of the prefrontal cortex, the ACC, the posterior
parietal cortex, and the basal ganglia, constitutes an effi-
cient brain network for language selection and control.
In the next section, we describe how this network is
specifically engaged when bilinguals have to switch
between languages, because language switching relies
heavily on cognitive control (Monsell, 2003) and how
L2 proficiency can influence this activity.

35.4.1 The Neural Correlates of Language
Switching

Neuroimaging techniques like positron emission
tomography (PET) and fMRI have been used during the
past 20 years to measure brain activity. They provide
accurate information about time course of brain activity,
and especially about brain localization of this activity.
Initial studies on bilingualism were more focused on
the representation problem, that is, in knowing whether
both languages were represented in the same or differ-
ent parts of the brain (Kim, Relkin, Lee, & Hirsch, 1997;
Perani et al., 2003). Once the great overlapping in the
brain activity for L1 and L2 representations was deter-
mined, the remaining question was to investigate how
language control is exerted in the brain (i.e., how these
overlapping brain areas are recruited for language
selection, language inhibition, and language switching).

As in the ERP studies, the different fMRI experiments
conducted to investigate language switching have been
designed to investigate “sustained” and/or “transient”
control mechanisms in language control. As previously
introduced, both “sustained” and “transient” control
processes are important for language control and both
processes may be best characterized in a qualitatively
different way and subserve different aspects of lan-
guage control (Christoffels et al., 2007).

“Sustained” activity was studied by Hernandez,
Martinez, and Kohnert (2000) and Hernandez, Dapretto,
Mazziotta, and Bookheimer (2001) by comparing brain
activation in early and highly proficient Spanish�
English bilinguals during naming blocks in one language
with naming in mixing blocks in either L1 or L2 (fixed
order). Mixed compared with blocked naming conditions
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increased the activation of the left inferior frontal cortex
and the bilateral dorsolateral prefrontal cortex for the
two languages. These results suggest that switching
between languages requires the extra participation of
executive control areas. Similar results (bilateral activa-
tion of dorsolateral prefrontal cortex) were obtained by
Wang, Kuhl, Chen, and Dong (2009) in late, low-profi-
cient, Chinese�English bilinguals using a single digit
naming task in mixed and blocked conditions. Also, they
found an additional activation in the supplementary
motor area (SMA) (see Guo et al., 2011 for similar results
in low-proficient bilinguals). Interestingly, Wang et al.
(2009) revealed some dissociation between the two lan-
guages for sustained control. The mixed condition eli-
cited the activation of the left middle frontal gyrus and
right precuneus relative to blocked naming in L1
(Chinese). The mixed condition as compared with the
blocked naming in L2 (English) instead revealed the acti-
vation of a large network of brain areas: the bilateral mid-
dle frontal gyri, the cerebellum, the left inferior frontal
gyrus, and the SMA. This recruitment of frontal areas for
both languages may reflect proactive processes necessary
to regulate the activation level of the two languages
when the interference is high (i.e., mixed condition)
(Braver et al., 2003). In accord with this observation, Ma
et al. (2014) have explored sustained control in a group
of Chinese�English unbalanced bilinguals, relatively
highly proficient in their L2. In detail, authors revealed
that switching between languages (mixed condition) as
compared with naming in L1 (blocked L1 condition) eli-
cited the activation of two large clusters. The first one
included the left inferior frontal gyrus, the SMA bilater-
ally, the left insula, and the basal ganglia (including cau-
date and putamen portions). The second big cluster
peaked into the left inferior parietal gyrus and extended
to the left supramarginal gyrus and the angular gyrus
and precuneus. Switching between languages (mixed
condition) as compared with naming in L2 (blocked L2
condition) elicited activations mainly in the left inferior
frontal gyrus, the bilateral precentral gyrus and SMA, the
bilateral inferior parietal gyrus, the bilateral fusiform, the
left lingual gyrus, the left inferior temporal gyrus, as well
as the hippocampus bilaterally. These results revealed a
neural dissociation that suggests that the sustained
mechanisms for L1 and L2 involve different levels of con-
trol demands. This may be taken to reflect that when
competition increases because of the need to alternate the
two languages, the level of activation of the L1 needs to
be reduced to favor L2 production. According to Ma
et al. (2014), this might be achieved through the coupling
between the frontal and basal ganglia brain regions.

These evidences suggest that language proficiency
may affect the way in which sustained control pro-
cesses are applied to regulate the availability of words
of the two languages during speech production.

In a different study, Abutalebi et al. (2008) studied
highly proficient bilinguals (university students of the
Translation Department) using a similar procedure with
a random presentation of cues to name in the L1 or in
the L2. Besides the activation of left Broca’s area, it was
reported that naming in L1 in the bilingual context
(where subjects had to select L1 or L2 nouns following a
cue) compared with monolingual contexts (where sub-
jects had to select L1 nouns or L1 verbs following a cue)
induced an increased activation in the left prefrontal cor-
tex and specifically engaged the left caudate and the
ACC. Strikingly, this pattern of activity was absent for
the same L1 nouns when the same subjects were placed
in a monolingual context, therefore highlighting the cru-
cial role of these neural structures in language control
and particularly in language switching.

As in ERPs, different studies have used the first instan-
tiation of the language switching paradigm designed to
study “transient” effects. For example, Wang et al. (2007)
applied this paradigm to a group of late Chinese�
English bilinguals. The overall switching condition when
compared with non-switching condition activated the
language control network, including the left and right
dorsolateral prefrontal cortex, the right ACC, and right
caudate. When considering directional changes, the
authors observed an asymmetry in behavioral switch
costs, such as a larger cost present when switching to the
L1 than when switching to the L2. The notion that there
is competition between languages predicts that increased
executive processes are recruited to allow L2 production
compared with L1, especially in the case of low-proficient
bilinguals. In line with this prediction, Wang et al. (2007)
observed that switches from L1 to L2 (“forward
switching”) activated the left ACC/SMA, whereas the
switches from L2 to L1 (“backward switching”) did not
activate any brain area within the language control net-
work (Figure 35.2).

In a subsequent study, Wang et al. (2009) studied
“transient” changes of language in low-proficient bilin-
guals using a single digit naming task. They replicated
behavioral asymmetries of switch costs (larger switch
cost to L1 than to L2) and that switching from L1 to L2
(“forward switching”) activated the language control
network (left SMA, left dorsolateral prefrontal cortex,
and left inferior parietal lobe), but the results for over-
all switches and switches from L2 to L1 (“backward
switching”) did not show activations in areas of the
language control network. In a further study using the
first instantiation of language switching paradigm,
Garbin et al. (2011) studied a group of early and highly
proficient bilinguals and found a different pattern of
results. Switches from L1 to L2 (“forward switching”)
activated the left caudate, whereas switches from L2 to
L1 (“backward switching”) activated the SMA/ACC
(Figure 35.3).
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At the neural level, different brain areas appear to
be engaged during language switching and, interest-
ingly, functional data indicate that the nature of this
may alter with L2 proficiency, consistent with a change
from controlled to more automatic L2 processing
(Abutalebi & Green, 2007).

Abutalebi et al. (2012, 2013) used a different strategy
based on the comparison of the process of language
switching in bilinguals to a within-language switching
task in monolinguals. The first study focused on the
ACC and described this brain area as tuned by bilin-
gualism to resolve cognitive and language conflicts
(Abutalebi et al., 2012). The second study compared
multilinguals with high proficiency in the L2 and poor
proficiency in the L3 with monolinguals5 while per-
forming the first instantiation of the language switch-
ing paradigm twice (once with L1 and L2, and the
other with L1 and L3). In this study, authors were par-
ticularly interested in evaluating how language profi-
ciency modulates the brain network of bilingual
language control during a language switching task.
The crucial finding of this study is that the pre-SMA/
ACC participated in language switching regardless of
individual proficiency, whereas the left caudate only
was active when switching from L1 to the less

proficient language (L3). Contrasting with these
results, no neural significant differences were found in
this study when comparing direction of switches
within the multilingual group.

These studies suggest that language proficiency has
an important role in determining how brain areas are
recruited for language control, both for the “sustained”
and “transient” components.

Besides these adaptations of the switching behav-
ioral paradigms, other studies have used perceptive
tasks. Crinion et al. (2006) used a classical semantic
priming procedure to compare neural activation when
the prime and the target belong to the same language or
to different languages. Results showed an activation of
the left caudate during language switching compared
with nonlanguage switching trials across three different
groups of highly proficient bilinguals. A different per-
ceptive task was used by Abutalebi et al. (2007) in a
sample of early, highly proficient bilinguals with more
experience in L2. They used narratives that included
unpredictable changes of languages that might be regu-
lar or irregular depending on the respect or violation of
the constituents of sentence structure. The comparison
of switch and nonswitch trials activated more language
areas, including the left inferior frontal gyrus and

Forward switching Backward switching FIGURE 35.3 Brain regions involved in “forward switch-
ing” and “backward switching.” From Garbin et al. (2011) with
permission from the publisher.
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FIGURE 35.2 Brain regions involved in “for-
ward switching” (from L1 to L2) relative to L2 non-
switching (left panel) and in “backward switching”
(from L2 to L1) relative to L1 non-switching (right
panel).

5The switching task for monolinguals required to switch between two different categories of naming in the same language: nouns and verb

forms.
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middle temporal gyrus. Switches into L1 (the less
exposed language) activated the left caudate and the
ACC, whereas switches into L2 did not activate the lan-
guage control network.

In general terms, the reviewed studies provide an
acceptable uniformity of the results highly consistent
with brain areas proposed to form the language control
network. This uniformity is greater if we attend to the
special role played by variables, such as the type of task
and proficiency of bilinguals. The studies designed to
investigate “sustained” processes in language control
showed consistent activations in the dorsolateral pre-
frontal cortex and the SMA/ACC, whereas those more
related to the “transient” process circumscribed the neu-
ral basis of language switching to the SMA/ACC. As in
other conflict processes, the language conflict seems to
require the participation of ACC that may exert the func-
tions of monitoring and resolution. The dorsolateral pre-
frontal cortex would remain a global cognitive control
mechanism of language conflicts. The role of the left cau-
date seems to be restricted to language in early and
highly proficient bilinguals in tasks that involve lan-
guage production and comprehension (see Ma et al.,
2014 for involvement of caudate in late bilinguals more
proficient in L2). Even though its specific role is not clear
because in some studies it participated in “backward
switching” and in others it appeared to be more related
to “forward switching,” the diverse studies were consis-
tent in showing a role in detection of language switching
when both languages were acquired early. Finally, the
left inferior parietal lobe is the brain area of the language
network less often detected, probably due to the low
working memory demands of the used paradigms. The
activation of this area has only been found in tasks using
the same stimuli (i.e., numbers) and responses. Maybe
its role would be more prominent in translation tasks
(Price, Green, & Von Studnitz, 1999).

35.5 CONCLUSION

In this chapter we reviewed the main literature on
bilingual language control, giving special attention to
the studies that have made use of language switching
paradigms. When combining behavioral, electrophysi-
ological, and neuroimaging evidence, it is evident that
some sociolinguistic variables, such as language profi-
ciency, appear to influence the way in which language
control is applied. This aspect is well-supported by
both behavioral and neuroimaging evidence. However,
more research is needed to determine how other socio-
linguistic variables, besides language proficiency, can
shape language control ability in bilinguals. Also, a
distinction between different components of atten-
tional control appears to be crucial within the

linguistic domain. “Sustained” and “transient” compo-
nents of attention show dissociable effects in the con-
trol of the two languages of a bilingual, as reflected by
the recruitment of different brain areas.
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Martin, C. D., Barceló, F., Hernández, M., & Costa, A. (2011). The
time course of the asymmetrical “local” switch cost: Evidence
from event-related potentials. Biological Psychology, 86, 210�218.

Martin, C. D., Strijkers, K., Santesteban, M., Escera, C., Hartsuiker,
R. J., & Costa, A. (2013). The impact of early bilingualism on con-
trolling a language learned late: An ERP study. Frontiers in
Psychology, 4, 1�15.

Meuter, R. F. I., & Allport, A. (1999). Bilingual language switching in
naming: Asymmetrical costs of language selection. Journal of
Memory and Language, 40, 25�40.

Misra, M., Guo, T., Bobb, S., & Kroll, J. F. (2012). When bilinguals
choose a single word to speak: Electrophysiological evidence for
inhibition of the native language. Journal of Memory and Language,
67, 224�237.

Monsell, S. (2003). Task switching. Trends in Cognitive Sciences, 7,
134�140.

Nagahama, Y., Okada, T., Katsumi, Y., Hayashi, T., Yamauchi, H.,
Oyanagi, C., et al. (2001). Dissociable mechanisms of attentional
control within the human prefrontal cortex. Cerebral Cortex, 11,
85�92.

Nieuwenhuis, S., Yeung, N., & Cohen, J. D. (2004). Stimulus modality,
perceptual overlap, and the go/nogo N2. Psychophysiology, 41,
157�160.

Nieuwenhuis, S., Yeung, N., van den Wildenberg, W., &
Ridderinkhof, K. R. (2003). Electrophysiological correlates of ante-
rior cingulate function in a go/nogo task: Effects of response con-
flict and trial type frequency. Cognitive, Affective, and Behavioral
Neuroscience, 3, 17�26.

Paradis, M. (2001). Bilingual and polyglot aphasia. In R. S. Berndt
(Ed.), Handbook of neuropsychology (pp. 69�91). Amsterdam:
Elsevier Science.

Perani, D., Abutalebi, J., Paulesu, E., Brambati, S., Scifo, P., Cappa,
S. F., et al. (2003). The role of age of acquisition and language
usage in early, high-proficient bilinguals: An fMRI study during
verbal fluency. Human Brain Mapping, 19, 170�182.

Price, C. J., Green, D. W., & Von Studnitz, R. (1999). A functional
imaging study of translation and language switching. Brain, 122,
2221�2235.

Prior, A., & Gollan, T. H. (2011). Good language-switchers are good
task-switchers: Evidence from Spanish�English and Mandarin�

429REFERENCES

E. DEVELOPMENT, LEARNING, AND PLASTICITY



English bilinguals. Journal of the International Neuropsychological
Society, 17, 682�691.

Rubin, O., & Meiran, N. (2005). On the origins of the task mixing
cost in the cuing task-switching paradigm. Journal of Experimental
Psychology: Learning, Memory, and Cognition, 31(6), 1477.

Rubinstein, J. S., Meyer, D. E., & Evans, J. E. (2001). Executive
control of cognitive processes in task switching. Journal of
Experimental Psychology: Human Perception and Performance, 27,
763�797.

Runnqvist, E., Strijkers, K., Alario, F., & Costa, A. (2012). Cumulative
semantic interference is blind to language: Implications for models
of bilingual speech production. Journal of Memory and Language, 66,
850�869.

Strijkers, K., Baus, C., Runnqvist, E., Fitzpatrick, I., & Costa, A.
(2013). The temporal dynamics of first versus second language
speech production. Brain and Language, 127, 6�11.

Strijkers, K., Costa, A., & Thierry, G. (2010). Tracking lexical access in
speech production: Electrophysiological correlates of word fre-
quency and cognate effects. Cerebral Cortex, 20, 912�928.

Strijkers, K., Holcomb, P., & Costa, A. (2011). Conscious intention to
speak facilitates lexical access during overt object naming. Journal
of Memory and Language, 65, 345�362.

Van Veen, V., & Carter, C. S. (2002). The timing of action-monitoring
processes in the anterior cingulate cortex. Journal of Cognitive
Neuroscience, 14, 593�602.

Verhoef, K. M. W., Roelofs, A., & Chwilla, D. J. (2009). Role of inhibi-
tion in language switching: Evidence from event-related brain
potentials in overt picture naming. Cognition, 110, 84�99.

Wang, Y., Kuhl, P. K., Chen, C., & Dong, Q. (2009). Sustained and tran-
sient language control in the bilingual brain. NeuroImage, 47, 414�422.

Wang, Y., Xue, G., Chen, C., Xue, F., & Dong, Q. (2007). Neural bases
of asymmetric language switching in second-language learners:
An ER-fMRI study. NeuroImage, 35, 862�870.

Wylie, G., & Allport, A. (2000). Task switching and the measurement
of “switch costs.”. Psychological Research, 63, 212�233.

430 35. BILINGUALISM: SWITCHING

E. DEVELOPMENT, LEARNING, AND PLASTICITY



C H A P T E R

36

Neurobiology of Sign Languages
David P. Corina1,2 and Shane Blau1

1Department of Linguistics, Center for Mind and Brain, University of California, Davis, CA, USA; 2Department of

Psychology, Center for Mind and Brain, University of California, Davis, CA, USA

36.1 INTRODUCTION

Signed languages used in deaf communities are
naturally occurring human languages that exhibit the
full range of linguistic complexity found in spoken
languages. Just as there are a multitude of spoken lan-
guage communities around the world (e.g., speakers of
Quechua, Farsi, Portuguese, and English), there are
many different sign language communities (e.g., sign-
ers of Langue des Signes du Québec [LSQ], Deutsche
Gebärdensprache [DGS], Taiwan Ziran Shouyu [TZS],
and British Sign Language [BSL], to name but a few).
Although the histories and geographies of signed lan-
guages are less well-documented, it is known that
signed languages arise spontaneously, over several
generations, from isolated communities that have a
preponderance of deaf individuals. Such situations are
not as rare as one might think because genetic influ-
ences on the transmission of deafness are well-attested
(Groce, 1985; Sandler, Meir, Padden, & Aronoff, 2005).

The comparison of signed and spoken human lan-
guages provides a unique opportunity for investigat-
ing the biological substrates of human language. The
existence of two fundamentally different forms of
human language, one expressed by manual and body
articulations and perceived by the visual system, and
one expressed by the vocal system and perceived by
the auditory system, allows researchers to identify
neural systems that are common to all forms of human
linguistic communication from those that reflect a lan-
guages modality of expression.

Neurolinguistic studies of life-long signers have docu-
mented patterns of sign language disturbances after
acute brain damage and have helped to identify brain
regions that are critical for sign language processing.
These studies indicate remarkable parallels between left
hemisphere regions that support signed language

processing and left hemisphere regions that support spo-
ken language processing. Collectively, the pattern of
hemispheric asymmetries found in language holds inde-
pendently of whether the language involved is signed or
spoken. These studies point toward a common network
of brain regions that support the human capacity for lin-
guistic communication. Moreover, these studies have
helped advance our understanding of the homologies
between the linguistic properties of spoken and signed
languages. Research using neuroimaging and electro-
physiology has confirmed and extended our under-
standing of the neuroanatomical and functional
relationships between signed and spoken languages and
has raised new questions about the similarities and the
modality-specific differences observed. More recently,
neurolinguistic studies of signed language have helped
us to evaluate the role of mirror neuron�inspired theories
of language understanding, a central theme in embodied
accounts of human language and cognition.

36.2 SIGN LANGUAGE APHASIA

Case studies of deaf signing individuals with
acquired brain damage provide evidence for the con-
tribution of left hemisphere perisylvian regions in the
mediation of signed language. Deaf signers, like hear-
ing speakers, exhibit distinct language disturbances
when left hemisphere cortical regions are damaged,
and these disturbances vary systematically depending
on lesion locus (Hickok, Love-Geffen, & Klima, 2002;
Marshall, Atkinson, Smulovitch, Thacker, & Woll,
2004; Poizner, Bellugi, & Klima, 1987; for a review see
Corina, 1998a, 1998b). One of the most interesting facts
about the realization of aphasic deficits in right-
handed deaf signers is that language errors are often
realized on the ipsilesional limb, (i.e., the left hand in
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cases of left hemisphere damage). This indicates that
the observed language errors are not an artifact of
motoric weakness due to contralesional hemiplegia.
Rather, these deficits reflect a central disorder of lin-
guistic control mediated by the left hemisphere.

36.2.1 Broca-Like Signing

In spoken languages, language production impair-
ments are typically associated with left hemisphere fron-
tal anterior lesions that involve the lower posterior
portion of the left frontal lobe (e.g., Broca’s area,
Brodmann area 44/45). These lesions often extend in
depth to the periventricular white matter (Goodglass,
1993; Mohr et al., 1978). The anterior insula has also been
implicated in chronic speech production problems
(Dronkers, Redfern, & Knight, 2000). Two well-
documented cases of sign language aphasia after left
hemisphere frontal damage demonstrate this familiar
structure�function relationship for signed languages.
The case study of patient G.D., reported in Poizner et al.
(1987), documents a profound expressive nonfluent sign
language aphasia after large left frontal lobe lesion that
encompassed Broca’s territory including BA 44/45. The
subject presented with halting dysfluent sign articulation
and an agrammatic language profile—American Sign
Language (ASL) sentence structure was greatly simpli-
fied (i.e., telegraphic) and signs did not show required
movement modulations that signal morpho-syntactic
inflection. In contrast to her expressive deficits, G.D.’s
comprehension was well within normal limits.

Case study R.S. had a left inferior frontal lesion that
was more restricted to classically defined Broca’s terri-
tory (Hickok, Kritchevsky, Bellugi, & Klima, 1996).
This lesion involved inferior motor cortex and
extended anteriorly to involve most of the par opercu-
laris and inferiorly involved anterior and superior
insula. Subcortically, this lesion undercut most of the
par triangularis and involved subcortical white matter
deep to the lower motor cortex. During the acute phase
of this stroke, the patient showed a marked expressive
aphasia with nonfluent effortful production. Sign repe-
tition was also affected. Sign language comprehension,
however, was intact. Over time, the expressive aphasia
largely resolved with lingering problems of word find-
ing. As discussed, an unusual feature of R.S.’s signing
was formational paraphasia. These impairments were
not attributable to motor weakness, nor did this
patient show signs of limb apraxia.

36.2.2 Wernicke-Like Signing

Spoken language comprehension deficits are well-
attested after left hemisphere temporal lobe damage

(Damasio, 1992; Dronkers & Baldo, 2009; Naeser,
Helm-Estabrooks, Haas, Auerbach, & Srinivasan,
1987). For example, Wernicke’s aphasia, which is
expressed as impaired language comprehension
accompanied with fluent but often paraphasic (seman-
tic and phonemic) output is often associated with dam-
age to the posterior regions of the left superior
temporal gyrus. More recent work has suggested the
contribution of posterior middle temporal gyrus in
cases of chronic Wernicke’s aphasia (Dronkers,
Redfern, & Knight, 2000; Dronkers, Redfern, & Ludy,
1995). Signers with left hemisphere posterior lesions
also evidence fluent sign aphasia with associated com-
prehension deficits. However, as discussed, there is
some controversy regarding whether anatomical loca-
tions of lesions that result in sign language compre-
hension deficits are fully comparable with those seen
in users of spoken languages.

Subject L.K. described in Chiarello, Knight, and
Mandel (1982) and in Poizner et al. (1987) had a left
anterior parietal lesion in the region of the supramargi-
nal and angular gyri. The inferior frontal operculum
(areas 44 and 45) and the posterior superior temporal
plane (areas 41, 42, and 22) were spared by the lesion.
She presented with motorically facile signing, but with
phonemic paraphasia and severe anomia. She had dif-
ficulty in grasping test instructions and was unable to
perform two- or three-part commands. She experi-
enced profound and lasting sign comprehension
impairment. Subject P.D., reported in Poizner et al.
(1987), had a left subcortical lesion deep to Broca’s
area, extending posteriorly beneath the parietal lobe.
His signing, while fluent, exhibited numerous gram-
matically inappropriate signs (paragrammatism). His
expression of sentence-level grammatical roles was dis-
turbed. ASL syntax relies heavily on the use of an
imaginary horizontal plane in front of the signer,
which the signer may use to locate nominal referents.
The movements of verb and predicate sign forms
between these locations can signal subject and object
relations; pronominal reference also makes use of this
signing space convention. P.D. showed a lack of con-
sistency in spatial agreement required of ASL syntax
(Bellugi, Poizner, & Klima, 1989). That is, he would
establish nominal referents in space, but he was incon-
sistent in maintaining co-reference to these previously
established locations.

36.2.2.1 Comprehension Deficits

Group-level analyses have helped assess the struc-
ture�function relationships implicated in sign lan-
guage comprehension deficits. In two reports, one on
ASL and one on BSL (a completely distinct language
from ASL), damage to the left hemisphere was
observed to factor in sign comprehension deficits
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(Atkinson, Marshall, Woll, & Thacker, 2005; Hickok
et al., 2002). These studies report an increasing grada-
tion of impairments for single signs, verb meaning,
and simple sentence understanding (e.g., sentence veri-
fication and token test commands) in patients with left
hemisphere damage but not right hemisphere damage.

There is, however, controversy with respect to
degree of anatomical overlap observed in comprehen-
sion problems in spoken and signed languages.
Whereas the study by Hickok et al. (2002) highlights
the role of the left posterior temporal lobe in sign com-
prehension deficits, others have remarked on the
potentially unique role of the left inferior parietal
region in sign processing (Chiarello et al., 1982; Corina,
1998a, 1998b; Corina, Lawyer, & Cates, 2013;
Leischner, 1943; Poizner et al., 1987). For example, in
the group study data presented by Hickok et al. (2002)
comparing the sign language comprehension abilities
of signers with damaged left and right hemispheres,
signers with left hemisphere posterior temporal lobe
damage were found to perform worse than any other
group. Although the authors emphasize the involve-
ment of the damaged temporal lobe in these compre-
hension deficits, in all cases lesions of these subjects
additionally extend into the parietal lobe. It is notewor-
thy that in the cases of L.K. and P.D. described, neither
appears have to temporal lobe lesions. Case study
W.L. (Corina et al., 1992) exhibited fluent aphasia with
severe comprehension deficits. Lesions once again did
not occur in cortical Wernicke’s area; rather, this lesion
undercuts frontal and inferior parietal areas, including
the supramarginal gyrus. These observations have led
some to suggest that sign language comprehension
may be more dependent than speech on left hemi-
sphere inferior parietal areas traditionally associated
with somatosensory and visual motor integration,
whereas spoken language comprehension might weigh
more heavily on posterior temporal lobe association
regions whose input includes networks intimately
involved with auditory speech processing.

In summary, although it is clear that sign language
comprehension suffers after left hemisphere damage,
the contributions of the temporal and parietal lobes
warrant further investigation. This controversy illus-
trates a theoretical difference between a modality-
influenced view of language comprehension and an
a-modal account. Proponents of a modality-influenced
model would claim that cortical regions such as the
IPL that support associative visual and motoric prop-
erties of sign language processing are intimately con-
nected with language comprehension, whereas the
a-modal perspective views the posterior temporal lobe

as a unifying computational stage in language under-
standing, independent of language modality (see
Hickok et al., 2002 for some discussion). Additional
studies are needed to fully assess these competing
hypotheses.

36.2.2.2 Sign Language Paraphasia

Language breakdown after left hemisphere damage
is not haphazard, but it affects independently moti-
vated linguistic categories. An example of the systema-
ticity in sign and spoken language breakdown is
illustrated through consideration of parapahsic errors
(Corina, 2000). Paraphasia refers to the substitution of
an unexpected word for an intended target. Semantic
paraphasias often have a clear semantic relationship to
the desired word and represent the same part of
speech (Goodglass, 1993). In contrast, phonemic or
“literal” paraphasia refers to the production of unin-
tended sounds or syllables in the utterance of a par-
tially recognizable word (Blumstein, 1973; Goodglass,
1993). Sound substitutions in phonemic paraphasia
may result in the production of a real word related in
sound, but not in meaning (e.g., telephone becomes
television). Also attested are cases in which the errone-
ous word shares both sound characteristics and
meaning with the target (broom becomes brush;
Goodglass, 1993).

Sign language paraphasias are produced by signers
with aphasia and have clear parallel forms found in
spoken languages. For example, subject P.D. (Poizner
et al., 1987) produced semantic paraphasias, signing
BED for CHAIR, DAUGHTER for SON, and QUIT for
DEPART. ASL semantic paraphasias tend to overlap in
meaning and lexical class with the intended target.
Semantic paraphasias, whether in sign or speech, sug-
gest that the mental lexicon is structured according to
semantic principles, whereby similar semantic items
share a representational proximity. In this view, coacti-
vation of closely related representations and/or an
absence of appropriate inhibition from competing lexi-
cal entries may lead to substitutions and blends.

Descriptions of formational or literal paraphasias in
aphasic signing provide insight into the structural
properties of signed language. ASL formational errors
may encompass both phonological and phonetic levels of
impairment (see Corina, 2000 for some discussion).1

A priori, we may expect to find phonological errors
affecting the four major formational parameters of ASL
phonology: handshape, movement, location, and orien-
tation. However, the distribution of these paraphasic
errors appears to be unequal; handshape configuration
errors are the most widely reported, whereas sign

1The use of the terms phonology and phonetics in the present context refer to the abstract structural and articulatory properties

of a sign, respectively.
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errors affecting movement and especially location,
although attested, are far less frequent. The aphasic
signer WL described produced numerous phonemic
errors, nearly all of which were errors involving substi-
tutions of handshape. For example, he produced the
sign TOOTHBRUSH with a Y handshape rather than
the required G handshape. He produced the sign
SISTER with an F handshape rather than the required
L handshape (Figure 36.1).

Data from rare clinical cases of cortical stimulation
mapping (CSM) performed in deaf and signing neuro-
surgical patients provide important clues to neural
regions involved in semantic and phonemic parapha-
sia. Corina et al. (1999) reports the effects of left hemi-
sphere cortical stimulation on sign language
production in a deaf individual, patient S.T., undergo-
ing an awake CSM procedure. Stimulation to two
anatomical sites, one in the frontal operculum and one
in the parietal operculum, led to consistent naming
disruption. The errors, however, were qualitatively
different.

Stimulation to the frontal opercular region of
Broca’s area (BA 44) resulted in errors involving the
motor execution of signs. These errors were character-
ized by a laxed articulation of the intended sign, with
nonspecific movements (repeated tapping or rubbing)
and a reduction in handshape configurations to a lax
closed fist handshape. Interestingly, there was no effort
on the part of S.T. to self-correct these imperfect forms.
In addition, such errors were observed during trials of
sign and nonsign repetition. These results suggest that
the posterior portion of Broca’s area is involved in the
motoric execution of complex articulatory forms, espe-
cially those underlying the phonetic level of language
structure.

The sign errors observed with stimulation to the
supramarginal gyrus (BA 40) resulted in both forma-
tional and semantic errors. Formational errors were
characterized by repeated attempts to articulate the
intended targets, and successive approximations of the
target sign were common. For example, the sign
PEANUT is normally signed with a closed fist with an
outstretched thumb. During the movement of the sign,
the thumb is flicked off the front of teeth. Under stim-
ulation, this sign began as an incorrect, but clearly
articulated, X handshape (closed fist with a protruding
bent index finger) articulated at the correct location (in
front of the mouth), but with an incorrect inward rota-
tion movement. In two successive attempts to correct
this error, S.T. first corrected the handshape and then
went on to correct the movement as well. Notably, we
do not find the laxed and reduced articulations charac-
teristic of the signs seen with stimulation to Broca’s
area. Instead, these examples suggest problems involv-
ing the selection of the individual components of sign
forms (i.e., handshape, movement, and, to a lesser
extent, location). Moreover, although stimulation to the
frontal operculum triggered errors in both sign and
pseudosign production, pseudosign repetition was
unaffected with stimulation to the supramarginal
gyrus (SMG).

Semantic errors were also observed with stimulation
to the SMG. Interestingly, many of these errors involve
semantic substitutions that were formationally quite
similar to the intended targets. For example, in one
instance the stimulus picture “pig” elicited the sign
FARM. The signs PIG and FARM differ in movement
but share an identical articulatory location (the chin),
and each is made with similar handshapes. This
formational-semantic similarity is similar to the
blended spoken paraphasia (e.g., broom - brush).
Thus, in patient S.T., stimulation to the ventral portion
of Broca’s area had a global effect on the motor output
of signing, whereas stimulation to the supramarginal
gyrus affected the correct selection of the linguistic ele-
ments of a sign (including both phonological and
semantic components).

The higher incidence of handshape errors is interest-
ing, and linguistic analyses of ASL have argued that
the parameter of handshape has autosegmental prop-
erties. Autosegmental representations are used to cap-
ture the independence of phonological features and
posit representations in which features appear on
separate tiers. This approach has been useful in captur-
ing phonological phenomena in cases where phonolog-
ical features span domains greater than the traditional
segment, for example, in the cases of tone in tonal lan-
guages (Goldsmith, 1990). In many linguistic accounts
of signed languages, handshape specifications are
represented on an independent tier in a phonological

Correct

Sister *Sister

Handshape paraphasia

FIGURE 36.1 In ASL paraphasia, the correct sign Sister is made
with an “L” handshape; in the error, the aphasic subject produced
this form with an “F” handshape. From Corina et al. (1992) with per-
mission from the publisher.
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representation (Sandler & Lillo-Martin, 2006). The
independent vulnerability of handshape specifications
in ASL formational paraphasia may be evidence for
the psychological reality of this abstract linguistic
representation. In spoken language phonemic para-
phasias, a curious asymmetry exists; the majority of
phonemic paraphasias involve consonant rather than
vowel distortions. In sign language, handshape errors
are far more common than path movement errors.
What is striking is that in some analyses, handshape
specifications are suggested to be more consonantal in
nature, whereas movement components of ASL signs
may be more analogous to vowels (see Corina &
Sandler, 1993, for some discussion). Collectively, these
errors demonstrate how functionally similar language
categories (i.e., consonants, vowels) may be selectively
vulnerable to impairment across signed and spoken
languages. Although the surface manifestations differ,
the underlying disruption may be related to a com-
mon abstract modality-independent level of
representation.

Although compelling commonalities exist in the
expression of paraphasic errors in spoken and signed
language, one might also expect errors that reflect a
language’s modality of expression. For example, errors
affecting the feature of voicing may not have any
direct parallel in a signed language, so this type of
error is likely modality-specific. The control of the
articulators for speech and sign has different proces-
sing requirements. For signed languages, low-level
motor control of the limbs is contralateral, whereas
low-level motor control of the vocal tract is largely
bilaterally. The processing requirements for two-
handed articulations may place qualitatively different
demands on the linguistic system and result in the
expression of modality-conditioned errors.

Patient R.S., described previously, exhibited para-
phasia restricted to two-handed signs. In signs that
require two hands to assume different handshapes
and/or move independently, R.S. would incorrectly
move one of her hands. In other cases, R.S. would fail
to preserve the required spatial relationships between
the two hands. Moreover, during one-handed signing,
R.S. mirrored the movements and handshapes of the
dominant hand on the nondominant hand, but some-
what reduced in degree of movement. This mirroring
was not seen during nonlinguistic movements and
appears different from mirror movements seen in
some cases of hemiparesis. This case is important for
our understanding of neurobiology of language
because it indicates that the modality of the linguistic
system can place unique demands on the neural medi-
ation and implementation of language. These errors
may be taken as evidence of modality-dependent
linguistic impairment.

36.3 RIGHT HEMISPHERE DAMAGE

Studies of deaf signers with right hemisphere dam-
age often exhibit visual-spatial deficits, but evidence
only subtle language problems, similar to those
observed in hearing nonsigners. The case study of J.H.,
a deaf signer with a large right hemisphere lesion
involving frontal, temporal, and parietal cortex, shows
a remarkable sparing of sign language comprehension
with severely compromised visual-spatial abilities
(Corina, Kritchevsky, & Bellugi, 1996). J.H. exhibited
persistent left-neglect, an attention disorder that causes
patients to ignore contralesional spatial locations.

Formal testing showed that even in cases of face-
to-face signing, where the perception of a two-handed
sign such as DEER (the right and left hands, finger
spread, are placed on each side of the forehead like
antlers) could easily be perceived as the well-formed
one-handed sign FATHER (only the dominant hand,
fingers spread, is placed in the forehead). J.H. showed
little to no evidence that this visual-spatial neglect
affected his perception of ASL. In contrast, if two iden-
tical objects were presented for identification, one in
J.H.’s left visual field and the other in the right visual
field, J.H. would show consistent extinction for the
physical object in his left visual field (see Corina et al.,
1996 for a discussion).

36.3.1 Discourse Abilities

The disruption of discourse abilities is well-attested
in hearing individuals with right hemisphere damage
(Brownell, Simpson, Bihrle, Potter, & Gardner, 1990;
Kaplan, Brownell, Jacobs, & Gardner, 1990; Rehak
et al., 1992). Similar patterns of discourse impairment
are seen in right hemisphere�damaged (RHD) users of
signed language. Analysis of language use in subjects
with right hemisphere lesions, J.H. and D.N.
(Emmorey, 1993; Emmorey, Corina, & Bellugi, 1995;
Poizner & Kegl, 1992), reveal contrasting disruptions.
Lesion sites differed in these two patients; J.H.’s stroke
involved cortical regions in the distribution of the right
middle cerebral artery, whereas D.N.’s lesion was pre-
dominantly medial and involved the upper part of the
occipital lobe and superior parietal lobule. In everyday
signing and in picture description tasks, J.H. showed
occasional nonsequiturs and abnormal attention to
details, behaviors that are typically found in the dis-
course of hearing patients with right hemisphere
lesions. Subject D.N. showed a different pattern of dis-
course disruption: one that affected the discourse cohe-
sion. Spatial indexing is a commonly used device for
pronominal reference in signed languages. Signers will
point to the spatial location of a previously signed

43536.3 RIGHT HEMISPHERE DAMAGE

E. DEVELOPMENT, LEARNING, AND PLASTICITY



nominal, in essence re-referencing this previously
introduced concept. Although her within-sentence spa-
tial indexing was unimpaired, her use of space across
sentences was inconsistent. That is, she did not consis-
tently use the same index points to refer to individuals
throughout a discourse.2 To salvage intelligibility, D.N.
used a compensatory strategy in which she restated
the noun phrase in each sentence, resulting in an
overly repetitive discourse style. Taken together, the
cases of J.H. and D.N. suggest that right hemisphere
lesions in signers can differentially disrupt discourse
content (as in the case of JH) and discourse cohesion
(as in the case of DN) (see also Hickok et al., 1999).

Signed languages are unique in their ability to spa-
tially represent prepositional relationships between
objects such as on, above, under, and others. These con-
cepts are often conveyed via the depiction of the physi-
cal relation itself rather than encoded by a discrete
lexical item. For example, an ASL translation of the
English sentence “The pen rests on a book” may, in
part, involve the use of the two hands, whereby one
hand configuration with an outstretched finger (repre-
senting the pen) is placed on the back of a flat open
hand (representing the book). This configuration
encodes the spatial meaning “on” but without the
need for an explicit lexical preposition.

Many signed languages express spatial relationships
and events in this manner and have discrete inventories
of highly productive grammatical forms, often referred
to as “classifiers” or “classifier predicates,” which par-
ticipate in a wide range of depictive constructions.
These highly productive forms play an important lin-
guistic function in signed languages (Supalla, 1982; see
also Emmorey, 2003 and papers therein) and their theo-
retical status remains a point of vibrant discussion and
debate (for contrastive views see Dudis, 2007; Liddell,
2003; Sandler & Lillo-Martin, 2006).

The linguistic status of these classifier forms and
their conventions of use have important implications
for our understanding of neurolinguistics of signed
languages. Several studies have found differential dis-
ruptions in the use and comprehension of sentences
that involve these spatial-depictive forms. For exam-
ple, Atkinson and colleagues conducted a group study
of left-hemisphere-damaged and right-hemisphere-
damaged signers of BSL (Atkinson et al., 2005). They
devised comprehension tests that examined a wide
range of sentence types including simple and complex
argument structures and semantically reversible sen-
tences. They also included a test of classifier place-
ment, orientation, and rotation. Their findings
indicated that left hemisphere damaged BSL signers
relative to age-matched control subjects exhibited

deficits on all comprehension tests. Right hemisphere
damaged signers did not differ from controls on single
sign and single predicate-verb constructions, nor on
sentences that ranged in argument structure and
semantic reversibility. However, RHD signers (like left
hemisphere�damaged [LHD] signers) were impaired
on tests of locative relationships expressed via
classifier constructions, and on the test of classifier
placement, orientation, and rotation (see also Hickok,
Pickell, Klima, & Bellugi, 2009).

One interpretation offered for this pattern of
responses is that the comprehension of classifier con-
structions requires not only intact left hemisphere
resources but also intact right hemisphere visual-
spatial processing mechanisms. Atkinson et al. states
“the deficits stem from the disruption of processes
which map nonarbitrary sign locations on the real-
world’s spatial position.” That is, whereas both LHD
and RHD signers show comprehension deficits, the
RHD signer’s difficulties stem from a more general
extralinguistic visual-spatial deficit rather than linguis-
tic malfunction per se. However, depictive forms are
used to refer to not only real-world events but also
imaginary and nonpresent events as well. Thus, a theo-
retical question arises as to how specific these visual-
spatial deficits must be to be deemed extralinguistic.
The broader point is whether aphasic deficits should
solely be defined as those that have clear homologies
to the left hemisphere maladies that are evidenced in
spoken languages, or whether the existence of sign lan-
guages will force us to reconsider the conception of
linguistics deficits. As discussed in the case of R.S.,
who showed evidence of modality-specific linguistic
paraphasias in language production and in the realm
of language comprehension, we may need to acknowl-
edge modality-specific linguistic deficits. These sign
language impairments may implicate neural regions
such as left parietal areas and right hemisphere regions
that lie well beyond traditionally defined perisylvian
language areas that support properties of spoken
languages.

In summary, aphasia studies to date provide ample
evidence for the importance of the left hemisphere in
mediation of sign language. After left hemisphere
damage, sign language performance breaks down in a
linguistically significant manner. In addition, there is
growing evidence for the role of the right hemisphere
in aspects of ASL discourse, classifier use, and syntac-
tic comprehension. Case studies of deaf signers with
aphasia have been useful in illuminating the nature of
aphasic breakdown in signed languages as well as rais-
ing new questions concerning the neurobiology of lin-
guistic processing.

2Contrast this impairment with left hemisphere subject P.D. who showed a lack of spatial agreement within single sentences.
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36.4 NEUROIMAGING

Functional imaging studies of deaf signers provide
additional evidence for left hemisphere specialization
of signed language and provide an opportunity to
explore more targeted questions regarding neurobiol-
ogy of signed languages. Early studies often empha-
sized the overlap of activation between regions
subserving sign processing and those regions tradition-
ally thought to mediate speech processing (Bavelier
et al., 1998; McGuire et al., 1997; Neville et al., 1998;
Nishimura et al., 1999; Petitto et al., 2000; Söderfeldt
et al., 1997). For example, Petitto et al. (2000) and
McGuire et al. (1997) reported significant activation in
left inferior frontal regions, specifically Broca’s area
(BA 44 and 45) and anterior insula during overt and
covert tasks of sign generation. Subsequent work using
more refined cytoarchitectonic references have indi-
cated that BA 45 is activated during both sign and
speech, and it can be differentiated from complex
oral/laryngeal and limb movements, resulting in more
ventral activation of BA 44. This interpretation accords
well with the cortical stimulation finding reported in
Corina et al. (1997). Overall, this research speaks to the
modality independence of the pars triangularis (BA 45)
(Horwitz et al., 2003), a region that has been tradition-
ally considered a “speech-motor” region.

Studies have also reported that processing of signs
in deaf signers can lead to activation in the temporal
lobe. Petitto et al. (2000) and Nishimura et al. (1999)
reported significant activation in left superior temporal
cortex, a region often associated with auditory proces-
sing, in response to the perception of single signs.
MacSweeney, Woll, Campbell, McGuire, et al. (2002)
also observed the activation of auditory association
areas in deaf and hearing native signers of BSL. Their
findings revealed relatively greater activation for deaf
native signers than hearing native signers in the left
temporal auditory association cortex during the per-
ception of signed sentences (see also Kassubek,
Hickok, & Erhard, 2004). These findings are taken as
evidence of cross-modal plasticity whereby auditory
cortex and auditory association cortex may be modi-
fied in the absence of auditory input to become spe-
cialized for visual language input. Although this left
hemisphere auditory activation is presumed to reflect
linguistic processing, the functional significance of
these activations is not well-understood. For example,
several studies have reported activation of primary
auditory cortex in deaf individual in response to low-
level (nonlinguistic) visual stimulation (Fine, Finney,
Boynton, & Dobkins, 2005; Finney, Clementz, Hickok,
& Dobkins, 2003; Scott et al., 2014). The findings that
auditory cortex is responsive to visual information is
perhaps not that surprising given recent evidence that

auditory cortex supports silent speech reading and
audiovisual integration (Calvert et al., 1997; Calvert &
Campbell, 2003; Kauramäki, 2010; Okada et al., 2013).

In studies of ASL verb generation in which subjects
are required to generate a verb in response to a given
noun, San José-Robertson, Corina, Ackerman,
Guillemin, and Braun (2004) reported left-lateralized
activation within perisylvian frontal and subcortical
regions commonly observed in spoken language gener-
ation tasks. In an extension of this work, Corina, San
Jose-Robertson, Guillemin, High, and Braun (2003)
reported the left-lateralized pattern was not signifi-
cantly different when the production of a repeat-
generate task was conducted with a signer’s right
dominant or left nondominant hand. This finding is
consistent with the fact that left-hemisphere-damaged
aphasic signers will evidence linguistic errors while
using their nondominant hand.

36.4.1 Sign Language Production

Neuroimaging studies of sign language production
reveal further commonalities in the neural systems
underlying core properties of language function in
sign and speech. In a large-scale analysis of deaf sign-
ers and hearing nonsigners engaged in object naming
tasks, Emmorey, Mehta, and Grabowski (2007)
reported areas of overlap in neural activation for sign
production in the deaf subjects and word production
in the hearing subjects. This analysis identified regions
supporting modality-independent lexical access.
Common regions included the left mesial temporal
cortex and the left inferior frontal gyrus. Emmorey
et al. suggest that left temporal activation reflects
conceptually driven lexical access (Indefrey & Levelt,
2004). In this view, for both speakers and signers, acti-
vation within the left inferior temporal gyrus may
reflect prelexical conceptual processing of the pictures
to be named, whereas activation within the more
mesial temporal regions may reflect lemma selection,
prior to phonological code retrieval. These results
argue for a modality-independent frontotemporal net-
work that subserves both sign and word production.

Differences in activated regions in speakers and
signers were also observed. Within the left parietal
lobe, two regions were more active for sign than for
speech: the supramarginal gyrus and the superior pari-
etal lobule. As discussed, parietal regions may be
linked to modality-specific output parameters of sign
language. Specifically, activation within left SMG may
reflect aspects of phonological processing in ASL (e.g.,
selection of hand configuration and place of articula-
tion features), whereas activation within the superior
parietal lobule (SPL) may reflect proprioceptive moni-
toring of motoric output.
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A study of discourse production in ASL-English
native bilinguals further underscores the similarities
between speech and sign. In this study, spontaneous
generation of autobiographical narratives in ASL and
English revealed complementary progression from
early stages of concept formation and lexical access to
later stages of phonological encoding and articulation.
This progression proceeds from bilateral to left-
lateralized representations, with posterior regions—
especially posterior cingulate, precuneous, and basal-
ventral temporal regions—activated during encoding
of semantic information (Braun, Guillemin, Hosey, &
Varga, 2001).

36.4.2 Sentence Comprehension

Studies of sentence processing in signed languages
have repeatedly reported left-hemisphere activations
that parallel those found for spoken languages
(Figure 36.2). These activation patterns include inferior
frontal gyrus (including Broca’s area and insula), pre-
central sulcus, superior and middle temporal cortical
regions, posterior superior temporal sulcus (STS),
angular gyrus (AG), and SMG (Lambertz, Gizewski, de
Greiff, & Forsting, 2005; MacSweeney, Woll, Campbell,
Gemma, et al., 2002; MacSweeney et al., 2006;
Newman, Bavelier, Corina, Jezzard, & Neville, 2002;
Neville et al., 1998; Petitto et al., 2000; Sakai, Tatsuno,
Suzuki, Kimura, & Ichida, 2005). The majority of

functional imaging studies of sign language confirm
the importance of the left hemisphere in sign proces-
sing and emphasize the similarity of patterns of activa-
tion for signed and spoken languages.

In addition to the more familiar left hemisphere
activations, imaging studies of sentence processing in
sign language have also noted significant right hemi-
sphere activation. For example, activations in right
hemisphere superior temporal, inferior frontal, and
posterior parietal regions have been reported
(MacSweeney, Woll, Campbell, McGuire, et al., 2002;
MacSweeney et al., 2006; Neville et al., 1998; Newman
et al., 2002). The question of whether these patterns of
activation are unique to sign has been the topic of
debate (Corina, Neville, & Bavelier, 1998; Hickok,
Bellugi, & Klima, 1998). Mounting evidence suggests
that some aspects of this right hemisphere activation
may be attributable to the processing of facial informa-
tion, which factors significantly in the sign signal.
Studies of auditory and audiovisual speech have
observed right hemisphere activations that appear sim-
ilar to those reported in signing (Capek et al., 2004;
Davis & Johnsrude, 2003; Schlosser, Aoyagi, Fulbright,
Gore, & McCarthy, 1998).

However, as hinted, right hemisphere posterior pari-
etal and temporal lobe regions may play a unique role
in the mediation of signed languages. In a study by
Newman et al. (2002), deaf and hearing native signers,
hearing nonsigners, and hearing late learners of ASL
viewed sign language sentences contrasted with sign
gibberish. Deaf and hearing native signers showed sig-
nificant activation in right hemisphere posterior parie-
tal and posterior temporal regions. These activation
patterns were not seen in nonsigners, nor were they
observed in hearing late learners of sign language.
A group analysis of hearing participants confirmed that
only hearing native users of ASL, but not late learners
who had learned ASL after puberty, recruited the right
angular gyrus during this task. Newman and collea-
gues suggested that the activation of this neural region
may be a neural signature of sign language being
acquired during the critical period for language.

MacSweeney, Woll, Campbell, Gemma, et al. (2002)
compared the role of left and right parietal cortices in
an anomaly detection task in BSL. They tested deaf
and hearing native signers in a paradigm that utilized
BSL sentence contexts that either made use of spatial-
topographic signing space or did not require spatial
mapping. Similar to the findings reported by Newman
et al. (2002), native deaf signers in the MacSweeney
et al. study also showed activation in the right angular
gyrus (BA 39). Parietal activation in the hearing native
signers, however, was modulated by accuracy on the
task, with more accurate subjects showing greater acti-
vation. This finding suggests that proficiency, rather

Deaf signers Hearing speakers(A) (B)

FIGURE 36.2 (A) Regions activated by BSL sentence comprehen-
sion in deaf native signers. (B) Regions activated by audiovisual
English sentence comprehension in hearing nonsigners (voxelwise
p, 0.00005). Both language inputs were contrasted with a low-level
baseline: perception of the still model and a low-level target detec-
tion task (visual for deaf; auditory for hearing). Activation up to
5 mm beneath the cortical surface is displayed. From MacSweeney,
Capek, Campbell, and Woll (2008) with permission from the publisher.

438 36. NEUROBIOLOGY OF SIGN LANGUAGES

E. DEVELOPMENT, LEARNING, AND PLASTICITY



than age of acquisition, may be a critical determinant
of right hemisphere engagement. Importantly, activa-
tion in right hemisphere temporal-parietal regions was
specific to BSL and was not observed in hearing non-
signers watching audiovisual English translations of
the same sentences.

Neuroimaging studies of working memory pro-
cesses in users of sign language have also reported
modality-specific activations in response to the percep-
tion and maintenance of sign-based information. These
activations typically include bilateral temporal-
occipital activations and posterior parietal cortex
(Buchsbaum et al., 2005; Pa, Wilson, Pickell, Bellugi, &
Hickok, 2008; Ronnberg, Rudner, & Ingvar, 2004).

In an electrophysiological study of ASL sentence
processing, Capek et al. (2009) reported left anterior
negativity (i.e., LAN) syntactic verb-agreement viola-
tions in ASL. However, in a condition where the
ungrammaticality was signaled by a spatially inflecting
verb that lacked an overtly specified object, anterior
negativity (200�360 ms) that was largest over the right
lateral frontal sites was observed.

Many researchers have speculated that right hemi-
sphere parietal activation in signers is associated with
the linguistic use of space in sign language, and recent
studies have sought to clarify the contributions of spa-
tial processing in ASL signing to observed right hemi-
sphere activations. A positron emission tomography
(PET) study by Emmorey et al. (2002) is noteworthy in
this regard. Emmorey et al. (2002) required deaf sub-
jects to examine line drawings of two spatially arrayed
objects and produce either a classifier description or a
description of the spatial relationship using ASL lexical
prepositions. This study found evidence for right hemi-
sphere SMG activation for both prepositional forms and
classifiers compared with object naming; however, the
direct comparison between classifier constructions and
lexical prepositions in sign revealed only left hemi-
sphere inferior parietal lobule activation. This counter-
intuitive finding suggests that right hemisphere
activation must be related to some common process,
perhaps the spatial analysis of stimulus to be described,
rather than a special spatial-linguistic property of ASL
classifiers per se. Note this finding would support the
contention of Atkinson et al. that restricted right hemi-
sphere comprehension impairments seen in some deaf
aphasics may reflect more generalized disruptions of
core mechanisms needed for spatial analysis.

36.5 SIGN LANGUAGE AND THE
MIRROR NEURON SYSTEM

Studies of the neurobiology sign language have
been called on to inform motor simulation theories of

language, particularly mirror neuron�based accounts
of language evolution and language processing. Arbib
(2005, 2008) and Rizzolatti and Arbib (1998), Rizzolatti
and Craighero (2004) propose that a human analog of
the bilateral frontoparietal macaque mirror neuron sys-
tem that subserves action execution and action percep-
tion supports a variety of complex sociocognitive
phenomena, most notably human action understand-
ing and human language. Signed languages provide
an important opportunity to examine hypotheses such
as that sign language production requires the orches-
tration of complex manual gestural forms and its com-
prehension depends on the direct perception of these
same gestures.

Data from lesion and neuroimaging studies place
some limits on the feasibility of the mirror neuron
account of sign language. For example, researchers
have suggested that Broca’s region is a likely homo-
logue of Macaque F5, a frontal ventral region where
neurons with mirroring properties have been observed
(Gallese, Fadiga, Fogassi, & Rizzolatti, 1996). Yet, as dis-
cussed, studies of aphasic patients show that damage to
left frontal ventral and opercular regions do not result
in comprehension deficits in signers, as would be pre-
dicted from a mirror neuron account of human lan-
guage. Recent group-level analyses of signing aphasics
reinforce this point (Rogalsky et al., 2013). In addition,
case studies of deaf signers have shown compelling dis-
sociations between nonlinguistic pantomime and sign
language abilities. Patient W.L., for example, produced
and comprehended pantomime normally but demon-
strated marked deficits in sign language production
and comprehension (Corina et al., 1992). His gestures
were clearly intended to convey symbolic information
that he ordinarily would have imparted with sign lan-
guage. Marshall et al. (2004) reported on the dissocia-
tion of sign and gesture in Charles, an aphasic user of
BSL. His ability to use nonlinguistic gesture was intact
while sign language expression showed significant
impairment. These accounts are difficult to reconcile
within a human mirror neuron system view of action
execution and perception that fail to distinguish
between different classes of human actions. Data from
neuroimaging studies that have directly compared the
perception of different classes of human actions and
signs in deaf signers also show little evidence of overlap
in the neural system mediating the perception of transi-
tive and intransitive human actions, pantomimes, and
linguistic signs (Corina et al., 2007; Emmorey, Xu,
Gannon, Goldin-Meadow, & Braun, 2010 but see also
MacSweeney et al. 2004). In these studies, activation
patterns in response to sign language forms activate the
now-familiar perisylvian language areas while nonlin-
guistic human actions and pantomimes show promi-
nent activation in the inferior occipital-temporal
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regions in deaf signers. One explanation for these dif-
ferences is that deaf signers may show a greater reliance
on top-down processing in the recognition of signs,
leading to a more automatic and efficient early visual
processing of highly familiar linguistic features. In con-
trast, nonlinguistic gesture detection may be driven by
bottom-up processing, in which preliminary visual
analysis is crucial to interpretation of these forms.

Some support for the involvement of a unified action
perception/action execution system for sign language
comes from consideration of the functional role of the
parietal lobes in sign language behaviors. Mirror neuron
system accounts of language processing hold that one
and the same region should participate both in the pro-
duction and comprehension of language forms. In a
review, Corina and Knapp (2006) compiled neuroimag-
ing data from studies of sign language production and
sign language comprehension and examined regions
that showed significant overlap. One region that showed
compelling overlap was in the left SMG of the inferior
parietal lobe. Recall that lesion studies have shown evi-
dence for sign comprehension deficits with damage to
left inferior parietal regions, and both lesion and stimula-
tion mapping studies have shown impairment in sign
production implicating the SMG. This is a region that is
often observed in studies sign language working mem-
ory (Buchsbaum et al., 2005; Pa et al., 2008; Ronnberg
et al., 2004). In hearing individuals, this region is consid-
ered a polymodal association region with involvement in
tasks that range from phonological short-term memory
(Jacquemot & Scott, 2006), to judgments of hand gestures
(Hermsdorfer et al., 2001), to motor attention to limb
movements (Rushworth, Krams, & Passingham, 2001),
and to phonological agraphia (Alexander, Friedman,
Loverso, & Fischer, 1992). Given this multiplicity of func-
tions of the SMG, it is perhaps not surprising that aspects
of sign comprehension and sign production are sub-
served by this region. Whether individual neurons
within this region exhibit mirror properties remains an
important question (see Chong, Cunnington, Williams,
Kanwisher, & Mattingley, 2008, for example).

In summary, functional imaging studies have largely
replicated and helped extend the findings of lesion stud-
ies in deaf signers. These studies point to the importance
of the left hemisphere in sign language production and
comprehension, and have helped illuminate the
modality-independent regions of the left hemisphere
perisylvian language network. Functional imagining
studies typically permit more directed inquiry than
lesion studies. As such, these investigations have begun
to address more subtle issues related to the modality-
dependent contributions of the left and right parietal
lobes in sign language processing and have proved to be
an important source of data for constraining contempo-
rary theories of biological basis of language.

36.5.1 Morphometric Studies

A small number of morphometric studies have been
conducted to examine the presence of anatomical dif-
ferences in the brains of deaf and hearing subjects.
Two studies have reported reduced white matter in
the left posterior superior temporal gyrus adjacent to
language cortex in deaf subjects, but no difference in
gray matter volume of temporal auditory and speech
areas (Emmorey, Allen, Bruss, Schenker, & Damasio,
2003; Shibata, 2007). It is speculated that the reduced
white matter volume may indicate a hypoplasia in the
development of specific tracts related to speech. The
finding that auditory cortices show no differences in
gray matter volume has been taken as evidence for
preserved functionality of these regions, perhaps in the
form of cross-modal plasticity. As noted previously,
several studies have shown activation of auditory cor-
tex in response to the perception of visual stimuli and
visual language. It is also interesting to note that in the
Shibata study, deaf subjects showed trends for larger
gray matter differences in superior frontal gyrus (BA 6)
thought to reflect differences related to the use of
manual language in this right-handed cohort of sign-
ers. In a study examining morphology of the insula in
deaf and signing populations, Allen et al. reported vol-
umetric differences attributed to both auditory depri-
vation and sign experience. Deaf subjects exhibited a
significant increase in the amount of gray matter in the
left posterior insular lobule, which may be related to
dependence on lip-reading and articulatory (rather
than auditory-based) representation. In contrast to
nonsigners, both deaf and hearing signers exhibited
increased volume in white matter in the right insula.
This latter difference may be attributed to increased
reliance on cross-modal sensory integration in sign
compared with spoken languages (Allen, Emmorey,
Bruss, & Damasio, 2008).

36.6 CONCLUSION

Patterns for deficits seen in deaf signers following
left and right hemisphere lesions show great common-
alities to the deficits seen in users of spoken languages.
Functional imaging studies of sign language compre-
hension and production in deaf and hearing signers
provide further evidence for the uniformity in the neu-
ral systems underlying spoken and signed languages.
Taken together, these studies provide evidence for a
core neurobiological system that underlies human lan-
guage, regardless of the modality of expression
(Fedorenko, Behr, & Kanwisher, 2011). At the same
time, and as might be expected, studies of sign lan-
guage have also revealed instances in which the
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properties of sign languages invoke neural processing
resources that differ from those observed for spoken
languages. These instances force us to acknowledge
the possibility of language specificity of linguistics
impairment (and whether these fall under the purview
of aphasic deficits) and illuminate the intimate connec-
tions between language modality and brain structures
for language. Neurolinguistics studies of signed lan-
guages have been used to motivate and constrain mod-
els of language evolution and language biology offered
by mirror neuron system accounts of language under-
standing. Structural imaging studies of deaf signers
have begun to observe and differentiate the roles of
sensory and language experience in sculpting cortical
connections. Studies of signed languages and the
experiences of deaf individuals provide an important
means to advance our understanding of the neurobiol-
ogy of human language.
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Human vocalizations include the set of sounds called
phonemes, which are the basic linguistic units of speech.
Phonemes are approximately equivalent to the set of
vowel and consonant sounds of a language. For example,
the word cat comprises the three phonemes (here tran-
scribed in International Phonetic Alphabet notation) /k/,
/æ/, and /t/. Changing any one of these phonemes, such
as substituting /p/ for /k/, results in a different word.
Thus, a phoneme is often defined as the smallest contras-
tive speech unit that brings about a change of meaning.
Phonemes are also the product of complex motor acts
involving the lungs, diaphragm, larynx, tongue, palate,
lips, and so on. The actual sounds produced by this
complex apparatus vary from one instance to the next,
even for a single speaker repeating the same phoneme.
They are also altered by the context in which the act
occurs, resulting in allophonic variations such as the
difference in the middle “t” sound of night rate and nitrate.
Phoneme realizations also show large variations across
geographical and social groups, resulting in regional and
class accents. Therefore, a phoneme is best viewed as an
abstract representation of a set of related speech sounds
that are perceived as equivalent within a particular lan-
guage. The main task of phoneme perception systems in
the brain is to enable this perceptual equivalence.

The acoustic analysis of phonemes is a relatively recent
science, becoming systematic only with the development
of acoustic spectral analysis in the 1940s using analog
filter banks (Koenig, Dunn, & Lacy, 1946). Accordingly,
the standard classification of phonemes refers mainly to
the motor gestures that produce them. “Manner” of arti-
culation refers to the general type of gesture performed.
Examples of distinct manners of articulation include:
transient complete closure of the vocal tract, called a stop
or plosive (example: p, d, k); sustained constriction of the
vocal tract resulting in turbulent air flow, called a fricative
(example: f, th, s); lowering of the soft palate and relaxa-
tion of the upper pharynx during occlusion of the oral

tract to allow air flow and resonance in the nasal cavity,
called a nasal (example: m, n, ng); and relatively unob-
structed phonation using the tongue and lips to shape the
resonant properties of the oral tract, resulting in a vowel.
“Place” of articulation refers to the location in the vocal
tract at which maximal restriction occurs during a
gesture. Examples include: restriction at the lips, referred
to as bilabial (example: b, p, m); restriction with the tip of
the tongue against the teeth or alveolar palate, referred to
as coronal (example: th, d, s); and restriction with the
body of the tongue against the soft palate, called velar
(example: g, k). Finally, the consonants are divided into
two “voicing” categories on the basis of whether the vocal
folds in the larynx are made to vibrate during or very
close to the time of maximal articulation. When phona-
tory muscles in the larynx contract, the vocal folds vibrate
due to periodic build-up of air pressure from the lungs,
resulting in an audible pitch or voice. When this vibration
is present during maximal articulation, the consonant is
“voiced” (example: b, z, g). When no vocal fold vibration
is present, the consonant is “unvoiced” (example: p, s, k).
For stop consonants followed by a vowel, voicing is
largely determined by the time that elapses between
release of the stop and the onset of vocal fold vibration,
referred to as voice onset time (VOT).

Although derived originally from motor descriptions,
each of these distinctions is associated with correspond-
ing acoustic phenomena (Figure 37.1). Vocal cord vibra-
tions produce a periodic sound wave at a particular
rate, called the fundamental frequency of the voice (F0),
as well as harmonics at multiples of the fundamental.
The relative intensity of these harmonics is determined
by the shape of the vocal tract, which changes dynami-
cally due to movement of the tongue and other articula-
tors, altering the resonant (and antiresonant) properties
of the tract. Resonant harmonics form distinct bands
of increased power in the spectrum, called formants
(numbered F1, F2, etc.), and the center frequency and
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bandwidth of these formants change as the vocal tract
changes shape. Stop consonants are characterized by
abrupt changes in tract shape as the jaw, tongue, and
lips open or close, resulting in rapid changes (typically
occurring over 20�50 ms) in the center frequencies of
the formants (called formant transitions), as well as rapid
changes in overall intensity as air flow is released or
stopped. Fricatives are characterized by sustained, high-
frequency broadband noise produced by turbulent air
flow at the point of vocal tract constriction. Nasal conso-
nants are characterized by a prominent nasal formant at
approximately 250�300 Hz (the “nasal murmur”) and
damping of higher-frequency oral formants.

The acoustic correlates of consonant place of articula-
tion were a central focus of much early research in
acoustic phonetics, in large part due to the difficulty in
identifying invariant characteristics that distinguished
stops in different place categories. Place distinctions
among stops are associated with differences in the direc-
tion and slope of formant transitions, but it was quickly
noticed that these parameters are context-dependent. For
example, the second formant rises during articulation of
syllable-initial /d/ when the following vowel is “ee,”
but it falls during articulation of the same segment when

the following vowel is “ah” or “oo” (Delattre, Liberman, &
Cooper, 1955). Such context dependency, which is
ubiquitous in speech, proved challenging to explain and
even led to a prominent theory proposing that phoneme
identification depends on activation of an invariant
motor representation (Liberman, Cooper, Shankweiler, &
Studdert-Kennedy, 1967), although exactly how this
could occur if the acoustic signal is uninformative was
never fully specified. Later studies showed that overall
spectral shape at the time of stop release and change
in overall shape just after release provide a context-
invariant acoustic cue for place of articulation (Kewley-
Port, 1983; Stevens & Blumstein, 1981). Similarly, place
of articulation for fricatives and nasal consonants is
cued primarily by gross spectral shape (Hughes &
Halle, 1956; Kurowski & Blumstein, 1987).

Phoneme perception is often based on multiple
interacting acoustic cues. The cues signaling stop con-
sonant voicing are a clear case in point. Although VOT
is the most prominent cue, with VOT values longer
than 25�30 ms generally creating a strong unvoiced
percept, unvoiced stops (i.e., p, t, and k) are also char-
acterized by aspiration (i.e., noise from the burst of air
that accompanies release of the stop), a higher center
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FIGURE 37.1 Acoustic waveforms (top row in
each pair) and time-frequency displays (“spectro-
grams”) showing spectral power at each point in time
(bottom row in each pair) for the syllables /bæ/ and
/pæ/ (as in “bat” and “pat”). Vertical striations seen
in both displays are due to vocal cord vibrations at
the fundamental frequency of the speaker’s voice.
Dark horizontal bands in the time-frequency displays
are formants (labeled F1, F2, and F3 on the /bæ/
display) caused by resonances related to the shape of
the oral cavity. The first 50�60 ms of /bæ/ is the
period of formant transition, during which the jaw
opens and the spectral position of the formants
changes rapidly. Unvoiced /pæ/ differs from voiced
/bæ/ in that the period of formant transition is
replaced in /pæ/ by a period of aspiration noise
(indicated by “VOT”) during which there are no vocal
cord vibrations. The absence of voicing also greatly
shortens the formant transition duration and raises
the starting frequency of F1 for /pæ/.

448 37. PHONEME PERCEPTION

F. PERCEPTUAL ANALYSIS OF THE SPEECH SIGNAL



frequency of the first formant at the onset of voicing,
and a shorter formant transition duration, among other
cues (Lisker, 1986) (Figure 37.1). Studies using synthe-
sized speech show that these cues jointly contribute to
voicing discrimination in that reduction of one cue can
be compensated for by an increase in others (e.g.,
reduction of VOT can be “traded” for an increase in
aspiration amplitude or first formant onset frequency
to maintain the likelihood of an unvoiced percept)
(Summerfield & Haggard, 1977).

As mentioned, a major task of the phoneme percep-
tion system is to detect these acoustic cues despite exten-
sive variation in their realization. In addition to variation
due to phonetic context (i.e., preceding or following pho-
nemes), speaker accent, and a host of purely random fac-
tors, speakers vary in overall speed of production and in
the length and size of their vocal tracts, producing varia-
tion in the absolute value of fundamental and formant
center frequencies. Two types of mechanisms are thought
to mitigate this problem. The first are normalization
processes that adjust for variation in vocal tract characte-
ristics and articulation speed. Evidence suggests, for
example, that although absolute formant frequencies for
any particular phoneme vary between speakers, the
ratios of formants are more constant and therefore pro-
vide more invariant cues (Miller, 1989). Similarly, there is
evidence that listeners automatically apply a temporal
normalization process that adjusts for variation in speed
of production within and across speakers (Sawusch &
Newman, 2000).

A second mechanism for dealing with acoustic vari-
ation is known as categorical perception. This term
refers to a relative inability to perceive variation within
a set of items belonging to the same perceptual cate-
gory. The phenomenon is most strikingly demon-
strated using synthesized speech continua that vary in
acoustically equidistant steps from one phoneme cate-
gory to another, such as from /b/ to /p/ (Liberman,
Harris, Hoffman, & Griffith, 1957). Listeners fail to
perceive changes in VOT from 0 to 20 ms, for example,
but can easily perceive a change from 20 to 40 ms. The
0-ms and 20-ms VOT sounds are both perceived as the
same voiced stop consonant, whereas the 40-ms VOT
sound is perceived as unvoiced and, therefore, a differ-
ent phoneme. Importantly, the phenomenon is not
simply attributable to response bias or limited avail-
ability of response labels, because it is observed using
alternative forced-matching (e.g., ABX) tasks as well as
labeling tasks. Categorical perception indicates that the
phoneme perception system has an automatic (i.e.,
subconscious) mechanism for “suppressing” acoustic
detail of a speech sound, leaving behind, in conscious-
ness, mainly the abstract identity of the phoneme. Which
specific details are suppressed, however, depends on the
phoneme categories to which one is exposed during

early linguistic experience. Speakers of English, for
example, cannot appreciate distinctions between the
dentoalveolar and (postalveolar) retroflex stops of Hindi
and other Indo-Aryan languages, whereas these are dis-
tinct phonemes with categorical perceptual boundaries
for Hindi listeners (Pruitt, Jenkins, & Strange, 2006). It
thus appears that the phoneme perceptual system
becomes “tuned” during language development through
bottom-up statistical learning processes that reflect over-
representation of category prototypes in the language
environment (Kuhl, 2000; Werker & Tees, 2005). The
phoneme categories that result from this tuning process
can be thought of as “attractor states” (Damper &
Harnad, 2000) or “perceptual magnets” (Kuhl, 1991) that
“pull” the neural activity pattern toward a target posi-
tion in phoneme perceptual space regardless of small
variations in the acoustic input.

Before moving on to a consideration of relevant
neurobiological data, two additional core aspects of
phoneme perception should be mentioned. The first
involves the integration of visual and auditory input.
Many of the articulatory movements used in speak-
ing are visible, and because this visual information is
strongly correlated with the resulting acoustic phenom-
ena, it is useful for phoneme perception. For people
with normal hearing, visual information is particularly
helpful in noisy environments (Sumby & Pollack, 1954).
For people with little or no hearing, visual information
alone can often provide enough information for pho-
neme recognition (Bernstein, Demorest, & Tucker,
2000). Auditory and visual information are “integrated”
at a relatively early, preconscious level during phoneme
perception, as shown by the McGurk illusion, in which
the perceived identity of a heard phoneme is altered by
changing the content of a simultaneous video display
(McGurk & MacDonald, 1976).

A final point is that phoneme perception should not
be thought of as an entirely bottom-up sensory process.
As with all perceptual recognition tasks, identification of
the sensory input is influenced by knowledge about
what it is most likely to be. One illustration of this phe-
nomenon is the influence of lexical status on phoneme
category boundaries (Ganong, 1980; Pitt & Samuel,
1993). A sound that is acoustically near the VOT bound-
ary between /b/ and /p/, for example, is likely to be
heard as /b/ after the stem /dræ/, thereby forming a
word (drab) rather than a nonword (drap), whereas the
same sound is likely to be heard as /p/ after the stem
/træ/ (again, favoring a real word over a nonword). The
connectionist model of phoneme perception called
TRACE instantiates this top-down influence using feed-
back connections from lexical to phoneme representa-
tions (McClelland & Elman, 1986). Although feedback
from higher levels provides one biologically plausible
account of lexical effects on phoneme perception, it may
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not be strictly necessary (Norris, McQueen, & Cutler,
2000). Another example of “top-down” effects in pho-
neme perception is the phenomenon of “perceptual
restoration,” in which a phoneme is perceived within a
word despite the fact that the actual phoneme has been
replaced by a segment of noise or other nonspeech
sound (Samuel, 1997; Warren & Obusek, 1971). An
extreme example of such “top-down restoration” is the
successful perception of phonemes in sounds constructed
of three or four pure tones that represent only the center
frequency and intensity of the formants in the original
speech. Naı̈ve listeners initially perceive such “sine wave
speech” as nonverbal “chirps” or “electronic sounds,”
but they are then immediately able to hear phonemes on
being told that the sounds are speech (Remez, Rubin,
Pisoni, & Carrell, 1981). Such phenomena vividly illus-
trate the general principle that what we perceive is deter-
mined as much by what we expect as by what is
available from sensory input.

37.1 NEUROPSYCHOLOGICAL STUDIES

As described in the preceding section, phoneme
perception in the healthy brain is influenced by stored
lexical and phonetic knowledge. However, neuropsy-
chological studies amply demonstrate that phoneme
perception and higher lexical processes are often
differentially affected by focal lesions. For example,
patients with transcortical sensory aphasia have severe
impairments of word comprehension but are perfectly
able to repeat words they do not understand (Berthier,
1999). Intact repetition indicates preserved perception
of phonemes, and thus the word comprehension
deficit must be due to either an impairment in map-
ping the phonemes to a lexical representation or an
impairment at the semantic level. Conversely, patients
with “pure word deafness” (PWD) are unable to recog-
nize or repeat spoken words but have normal under-
standing of written language and normal language
production, suggesting a relatively specific impairment
at the level of phoneme perception (Buchman, Garron,
Trost-Cardamone, Wichter, & Schwartz, 1986). This
well-documented double dissociation should be kept
in mind when encountering ambiguous terms such
as “speech comprehension” and “intelligibility,” which
unnecessarily conflate different levels of processing
involving distinct kinds of information.

Early studies of PWD provided the first hard evi-
dence that speech sounds are processed in the tempo-
ral lobe. The work of Salomon Henschen, in particular,
distinguished lesions causing specific phoneme per-
ception impairment from lesions causing other forms
of “word deafness” (at the time, this term was used
to designate any speech comprehension impairment),

linking the former to damage in the superior temporal
gyrus (STG) (Henschen, 1918�1919). Lesion data from
patients with PWD strongly suggest some degree of
bilateral phoneme processing, because the vast majority
of cases have bilateral STG lesions (Buchman et al., 1986;
Poeppel, 2001). Particularly compelling in this regard
are those who have a unilateral STG lesion with no
symptomatic speech perception impairment and then
develop PWD only after the contralateral STG is affected
(Buchman et al., 1986; Ulrich, 1978). Also relevant to the
issue of bilateral representation is evidence from intra-
carotid amobarbital (Wada) testing that shows that
patients maintain much of their ability to discriminate
phonemes even after anesthetization of the language-
dominant hemisphere (Boatman et al., 1998; Hickok
et al., 2008). Taken as a whole, these data suggest that
phoneme perceptual processes are much more bilaterally
represented than are later stages of speech comprehen-
sion. Nevertheless, PWD after unilateral damage is occa-
sionally reported, and the damage in these instances is
nearly always on the left side, suggesting a degree of
asymmetry in the bilateral representation (Buchman
et al., 1986; Poeppel, 2001).

PWD is a misnomer for several reasons. The deficit
involves perception of phonemes, not words; therefore,
sublexical phoneme combinations and other nonword
stimuli are affected at least as much as real words. More
appropriate designations include “phoneme deafness”
and “auditory verbal agnosia.” The “purity” of the
deficit is also highly variable. Although patients with
PWD have normal pure tone hearing thresholds, most
cases show impairments on more complex auditory per-
ceptual tasks that do not involve speech sounds, such as
recognition of nonspeech environmental sounds, pitch
discrimination and other musical tasks, and various
measures of temporal sequence perception (Buchman
et al., 1986; Goldstein, 1974). The variety and severity of
such nonverbal perceptual impairments are generally
greater in patients with bilateral lesions than in those
with unilateral left lesions. Two patients with unilateral
left temporal lesions, for example, showed relatively cir-
cumscribed deficits involving perception of rapid spec-
tral changes, including impaired consonant but spared
vowel discrimination (Stefanatos, Gershkoff, & Madigan,
2005; Wang, Peach, Xu, Schneck, & Manry, 2000).

37.2 FUNCTIONAL IMAGING STUDIES

Phoneme perception has been the focus of many
functional imaging studies. The loud noises produced
by rapid gradient switching present a challenge for
fMRI studies of auditory processing, because these
noises not only mask experimental stimuli but also acti-
vate many of the brain regions of interest, limiting the
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dynamic range available for hemodynamic responses.
Most auditory fMRI studies avoid these problems
by separating successive image volume acquisitions
with a silent period during which the experimental
stimuli are presented (Hall et al., 1999). If the acquisi-
tions are separated by a sufficient amount of time
(i.e., .7 seconds), then the measured BOLD responses
primarily reflect activation by the experimental stimuli
rather than the noise produced by the previous image
acquisition.

Compared with a silent baseline, speech sounds
(whether syllables, words, pseudowords, or reversed
speech) activate most of the STG bilaterally (Binder
et al., 2000; Wise et al., 1991). Although this speech�
silence contrast is sometimes advocated as a method of
“mapping Wernicke’s area” for clinical purposes
(Hirsch et al., 2000), the resulting activation is typically
symmetric and is unrelated to language lateralization
as determined by Wada testing (Lehéricy et al., 2000).
The activated regions include Heschl’s gyrus and
surrounding dorsal STG areas that contain primary
and belt auditory cortex (Rauschecker & Scott, 2009),
suggesting that much of the activation is due to
low-level, general auditory processes. A variety of
nonspeech control stimuli (frequency-modulated tones,
amplitude-modulated noise) were introduced to iden-
tify areas that might be more speech-specific (Binder
et al., 2000; Jäncke, Wüstenberg, Scheich, & Heinze,
2002; Mummery, Ashburner, Scott, & Wise, 1999;
Zatorre, Evans, Meyer, & Gjedde, 1992). The main find-
ing in these studies was that primary and belt regions
on the dorsal STG respond similarly to speech and sim-
pler nonspeech sounds, whereas areas in the ventral
STG and superior temporal sulcus (STS) respond more
to speech than to simpler sounds (see DeWitt &
Rauschecker, 2012 for an activation likelihood estima-
tion [ALE] meta-analysis). The pattern suggests a hierar-
chically organized processing stream running from the
primary auditory cortex on the dorsal surface to higher-
level areas in the lateral and ventral STG, a pattern very
reminiscent of the core-belt-parabelt organization in
monkey auditory cortex (Kaas & Hackett, 2000).

The tone and noise controls used in the studies just
mentioned are far less acoustically complex than speech
sounds, leaving open the possibility that the observed
ventral STG/STS activation reflects general acoustic com-
plexity rather than phoneme-specific processing. The
degree to which speech perception requires “special”
mechanisms has been a contentious topic for many dec-
ades (Diehl & Kluender, 1989; Liberman et al., 1967;
Liberman & Mattingly, 1985; Lotto, Hickok, & Holt,
2009). This unresolved issue motivated functional imag-
ing researchers to begin the search for auditory cortical
areas that respond selectively to speech phonemes com-
pared with nonphonemic sounds of equivalent spectro-
temporal complexity.

Scott, Blank, Rosen, and Wise (2000) addressed this
problem using spectrally “rotated” speech. In this
manipulation, the instantaneous auditory spectrum at
each point in time is rotated about a central frequency
axis, such that high frequencies become low frequen-
cies and vice versa (Blesser, 1972). The rotation
preserves overall spectrotemporal complexity (though
the long-term spectrum and spectral distribution of
dynamic features are both greatly altered) while reduc-
ing phoneme intelligibility. The contrast between
speech and rotated speech produced activation of the
left middle and anterior STS. A number of subsequent
studies using similar methods have replicated this ini-
tial finding (Davis & Johnsrude, 2003; Friederici, Kotz,
Scott, & Obleser, 2010; Narain et al., 2003; Okada et al.,
2010). One difficulty with interpreting these results
arises from the fact that the stimuli were sentences and
therefore contained considerable semantic and syntac-
tic information. Phoneme perception would have been
perfectly correlated with engagement of semantic and
syntactic processes. Thus, what is sometimes referred to
as an “acoustically invariant response to speech” may
simply reflect semantic or syntactic processing indepen-
dent of phoneme perception per se. This would explain
the somewhat anterior location of the activation com-
pared with prior speech studies, because semantic and
syntactic integration at the sentence level is thought to
particularly engage the anterior temporal lobe (DeWitt
& Rauschecker, 2012; Humphries, Binder, Medler, &
Liebenthal, 2006; Humphries, Swinney, Love, &
Hickok, 2005; Pallier, Devauchelle, & Dehaene, 2011;
Spitsyna, Warren, Scott, Turkheimer, & Wise, 2006;
Vandenberghe, Nobre, & Price, 2002; Visser, Jefferies, &
Lambon Ralph, 2010).

Subsequent work focused more specifically on
phoneme perception using a variety of controls for spec-
trotemporal complexity. Liebenthal, Binder, Spitzer,
Possing, and Medler (2005) created synthetic nonphone-
mic syllables by inverting the direction of the first for-
mant (F1) transition in a series of stop consonants. Stops
are characterized acoustically by a rising F1 trajectory
that results from opening the closed vocal tract and sud-
den enlargement of the oral cavity (Fant, 1973). Inverting
the F1 trajectory results in speech-like sounds that have
no phoneme identity. Brain activity was measured dur-
ing ABX discrimination along a synthetic continuum
ranging in equal steps from /b/ to /d/ (accomplished
by gradual shift of the F2 transition from rising to falling)
and along an otherwise similar nonphonemic continuum
with inverted F1 transitions. Participants showed typical
categorical perception behavior (superior discrimination
across the category boundary compared with within
category) for the phoneme continuum, but a flat discrim-
ination function for the nonphonemic items, verifying
that the latter stimuli failed to evoke a phoneme percept.
The conditions were matched on overall accuracy (i.e.,
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discriminability) and reaction time. A contrast between
the phonemic and nonphonemic conditions showed acti-
vation localized in the mid-to-posterior left STS (peaks at
Talairach coordinates 260, 28, 23 and 256, 231, 3).
The spectrotemporally matched control condition effec-
tively rules out auditory complexity as an explanation
for this effect. This portion of the left STS thus appears to
be a location where complex auditory information acti-
vates phoneme category representations.

Liebenthal et al. (2010) replicated this result using the
same stimuli together with a labeling task. Event-related
potentials data were obtained simultaneously with fMRI,
showing that the difference between phonemic and non-
phonemic processing begins at approximately 180 ms
after stimulus onset and peaks at approximately 200 ms,
manifesting as a larger P2 deflection in the phonemic
condition.

Dehaene-Lambertz et al. (2005) and Möttönen et al.
(2006) addressed the problem of spectrotemporal com-
plexity confounds by comparing activation to sine
wave speech presented before and after training sub-
jects to perceive the sounds as phonemes. In both stud-
ies, participants performed a discrimination task in the
naı̈ve state during which they reported hearing
the sounds as nonspeech. After explicit instruction that
the sounds contained particular phonemes and after
training in the scanner with explicit phoneme

identification tasks, the participants were scanned
again. Dehaene-Lambertz et al. included a manipula-
tion of across-category versus within-category discrim-
ination and demonstrated a specific improvement in
across-category discrimination after training. In both
studies, a left posterior STS region showed stronger
activation after training compared with before training.
The clusters were somewhat more posterior along the
STS than in the Liebenthal studies (Dehaene-Lambertz
et al. peaks: 260, 224, 4 and 256, 240, 0; Möttönen
et al. peak: 261, 239, 2), although both overlap with
the posterior aspect of the Liebenthal et al. clusters.

Desai, Liebenthal, Waldron, and Binder (2008) com-
bined these approaches by comparing sine wave sylla-
bles and nonphonemic sine wave stimuli before and
after training. The nonphonemic items were created by
inverting the initial trajectory of the sine tone repre-
senting “F1,” analogous to the approach followed by
Liebenthal et al. with their speech sounds. The ques-
tion the authors addressed was whether the expecta-
tion of hearing phonemes after training is sufficient in
itself to activate the left STS, or if it is necessary for the
stimulus to contain phonemic information. The main
results (Figure 37.2) suggest that both top-down expec-
tation and bottom-up phoneme input are necessary to
activate the left STS region observed in the prior stud-
ies, and that the same region is activated whether
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Pre to Post (nonphonemic CPI). Adapted from Desai et al. (2008) with permission from the publisher.
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comparing phoneme sounds after versus before train-
ing (replicating the Dehaene-Lambertz et al. and
Möttönen et al. studies) or phonemic and nonphone-
mic sounds after training. Desai et al. also obtained
labeling data for the phonemic and nonphonemic con-
tinua before and after training and used a logistic func-
tion to model the slope of the boundary region as an
index of categorical perception. This index increased
significantly for the phoneme continuum after training
but not for the nonphonemic continuum (Figure 37.2,
bottom), and activation in the left STS was correlated
with individual variation in the size of this increase in
categorical perception.

It is noteworthy that in all of these studies in which
phonemic stimuli were contrasted with nonphonemic sti-
muli of equal spectrotemporal complexity, the phoneme-
specific responses were strongly left-lateralized. In
contrast to the data from Wada testing and patients with
PWD, discussed previously, these fMRI studies suggest
that, at least in the intact brain, the left auditory system
performs most of the computation related specifically to
phoneme perception. The issue of lateralization of pho-
neme perception is discussed further in the final section
of this chapter.

A major unanswered question from these fMRI stud-
ies is the extent to which the left STS response is necessar-
ily exclusive to phoneme sounds. Phonemes are, by
definition, highly familiar sounds for which behaviorally
relevant perceptual categories have developed as a result
of extensive experience. Would the left STS respond simi-
larly during categorical perception of nonphoneme
sounds? Does the response depend on the particular
acoustic properties of phonemes, or does it reflect a more
general process of auditory category perception? Desai
et al. addressed this issue using individual variation in
the categorical perception index they derived from their
nonphonemic labeling functions (Figure 37.2). Although
the participants, on average, showed no increase in cate-
gorical perception of these sounds after training, the
small variation in the categorical perception index across
participants actually predicted the level of activation in a
small region in the left supramarginal gyrus and poste-
rior STS. This cluster was somewhat posterior and dorsal
to the one activated by phoneme perception (Figure 37.2).
The authors proposed that the left posterior STS serves a
general function of auditory category perception, and
that small differences in the location of activation for pho-
nemic and nonphonemic sounds reflect differences in
familiarity between these types of categories.

Desai et al. (2008) provided only minimal perceptual
training with their nonphonemic continuum. In a
follow-up study, Liebenthal et al. (2010) asked whether
more extensive training that induced stronger categori-
cal perception of nonphonemic sounds would result in
a similar recruitment of left posterior STS regions by

phonemic and nonphonemic sounds after training.
Participants participated in four sessions in which they
were taught to label items in the nonphonemic speech
continuum developed by Liebenthal et al. (2005) using
two (arbitrary) category names. Identification functions
became more categorical after training (Figure 37.3, top).
Activation in the left mid-STS, which had been stronger
for phonemic sounds prior to training, showed no differ-
ence between phonemic and nonphonemic stimuli after
training, and a large region in left posterior middle tem-
poral gyrus (MTG) and STS showed stronger responses
to the nonphonemic sounds after training compared
with before training (Figure 37.3, bottom). An interaction
analysis showed that the left posterior STS was recruited
by training specifically for the nonphonemic sounds
(Figure 37.3, bottom right).

These five studies paint a somewhat complex picture
of phoneme processing in the left STS, summarized in
Figure 37.4. Highly familiar phonemes, for which strong
and overlearned perceptual categories exist, selectively
engage the mid-portion of the left STS compared with
closely matched acoustic control stimuli. Sine wave
speech phonemes engage a slightly more posterior region
of left STS compared with the same sounds heard as non-
speech. Finally, perception of newly learned nonphone-
mic speech categories engages still more posterior
regions in the left STS, MTG, and supramarginal gyrus.
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FIGURE 37.3 Coding of novel speech categories in the posterior
left STS. The top graph shows induction of categorical labeling of
nonphonemic consonant-like speech sounds after four training
sessions. Training resulted in recruitment of a large left middle tem-
poral region (lower left) and a more focal region of posterior left STS
that was recruited more by learning novel nonphonemic categories
than by similar training with familiar phonemic categories (/ba/ and
/da/). Adapted from Liebenthal et al. (2010) with permission from the
publisher.
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One interpretation of this “familiarity gradient” is that it
reflects a greater dependence on short-term auditory
memory mechanisms in the case of less familiar sounds.
As the mapping from spectrotemporal forms to catego-
ries becomes less automatic, the spectrotemporal infor-
mation needs to be maintained in a short-term memory
store. For speech sounds, this memory store likely consti-
tutes the first stage in a supra-sylvian speech production
pathway (Hickok & Poeppel, 2007; Wise et al., 2001),
although the evidence obtained from nonphonemic cate-
gorization tasks (Desai et al., 2008; Liebenthal et al., 2010)
indicates that these short-term auditory memory repre-
sentations are not strictly speech-specific (Figure 37.4).

The perceptual integration of auditory and visual
phoneme information has been examined in a number of
studies, most of which manipulated the congruency or
temporal synchrony of auditory and visual speech
inputs (see Calvert, 2001 for an early review). These
studies have generally implicated the left posterior STS
and superior parietal regions such as the intraparietal
sulcus in audiovisual integration of speech. Miller and
D’Esposito (2005) used synchrony manipulation together
with an event-related analysis of perceptual fusion judg-
ments to separate brain responses due to successful per-
ceptual fusion from responses reflecting the degree of
synchrony. The left mid-STS (MNI coordinates 246,
228, 0) and left Heschl’s gyrus responded more strongly
when the audiovisual stop consonants were successfully
fused than when they were perceived as separate events.

A number of other regions, mainly nodes in the attention
and cognitive control networks, showed the reverse
pattern. The left STS response depended on successful
perceptual fusion but showed no sensitivity to the
degree of actual audiovisual synchrony.

Recent studies also implicate the left mid-STS in
audiovisual integration processes underlying the
McGurk illusion. Susceptibility to the McGurk effect is
known to vary across individuals. Nath and Beauchamp
(2012) divided their participant sample into low- and
high-susceptibility McGurk perceivers, defined by their
probability of perceiving “da” when presented with
simultaneous auditory “ba” and visual “ga.” High-
susceptibility perceivers showed stronger responses to
these stimuli in a functionally defined audiovisual left
mid-STS region of interest (ROI) (mean center-of-mass
Talairach coordinates 258, 228, 4) compared with
low-susceptibility perceivers. Across all participants, acti-
vation in this ROI was significantly correlated with
individual susceptibility scores. In a complementary
study, Beauchamp, Nath, and Pasalar (2010) showed that
single-pulse transcranial magnetic stimulation (TMS)
applied to a functionally defined audiovisual left mid-
STS region disrupted the McGurk illusion in high-
susceptibility perceivers, causing participants to report
only the auditory stimulus. Taken together, these results
suggest that a focal region in the left mid-STS integrates
auditory and visual phoneme information, but that the
visual input to this region is more variable across indivi-
duals and more easily disrupted.

37.3 DIRECT ELECTROPHYSIOLOGICAL
RECORDINGS

Intracranial cortical electrophysiological recording
(electrocorticography, or ECog) offers a means of record-
ing neural activity directly rather than indirectly via a
hemodynamic response (as in positron emission tomogra-
phy [PET] or fMRI). The technique provides much higher
temporal resolution than fMRI and can also provide more
precise spatial localization. Recent work has focused on
induced changes in high gamma (.60 Hz) power, which
is tightly correlated with local neural activity and the
BOLD signal (Crone, Miglioretti, Gordon, & Lesser, 1998;
Goense & Logothetis, 2008). The method usually involves
a regularly spaced grid of electrodes draped on the sur-
face convexity of the brain. One limitation of this
approach is that the electrodes make contact with gyral
crests and do not record from sulcal depths. Thus, most
ECog studies of phoneme perception provide data
regarding the lateral STG but little or none regarding the
STS.

ECog studies suggest that overall spectrotemporal
form is relatively well-preserved in the pattern of neural

Familiar speech phonemes
Sinewave speech phonemes
Novel auditory categories

FIGURE 37.4 Summary of five controlled studies of phoneme
and matched nonphoneme perception. Red markers indicate peaks
in two studies comparing phonemic (/ba/-/da/) with spectrotempo-
rally matched nonphonemic speech sounds (Liebenthal et al., 2005,
2010). Yellow markers indicate peaks from three studies examining
induction of phoneme perception with sine wave speech (Dehaene-
Lambertz et al., 2005; Desai et al., 2008; Möttönen et al., 2006). Blue
markers indicate peaks in two studies examining acquisition of cate-
gorical perception with nonphonemic sine wave stimuli (Desai et al.,
2008) and nonphonemic synthetic speech (Liebenthal et al., 2010).
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activity on the left lateral mid-STG. The recorded spec-
trotemporal neural activity is sufficient to reconstruct
intelligible speech waveforms (Pasley et al., 2012), indi-
cating that the represented information is primarily, if
not exclusively, acoustic rather than linguistic or
symbolic in nature. Mesgarani, Cheung, Johnson, and
Chang (2014) demonstrated that this region contains
patches selective for different kinds of phonemes and
phoneme features, with selectivity perhaps most closely
reflecting manner cues such as overall spectral shape
and dynamic changes in spectral shape. Thus, distinct
groups of electrodes respond selectively to the follow-
ing: plosive consonants, which are characterized by
rapid changes over a broad frequency spectrum; sibilant
fricatives, which have less dynamic and much more
focused high-frequency energy; vowels, which have less
dynamic and grossly bimodal frequency spectra; and
nasals, which are characterized by prominent low-
frequency energy. The fricative manner category
includes both sibilant and nonsibilant (anterior) pho-
nemes, and it is notable that the anterior voiced frica-
tives /v/ and /@/ (as in “vee” and “thee”) did not
pattern with the sibilant phonemes. This is further evi-
dence that the patterns reflect spectrotemporal informa-
tion, which is quite different for sibilant unvoiced
fricatives and anterior voiced fricatives, rather than
more abstract phonetic features like “fricative.”

Another notable finding from these studies is the
combinatorial nature of responses in the lateral STG. For
example, Mesgarani et al. report that areas sensitive to
vowels show negatively correlated sensitivity to first and
second formant values, indicating that they integrate
information about F1 and F2 and respond optimally
to particular F1/F2 combinations. Such combinatorial
encoding not only is expected given the essential acous-
tic properties that distinguish vowels (Peterson &
Barney, 1952) but also provides a probable mechanism
for perceptual normalization across speakers with differ-
ent vocal tract properties (Sussman, 1986).

ECog data also provide novel information about the
timing of activation across the STG and STS during pho-
neme perception. Canolty et al. (2007) compared spoken
word stimuli with nonphonemic sounds created by
removing formant detail from the auditory waveform.
High gamma responses were larger for words than for
the nonphonemic sounds, and these differences emerged
at 120 ms after stimulus onset in the posterior STG, at
193 ms in the mid-STG, and at 268 ms in the mid-STS.
This timing is in good agreement with the findings of a
larger scalp P2 response for phonemic compared with
nonphonemic sounds peaking at approximately 200 ms
(Liebenthal et al., 2010). The ECog data furthermore
show the spread of activation over time from earlier pos-
terior auditory areas to higher-level anterior and lateral
STG cortex and, finally, to mid-STS, consistent with the

proposed hierarchical organization of this network
(Binder et al., 2000; Kaas & Hackett, 2000).

These data add enormously to our understanding of
spectrotemporal encoding in higher-level auditory cor-
tex. They indicate a process of multidimensional acous-
tic feature representation from which subphonemic
features arise through combinatorial processing. The
extent to which such representations are specific to pho-
nemes would require further testing with appropriate
nonphonemic controls, but presumably identical sub-
phonemic acoustic features would be represented by
the same neurons in lateral STG regardless of whether
they occurred in phonemes or nonphonemic sounds. As
described in the preceding section, it appears likely that
encoding of more abstract phonetic category percepts
occurs at still higher levels of processing performed in
the left STS.

37.4 THE ROLE OF ARTICULATORY
REPRESENTATIONS IN PHONEME

PERCEPTION

The role of motor speech codes in phoneme percep-
tion has been a long and heatedly debated topic. There
are theories emphasizing that speech sounds arise
from articulatory gestures, and that these gestures, or
at the least the motor programs that underlie them,
are less variable than the sounds they produce
(Galantucci, Fowler, & Turvey, 2006; Liberman et al.,
1967). According to such theories, motor programs
provide an internal template (or “efference copy”) of
the phoneme against which the auditory input can be
matched. On the other side of the debate are purely
auditory theories of phoneme perception in which
motor templates have no necessary role (Diehl &
Kluender, 1989; Lotto et al., 2009). An intermediate
view is that motor templates are increasingly engaged
and become more necessary as the auditory signal is
more unfamiliar or degraded (Callan, Jones, Callan, &
Akahane-Yamada, 2004). There seems little doubt that
strong connections exist between speech perception
and articulation systems, enabling auditory feedback to
guide articulation during speech production (Guenther,
Hampson, & Johnson, 1998; Tourville, Reilly, & Guenther,
2008). It therefore appears reasonable that these connec-
tions might operate in reverse during phoneme percep-
tion tasks.

Numerous fMRI and PET studies show activation in
the left precentral gyrus (ventral premotor cortex) and
inferior frontal gyrus (IFG) pars opercularis during
speech perception tasks (Binder et al., 2000; Burton,
Small, & Blumstein, 2000; Démonet et al., 1992), and
show common activation in these areas during speech
perception and production tasks (Callan, Callan, Gamez,
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Sato, & Kawato, 2010; Callan et al., 2006; Tremblay &
Small, 2011; Wilson & Iacoboni, 2006; Wilson, Saygin,
Sereno, & Iacoboni, 2004). A persistent difficulty with
interpreting these posterior frontal activations is the pos-
sibility that they may in some cases reflect decision,
working memory, or other cognitive control processes
rather than activation of motor codes (Binder, Liebenthal,
Possing, Medler, & Ward, 2004). A more specific activa-
tion of motor representations is suggested by TMS stud-
ies showing enhancement of motor-evoked potentials in
articulatory muscles during passive listening to speech
(Fadiga, Craighero, Buccino, & Rizzolatti, 2002; Watkins,
Strafella, & Paus, 2003) (see Yuen, Davis, Brysbaert, &
Rastle, 2010 for related evidence). These findings sug-
gest that merely listening to speech sounds activates
motor speech areas sufficiently to lower the threshold
for eliciting an evoked potential. Pulvermuller et al.
(2006) presented fMRI evidence that this activation is
articulator-specific. Premotor areas controlling tongue
and lip movements were determined using motor
localizer tasks. The tongue area was differentially
activated by hearing the coronal stop /t/ relative to
hearing the bilabial stop /p/, and conversely the lip
area was more activated by /p/ compared to /t/.

As pointed out by many authors, the common acti-
vation in premotor areas by production and auditory
perception of speech gestures is analogous to the cross-
modal responsiveness of mirror neurons to execution
and visual observation of other actions (Rizzolatti &
Arbib, 1998; Rizzolatti & Craighero, 2004). In both cases
the performer is simultaneously a perceiver and uses
perceptual information to guide performance, presum-
ably creating strong functional connections between
perceptual and motor networks.

The possibility that motor cortex activation might be
merely an epiphenomenon unrelated to the perceptual
process itself was countered by several studies show-
ing that repetitive TMS delivered to the articulatory
motor cortex to produce a functional “lesion” reduces
phoneme discrimination performance (D’Ausilio et al.,
2009; Meister, Wilson, Deblieck, Wu, & Iacoboni, 2007;
Möttönen & Watkins, 2009). In two of these studies,
the effects on speech perception were specific to the
place of articulation affected by TMS: identification of
bilabial stops (“ba” and “pa”) was selectively affected
by TMS to the lip representation, whereas identifica-
tion of lingual stops (“da” and “ta”) was selectively
affected by TMS to the tongue representation
(D’Ausilio et al., 2009; Möttönen & Watkins, 2009).
Such results provide rather compelling evidence for at
least some contribution from motor codes to phoneme
perception.

At issue is the extent to which this contribution is
critical under typical listening circumstances. The

aforementioned TMS lesion studies all used relatively
difficult phoneme discrimination tasks with intelligibil-
ity compromised by adding noise or by manipulating
the distinctiveness of synthetic formant transitions.
Two other motor cortex TMS lesion studies showed no
effect of TMS on perception of highly intelligible pho-
nemes (D’Ausilio, Bufalari, Salmas, & Fadiga, 2012;
Sato, Tremblay, & Gracco, 2009), suggesting that motor
codes may only contribute to phoneme perception
under adverse listening conditions. A more recent
TMS study by Möttönen, Dutton, and Watkins (2013),
however, provides evidence against this interpretation.
They examined effects of motor cortex TMS on audi-
tory mismatch negativity (MMN) responses to ignored
speech. The MMN is a relatively preattentive auditory
cortex response to infrequent deviant stimuli appear-
ing within a sequence of repeating stimuli. Repetitive
TMS to the motor lip representation reduced the mag-
nitude of the MMN to deviant “ba” or “ga” syllables
in a train of “da” syllables. This effect was specific to
lip cortex stimulation and did not appear when the
hand motor area was stimulated, when the lip cortex
was stimulated and tone trains with intensity or dura-
tion deviants were used, or when the lip cortex was
stimulated and syllable trains with duration deviants
were used. One wrinkle in the results was that stimula-
tion of the lip cortex also reduced the MMN to syllables
with intensity deviations, which would be unexpected
if the input from motor cortex reflects phoneme iden-
tity. Although these results do not imply that activation
of motor cortex is necessary for successful conscious
phoneme perception, they do demonstrate that input
from motor areas involved in speech articulation
reduces the ability of auditory cortex to process changes
in phoneme input under noise-free listening conditions
and in the absence of any attentional task.

Another notable aspect of the Möttönen and
Watkins MMN study concerns the locus of motor acti-
vation effects. Activation of articulatory representa-
tions could affect perception in at least two distinct
ways. According to the original Motor Theory of
speech perception, articulatory representations are the
actual targets of perception (Liberman et al., 1967).
That is, perceptual decisions are based on activation of
these codes rather than on auditory phoneme repre-
sentations, and there is no role for feedback from
motor to auditory codes. In contrast, most recent work
assumes that motor codes provide feedback that assists
phoneme recognition by the auditory system through
a mechanism variously described as priming, predic-
tion, or constraint. Suppression of the preattentive
auditory MMN by motor cortex TMS suggests that a
feedback mechanism from motor to auditory cortex
plays at least some role.
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37.5 HEMISPHERIC SPECIALIZATION
IN PHONEME PERCEPTION

Speech contains much more than just phoneme
information. Speech provides rich information about
the age, gender, and specific identity of the speaker
(based on fundamental frequency, voice quality and
timbre, speed of articulation, accent, and other cues);
emotional state of the speaker and affective content
of the message (derived from emphasis cues and
prosodic variation in fundamental frequency); and a
variety of nonphonemic linguistic content (syllabic
emphasis, semantic emphasis, sentential prosody). To
refer to phoneme perception as “speech perception” is
therefore both illogical and confusing, yet this usage is
rampant and has contributed to some of the confusion
regarding hemispheric lateralization of phoneme per-
ception. As noted, speech sounds induce relatively
symmetric bilateral activation of the STG compared with
nonspeech sounds (tones and noise), which has contrib-
uted to a general sense that phoneme perception is
symmetrically represented. Much of this right STG acti-
vation from speech, however, likely reflects processing
of indexical and prosodic cues (Baum & Pell, 1999;
Belin, Zatorre, Lafaille, Ahad, & Pike, 2000; Bonte,
Hausfeld, Scharke, Valente, & Formisano, 2014; Latinus,
McAleer, Bestelmeyer, & Belin, 2013; Lattner, Meyer, &
Friederici, 2005; Ross, Thompson, & Yenkosky, 1997;
Van Lancker, Kreiman, & Cummings, 1989; von
Kriegstein, Eger, Kleinschmidt, & Giraud, 2003; Zatorre,
Belin, & Penhune, 2002; Zatorre et al., 1992). With ade-
quate controls for these cues, activation associated
specifically with phoneme perception is much more
strongly lateralized to the left STS (Dehaene-Lambertz
et al., 2005; Desai et al., 2008; Liebenthal et al., 2005, 2010;
Meyer et al., 2005; Möttönen et al., 2006).

Phoneme perception, however, does not depend
solely on the left hemisphere. As noted, data from
patients with focal brain lesions and patients undergo-
ing Wada testing indicate that the right hemisphere
has the capacity to perceive phonemes when the left
hemisphere is compromised. Again, however, it is use-
ful to note that unilateral left STG lesions occasionally
produce phoneme perception deficits (this could
depend on the extent of left STG and STS damage),
and phoneme perception by the right hemisphere dur-
ing Wada testing is not perfect (Hickok et al., 2008).
Moreover, Boatman and colleagues demonstrated
unequivocal phoneme perception deficits during uni-
lateral electrical stimulation of the left mid-posterior
STG (Boatman, Lesser, & Gordon, 1995). Perception
was more impaired for consonant than for vowel dis-
criminations (Boatman, Hall, Goldstein, Lesser, &
Gordon, 1997). These mixed findings are difficult to

explain with models that propose either bilateral sym-
metric processing of phonemes or unilateral left hemi-
sphere processing, despite the attractiveness of such
models. As with many theories of brain function, the
weight of the evidence suggests a less dichotomous
state of affairs in which phoneme information is pro-
cessed mainly but not exclusively by the left STG/STS,
and lesions to this region cause varying degrees of
phoneme perception deficit, depending on the type
and extent of the lesion and the premorbid functional
capacity of the individual’s right hemisphere.

Zatorre et al. proposed a theory of auditory hemi-
spheric specialization in which the left auditory system
excels at temporal resolution and the right auditory
system excels at spectral resolution (Zatorre & Belin,
2001). Analogous to the trade-off in temporal versus
spectral resolution that characterizes any time-frequency
analysis, the left auditory system is proposed to integrate
information across wide spectral bandwidths but over
short time windows, whereas the right auditory system
integrates across longer time windows in narrower spec-
tral bands. As a general concept, the theory provides
considerable explanatory power, accounting for right
hemisphere specializations for prosody, melody, and
suprasegmental linguistic perception, and left hemi-
sphere specialization for perception of short-segment
(i.e., ,50 ms) phoneme cues. Specialization of the right
auditory system for frequency discrimination and mel-
ody processing is now well-documented in functional
imaging studies (Belin, Zilbovicius, Crozier, Thivard, &
Fontaine, 1998; Brechmann & Scheich, 2005; Jamison,
Watkins, Bishop, & Matthews, 2006; Schonwiesner,
Rubsamen, & von Cramon, 2005; Zatorre & Belin, 2001;
Zatorre et al., 2002), although the evidence supporting
left hemisphere specialization for high temporal resolu-
tion is more mixed (Belin et al., 1998; Boemio, Fromm,
Braun, & Poeppel, 2005; Jamison et al., 2006; Overath,
Kumar, von Kriegstein, & Griffiths, 2008; Schonwiesner
et al., 2005; Zaehle, Wustenberg, Meyer, & Jancke, 2004;
Zatorre & Belin, 2001). McGettigan and Scott (2012) criti-
cized the proposal on the basis that phoneme perception
requires extensive spectral analysis; however, this criti-
cism misses the central fact that the spectral resolution
needed for phoneme perception is still very coarse.
Discriminating place of articulation for stop consonants,
for example, requires only an overall representation of
spectral shape across a range of .1,000 Hz. Similarly,
discriminating fricative place of articulation and voicing,
voiced from unvoiced stops, and nasal from oral stops
require only fairly coarse information about spectral
shape over bandwidths of several hundred Hz (see
Shannon, Zeng, Kamath, Wygonski, & Ekelid, 1995 for
related evidence). In contrast, listeners can discriminate
changes in F0 of 5 Hz or less (Klatt, 1973), which is
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required for prosodic perception (and for singing in
tune!) yet constitutes spectral resolution several orders
of magnitude finer than is needed for phoneme discrimi-
nation. Changes of this magnitude in formant center
frequencies have no effect on phoneme intelligibility
(Ghitza & Goldstein, 1983). Vowels are a somewhat
special case in which phoneme discrimination depends
on a relatively fine-grained analysis of spectral shape
(although still coarse by musical standards) and involves
longer segments. This difference is consistent with broad
evidence for relatively right-lateralized processing of
vowel categories (Boatman et al., 1997; Bonte et al., 2014;
Shankweiler & Studdert-Kennedy, 1970; Stefanatos et al.,
2005; Wang et al., 2000).

Working from the principles articulated by Zatorre,
Poeppel proposed a relationship between asymmetric
time scales and corresponding brain oscillations
(Poeppel, 2003). Gamma frequency oscillations (40 Hz
and higher) were proposed as the physiological
correlate of integration over short time windows
(20�50 ms) and linked with processing of phonemes,
whereas alpha�theta oscillations (4�10 Hz) were pro-
posed as the physiological correlate of integration over
longer time windows (150�250 ms) and linked with
processing of syllables and suprasegmental frequency
modulations. The theory is otherwise (to this reader, at
least) identical to Zatorre’s. More recent versions of the
theory emphasize the role of endogenous theta oscilla-
tions, which are proposed to be entrained by ampli-
tude modulations at the syllable level in ongoing
speech (Giraud & Poeppel, 2012). Entrainment of an
endogenous theta rhythm enhances processing of
nested gamma oscillations that sample the auditory
input on a finer time scale to support processing of
phoneme cues. Asymmetry arises because entrainment
of theta oscillations dominates in the right auditory
system, whereas gamma oscillations are more promi-
nent in the left auditory cortex. Some support for this
linkage comes from studies showing relative asymme-
tries of theta and gamma power at rest (Giraud et al.,
2007; Morillon et al., 2010). The emphasis on syllabic
rhythms reflects a current renewed interest in the role
of syllabic organization in speech perception (Ghitza,
2012; Peelle & Davis, 2012; Stevens, 2002), which in
turn reflects the dominant rate of articulator move-
ments during production. However, entrainment by a
syllabic rhythm cannot be critical for phoneme percep-
tion because phonemes can be perceived in isolated
monosyllabic stimuli, which do not allow enough time
for such entrainment (Ghitza, 2013). At present, the
links between acoustic phonetic perception and endog-
enous neural oscillations is a topic of ongoing
investigation.
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38.1 OVERVIEW

Of all the signals the human auditory system has to
process, the most relevant to the listener is arguably
speech. Speech perception is learned and executed
with automaticity and great ease even by very young
children, but it is handled surprisingly poorly by even
sophisticated automatic devices. Therefore, parsing
and decoding speech can be considered one of the
main challenges of the auditory system. This chapter
focuses on how the human auditory cortex uses the
temporal structure of the acoustic signal to extract pho-
nemes and syllables, two types of events that need to
be identified in connected speech.

Speech is a complex acoustic signal exhibiting qua-
siperiodic behavior at several timescales. The neural
signals recorded from the auditory cortex using EEG
or MEG also exhibit a quasiperiodic structure,
whether in response to speech or not. In this chapter
we present different models grounded on the assump-
tion that the quasiperiodic structure of collective neu-
ral activity in auditory cortex represents the ideal
mechanical infrastructure to solve the speech demulti-
plexing problem (i.e., the fractioning of speech into
linguistic constituents of variable size). These models
remain largely hypothetical. However, they constitute
exciting theories that will hopefully lead to new
research approaches and incremental progress on this
foundational question about speech perception.

The chapter proceeds as follows. First, some of the
essential features of natural and speech auditory stimuli

are outlined. Next, the properties of auditory cortex that
reflect its sensitivity to these features are reviewed, and
current ideas about the neurophysiological mechanisms
underpinning the processing of connected speech are
discussed. The chapter closes with a summary of speech
processing models on a larger scale, attempting to cap-
ture most of these phenomena in an integrated vision.

38.1.1 Timescales in Auditory Perception

Sounds are audible over a broad frequency range
between 20 and 20,000 Hz. They enter the outer ear
and travel through the middle ear to the inner ear,
where they provoke the basilar membrane to vibrate at
a specific location, depending on the sound frequency.
Low and high frequencies induce vibrations of the
apex and base of the basilar membrane, respectively.
The deformation of the membrane on acoustic stimula-
tion provokes the deflection of inner hair cells, ciliae,
and the emission of a neural signal to cochlear neurons,
subsequently transmitted to neurons of the cochlear
nucleus in the brainstem. Each cochlear neuron is sensi-
tive to a specific range of acoustic frequencies between
20 Hz and 20 kHz. Because of their regular position
along the basilar membrane, the cochlear neurons
ensure the place-coding of acoustic frequencies, also
called “tonotopy,” which is preserved up to the cortex
(Moerel et al., 2013; Saenz & Langers, 2014).

Acoustic fluctuations ,20 Hz are not audible. They
do not elicit place-specific responses in the cochlea.
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Low frequencies ,300 Hz are present in complex
sounds, such as temporal fluctuations of audible fre-
quencies, and are encoded through the discharge rate
of cochlear neurons (Zeng, 2002). A range of frequen-
cies from 20 to 300 Hz is both place-coded and rate-
coded at the auditory periphery. Temporal modulation
of sounds in these frequencies typically elicits a sensa-
tion of pitch. Figure 38.1A and 38.1B summarizes the
correspondence between categories of perceptual attri-
butes and the sound modulation frequency (see also
Nourski & Brugge, 2011 for a review). When sounds
are modulated at very slow rates ,10 Hz, a sequence
of distinct events is perceived. When modulations
accelerate from 10 to approximately 100 Hz, distinct
events merge into a single auditory stream, and the
sensation evolves from fluctuating magnitude to a sen-
sation of acoustic roughness (Figure 38.1B).

Speech sounds are complex acoustic signals that
involve only the lower part of audible frequencies
(20�8,000 Hz). They are called “complex” because
both their frequency distribution and their magnitude
vary strongly and quickly over time. In natural speech,
amplitude modulations at slow (,20 Hz) and fast
(.100 Hz) timescales are coupled (Figure 38.2), and
slower temporal fluctuations modulate the amplitude
of spectral fluctuations. Slow modulations (,5 Hz) sig-
nal word and syllable boundaries (Hyafil, Fontolan,
Gutkin, & Giraud, 2012; Rosen, 1992), which are per-
ceived as a sequence of distinct events. Phonemes
(speech sounds) are signaled by fast spectrotemporal

modulations (,30 Hz). They can be perceived as dis-
tinct events when being discriminated from each other.
Faster modulations, such as those imposed by the glot-
tal pulse (100�300 Hz), indicate the voice pitch
(Figure 38.1C). Figure 38.1D shows how these percep-
tual events relate to the different frequency ranges of
the EEG.

38.1.2 The Temporal Structure of Speech
Sounds

Figure 38.2 illustrates two useful ways to visualize
the signal: as a waveform (38.2A) and as a spectrogram
(38.2B). The waveform represents energy variation
over time—the input that the ear actually receives. The
outlined “envelope” (thick line) reflects that there is a
temporal regularity in the signal at relatively low mod-
ulation frequencies. These modulations of signal
energy (in reality, spread out across the “cochlear” fil-
terbank) are ,20 Hz and peak at a rate of approxi-
mately 4�6 Hz (Elliott & Theunissen, 2009; Steeneken
& Houtgast, 1980). From the perspective of what audi-
tory cortex receives as input, namely the modulations
at the output of each frequency channel of the filter-
bank that constitutes the auditory periphery, these
energy fluctuations can be characterized by the modu-
lation spectrum (Chi, Ru, & Shamma, 2005; Dau,
Kollmeier, & Kohlrausch, 1997; Kanedera, Arai,
Hermansky, & Pavel, 1999; Kingsbury, Morgan, &
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FIGURE 38.1 (A) Scale of perceived temporal modulation (modified from Joris, Schreiner, & Rees, 2004 and Nourski & Brugge, 2011).
(B) Relevant psychophysical parameters (perceptual changes) of the spectrogram reflect the temporal constraints that superimpose on the
structure of linguistic signals. (C) Temporal structure of linguistic features. (D) The length of linguistic features remarkably matches the
frequency of oscillations that are observed at rest in the brain. Note that the frequency ranges at which auditory percepts switch from discrete
(flutter) to continuous (pitch) roughly match the upper limit at which gamma rhythms can be entrained by the stimulus (B200 Hz).
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Greenberg, 1998; McDermott & Simoncelli, 2011). At
the shortest timescale (below 1 ms or equivalently
above 1 kHz), the very fast temporal fluctuations are
transformed into a spectral representation at the
cochlea and the neural processing of these features is
generally known as spectral processing. At an interme-
diate timescale (B70 Hz�1 kHz), the temporal fluctua-
tions are usually referred to as the temporal fine
structure. The temporal fine structure is critical to the
perception of pitch and inter-aural time differences
that are important cues for sound source localization
(Grothe, Pecka, & McAlpine, 2010; Plack, Oxenham,
Fay, & Popper, 2005). Temporal fluctuations on an
even longer timescale (B1�10 Hz) are heard as a
sequence of discrete events. Acoustic events occurring
on this timescale include syllables and words in speech
and notes and beats in music. Of course, there are no
clear boundaries between these timescales; the time-
scales are divided here based on human auditory
perception.

The second analytic representation, the spectrogram,
decomposes the acoustic signal in the frequency, time,
and amplitude domains (Figure 38.2B). Although the
human auditory system captures frequency informa-
tion between 20 Hz and 20 kHz (and such a spectro-
gram is plotted here), most of the information that is
extracted for effective recognition is below 8 kHz. It is
worth remembering that speech transmitted over tele-
phone landlines contains a much narrower bandwidth
(200�3600 Hz) and is comfortably understood by nor-
mal listeners. A number of critical acoustic features
can be identified in the spectrogram. The faintly visible
vertical stripes represent the glottal pulse, which
reflects the speaker’s fundamental frequency, F0. This

can range from approximately 100 Hz (male adult) to
300 Hz (child; see Figure 38.1D). The horizontal bands
of energy show where in frequency space a particular
speech sound is carried. The spectral structure thus
reflects the articulator configuration. These bands of
energy include the formants (F1, F2, etc.) definitional
of vowel identity; high-frequency bursts associated, for
example, with frication in certain consonants (e.g., /s/,
/f/); and formant transitions that signal the change
from a consonant to a vowel or vice versa.

Notwithstanding the importance of the spectral
fine structure, there is a big caveat: speech can be
understood, in the sense of being intelligible in psy-
chophysical experiments, when the spectral content is
replaced by noise and only the envelope is preserved.
Importantly, this manipulation is done in separate
bands across the spectrum, for example, as few as
four separate bands (Shannon, Zeng, Kamath,
Wygonski, & Ekelid, 1995). Speech that contains only
envelope but no fine structure information is called
vocoded speech (Faulkner, Rosen, & Smith, 2000).
Compelling demonstrations that exemplify this type
of signal decomposition illustrate that the speech sig-
nal can undergo radical alterations and distortions
and yet remain intelligible (Shannon et al., 1995;
Smith, Delgutte, & Oxenham, 2002). Such findings
have led to the idea that the temporal envelope, that
is, temporal modulations of speech at relatively slow
rates, is sufficient to yield speech comprehension
(Drullman, Festen, & Plomp, 1994a, 1994b; Giraud
et al., 2004; Loebach & Wickesberg, 2008; Rosen, 1992;
Scott, Rosen, Lang, & Wise, 2006; Shannon et al., 1995;
Souza & Rosen, 2009). When using stimuli in which
the fine structure is compromised or not available at

FIGURE 38.2 (A) Waveform and (B) spectrogram of the same sentence uttered by a male speaker. Some of the key acoustic cues in speech
comprehension are highlighted in black.
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all, envelope modulations below 16 Hz appear to suf-
fice for adequate intelligibility. The remarkable com-
prehension level reached by most patients with
cochlear implants, in whom approximately 15�20
electrodes replace 3,000 hair cells, remains the best
empirical demonstration that the spectral content of
speech can be degraded with tolerable alteration of
speech perception (Roberts, Summers, & Bailey,
2011). A related demonstration showing the resilience
of speech comprehension in the face of radical signal
impoverishment is provided by sine-wave speech
(Remez, Rubin, Pisoni, & Carrell, 1981). In these sti-
muli both envelope and spectral content are
degraded, but enough information is preserved to
permit intelligibility. Typically, sine-wave speech pre-
serves the modulations of the three first formants,
which are replaced by sine-waves centered on F0, F1,
and F2. In summary, dramatically impoverished
stimuli remain intelligible insofar as enough informa-
tion in the spectrum is available to convey temporal
modulations at appropriate rates.

Based on this brief and selective summary, two con-
cepts merit emphasis. First, the extended speech signal
contains critical information that is modulated at rates
below 20 Hz, with the modulation peaking at approxi-
mately 5 Hz (Edwards & Chang, 2013). This low-
frequency information correlates closely with the
syllabic structure of connected speech (Giraud &
Poeppel, 2012). Second, the speech signal contains criti-
cal information at modulation rates higher than, for
example, 50 Hz. This rapidly changing information is
associated with fine spectral changes that carry infor-
mation about the speaker’s gender or identity and
other relevant speech attributes (Elliott & Theunissen,
2009). Thus, two surprisingly different timescales are
concurrently at play in the speech signal. This impor-
tant issue is described in the text that follows. In this
chapter, we discuss the timescales longer than 5 ms
(,200 Hz) with a focus on the timescale between
100 ms and 1 s (1�10 Hz). Temporal features that
contribute to the spatial localization of sounds are not
discussed (see Grothe et al., 2010 for a review).

38.2 CORTICAL PROCESSING OF
CONTINUOUS SOUNDS STREAMS

38.2.1 The Discretization Problem

In natural connected speech, speech information is
embedded in a continuous acoustic flow, and sentences
are not “presegmented” in perceptual units of analysis.
Recent work on sentence-level stimuli (i.e., materials
with a duration exceeding 1�2 s) using experimental
tasks such as intelligibility, suggests that long-term

temporal parameters of the acoustic signal are of major
importance (Ghitza & Greenberg, 2009; Luo, Liu, &
Poeppel, 2010; Luo & Poeppel, 2007; Peelle, Gross, &
Davis, 2013). Online segmentation remains a major
challenge to contemporary models of speech perception
as well as automatic speech recognition.

Interestingly, a large body of psychophysical work
studied speech perception and intelligibility using
phrasal or sentential stimuli (see Miller, 1951 for a
summary of many experiments and Allen, 2005 for
a review of the influential work of Fletcher and
others). Fascinating findings emerged from that work,
emphasizing the role of signal-to-noise ratio in speech
comprehension, but perhaps the most interesting fea-
ture is that connected speech has principled and useful
temporal properties that may play a key role in the
problem of speech parsing and decoding. Natural
speech usually comes to the listener as a continuous
stream and needs to be analyzed online and decoded
by mechanisms that are unlikely to be continuous
(Giraud & Poeppel, 2012). The parsing mechanism cor-
responds to the discretization of the continuous input
signal into subsegments of speech information that are
read out, to a certain extent, independently from each
other. The notion that perception is discrete has been
extensively discussed and generalized in numerous
sensory modalities and contexts (Pöppel & Artin, 1988;
VanRullen & Koch, 2003). Here, we discuss the
hypothesis that neural oscillations constitute a possible
mechanism for discretizing temporally complex
sounds such as speech (Giraud & Poeppel, 2012).

38.2.2 Analysis at Mutiple Timescales

Speech is a multiplexed signal, that is, it interlinks
several levels of complexity, and organizational princi-
ples and perceptual units of analysis exist at distinct
timescales. Using data from linguistics, psychophysics,
and physiology, Poeppel and colleagues proposed that
speech is analyzed in parallel at multiple timescales
(Boemio, Fromm, Braun, & Poeppel, 2005; Poeppel,
2001, 2003; Poeppel, Idsardi, & van Wassenhove, 2008).
The central idea is that both local-to-global and global-
to-local types of analyses are carried out concurrently
(multitime-resolution processing). This assumption
adds to the notion of reverse hierarchy (Hochstein &
Ahissar, 2002; Nahum, Nelken, & Ahissar, 2008) and
other hierarchical models in perception, which propose
that the hierarchical complexification of sensory infor-
mation (e.g., the temporal hierarchy) maps onto the
anatomo-functional hierarchy of the brain (Giraud
et al., 2000; Kiebel, Daunizeau, & Friston, 2008). The
principal motivations for extending such a hypothesis
are two-fold. First, a single, short temporal window
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that forms the basis for hierarchical processing, that is,
increasingly larger temporal analysis units as one
ascends the processing system, fails to account for the
spectral and temporal sensitivity of the speech proces-
sing system and is difficult to reconcile with behav-
ioral performance. Second, the computational strategy
of analyzing information on multiple scales is widely
used in engineering and biological systems, and the
neuronal infrastructure exists to support multiscale
computation (Canolty & Knight, 2010). According to
the view summarized here, speech is chunked into
segments of roughly featural or phonemic length, and
then integrated into larger units, such as segments,
diphones, syllables, and words. In parallel, there is a
fast global analysis that yields coarse inferences about
speech (akin to Stevens, 2002 “landmarks” hypothesis)
and that subsequently refines segmental analysis.
Here, we propose that segmental and suprasegmental
analyses could be carried out concurrently and “pack-
aged” for parsing and decoding by neuronal oscilla-
tions at different rates.

The notion that speech analysis occurs in parallel at
multiple timescales justifies moving away from strictly
hierarchical models of speech perception (Giraud &
Price, 2001). Accordingly, the simultaneous extraction of
different acoustic cues permits simultaneous high-order
processing of different information from a unique input
signal. That speech should be analyzed in parallel at
different timescales derives, among other reasons, from
the observation that articulatory�phonetic phenomena
occur at different timescales. It was noted previously
(Figure 38.1C and Figure 38.2) that the speech signal
contains events of different durations: short energy
bursts and formant transitions occur within a 20- to 80-
ms timescale, whereas syllabic information occurs over
150�300 ms. The processing of both types of events
could be accounted for either by a hierarchical model
in which smaller acoustic units (segments) are
concatenated into larger units (syllables) or by a parallel
model in which both temporal units are extracted inde-
pendently, and then combined. A degree of indepen-
dence in the processing of long (slow modulation) and
short (fast modulation) units is observed at the behav-
ioral level. For instance, speech can be understood well
when it is first segmented into units up to 60 ms and
when these local units are temporally reversed
(Greenberg & Arai, 2001; Saberi & Perrott, 1999). Because
the correct extraction of short units is not a prerequisite
for comprehension, this rules out the notion that speech
processing relies solely on hierarchical processing of
short and then larger units. Overall, there appears to be
a grouping of psychophysical phenomena such that
some cluster at thresholds of approximately 50 ms and
below and others cluster at approximately 200 ms and
above (a similar clustering is observed for temporal

properties in vision; Holcombe, 2009). Importantly, non-
speech signals are subject to similar thresholds. For
example, 15�20 ms is the minimal stimulus duration
required for correctly identifying upward versus down-
ward FM sweeps (Luo, Boemio, Gordon, & Poeppel,
2007). By comparison, 200-ms stimulus duration
underlies loudness judgments. In summary, physiologi-
cal events at related scales form the basis for processing
at that level. Therefore, the neuronal oscillatory machin-
ery (together with motor constraints related to speech
production; Morillon et al., 2010) presumably imposed
strong temporal constrains that might have shaped the
size of acoustic features selected to carry speech informa-
tion. This is consistent with the notion that perception is
discrete and that the exogenous recruitment of neuronal
populations is followed by refractory periods that tem-
porarily reduce the ability to optimally extract sensory
information (Ghitza, 2011; Ghitza & Greenberg, 2009).
According to this hypothesis, the temporally limited
capacity of gamma oscillations to integrate information
over time possibly imposes a lower limit to the phoneme
length. This also suggests that oscillatory constrains in
the delta�theta range possibly constrained the size of
syllables to be approximately the size of a delta�theta
cycle. Considering that the average lengths of phoneme
and syllable are approximately 25�80 and 150�300 ms,
respectively (Figure 38.1 and Figure 38.2), the dual
timescale segmentation requires two parallel sampling
mechanisms, one at approximately 40 Hz (or, more
broadly, in the low gamma range) and one at approxi-
mately 4 Hz (or in the theta range).

38.2.3 Neural Oscillations as Endogenous
Temporal Constraints

Neural oscillations correspond to synchronous activ-
ity of neuronal assemblies that are both intrinsically
coupled and coupled by a common input. It was pro-
posed that these oscillations reflect modulations of
neuronal excitability that temporally constrain the
sampling of sensory information (Schroeder &
Lakatos, 2009a). The intriguing correspondence
between the size of certain speech temporal units and
the frequency of oscillations in certain frequency bands
(see Figure 38.1) has elicited the intuition that they
might play a functional role in sensory sampling.
Oscillations are evidenced by means of a spectrotem-
poral analysis of electrophysiological recordings (see
Wang, 2010 for a review). The requirements for mea-
suring oscillations and spiking activity are different.
The presentation of an exogenous stimulus typically
results in an increase of spiking activity (i.e., an
increase of synaptic output relative to baseline spiking
activity) in those brain areas that are functionally
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sensitive to such sensory inputs. Neural oscillations,
however, can be observed in local field potential
recordings (LFPs), which reflect synchronized dentritic
inputs into the observed area, even in the absence of
any external stimulation. Exogenous stimulation, how-
ever, typically modulates oscillatory activity, resulting
either in a reset of their phase and/or in a change
(increase or decrease) in the magnitude of these oscilla-
tions (Howard & Poeppel, 2012).

Cortical oscillations are proposed to shape spike-
timing dynamics and to impose phases of high and
low neuronal excitability (Britvina & Eggermont, 2007;
Panzeri, Brunel, Logothetis, & Kayser, 2010; Schroeder
& Lakatos, 2009a, 2009b). The assumption that it is
oscillations that cause spiking to be temporally clus-
tered is derived from the observation that spiking
tends to occur in specific phases (i.e., the trough) of
oscillatory activity (Womelsdorf et al., 2007). It is also
assumed that spiking and oscillations do not reflect
the same aspect of information processing. Whereas
spiking reflects axonal activity, oscillations are said to
reflect mostly dendritic synaptic activity (Wang, 2010).
Although both measures are relevant to address how
sensory information is encoded in the brain, we
believe that the ability of neural oscillations to tempo-
rally organize spiking activity support the functional
relevance of neural oscillations to solve the discretiza-
tion problem and to permit the integration of complex
sensory signals across time.

Neuronal oscillations are ubiquitous in the brain,
but they vary in strength and frequency depending on
their location and the exact nature of their neuronal
generators (Mantini, Perrucci, Del Gratta, Romani, &
Corbetta, 2007). The notion that neural oscillations
shape the way the brain processes sensory information
is supported by a wealth of electrophysiological find-
ings in humans and animals. Stimuli that occur in the
ideal excitability phase of slow oscillations (,12 Hz)
are processed faster and with a higher accuracy
(Busch, Dubois, & VanRullen, 2009; Henry & Obleser,
2012; Lakatos, Karmos, Mehta, Ulbert, & Schroeder,
2008; Ng, Schroeder, & Kayser, 2012; Wyart, de
Gardelle, Scholl, & Summerfield, 2012). However,
gamma-band 40 Hz activity (low gamma band) can be
observed at rest in both monkey (Fukushima,
Saunders, Leopold, Mishkin, & Averbeck, 2012) and
human auditory cortex. In humans, it can be measured
using EEG, MEG, concurrent EEG and fMRI (with
more precise localization) (Morillon et al., 2010), and
intracranial electroencephalographic recordings (sEEG,
EcoG) in patients. Neural oscillations in this range are
endogenous in the sense that one can observe a spon-
taneous spike clustering at approximately 40 Hz even
in the absence of external stimulation. This gamma
activity is thought to be generated by a ping-pong

interaction between pyramidal cells and inhibitory
interneurons (Borgers, Epstein, & Kopell, 2005,
Borgers, Epstein, & Kopell, 2008), or even just among
interneurons that are located in superficial cortical
layers (Tiesinga & Sejnowski, 2009). Exogenous inputs
usually increase gamma-band activity in sensory areas,
presumably clustering spiking activity that is propa-
gated to higher hierarchical processing stages (Arnal &
Giraud, 2012; Arnal, Wyart, & Giraud, 2011; Bastos
et al., 2012; Fontolan, Morillon, Liegeois-Chauvel, &
Giraud, 2014). By analogy with the proposal of Elhilali,
Fritz, Klein, Simon, and Shamma (2004) that slow
responses gate faster ones, it is interesting to envisage
this periodic modulation of spiking by oscillatory
activity as an endogenous mechanism to optimize the
extraction of relevant sensory input in time. Such inte-
gration could occur under the patterning of slower
oscillations in the delta�theta range.

38.2.4 Alignment of Neuronal Excitability
with Speech Timescales

Experimental exploration of how speech parsing
and encoding is performed by the brain is nontrivial.
One approach has been to explore how neural
responses can discriminate different sentences, assum-
ing that the features of neural signals that are sensitive
to such differences (e.g., frequency band, amplitude,
and phase) should reveal the features that are vital to
sentence decoding. Using this approach, it was shown
that the phase of theta-band neural activity reliably
discriminates different sentences (Luo & Poeppel,
2007). Specifically, when one sentence is repeatedly
presented to listeners, the phase of ongoing theta-band
activity follows a consistent phase sequence. When dif-
ferent sentences are played, however, different phase
sequences are observed. Because the theta-band
(4�8 Hz) falls around the mean syllabic rate of speech
(B5 Hz), the phase of theta-band activity likely tracks
syllabic-level features of speech (Doelling, Arnal,
Ghitza, & Poeppel, 2014; Edwards & Chang, 2013;
Giraud & Poeppel, 2012; Hyafil et al., 2012; Luo &
Poeppel, 2007; Peelle et al., 2013). These findings sup-
port the notion that the syllabic timescale has adapted
to a preexisting cortical preference for temporal infor-
mation in this frequency range. At this point, however,
it is not clear whether the phase-locking between
speech inputs and neural oscillations is necessary for
speech intelligibility. Sentences played backward (and
therefore unintelligible) can similarly be discriminated
on the basis of their phase course, which tempers the
interpretation that these oscillations play a causal role
in speech perception (Howard & Poeppel, 2011).
However, two recent studies using distinct ways of
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acoustically degrading speech intelligibility demon-
strate that the temporal alignment between the stimu-
lus and delta�theta band responses is higher when the
stimulus is intelligible (Doelling et al., 2014; Peelle
et al., 2013). This, again, supports the notion that those
neural oscillations that match the slow (syllabic)
speech timescales are useful (if not necessary) for the
extraction of relevant speech information.

Neural oscillatory responses can also be entrained
at much higher rates in the middle to high (40�200 Hz)
gamma band (Brugge et al., 2009; Fishman, Reser,
Arezzo, & Steinschneider, 2000). This could suggest
that faster speech segments such as phonemic transi-
tions could be extracted using the same encoding princi-
ple. High gamma responses in early auditory regions
(Ahissar et al., 2001; Mesgarani & Chang, 2012;
Morillon, Liegeois-Chauvel, Arnal, Benar, & Giraud,
2012; Nourski et al., 2009) reflect the fast temporal fluc-
tuations in the speech envelope. A recent EcoG study
succeeded at reconstructing the original speech input by
using a combination of linear and nonlinear methods to
decode neural responses from high gamma (70�150 Hz)
activity recorded in auditory cortical regions (Pasley
et al., 2012). Therefore, the decoding of auditory activity
on a large spatial scale (at the population level) demon-
strates that the auditory cortex maintains a high-fidelity
representation of temporal modulations up to 200 Hz.

However, according to psychophysiological findings
described previously, speech intelligibility mostly relies
on the preservation of the low-frequency (,50 Hz)
temporal fluctuations rather than on higher-frequency
information. Therefore, whether it is necessary to main-
tain a representation of such acoustic features to cor-
rectly perceive speech remains unclear. The following
section aims at clarifying the putative neural mechan-
isms underpinning the segmentation and the integration
of auditory speech signals into an intelligible percept.

38.2.5 Parallel Processing at Multiple
Timescales

Schroeder & Lakatos (2009a, 2009b) have argued that
oscillations correspond to the alternation of phases of
high and low neuronal excitability, which temporally
constrain sensory processing. This means that low
gamma oscillations at 40 Hz, which have a period of
approximately 25 ms, provide a 10- to 15-ms window
for integrating spectrotemporal information (low spik-
ing rate), followed by a 10- to 15-ms window for propa-
gating the output (high spiking rate; see Figure 38.3A.
for illustration). However, because the average length
of a phoneme is approximately 50 ms on average, a
10- to 15-ms window might be too short for integrating

FIGURE 38.3 The temporal relationship
between speech and brain oscillations. (A)
Gamma oscillations periodically modulate neu-
ronal excitability and spiking. The hypothesized
mechanism is that neurons fire for approxi-
mately 12.5 ms and integrate for the rest of the
25-ms time window. Note that these values are
approximate; we consider the relevant gamma
range for speech to lie between 28 and 40 Hz.
(B) Gamma power is modulated by the phase of
the theta rhythm (approximately 4 Hz). Theta
rhythm is reset by speech, resulting in maintain-
ing the alignment between brain rhythms and
speech bursts.
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this information. Using a computational model of
gamma oscillations generated by a pyramidal interneu-
ron network (PING model; Borgers et al., 2005), Shamir,
Ghitza, Epstein, and Kopell (2009) showed that the
shape of a sawtooth input signal designed to have the
typical duration and amplitude modulation of a
diphone (B50 ms; typically a consonant�vowel or
vowel�consonant transition) can correctly be repre-
sented by three gamma cycles, which act as a three-bit
code. Such a code has the capacity required to distin-
guish different shapes of the stimulus and is therefore a
plausible means to distinguish between phonemes.
That 50-ms diphones could be correctly discriminated
with three gamma cycles suggests that phonemes could
be sampled with one or two gamma cycles. This issue is
critical because the frequency of neural oscillations in
the auditory cortex might constitute a strong biophysi-
cal determinant with respect to the size of the minimal
acoustic unit that can be manipulated for linguistic pur-
poses. In a recent extension of this model, the parsing
and encoding capacity of coupled theta and gamma
oscillating networks was studied (Hyafil et al., 2012). In
combination, these modules succeed in signaling sylla-
bles boundaries and to orchestrate spiking within syl-
labic windows, so that online speech decoding becomes
possible with a similar accuracy as experimental find-
ings using intracortical recordings (Kayser, Ince, &
Panzeri, 2012).

An important requirement of the computational
model mentioned previously (Shamir et al., 2009) is
that ongoing gamma oscillations are phase-reset, for
example, by a population of onset excitatory neurons.
In the absence of this onset signal, the performance of
the model declines. Ongoing intrinsic oscillations
appear to be effective as a segmenting tool only if they
align with the stimulus. Several studies in humans and
nonhuman primates have suggested that gamma and
theta rhythms work together, and that the phase of
theta oscillations determines the power and possibly
also the phase of gamma oscillations (see Figure 38.3B;
Canolty et al., 2006; Csicsvari, Jamieson, Wise, &
Buzsaki, 2003; Lakatos et al., 2008, 2005; Schroeder,
Lakatos, Kajikawa, Partan, & Puce, 2008). This cross-
frequency relationship is referred to as “nesting.”
Electrophysiological recordings suggest that theta
oscillations can be phase-reset by several means, such
as through multimodal corticocortical pathways
(Arnal, Morillon, Kell, & Giraud, 2009; Lakatos, Chen,
O’Connell, Mills, & Schroeder, 2007; Thorne, De Vos,
Viola, & Debener, 2011) or through predictive top-
down modulations, but most probably by the stimulus
onset itself. The largest cortical auditory-evoked
response measured with EEG and MEG, approxi-
mately 100 ms after stimulus onset, corresponds to a
phase-reset and magnitude increase of theta activity

(Arnal et al., 2011; Howard & Poeppel, 2012; Sauseng
et al., 2007; Sayers & Beagley, 1974). This phase-reset
would align the speech signal and the cortical theta
rhythm, the proposed instrument of speech segmenta-
tion into syllable/word units. Because speech is
strongly amplitude-modulated at the theta rate, this
would result in aligning neuronal excitability with
those parts of the speech signals that are most infor-
mative in terms of energy and spectrotemporal
content (Figure 38.3B). There remain critical computa-
tional issues, such as the means to get strong gamma
activity at the moment of theta reset. Recent psycho-
physical research emphasizes the importance of align-
ing the acoustic speech signal with the brain’s
oscillatory/quasi-rhythmic activity. Ghitza and
Greenberg (2009) demonstrated that while compre-
hension was drastically reduced by time-compressing
speech signals by a factor of 3, comprehension was
restored by artificially inserting periods of silence.
The mere fact of adding silent periods to speech to
restore an optimal temporal rate—which is equivalent
to restoring “syllabicity”—improves performance
even though the speech segments that remained
available are not more intelligible. Optimal perfor-
mance is obtained when 80-ms silent periods alternate
with 40-ms time-compressed speech signals. These
time constants allowed the authors to propose a
phenomenological model involving three nested
rhythms in the theta (5 Hz), beta, or low gamma
(20�40 Hz) and gamma (80 Hz) domains (for an
extended discussion, see Ghitza, 2011).

38.2.6 Parallel Processing in Bilateral
Auditory Cortices

There is emerging consensus, based on neuropsy-
chological and imaging data, that speech perception
is mediated bilaterally. Poeppel (2003) attempted to
integrate and reconcile several of the strands of
evidence. First, speech signals contain information on
at least two critical timescales, correlating with
segmental and syllabic information. Second, many
nonspeech auditory psychophysical phenomena fall
in two groups, with integration constants of approxi-
mately 25�50 and 200�300 ms. Third, both patient
and imaging data reveal cortical asymmetries such
that both sides participate in auditory analysis but are
optimized for different types of processing in left
versus right. Fourth, crucial for the present chapter,
neuronal oscillations might relate in a principled
way to temporal integration constants of different
sizes. Poeppel (2003) proposed that there are asym-
metric distributions of neuronal ensembles between
hemispheres with preferred shorter versus longer
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integration constants; these cell groups “sample” the
input with different sampling integration constants
(Figure 38.4A). Specifically, left auditory cortex has a
relatively higher proportion of short-term (gamma)
integrating cell groups, whereas right auditory cortex
has a larger long-term (theta) integrating proportion
(Figure 38.4B). As a consequence, left hemisphere
auditory cortex would be better equipped for parsing
speech at the segmental timescale, and right auditory
cortex would be better equipped for parsing speech at
the syllabic timescale. This hypothesis, referred to as
the asymmetric sampling in time (AST) theory, is
summarized in Figure 38.4. It accounts for a variety
of psychophysical and functional neuroimaging
results that show that left temporal cortex responds
better to many aspects of rapidly modulated speech
content, whereas right temporal cortex responds bet-
ter to slowly modulated signals, including music,
voices, and other sounds (Warrier et al., 2009;
Zatorre, Belin, & Penhune, 2002). A difference in the
size of the basic integration window between left and
right auditory cortices would explain speech func-
tional asymmetry by better sensitivity of left auditory

cortex to information carried in fast temporal modula-
tions that convey, for example, phonetic cues. A spe-
cialization of right auditory cortex to slower
modulations would grant it better sensitivity to
slower and stationary cues, such as harmonicity and
periodicity (Rosen, 1992), which are important to
identify vowels, syllables, and thereby speaker iden-
tity. The AST theory is very close, in kind, to the spec-
trotemporal asymmetry hypothesis promoted by
Zatorre (Zatorre et al., 2002; Zatorre & Gandour,
2008). Although many psychophysics and neurophys-
iological experiments seem to support this idea (see
Giraud & Poeppel, 2012; Poeppel, 2003; Poeppel et al.,
2008 for reviews on the topic), there is a lot of work
in progress regarding this unresolved question.

38.2.7 Dysfunctional Oscillatory Sampling

Additional evidence to support the notion that neural
oscillations play an instrumental role in speech proces-
sing would be to show that dysfunctional oscillatory
mechanisms result in speech processing impairments.
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FIGURE 38.4 The AST hypothesis. (A) Temporal relationship between the speech waveform and the two proposed integration timescales
(in milliseconds) and associated brain rhythms (in hertz). (B) Proposed mechanisms for asymmetric speech parsing: left auditory cortex (LH)
contains a larger proportion of neurons able to oscillate at gamma frequency than the right one (RH).
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Dyslexia, which is a phonological deficit (i.e., a deficit in
processing speech sounds), presumably is a good candi-
date to test this hypothesis. Temporal sampling medi-
ated by cortical oscillations has recently been proposed
to be a central mechanism in several aspects of dyslexia
(Goswami, 2011). This proposal suggests that a deficit
involving theta oscillations might impair the tracking of
low temporal modulations in the syllabic range. In a
complementary way, it was proposed recently that
gamma oscillations might play a role in yielding an audi-
tory phonemic deficit.

Interestingly, at approximately 30 Hz, the left-
dominant phase-locking profile of auditory responses
in MEG (auditory steady-state responses) was only
present in subjects with normal reading ability
(Lehongre, Ramus, Villiermet, Schwartz, & Giraud,
2011). Because this response is absent in dyslexic parti-
cipants, the authors suggested that the ability of their
left auditory cortex to parse speech at the appropriate
phonemic rate was altered. Those with dyslexia had a
strong response at this frequency in right auditory cor-
tex and therefore presented an abnormal asymmetry
between left and right auditory cortices. Importantly,
the magnitude of the anomalous asymmetry correlated
with behavioral measures in phonology (such as non-
word repetition and rapid automatic naming). Finally,
it was also shown that dyslexic readers had stronger
resonance than controls in both left and right auditory
cortices at frequencies between 50 and 80 Hz. This sup-
ports the notion that these participants had a tendency
to oversample information in the phonemic range,
with this latter effect being positively correlated with a
phonological memory deficit. As a consequence, if dys-
lexia induces speech parsing at a wrong frequency,
then phonemic units would be sampled erratically,
without necessarily inducing major perceptual deficits
(Ramus & Szenkovits, 2008; Ziegler, Pech-Georgel,
George, & Lorenzi, 2009). As a consequence, the pho-
nological impairment could take different forms, with
a stronger impact on the acoustic side for undersam-
pling (insufficient acoustic detail per time unit) and on
the memory side for oversampling (too many frames
to be integrated per time unit).

Although important, the observation that oscillatory
anomalies co-occur with atypical phonological repre-
sentations remains insufficient to establish a causal role
of dysfunctional oscillatory sampling. Causal evidence
that auditory sampling depends on intrinsic oscillatory
properties (and is, as a consequence, determined by
cortical columnar organization) could be obtained from
knockout animal models comparing neuronal activity
with continuous auditory stimuli in sites with various
degrees of columnar disorganization. However, such
animal work can only indirectly address a specific rela-
tion to speech processing.

38.3 BROADENING THE SCOPE:
FUNCTIONAL MODELS

Although the perceptual analysis of speech is rooted
in the different anatomic subdivisions of auditory cor-
tex in the temporal lobe, speech processing involves a
large network that includes areas in parietal and fron-
tal cortices, the relative activations of which strongly
depend on the task performed. Several reviews have
synthesized the state of the art of functional neuroanat-
omy of speech perception (Hickok & Poeppel, 2000,
2004, 2007; Rauschecker & Scott, 2009; Scott &
Johnsrude, 2003). Figure 38.5A summarizes the main
consensus based on functional neuroimaging (fMRI;
positron emission tomography [PET], MEG/EEG) and
lesion data.

Departing from the classical model in which both a
posterior (Wernicke’s) and an anterior (Broca’s) area
form the anatomic network, it is now argued that
speech is processed in parallel in at least two streams,
a ventral stream for speech-to-meaning mapping (a
“what” stream) and a dorsal stream for speech-to-
articulation mapping (a “how” stream). Both streams
converge on prefrontal cortex, with a tendency for the
ventral pathway to contact ventral prefrontal cortex
(BA 44/45, also referred to as Broca’s area) and for the
dorsal pathway to contact dorsal premotor regions
(Hickok & Poeppel, 2007; Rauschecker & Scott, 2009).
The dual path network operates both in a feedforward
(bottom-up) and feedback (top-down) manner,
highlighting the need for neurophysiologically
grounded theories that have appropriate primitives to
permit such bidirectional processing in real time.

38.3.1 An Oscillation-Based Model of Speech
Processing

This chapter emphasizes a neurophysiological
perspective and especially the potential role of neuronal
oscillations as “administrative mechanisms” to parse
and decode speech signals. Does such a focus converge
with the current functional anatomical models? Recent
experimental research has begun developing a func-
tional anatomic model solely derived from recordings
of neuronal oscillations. Based on analyses of the
sources of oscillatory activity, that is, brain regions
showing asymmetric theta/gamma activity at rest and
under linguistic stimulation, Morillon et al. (2010)
proposed a new functional model of speech and lan-
guage processing (Figure 38.5B) that links to the text-
book anatomy (illustrated in Figure 38.5A). This model
is grounded in a “core network” showing left oscillatory
dominance at rest (no linguistic stimulation, no task),
encompassing auditory, somatosensory, and motor
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cortices, and BA40 in inferior parietal cortex. The stron-
gest asymmetries are observed in motor cortex and in
BA40, which presumably play an important causal role
in left hemispheric dominance during language proces-
sing. Critically, the proposed core network does not
include Wernicke’s (BA22) and Broca’s (BA 44/45)
areas, despite the fact that both are classically related to
speech and language processing. Interestingly, whereas
these areas show no sign of asymmetry at rest, they
possibly “inherit” left-dominant oscillatory activity dur-
ing linguistic processing from the putative core regions.

The model argues that posterior superior temporal cor-
tex (Wernicke’s area) inherits its profile from auditory
and somatosensory cortices, whereas Broca’s area inher-
its its profile from all posterior regions including audi-
tory, somatosensory, Wernicke, and BA40. This model
specifies that posterior regions share their oscillatory
activity over the whole range of frequencies examined
(1�72 Hz), whereas Broca’s area inherits only the
gamma range of the posterior oscillatory activity. This
might reflect that oscillatory activity in Broca’s area
does not exclusively pertain to language. Finally, an

FIGURE 38.5 Three functional neuroanatomical models of speech perception. (A) Model based on neuropsychology and functional neuro-
imaging data (PET and fMRI; after Hickok & Poeppel, 2007). (B) Model based on the propagation of resting oscillatory asymmetry during an
audiovisual linguistic stimulation (a spoken movie). (C) The Predictive (Bayesian) View on Speech Processing relies on the inversion of the
dual-stream model to support the propagation of “what” and “when” predictions toward sensory regions.
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important feature of the model is the influence of the
motor lip and hand areas on auditory cortex oscillatory
activity on the delta/theta scale, which underlines the
importance of syllable and co-speech gesture produc-
tion rates, on the receptive auditory sampling, and its
asymmetric implementation. This model is compatible
with a hardwired alignment of speech perception and
production capacities at a syllable but not at a phone-
mic timescale, suggesting that sensory/motor alignment
at the phonemic timescale is presumably acquired.
Using an approach entirely driven by oscillations, this
model is largely consistent with the traditional one
(Figure 38.5A), but it places a new emphasis on hard-
wired auditory�motor interactions and on a determi-
nant role of BA40 in language lateralization, which
remains to be clarified.

38.3.2 Predictive Models of Speech Processing

When processing continuous speech, the brain
needs to simultaneously carry out acoustic and linguis-
tic operations; at every instant there is both acoustic
input to be processed and meaning to be calculated
from the preceding input. Discretization using phases
during which cortical neurons are either highly or
weakly receptive to input is one computational princi-
ple that could ensure constant alternation between
sampling the input and matching this input onto
higher-level, more abstract representations. A Bayesian
perspective on this issue would indicate that the brain
decodes sounds by constantly generating descending
(top-down) inferences about what is and will be said
on the basis of the quickest and crudest neural repre-
sentation it can make with an acoustic input (Poeppel
et al., 2008). Consistent with this view, recent models
of perception suggest that the brain hosts an internal
model of the world that is used to generate, test, and
update predictions about future sensory events. A pro-
posal in very similar spirit is the “reverse hierarchy
theory,” a conceptualization developed to meet certain
challenges in visual object recognition (Hochstein &
Ahissar, 2002), and more recently extended to speech
processing (Nahum et al., 2008).

Adding to the dual-stream model of perception that
splits the processing of “what” and “how” information
(Figure 38.5A), the predictive coding framework (Friston,
2005, 2010) posits that each stream also generates distinct
types of predictions with regard to expected sensory
inputs (Figure 38.5C). Top-down predictions that propa-
gate throughout the ventral stream relate to the content
of expected stimuli (the “what” aspect), whereas the
dorsal stream generates predictions that pertain to the
timing of events (the “when” aspect). Here we propose
that in both cases, top-down expectations predictively

modulate neural oscillations to facilitate the sampling of
predicted sensory inputs.

Audiovisual speech perception provides an ideal
paradigmatic situation to test how the brain can use
information from one sensory (visual) stream to derive
predictions about upcoming events in another sensory
(auditory) stream. During face-to-face conversation,
because the onset of visual cues (oro-facial move-
ments) often precedes the auditory onset (syllable) by
approximately 150 ms, visual information can be used
to predict upcoming auditory syllables (van
Wassenhove, Grant, & Poeppel, 2005), speeding-up
speech perception. A series of recent works have pro-
posed that this predictive cross-modal mechanism
relies on a corticocortical phase-reset from visual
regions to auditory ones (Arnal et al., 2009, 2011; Luo
et al., 2010). According to this hypothesis, a cross-
modal visual-to-auditory phase-reset aligns ongoing
low-frequency delta�theta oscillations in the auditory
cortex in an ideal phase allowing for optimal sampling
of expected auditory inputs (Schroeder et al., 2008).
Therefore, during the perception of a continuous
audiovisual speech stream, visual inputs would pre-
dictively entrain ongoing oscillations in the auditory
cortex, which in turn facilitates the encoding of syllabic
information (Zion Golumbic, Cogan, Schroeder, &
Poeppel, 2013).

When presented to a rhythmic stream of events, the
brain can also predict the temporal occurrence of
future sensory inputs (Arnal & Giraud, 2012). Because
the speech signal exhibits quasiperiodic modulations
at the syllabic rate, the syllable timing is relatively
predictable in time and could be predictively encoded
by the phase of ongoing delta�theta (2�8 Hz) (Lakatos
et al., 2008). The alignment of incoming speech signals
with slow endogenous cortical activity and the reso-
nance with neocortical delta�theta oscillations repre-
sents a plausible way to automatize predictive timing
at an early, prelexical, processing stage (Ding & Simon,
2012; Henry & Obleser, 2012). However, the observa-
tion that the dorsal pathway (Figure 38.5A and 38.5C)
is recruited during the perception of temporally regu-
lar event streams (e.g., during beat perception) sug-
gests that the motor system also plays a role in the
predictive alignment of ongoing oscillation in the audi-
tory cortex (Arnal, 2012; Arnal & Giraud, 2012;
Fujioka, Trainor, Large, & Ross, 2012). Consistent with
the concepts of active sensing or active inference,
motor efferent signals that are generated in synchrony
with the beat may predictively modulate the activity in
the auditory cortex and facilitate the processing of
incoming events (Arnal & Giraud, 2012). In other
words, the active entrainment of slow endogenous
cortical activity via a periodic resetting from the motor
system represents a plausible way to facilitate the
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processing of expected auditory events at a low
processing level. Such a mechanism is possibly at the
origin of the attentional selection of the relevant
streams in the cocktail party effect (Zion Golumbic,
Ding, et al., 2013).

In summary, predictions play a major role in the
encoding of temporal information in the auditory cor-
tex. The ability to extract regularities and generate
inferences about upcoming events primarily allows the
periodic cortical activity to facilitate sensory proces-
sing, regardless of the informational content of forth-
coming information. Additionally, when targeting
specific neuronal populations, top-down signals could
provide content-related priors. These two mechanisms
are complementary at the computational level.
Whereas temporal predictions (“when”) align neuronal
excitability by controlling the momentary phase of
low-frequency oscillations relative to incoming stimuli,
content predictions target neuronal populations spe-
cific to the representational content (“what”) of forth-
coming stimuli. The combination of these two types of
mechanisms is again ideally illustrated by speech pro-
cessing. Speech comprehension has long been argued
to rely on cohort models in which each heard word
preactivates a pool of other words with the same onset,
until it reaches a point at which the word is uniquely
identified. This model assumes that cognitive
resources are used at the lexical level, where predic-
tions are formed. Gagnepain and collaborators
(Gagnepain, Henson, & Davis, 2012) recently demon-
strated, however, that the predictive mechanisms in
word comprehension involve segmental rather than
lexical predictions, meaning that each segment is likely
used to predict the next. Computationally, this obser-
vation supports the view that auditory cortex samples
speech into segments using mechanisms that make
them predictable in time, and that a representation of
these segments is used to test specific predictions in a
recurrent, predictable fashion.

38.3.3 Conclusion

Time is an essential feature of speech perception.
No speech sound can be identified without integrating
the acoustic input over time, and the temporal scale at
which such integration operates determines whether
we are hearing phonemes, syllables, or words. The
central idea of this chapter is that, unlike subcortical
processing that faithfully encodes speech sounds in
their precise spectrotemporal structure, processing in
primary and association auditory cortices results in the
discretization of spectrotemporal patterns, using vari-
able temporal integration scales. It is unlikely that
speech representations are precise in both time and

space. The limited phase-locking capacity of the audi-
tory cortex thus appears a likely counterpart to its spa-
tial integration properties (across cortical layers and
functional regions). Speech processing through and
across cortical columns containing complex recurrent
circuits bears a cost on the temporal precision of
speech representations, and integration at the gamma
scale could be a direct consequence of processing at
the cortical column scale. In this chapter we argue that
the auditory cortex uses gamma oscillations to inte-
grate the speech auditory stream at the phonemic time-
scale, and uses theta oscillations to signal syllable
boundaries and orchestrate gamma activity. Although
the generation mechanisms are less well-known for
theta than for gamma oscillations, at present we see no
alternative computational solution to the online speech
segmentation and integration problem than invoking
coupled theta and gamma activity. More research is
needed to evaluate the detailed neural operations that
are necessary to transform the acoustic input into lin-
guistic representations, and it remains possible that
other nonoscillatory mechanisms also contribute to
these transformations.
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39.1 INTRODUCTION

Language is among the most unique and complex
human behaviors. Understanding how the brain coor-
dinates multiple representations (e.g., for speech:
acoustic�phonetic, phonemic, lexical, semantic, and
syntactic) to achieve a seemingly unified linguistic
experience is among the most important questions in
cognitive neuroscience. This is not a new question
(Geschwind, 1974; Wernicke, 1874); however, methodo-
logical developments in the past decade have provided
a new perspective on its biological underpinnings.
Combined with theoretical advances in linguistics
(Poeppel, Idsardi, & van Wassenhove, 2008; also refer
Chapters 12�14) and important discoveries in the funda-
mental mechanisms of neural communication and repre-
sentation (Friston, 2010; Simoncelli & Olshausen, 2001),
we are at a critical moment in the study of the
neurobiology of language.

One challenging consequence of language being
unique to humans is that we are more limited in our
ability to observe the brain during linguistic tasks.
Whereas sensory, motor, and even some cognitive abil-
ities like decision-making can be studied in detail in
animal models using methods that afford high spatial
and temporal resolution, there are only limited oppor-
tunities for investigations at the same level of detail in
humans. In this chapter, we consider how data acquisi-
tion methods that provide unparalleled spatiotemporal
resolution, combined with new applications of multi-
variate statistical and machine learning analysis tools,
have significantly advanced our understanding of the
neural basis of language. In particular, we focus on a
relatively rare and invasive recording method known
as electrocorticography (ECoG) and its use in the direct
study of the human auditory, motor, and speech

systems. ECoG has been in use for much longer than
many noninvasive methods, including functional mag-
netic resonance imaging (fMRI), but recent advances in
the design and manufacturing of electrode arrays, in
addition to important discoveries on the frequency
dynamics of neural signals recorded directly from the
cortical surface, have enabled critical new insights into
neural processing.

We argue that the ability to study language at the
level of neural population dynamics (and in some
cases, single neurons) is fundamentally necessary if we
wish to understand how sensory input is transformed
into the phenomenologically rich linguistic representa-
tions that are at the center of human communication
and thought. Invasive electrophysiological methods
are uniquely situated to examine these questions and,
when interpreted in the context of the vast (and grow-
ing) knowledge gained from noninvasive approaches,
allow us to move beyond the localization questions
that have dominated the field for decades and toward
an understanding of neural representations.

39.2 INVASIVE NEURAL RECORDING
METHODS

39.2.1 Event-Related Neural Responses

Since soon after the discovery of the scalp electroen-
cephalogram (EEG) 85 years ago (Berger, 1929), several
aspects of neural population activity have been clear. The
coordinated, stimulus-evoked responses of large groups
of similarly oriented pyramidal neurons can be closely
related to behavior. One of the most important examples
in language research is the discovery of the N400 event-
related potential (ERP) (Kutas & Federmeier, 2011). When
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EEG subjects read or hear sentences that end with either
contextually congruent (“I like my coffee with milk and
sugar”) or contextually incongruent (“I like my coffee with
milk and bolts”) endings, neural activity between approxi-
mately 200 and 600 ms after critical word onset is stronger
for the incongruent condition. This finding, replicated
hundreds of times in a variety of subject populations
(Federmeier & Kutas, 2005) and stimulus modalities
(Leonard et al., 2012; Marinkovic et al., 2003), suggests
that activity in large groups of cells is sensitive to the lin-
guistic features of the stimulus and to the context in
which individual words occur.

Understanding how these effects arise from local
neuronal firing requires more detailed information than
is typically available from scalp recordings. Electrical
currents from the brain are typically measured in
microvolts, approximately 1.5 million-times weaker
than the power of a standard AA battery. Furthermore,
the electromagnetic inverse problem, where signals
recorded at the scalp cannot unambiguously be local-
ized in the brain, means that noninvasive recordings of
electrical activity are unable to resolve separate neural
populations (Pascual-Marqui, 1999). Compounding the

lack of an analytic solution to the inverse problem, the
biophysical properties of the head, including the vari-
ous layers of parenchyma, corticospinal fluid, menin-
ges, skull, and scalp, mean that there is up to
approximately 15 mm of tissue between the signal
source and the recording electrode (Beauchamp et al.,
2011). This tissue further smears the signal spatially
and also acts as a low-pass filter, preventing the obser-
vation of oscillatory activity at higher frequencies.

ECoG does not suffer from these problems to the
same extent because the recording electrodes are
placed directly on the surface of the cortex during a
surgical procedure that involves exposing the brain
through either a Burr hole or a craniotomy
(Figure 39.1A) (Penfield & Baldwin, 1952). Obviously,
the methods for implanting electrodes limit the popu-
lations that can be studied to patients who require
such invasive surgery for clinical reasons. In a small
portion of the epilepsy patient population, anti-seizure
medications are ineffective, and the clinicians deter-
mine that the severity of the seizures is sufficiently dis-
abling that the best course of treatment is to identify
and resect the epileptogenic tissue.
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In many cases, localizing these foci can be done
through a combination of behavioral and scalp EEG
measures. However, in some cases, either because of
the depth of the seizure focus or because of the inverse
problem, it is only possible to identify the abnormal
tissue through electrodes implanted directly in the
brain (Crone, Sinai, & Korzeniewska, 2006). In these
instances, the electrodes are placed according to the
clinicians’ best estimates of probable seizure foci, and
the patient is kept in the epilepsy monitoring unit for a
few days to several weeks, or however long it takes to
record enough seizure activity to localize the source. If
the patient has consented prior to surgery, then this
hospitalization period provides a unique opportunity
for researchers to collect neural data directly from the
brain during a variety of experimental tasks.

The placement of ECoG electrodes often overlaps
with peri-Sylvian areas of the brain that are critical for
linguistic functions, particularly for speech. Electrode
arrays can routinely obtain high-density coverage of
the superior temporal gyrus (STG), middle temporal
gyrus (MTG), ventral sensory-motor cortex (vSMC),
and the inferior frontal gyrus (IFG), regions that are
known to be involved in speech perception and pro-
duction (Figure 39.1B).

Additionally, given that medial temporal lobe
epilepsy is common in this patient population, activity
is often recorded from the hippocampal and peri-
hippocampal structures, which are also thought to be
involved in the encoding of linguistic information
(Halgren, Baudena, Heit, Clarke, & Marinkovic, 1994).
These recordings are obtained by implanting penetrat-
ing depth electrodes, which reach these deep structures
through basal or lateral cortical areas that are likely to
be resected (Jerbi et al., 2009). Depth electrode record-
ings are difficult, both surgically and electrophysiologi-
cally; however, several research groups have pioneered
these methods and obtained incredibly fruitful results.

It is also possible to record the activity of single neu-
rons in the human brain. We present several examples
of work that have examined the fundamental currency
of neural computation, the spike. Although relatively
less common, these studies provide a critical link
between human cognitive neuroscience and animal
models, where much more is known about the cellular
and neurophysiological properties of neuronal function.

39.2.2 High-Frequency Oscillations

In addition to spatial (electrodes) and temporal
(milliseconds) dimensions, neural population activity
can be decomposed into the frequency dimension. One
of Berger’s initial observations in the scalp EEG was a
dominant oscillation in the 8- to 12-Hz range, which he

referred to as the “alpha” band (Berger, 1929). Over the
next several decades, more frequency bands were dis-
covered and analyzed using a variety of techniques
including Fourier decomposition, wavelet analysis, and
the Hilbert transform (Bruns, 2004). Different frequency
ranges have been associated with a variety of behavioral
states and stimulus-related responses. For example, in
speech, the theta band (B4�7 Hz) is proposed to be a
critical range for encoding the temporal structure of spo-
ken input (Edwards & Chang, 2013; Poeppel, 2003).

However, the biophysics of the various media in the
head prevents some of the higher frequencies from
being observed at the scalp. Thus, one major advan-
tage of ECoG is the ability to detect oscillations above
approximately 70 Hz. Approximately 15 years ago,
these frequencies were discovered in humans to con-
tain highly coherent and reliable information about the
stimulus (Crone, Boatman, Gordon, & Hao, 2001;
Crone, Miglioretti, Gordon, & Lesser, 1998). Since then,
the majority of studies that have examined speech pro-
cessing using ECoG have focused on the high-gamma
range, which is typically between 60 and 200 Hz
(Figure 39.1C). Whereas the broadband local field
potential ERP is dominated by low-frequency oscilla-
tions between approximately 2 and 20 Hz (in part due
to the 1/f power law), the temporal resolution of high-
gamma appears to carry critical information about
speech, which is equally dynamic on a millisecond
time scale. As we describe, it has been shown that
high-gamma evoked activity correlates with acoustic�
phonetic variability in primary and secondary auditory
areas (Figure 39.1D) and with the coordinated move-
ment of the articulators in motor regions during
speech production. Perhaps of great interest to readers
of this book is that high-gamma activity also carries
information about higher level and abstract aspects of
the speech signal, which suggests that it may be an
important tool for understanding how both local and
long distance neural networks give rise to rich linguis-
tic representations and concepts from incoming sen-
sory signals. Finally, high-gamma activity is well-
suited to link animal models with human cognitive
studies because it is strongly correlated with multiunit
spiking activity (Ray & Maunsell, 2011; Steinschneider,
Fishman, & Arezzo, 2008) and the blood oxygen
level�dependent (BOLD) response in fMRI (Mukamel
et al., 2005; Ojemann, Ojemann, & Ramsey, 2013).

39.2.3 Limitations of Invasive Methods

Before describing the scientific advancements that
have been made using this set of tools, it is important to
consider the limitations of invasive recording methods.
First, the data are obtained from patient volunteers who
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are undergoing surgical procedures for serious medical
conditions. Therefore, all recordings are dictated by the
willingness of the patient to participate in the hospital
setting and by the areas of the brain that the clinicians
deem relevant to their treatment. A related limitation is
that although electrode arrays are becoming more
advanced in their density and coverage (Insel, Landis,
& Collins, 2013; Viventi et al., 2011), invasive methods
necessarily under-sample the brain. Except in cases
when it is clinically necessary, recordings are typically
obtained only from the exposed surface of the cortex,
which limits access to the sulci and deep structures.
Additionally, because most epilepsy cases have unilat-
eral seizure foci, simultaneous recordings from both
cerebral hemispheres are rare, although there have been
some bilateral cases (Cogan et al., 2014).

Finally, it is important to consider that recordings
are obtained from patients who have abnormal brains.
Many of these surgeries involve removing much of the
anterior temporal lobe and hippocampal/amygdala
complex, sometimes with only limited behavioral
effects on the patients (Tanriverdi, Ajlan, Poulin, &
Olivier, 2009). This suggests that these areas had only
limited functionality, perhaps due to plastic reorgani-
zation around epileptogenic tissue. In practice, electro-
des that show any sort of abnormal neurophysiological
activity are excluded from analyses; however, this con-
cern warrants caution in interpreting results.

Despite all of these caveats, invasive recording meth-
ods offer numerous advantages for advancing our
knowledge of the neurobiology of language. Limited
sampling of select brain regions precludes an under-
standing of the dynamics of large-scale inter-regional
neural networks, but the frequency and spatiotemporal
resolutions of the data obtained from these areas are
unparalleled compared with noninvasive tools.
Furthermore, results from invasive methods consistently
agree with and extend findings from other techniques,
despite the nature of the patient populations. As we
argue in the rest of this chapter, ECoG, depth electrode,
and single unit recordings must be interpreted in the
context of the current understanding from other meth-
odologies. Ultimately, it is a rare opportunity and a
privilege to work with these patients, and their contribu-
tions to neuroscience and the neurobiology of language
have been critical over the past several years.

39.3 INTRACRANIAL CONTRIBUTIONS
TO THE NEUROBIOLOGY

OF LANGUAGE

In this section, we present examples of how invasive
recording techniques have provided new insights into
the neural basis of language. Although this is not an

exhaustive review of the science, we hope to convey
the contributions of these studies to the broader view
of neurolinguistics. Thus, we consider these studies in
the context of fMRI, EEG, and MEG studies, particu-
larly those that are using analogous multivariate statis-
tical and machine learning analysis methods. We also
focus primarily on the sensory, acoustic�phonetic, and
phonemic aspects of speech perception because
implanted electrodes typically cover areas that are
most closely associated with these functions. We also
briefly argue that invasive methods are already prov-
ing useful for examining other aspects of language and
linguistic encoding, particularly higher level abstract
representations, such as those for lexical and semantic
information (Leonard & Chang, 2014).

39.3.1 Sensory Encoding in Primary
Auditory Cortex

We begin this section with a brief overview of sen-
sory processing in the primary auditory cortex (A1).
As shown in subsequent sections, downstream regions
that encode acoustic�phonetic and phonemic informa-
tion are highly sensitive to the spectrotemporal charac-
teristics of the stimulus. Therefore, it is crucial to
understand the inputs to these regions and to recog-
nize that even the earliest cortical auditory areas show
selective tuning that facilitates speech perception.

The ascending auditory system sends signals from
the tonotopically organized cochlea through the lateral
lemniscal pathway to an area on the posteromedial
portion of Heschl’s gyrus, which is the primary audi-
tory cortex in humans (Hackett, 2011). Like the areas
that precede it in the auditory hierarchy, A1 is tonoto-
pically organized along at least one major axis, mean-
ing that different neural populations are sensitive to
different acoustic frequencies (Barton, Venezia, Saberi,
Hickok, & Brewer, 2012; Baumann, Petkov, & Griffiths,
2013; also refer to Chapter 5). Following initial work by
Celesia (Celesia, 1976) and Liégeois-Chauvel (Liegeois-
Chauvel, Musolino, & Chauvel, 1991), researchers at
the University of Iowa have provided a detailed
description of human A1 using multicontact depth
electrodes and have found that there are frequency-
specific responses that are indicative of both rate and
temporal coding of auditory stimuli both within and
across neural populations (Brugge et al., 2009). These
different coding mechanisms occur at different
stimulus frequencies and may also contribute to the
perception of pitch (Griffiths et al., 2010). Furthermore,
narrow spectral tuning in human A1 is not just a fea-
ture of the population neural activity; it is also reflected
in the selective responses of single neurons (Bitterman,
Mukamel, Malach, Fried, & Nelken, 2008).
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These depth electrode and single unit studies in
Heschl’s gyrus extend important work from noninva-
sive methods. Using machine learning analysis meth-
ods to relate the acoustic properties of natural sounds
to changes in the BOLD response in fMRI, Moerel and
colleagues have shown that A1 exhibits narrow spec-
tral tuning in addition to tonotopic organization
(Moerel, De Martino, & Formisano, 2012). The same
researchers have also used high-field fMRI to show
that individual neural populations have multipeak
tuning at octave intervals, possibly facilitating the
binding of complex sound features (Moerel et al.,
2013). In agreement with temporal coding mechanisms
giving rise to the perceptual phenomenon of pitch, it
has also been shown with fMRI that A1 has spectro-
temporal modulation transfer functions that track tem-
poral modulations in the stimulus (Schönwiesner &
Zatorre, 2009). The combined spatial organization of
spectral and temporal modulation selectivity reveals
multiple subfields of both primary and secondary
auditory regions, suggesting a functional microstruc-
ture of the earliest cortical sensory areas that may con-
tribute to the complex nonlinear representations of
input like speech (Barton et al., 2012).

Sensitivity to spectral and temporal stimulus features
in A1 most likely facilitates our ability to understand
dynamic acoustic input like speech. However, it is not
necessarily the case that this type of tuning reflects
speech-specific or even speech-oriented specialization.
In a recent study, Steinschneider and colleagues exam-
ined single-unit and multi-unit spiking activity in the
primary auditory cortex of human epilepsy patients and
macaques. For broadband auditory evoked potentials
and high-gamma activity, both species showed similar
spectrotemporal selectivity (Steinschneider, Nourski, &
Fishman, 2013). Remarkably, this selectivity included
acoustic aspects of speech, such as voice-onset-time and
place of articulation (POA), which are critical for mak-
ing phonetic distinctions. This suggests that speech-
specific representations do not reside at the level of A1,
although the tuning characteristics of this region allow
us to parse spoken input efficiently.

39.3.2 Acoustic�Phonetic Representations in
Lateral Superior Temporal Cortex

In humans, Heschl’s gyrus is in close proximity and
is densely connected to the lateral superior temporal
cortex, in particular the STG (Hackett, 2011). In part
because of the most common placement of ECoG elec-
trode arrays, and also because of the functions of this
area, STG is among the best characterized regions in
the speech system. It is well known that STG is
involved in phonological representation, because

neural activation is observed for most speech tasks
(DeWitt & Rauschecker, 2012; Hickok & Poeppel, 2007;
Rauschecker & Scott, 2009). In fMRI, a very productive
paradigm has contrasted BOLD responses to speech
and nonspeech sounds that preserve important spectral
or temporal aspects of the signal (Davis & Johnsrude,
2003; Scott, Blank, Rosen, & Wise, 2000). Numerous
studies have demonstrated stronger STG activation for
speech, suggesting that this region encodes aspects of
the stimuli that are intelligible and behaviorally rele-
vant to the listener (Obleser, Eisner, & Kotz, 2008).
Recently, multivariate pattern analysis methods have
been applied to fMRI data and have shown that STG
(among other temporal lobe regions including superior
temporal sulcus) are involved in representing mean-
ingful aspects of the speech signal (Evans et al., 2013).

These results have been advanced using both inva-
sive and noninvasive methods that afford high spatial
and temporal resolution. Using MEG in healthy volun-
teers and ECoG in epilepsy patients, Travis and collea-
gues showed that STG responds preferentially to
speech relative to a noise-vocoded control, which
smoothes the speech spectrogram in the spectral axis,
preserving the temporal and most of the frequency con-
tent but destroying intelligibility (Travis et al., 2012).
This study also demonstrates that STG speech-selective
responses observed in fMRI most likely reflect
stimulus-evoked neural activity between approximately
50 and 150 ms, significantly earlier than activity in the
same region that is associated with higher level linguis-
tic encoding of lexical and semantic information. This
demonstrates that at least at the level of nearby cortical
columns, STG encodes multiple levels of acoustic�pho-
netic and abstract linguistic information.

What gives rise to this selectivity for meaningful
aspects of the acoustic speech signal? Like A1, distinct
STG neuronal populations encode the temporal structure
of nonspeech acoustic input differently depending on
the frequency content of the input (Nourski et al., 2013).
Also like A1, populations are spectrally selective to
ranges of frequencies, although they are more broadly
tuned than in primary auditory regions (Nourski et al.,
2012). These two ECoG studies with nonspeech tones
and clicks are complemented by a set of speech ECoG
studies using high-density electrode grids over STG.
Spectrotemporal selectivity at single electrodes has
important consequences for the representation of spoken
words because it suggests that those acoustic inputs are
represented as a complex pattern of activity across elec-
trodes over time as the input unfolds. Using linear stim-
ulus reconstruction methods, it is possible to generate a
spectrogram from the population STG activity that corre-
sponds closely to the original stimulus spectrogram
(Pasley et al., 2012). This correspondence is particularly
strong when the reconstruction model applies stronger
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weights to the spectrotemporal aspects of the acoustic
input that are relevant for speech intelligibility, includ-
ing temporal modulation rates that correspond to sylla-
ble onsets and offsets.

This spectrotemporal representation across electrodes
indicates that separate neural populations may be con-
tributing sensitivity to particular features of the speech
stimulus. Chang and colleagues presented ECoG partici-
pants with hundreds of naturally spoken sentences that
contained a large number of examples of all English pho-
nemes (Mesgarani, Cheung, Johnson, & Chang, 2014).
This allowed the researchers to examine activity at the
closely spaced ECoG electrodes in response to each pho-
neme. They found that individual electrodes responded
selectively to linguistically meaningful phonetic features,
such as fricatives, plosives, and nasals. For vowels, there
was a similar feature-based representation for low-back,
low-front, and high-front vowels, which arose from the
encoding of formant frequencies, particularly the ratio of
F1 and F2. These results provide crucial information
about the role of STG in speech perception. It has been
suggested that STG is involved in spectrotemporal
(Pasley et al., 2012), acoustic�phonetic (Boatman, 2004),
and phonemic (Chang et al., 2010; DeWitt &
Rauschecker, 2012; Molholm et al., 2013) processing;
however, the functional and spatial specificity of these
features have not been described previously. Chang and
colleagues showed that STG does represent acoustic�
phonetic features (rather than individual phonemes, as
single electrodes responded to multiple phonemes shar-
ing a particular feature), but that this selectivity arises
from tuning to specific spectrotemporal cues.

Similar results have been obtained at the single neu-
ron level. Chan and colleagues collected neural
responses from an epilepsy patient implanted with a
Utah array, which consists of 100 penetrating electro-
des with 20 micron tips, and recorded spiking activity
from approximately 150 single and multiunits in ante-
rior STG (Chan et al., 2013). They found neurons that
responded selectively to specific phonemes that shared
particular phonetic features (e.g., high-front vowels),
but not to individual phonemes. Remarkably, they also
demonstrated that responses are similarly selective to
phonemes when they are heard and when they are
read. This suggests that written words activate phono-
logical representations and also that single neurons in
the human STG are tuned to phonetic features, inde-
pendent of the nature of the sensory input.

39.3.3 Population Encoding of Phonemic
Information in STG

Spectrotemporally based phonetic tuning at individ-
ual neural populations may also give rise to more

complex representations of speech. Although single
electrodes do not show sensitivity to specific pho-
nemes (Mesgarani et al., 2014), the combined activity
across electrodes generates a population code for com-
plex sets of phonetic features. Two important higher
level features that help distinguish phonemes are POA
and voice onset time (VOT). POA refers to the configu-
ration of the articulators and distinguishes different
phonemes that share a particular feature, such as plo-
sives (e.g., /ba/ vs. /ga/). VOT refers to the temporal
delay between plosive closure and the onset of vibra-
tions in the larynx, and distinguishes plosives that
have the same POA (e.g., /ba/ vs. /pa/).

In an ECoG study, Steinschneider et al. (2011) exam-
ined how event-related high-gamma activity differed
for sounds that differed parametrically in POA or
VOT. They found that posterior STG electrodes corre-
lated most strongly with changes in POA. VOT was
also represented in both medial and posterior STG,
and it tracked the timing of voice onset through
latency shifts in the peaks of the average high-gamma
waveforms. This demonstrates that understanding
the encoding of complex stimulus features requires
the ability to discriminate activity at local neural
populations (spatial selectivity, achieved through high-
density electrode arrays and high-gamma band filter-
ing) and also to track neural activity on a millisecond
level.

Another common method for examining the encod-
ing of individual phonemes is through categorical pho-
neme perception. In this paradigm, a linear continuum
of speech sounds varies in a particular acoustic para-
meter from one unambiguous extreme to another
(e.g., F2 frequency, distinguishing POA for the plosives
/b/, /d/, and /g/). The sounds are perceived non-
linearly, such that listeners hear one phoneme up to a
particular point on the continuum, and then abruptly
switch to perceiving a different phoneme; in other
words, listeners fit acoustically ambiguous examples
into established phoneme categories. This pheno-
menon has been localized using fMRI primarily to the
lateral superior temporal cortex (Joanisse, Zevin, &
McCandliss, 2007); however, these studies generally do
not reveal how population neural activity enables this
important perceptual effect.

ECoG has sufficient spatial and temporal resolution
to address how nonlinear perceptual phenomena such
as categorical perception are encoded in the brain.
Using a continuum of synthesized speech sounds that
varied linearly in F2 onset from /ba/ to /da/ to /ga/
(Figure 39.2A), it has been shown that high-gamma
activity across electrodes can distinguish these sounds
categorically (Chang et al., 2010). Distinct neural popu-
lations within the posterior STG generate neural activ-
ity patterns that correspond to each phoneme along
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the POA continuum, even within the space of only a
couple of centimeters (Figure 39.2B). Using
multivariate classification methods, stimulus-specific
discriminability was observed in this activity
(Figure 39.2C), which suggests that at the peak of neu-
ral pattern dissimilarity across categories (occurring at
B110 ms after stimulus onset), the perceptual effect
arises from the activity at specific groups of electrodes.
The timing of this discriminability is sufficiently early
to suggest that categorical phoneme perception occurs
in situ within the STG, rather than through top-down
influences of other brain regions, although the limited
sampling of brain areas with ECoG does not rule out
the latter possibility. It is also important to note that,
consistent with the evidence described for phonetic
feature representations at individual STG electrodes
(Mesgarani et al., 2014), categorical perception of the
linear continuum in this study was organized along
acoustic sensitivities. Specifically, the representations

of speech tokens were ordered according to F2 in one
dimension (see ordering along the x-axis in
Figure 39.2D), but the overall pattern was categorical
in two dimensions (Figure 39.2D). This is a clear dem-
onstration that nonlinear perceptual phenomena are
encoded nonlinearly in the brain.

39.3.4 Cognitive Influences on Speech in STG

Intracranial recording methods have also recently
proven useful for understanding how spectrotemporal,
phonetic, and phonemic representations in STG are
modulated by cognitive processes. For example, these
methods have renewed an interest in the “cocktail party”
problem, where listeners can selectively filter out irrele-
vant auditory streams in a noisy environment (Cherry,
1953). Several recent studies have examined neural
responses to overlapping, multispeaker acoustic stimuli,
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where listeners were directed to focus their attention on
only one speaker (Ding & Simon, 2012; Kerlin, Shahin, &
Miller, 2010; Sabri et al., 2008; Zion Golumbic et al.,
2013). Using ECoG, one study used stimulus reconstruc-
tion methods (Mesgarani, David, Fritz, & Shamma, 2009)
to investigate how attention modulates the spectrotem-
poral representation of the acoustic input in STG
(Mesgarani & Chang, 2012). Participants listened to two
speakers simultaneously (Figure 39.3A and B) and were
asked to report the content of just one of the speech
streams, thus attending to only part of the acoustic input.
Remarkably, the spectrotemporal representation of the

stimulus in STG only reflected the attended speech
stream, as if the ignored speaker had not been heard at
all (Figure 39.3C).

Using similar methods, Zion-Golumbic and collea-
gues extended these findings to show that this atten-
tional modulation is reflected not only in high-gamma
power changes but also in low-frequency phase over
the course of several hundred milliseconds (Zion
Golumbic et al., 2013). They also demonstrated that the
extent to which the ignored speech stream is repre-
sented changes as a function of brain region, specifi-
cally that higher level frontal and pre-frontal areas
show less robust representation. There was also a
stronger correlation between the attended stimulus
and the neural response in STG for high-gamma
power, whereas frontal regions showed stronger corre-
lations with the low-frequency phase, implicating dif-
ferent frequency-dependent encoding mechanisms in
different brain regions.

As described, there have also been attempts to
characterize higher order representations of linguis-
tic input using intracranial recording methods
(Sahin, Pinker, Cash, Schomer, & Halgren, 2009).
The N400 response, which reflects the degree of
semantic contextual mismatch, has been localized to
left anterior, ventral, and superior temporal cortex
(Halgren et al., 1994). Recent work has further
shown that responses within STG are sensitive to
semantic context, independent of lower level acous-
tic features (Travis et al., 2012). ECoG and depth
electrode recordings have also revealed that ventral
temporal regions (including perirhinal cortex) show
semantic category selectivity for words, regardless
of whether they are written or spoken, suggesting
that abstract semantic and conceptual representa-
tions are resolvable using these methods (Chan
et al., 2011). Halgren, Chan, and colleagues have
also used penetrating laminar depth electrodes to
record multiunit activity in individual cortical layers
during these tasks and have shown that the timing
of responses in input and output layers suggests an
early (B130 ms) first-pass selective response, fol-
lowed by a later (B400 ms) selective response that is
consistent with the N400 recorded at the scalp
(Chan et al., 2011; Halgren et al., 2006). This sug-
gests that higher order linguistic representations not
only are spatially distributed but also arise from a
complex temporal pattern of neural activity.

Together, these studies demonstrate the context-
sensitive nature of evoked neural responses. Crucially,
they demonstrate that both fine spatial resolution and
temporal resolution are necessary to understand how
cognitive representations influence and modulate
lower level sensory and perceptual neural responses.
Differences across frequencies in the neural signal also

FIGURE 39.3 Attention modulates STG representations of spec-
trotemporal speech content. (A) ECoG participants listened to two
speech streams either alone or simultaneously and were cued to
focus on a particular call sign (“tiger” or “ringo”) and to report the
color/number combination (e.g., “green five”) associated with that
speaker. (B) The acoustic spectrogram of the mixed speech streams
shows highly overlapping energy distributions across time. (C)
Neural population-based reconstruction of the spectrograms for
speaker 1 (blue) and speaker 2 (red), when participants heard each
speaker alone (shaded area) or in the mixed condition (outline).
Results demonstrate that in the mixed condition, attention to a par-
ticular speaker results in a spectrotemporal representation in STG as
if that speaker were heard alone. Adapted from Mesgarani and Chang
(2012) with permission from the publisher.
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encode important aspects of this modulation, which
nicely complements work using noninvasive methods.

39.4 THE FUTURE OF INVASIVE
METHODS IN LANGUAGE RESEARCH

We have argued that methodological advances in
recording and analysis tools have allowed invasive
neurophysiology to provide a window into the neural
basis of speech and language that cannot be seen by
other methods. The past several years have been partic-
ularly exciting because there has been a fusion of novel
engineering approaches (machine learning and multi-
variate statistics) with linguistic and neuroscientific
questions. In general, there have been two ways in
which these fields have met. In the first, traditional
experimental paradigms have been used with increas-
ingly higher density neural recordings, which have in
some cases provided new spatial information and often
an entirely novel temporal dimension (Edwards et al.,
2009, 2010; Molholm et al., 2013; Steinschneider et al.,
2011; Travis et al., 2012). In the second approach,
researchers have used data mining and machine
learning techniques to understand how the activity
observed in the paradigms from the first approach
reflect the encoding and representation of stimulus and
abstract information (Chan et al., 2013; Chang et al.,
2010; Cogan et al., 2014; Mesgarani et al., 2014; Pasley
et al., 2012; Zion Golumbic et al., 2013). Together, and
in the context of noninvasive studies, these investiga-
tions are converging on the ultimate goal of neurolin-
guistics: to understand how neurons and neural
networks generate the linguistic representations that
are at the core of our daily experience.

Although the machine learning and data mining
approaches have provided an unprecedented under-
standing of the underlying information representations
in areas such as STG, there are many equally funda-
mental questions that remain that invasive recording
methods may be well-suited to answer. A basic ques-
tion for speech perception is how tuning and represen-
tations in A1 and STG are integrated over time to form
more abstract word-level representations. Surprisingly,
many of the studies cited neglect the temporal dimen-
sion of the data; it is common for input to linear classi-
fiers to be an average over a large time window or
even a single time point (Mesgarani et al., 2014).
Although examining high-gamma band power inher-
ently focuses on an aspect of the data involving fast
time scales (e.g., acoustic onsets), there is a major
question regarding how information is encoded over
time in different brain regions.

One method for examining neural activity over time,
which was originally developed for understanding the

dynamics of populations of single units (Churchland
et al., 2012), involves characterizing the shared vari-
ability across space and plotting neural activity as
trajectories through a “state-space” over time. In a
recent study on the organization of articulatory repre-
sentations in vSMC, principal components analysis
was used to reduce the dimensionality across ECoG
electrodes and showed that activity closely tracks
the articulatory features of consonant-vowel syllables
on a millisecond time scale (Bouchard, Mesgarani,
Johnson, & Chang, 2013). Given that abstract represen-
tations such as lexical and semantic features are
known to be more spatially distributed (Huth,
Nishimoto, Vu, & Gallant, 2012) than lower level sen-
sory features, it may be possible to use high-density
neurophysiological recordings to understand how
speech is transformed from primary sensory areas
to distributed cortical networks. Overall, the field
of neurolinguistics faces an exciting period with a
multitude of experimental approaches that contri-
bute unique and complementary information to our
understanding of language.
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For many individuals, speech listening usually feels
effortless. However, whenever background noise is
present, or when the person is hearing-impaired, per-
ception of speech can be difficult and tiring (Ivarsson
& Arlinger, 1994). It has become increasingly evident
to applied hearing researchers that “listening effort” is
an essential concept (McGarrigle et al., 2014) because it
can explain behavior. For example, two hearing-
impaired individuals may experience similar improve-
ments in speech perception with an auditory
prosthesis, but one may also experience increased
listening effort and choose not to wear a listening
device, whereas the other one who does not feel like
he/she must “listen harder” wears it habitually.
Although listening effort is an appealing and intuitive
concept, it has not been well-elaborated in the
cognitive literature. In particular, it has not been differ-
entiated from nonspecific factors such as arousal, vigi-
lance, motivation, or selective attention. We suggest
that listening effort can be productively considered
as the interaction of two factors—the processing
demands, or challenges, imposed by the utterance and
the listening situation and cognitive resources that an
individual brings to the situation, that they can deploy
to compensate for the demand. Different types of pro-
cessing load draw on different resources in different
cognitive domains. Listening effort is only manifest
when the resources available to an individual are only
barely adequate, or are inadequate, given the demand.
For example, when utterance and listening conditions
are straightforward and demands are low, effort is
necessarily low for everyone. As processing load
increases, effort will begin to increase sooner for peo-
ple with more limited resources in the cognitive
domains relevant for that type of load compared with

people with greater resources. Eventually, effort
asymptotes, at which point the cognitive resources are
no longer adequate for the conditions, and perception
and comprehension suffer (Figure 40.1).

We focus on the different kinds of processing
demands that arise for all listeners in different listen-
ing situations and discuss the kinds of perceptual and
cognitive processes that may be required to meet these
challenges. Individual differences in cognitive
resources (such as memory, perceptual learning, pro-
cessing speed, fluid intelligence, and control processes)
that permit one person to cope more efficiently or
more successfully than another with the challenges
imposed by a listening situation (i.e., that allow them
to cope with the processing demands) are outside the
remit of this chapter.

The listening conditions of everyday life are highly
variable. Sometimes speech is heard in quiet. More
often, however, it is degraded or masked by other
sounds. Such challenging situations increase proces-
sing demand (which we also call processing load) in
three different ways. First, an increase in processing
load can be driven by perceptual challenges.
Processing load can increase, for example, when the
stimulus is masked by interfering background noise or
by speech from other talkers, or as a result of degrada-
tion of the stimulus caused by hearing loss.

Second, processing load depends strongly on the lin-
guistic properties of the stimulus. For example, the pro-
cessing load required to understand a sentence
increases with the syntactic (i.e., grammatical) complex-
ity (Gibson & Pearlmutter, 1998; Stewart & Wingfield,
2009), or when its meaning is difficult to compute due
to the presence of homophones (Rodd, Davis, &
Johnsrude, 2005; Rodd, Johnsrude, & Davis, 2012), or
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when the structure of the utterance places demands on
memory (Lewis, Vasishth, & Van Dyke, 2006).

Finally, the overall processing load placed on the
listener can increase because of the concurrent
demands of another extrinsic task performed at the
same time as speech is being processed. These dual-
task situations are relatively common in everyday life:
we often listen to speech while doing something else
(e.g., driving; Wild, Yusuf, et al., 2012). We first review
the ways in which processing load is measured, and
then we consider each of these different types of pro-
cessing loads in turn.

The processing load associated with any given lis-
tening situation is difficult to measure directly: what
can be measured is behavior or performance. Speech
perception (and, by inference, comprehension) is often
measured using word-report tasks, in which listeners
report all the words they can understand from an
utterance. Performance on such tasks not only depends
on signal quality but also depends on the cognitive
resources the individual can use to compensate for
declines in signal quality. In other words, performance
on a word report task is a function both of the signal

quality and of the ability of the individual listener to
overcome degradations in signal quality.

A particular problem in using behavioral measures
of speech perception (like word-report scores) to mea-
sure processing load is that these often suffer from
ceiling effects. Perfect or near-perfect performance
(i.e., near 100% intelligibility) may result either from a
listening situation that involves a low processing load
(comprehension of clearly audible speech in quiet),
with which cognitive resources can cope easily, or
from a higher-load situation with greater recruitment
of cognitive resources (see Figure 40.1). Methods used
to measure the processing load associated with differ-
ent listening situations therefore not only must be
sensitive to listeners’ overall performance on some
measure of speech perception/comprehension, but
also must be sensitive to the degree to which cogni-
tive resources were taxed to achieve that level of per-
formance. The degree to which cognitive resources
are taxed has been, in the literature, operationally
defined as listening effort. Effort is high if processing
load is nonzero, and if the available cognitive
resources are not easily or amply sufficient to cope
with the processing load (Figure 40.1). Performance
can be measured behaviorally; effort can be measured
using either behavioral dual-task methods or physio-
logical (including neuroimaging) methods. The con-
structs that interact to give rise to such measures (i.e.,
processing load, which is the topic of this chapter,
and cognitive resources, which are not) cannot be
measured directly.

Broadly speaking, there have been two approaches
to the measurement of listening effort: (i) dual-task
methods and (ii) methods that measure changes in
physiological responses. Dual-task methods typically
measure performance on a second (usually unrelated)
task that is being performed at the same time as the
speech is being presented. Reduced performance on
this second task is assumed to reflect increased proces-
sing load of the first task (one involving speech per-
ception/comprehension), resulting in a commensurate
increase in listening effort. For example, researchers
have shown that performance on a secondary task can
change as a function either of the perceptual properties
of the speech (e.g., the sensory quality; Gosselin &
Gagné, 2011; Pals, Sarampalis, & Baskent, 2012) or of
the linguistic properties of the speech (e.g., the pres-
ence of a semantic ambiguity; Rodd, Johnsrude, &
Davis, 2010). Although dual-task approaches have
been extensively used, these behavioral measures are,
at best, an indirect test of effort required to process a
speech stimulus. Furthermore, claims that dual-task
effects are only observed when the two concurrent
tasks overlap in the set of cognitive processes they
recruit raise the possibility that such methods may be
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FIGURE 40.1 Schematic depiction of the interaction between pro-
cessing demand and cognitive resources and how they manifest in
behavioral performance, effort, and brain activity (as measured by,
e.g., fMRI). The three different kinds of processing demand reviewed
in this chapter will recruit somewhat different cognitive resources,
but the general principle is that, for those with more limited cogni-
tive resources, effort begins to be required at a lower level of proces-
sing demand and may grow more quickly as demand grows
compared with those with greater cognitive resources. Performance
is high when processing demand is low and declines as cognitive
resources become insufficient to cope with the demand (i.e., as effort
reaches an asymptotic maximum). Brain activity in areas sensitive to
a particular type of processing demand (e.g., perceptual demand)
will be low when that demand is low (e.g., speech is produced
clearly, against a quiet background) because cognitive resources are
not recruited to cope with the demand. As demand increases (as
stimulus quality degrades), effort and brain activity increase. As
demand exceeds available cognitive resources, effort and brain activ-
ity reach asymptotic levels.
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differentially sensitive to different forms of listening
effort (Rodd, Johnsrude, et al., 2010).

Physiological responses have also been used to pro-
vide a more direct index of effort. For example, some
researchers have suggested that pupillometry (i.e.,
changes in pupil diameter) can provide an index of
cognitive and listening effort (Kahneman & Beatty,
1966; Piquado, Isaacowitz, & Wingfield, 2010; Sevilla,
Maldonado, & Shalóm, 2014; Zekveld & Kramer, 2014;
Zekveld, Kramer, & Festen, 2011). This approach is
limited by difficulties in understanding exactly how
and why pupil diameter changes in response to
changes in the task being performed. It is still not clear
whether this measure indexes effort per se or instead
reflects correlated factors such as task engagement
(Franklin, Broadway, Mrazek, Smallwood, & Schooler,
2013), aspects of perception/comprehension (Naber &
Nakayama, 2013), or arousal (Bradshaw, 1967; Brown,
van Steenbergen, Kedar, & Nieuwenhuis, 2014).

Another physiological measure of effort is brain activ-
ity. Researchers typically assume that an increase in
brain activity in a region (measured, e.g., using electroen-
cephalography [EEG], magnetoencephalography [MEG],
or functional magnetic resonance imaging [fMRI])
indexes the extent to which a particular stimulus has
recruited that region (i.e., the “effort” being expended
within that region) (Figure 40.1). As with all measures of
effort, processing load and cognitive resources interact to
produce brain activity. Imaging measures have two key
advantages over other approaches to measuring effort.
First, they can be used for a wide range of listening situa-
tions and are potentially sensitive to changes in listening
effort across all stages of speech processing, from early
perceptual processes (i.e., analysis of sound in primary
auditory cortex [PAC]) to higher-level aspects of seman-
tic and syntactic processing involving anterior and poste-
rior temporal, frontal, and parietal regions. Second,
imaging measures can be used in conditions in which a
participant is not exclusively attending to the critical
speech stimulus and therefore can be used to measure
changes in processing that arise as a function of atten-
tional modulation. Behavioral reports for unattended
speech may be unreliable, and being asked to report
something out of the focus of attention may inadver-
tently reorient attention back to that stimulus. Imaging
provides an excellent way to measure processing and
how it varies with attention because imaging data can be
acquired both when a participant is attending to a stimu-
lus and when he or she is distracted from it (Heinrich,
Carlyon, Davis, & Johnsrude, 2011; Wild, Yusuf, et al.,
2012). If one assumes that effort requires attention, then
imaging can be used to compare relatively load-free
stimulus-driven processing (Wild, Yusuf, et al., 2012),
with the more effortful processing observed under full
attention, when a processing load is present.

40.1 TYPES OF PROCESSING DEMAND

40.1.1 Perceptual Demands

Perceptual demands are imposed by a target signal
that is not perfectly audible, such as hearing an
announcement over loudspeakers in a busy train sta-
tion. The audibility of speech can be compromised in
many different ways, through degradation or distor-
tion of the signal, and/or through the presence of con-
current interfering sounds. These different demands
are probably met through different cognitive mechan-
isms. For example, a degraded signal requires that
missing bits be “filled in,” whereas following a target
in the presence of multiple competing sounds requires
sound segregation processes and selective attention. In
this section, we review the different types of percep-
tual demand and the cognitive mechanisms that may
be required to compensate, as summarized in
Table 40.1.

Taking the public announcement example, the
speech signal itself is likely to be both degraded and
distorted because of the limitations of most public-
transport loudspeaker systems. (An audio signal is
degraded if frequency components have been reduced
or removed; it is distorted if components, not originally
present, have been somehow introduced). Degradation
places demands on processes that help to recover
obliterated signal, whereas distortion introduces segre-
gation demands—the listener must be able to percep-
tually distinguish the components of the original
signal from the artefactual components of the distor-
tion to recognize the signal. A common form of
distortion is reverberation: the surfaces of indoor
spaces, in which so much communication happens,
reflect sound and the reflected sounds must be distin-
guished from the direct sound source for the sound to

TABLE 40.1 Different Types of Perceptual Demand and the
Nature of the Cognitive Processes Required to Cope with Such
Demands

Perceptual demand

Imposes a processing load on

cognitive mechanisms required for

Target signal degradation,
energetic masking of target

Perceptual closure, including
linguistically guided perceptual
closure
Linguistically guided word-
segmentation processes

Target signal distortion; and
informational masking of
target due to reverberation or
competing, acoustically similar,
sounds

Sound source segregation
Selective attention
Voice identity processing

Hearing impairment All of the above
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be understood. The presence of concurrent sounds
(also introduced by the competing sounds, including
concurrent speech, in that busy train station) requires
listeners to recruit processes that serve to segregate the
target signal from the background, to selectively attend
to the target, and to recover obliterated signal (percep-
tual closure). Masking that physically interrupts or
occludes a target signal so that it is effectively not
transduced at the periphery is called energetic masking.
When both target and masker are audible but are diffi-
cult to separate perceptually, informational masking
occurs (Kidd, Mason, Richards, Gallun, & Durlach,
2007; Leek, Brown, & Dorman, 1991; Pollack, 1975).

Compensation for energetic masking (which is typi-
cally transient in the dynamic conditions of real-world
communicative environments) requires that the
occluded signal be “filled in” in some way.
Accumulating evidence suggests that such perceptual
closure comprises at least two, if not more, physiologi-
cally separable phenomena. First, if discrete frequen-
cies are occluded for a brief period, then the brain can
complete the partially masked sound so that it is heard
as a complete whole (Carlyon, Deeks, Norris, &
Butterfield, 2002; Ciocca & Bregman, 1987; Heinrich,
Carlyon, Davis, & Johnsrude, 2008). For example, if a
steady-state tone is interrupted by a gap filled with
noise, the tone is “heard” to continue through the gap.
Electrophysiological and MRI studies suggest that, in
such cases, the illusion is complete at a relatively early
stage of processing. Petkov and colleagues (Petkov,
O’Connor, & Sutter, 2007) measured the responses of
macaque A1 neurons to steady tones, to noise bursts,
and to interrupted tones where the silent gap could
optionally be filled by a noise. In this latter case, they
found that the response of approximately half the neu-
rons to the noise was more similar to that elicited by
an uninterrupted tone than it was to that produced by
an isolated noise burst. This suggests that the continu-
ity illusion, at least for tones, is complete by the level
of auditory cortex. Physiological investigations involv-
ing humans also suggest that continuity for tones is
complete at relatively early stages of auditory proces-
sing and happens obligatorily in the absence of full
attention (Heinrich et al., 2011; Micheyl et al., 2003).

The second type of perceptual closure also compen-
sates for transient energetic masking but works to fill
in missing speech sounds, or even missing words, on
the basis of linguistic knowledge (Bashford, Riener, &
Warren, 1992; Saija, Akyürek, Andringa, & Başkent,
2014; Shahin, Bishop, & Miller, 2009; Warren, 1970).
For example, sounds that are distinguished by one
phonetic feature such as /k/ and /g/ are acoustically
similar and, if degraded, perhaps acoustically identi-
cal. Uncertainty about the identity of a phoneme (/k/
versus /g/) can be resolved through knowledge of

words: it will be heard as /k/ in the context �iss, and
/g/ in the context �ift, because “kiss” and “gift” are
words and “giss” and “kift” are not (Ganong, 1980).
Such perceptual ambiguity can also increase proces-
sing load on higher-level linguistic processes because
there are more candidate linguistic representations
(“bark” versus “park” for example). This load can be
met through effective use of syntactic and semantic
context; many studies demonstrate that speech materi-
als embedded in a meaningful context are easier to
report than those without a constraining context
(Davis, Ford, Kherif, & Johnsrude, 2011a; Dubno,
Ahlstrom, & Horwitz, 2000; Kalikow, Stevens, &
Elliott, 1977; Miller, Heise, & Lichten, 1951; Nittrouer
& Boothroyd, 1990). Degradation would also stress
processes involved in segmenting adjacent words
because degradation means that word boundaries are
less clearly demarcated. Thus, linguistically guided
perceptual closure phenomena draw on prior knowl-
edge at multiple levels: such linguistic priors would
include knowledge of the words and morphology of a
language and how words can be combined. These phe-
nomena would also draw on word frequency effects,
contextually contingent prior probabilities, and knowl-
edge of the world.

Evidence from studies in which speech has been
perceptually degraded (e.g., using noise vocoding;
Shannon, Zeng, Kamath, Wygonski, & Ekelid, 1995)
suggests that processes involving the use of prior
knowledge to enhance speech comprehension (i.e.,
linguistically guided perceptual closure phenomena)
rely on regions of the left inferior frontal gyrus
(LIFG) and/or regions along the superior and middle
temporal gyri (Davis, Ford, Kherif, & Johnsrude,
2011b; Davis & Johnsrude, 2003; Hervais-Adelman,
Carlyon, Johnsrude, & Davis, 2012; Obleser &
Kotz, 2010; Scott, Blank, Rosen, & Wise, 2000; Wild,
Yusuf, et al., 2012), and possibly also on left angular
gyrus (Golestani, Hervais-Adelman, Obleser, & Scott,
2013; Wild, Davis, & Johnsrude, 2012). Even though
stimuli in these studies are carefully controlled and
energetic masking introduces uncertainty at the
acoustic level, the widespread patterns of activity in
response are probably due to the fact that uncertainty
propagates across linguistic levels—lexical, morpho-
logical, syntactic and semantic.

Informational masking is defined as any decline in
perception or comprehension of a target stimulus
(therefore “masking”) that cannot be attributed to
energetic masking (Cooke, Garcia Lecumberri, &
Barker, 2008; Kidd et al., 2007; Leek et al., 1991;
Pollack, 1975). This includes everything from difficulty
with segregation (i.e., due to perceptual similarity
between target and masker) to attentional bias effects
(due to the salience or “ignorability” of a target, or of a

494 40. FACTORS THAT INCREASE PROCESSING DEMANDS WHEN LISTENING TO SPEECH

F. PERCEPTUAL ANALYSIS OF THE SPEECH SIGNAL



masker due to familiarity or meaningfulness). If
knowledge-based factors can produce a “release from
masking” (i.e., better performance on a listening task),
then the masking was, by definition, informational.
However, informational masking should be distin-
guished from general inattentiveness (Durlach et al.,
2003). There may be good reason to consider proces-
sing demands resulting from at least some types of
informational masking as very different from those
resulting from the perceptual demands of energetic
masking (Cooke et al., 2008; Mattys, Barden, &
Samuel, 2014; Mattys, Brooks, & Cooke, 2009; Mattys
& Wiget, 2011). We discuss this idea in the section on
Concurrent task demands.

Importantly, familiarity and expertise can reduce
informational masking. In a recent study, Johnsrude
et al. (2013) observed that listeners obtained a substan-
tial release from (informational) masking when they
heard their spouse’s voice in a two-voice mixture
either when it was the target or when it was the
masker, suggesting that familiar-voice information can
facilitate segregation. Furthermore, although the ability
to report novel-voice targets declined with age, there
was no such decline for spouse-voice targets even
though performance on spouse-voice targets was not
at ceiling. The decline with age for novel targets could
not be due to energetic masking (because this would
apply equally to spouse-voice targets, which were
acoustically perfectly matched, across participants, to
the novel-voice targets) and thus must result from
increased informational masking with age, which is
reduced (or possibly eliminated) by familiar-voice
information.

Perceptual demands imposed by degradation, dis-
tortion, and concurrent sounds are exacerbated by
hearing impairment, including age-related hearing loss
(presbycusis). Hearing impairment commonly involves
both diminished sensitivity to sound (degrading the
input signal) and diminished frequency acuity. Poorer
frequency acuity means that acoustically similar
sounds are less discriminable: the signal is degraded
and harder to segregate from other sounds. Thus, hear-
ing loss increases perceptual load and, like the other
forms of perceptual load, hearing loss places greater
demands on processes involved in perceptual closure,
in selective attention, and in segregation (Gatehouse &
Noble, 2004).

40.1.2 Linguistic Demands

Even in the case where all words are fully intelligi-
ble, the effort required to understand language can
vary greatly. For example, cognitive models of sen-
tence comprehension describe in detail the additional

processes that are required to comprehend a sentence
that has a complex grammatical structure or that con-
tains words with more than one possible meaning
(Duffy, Kambe, & Rayner, 2001; Duffy, Morris, &
Rayner, 1988; Frazier, 1987; MacDonald, Pearlmutter,
& Seidenberg, 1994). These cognitive models have
been developed largely on the basis of reading experi-
ments, in which a relatively direct measure of the
amount of processing that is required by different
types of sentences can be obtained by measuring the
time taken to read them. In contrast, it is more difficult
to measure the processing demand imposed by partic-
ular types of spoken sentences, because the rate at
which words arrive is typically controlled by the
speaker (and not the listener).

One form of linguistic challenge that has been rela-
tively well-studied using spoken as well as written lan-
guage is lexical ambiguity, also known as semantic
ambiguity, which arises when words with multiple
meanings are included within a sentence. For example,
to understand the phrase “the bark of the dog,” a lis-
tener must use the meaning of the word “dog” to
work out that “bark” is probably referring to the noise
made by that animal and not the outer covering of a
tree. These forms of ambiguity are ubiquitous in lan-
guage; at least 80% of the common words in a typical
English dictionary have more than one definition
(Rodd, Gaskell, & Marslen-Wilson, 2002), and most
dictionaries list more than 40 different definitions for
the word “run” (e.g., “an athlete runs a race,” “a river
runs to the sea,” “a politician runs for office”). Each
time one of these ambiguous words is encountered,
the listener must select the appropriate meaning on the
basis of its sentential context.

A dual-task experiment (Figure 40.2A) has revealed
longer reaction times on an unrelated visual case-
judgement task when participants are listening to
high-ambiguity, compared with low-ambiguity, sen-
tences (Rodd, Johnsrude, et al., 2010), indicating that
high-ambiguity sentences are more effortful to under-
stand. High-ambiguity sentences contained at least
two ambiguous words (e.g., “There were dates and
pears [homophonous with pairs] in the fruit bowl”)
and were compared with well-matched low-ambiguity
control sentences (e.g., “There was beer and cider on
the kitchen shelf”; Rodd, Johnsrude, et al., 2010).
A concurrent case-judgement task required partici-
pants to indicate, as quickly as possible with a key-
press, whether a cue letter on the screen was presented
in UPPER case or lower case. Interestingly, this ambi-
guity effect varies as a function of the sentence struc-
ture. In cases when the ambiguous word is preceded
by disambiguating sentence context (e.g., “The hunter
thought that the HARE/HAIR . . .”), there is no
observed cost of the case-judgement task, suggesting
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that this process of selecting a contextually relevant
word meaning on the basis of the information that is
currently available is relatively undemanding. In con-
trast, when the disambiguating context is positioned
after the ambiguous word (e.g., “The ecologist thought
that the PLANT by the river should be closed down”),

there is a considerable increase in the time taken to
make the case judgements (Rodd, Johnsrude, et al.,
2010). The most likely explanation is that, for these
sentences, listeners are frequently misinterpreting the
ambiguous word by selecting the more frequent, but
contextually inappropriate, meaning, and that the
dual-task effect arises because of the increased proces-
sing load associated with the reinterpretation process
that is triggered by the final word in the sentence.

Several neuroimaging studies using a range of dif-
ferent spoken-sentence materials confirm that compre-
hension of sentences that contain ambiguous words is
more demanding than comprehension of sentences
that do not. Rodd et al. (2005) compared high-
ambiguity sentences with well-matched low-ambiguity
sentences and reported a large cluster of LIFG activa-
tion with its peak within the pars opercularis, as well
as a cluster in the posterior portion of the left inferior
temporal gyrus (LITG) (Figure 40.2B). This is broadly
consistent with the results of subsequent studies,
which consistently find ambiguity-related activation in
both posterior and anterior subdivisions of the LIFG
(Bekinschtein, Davis, Rodd, & Owen, 2011; Davis et al.,
2007; Rodd et al., 2012; Rodd, Longe, Randall, & Tyler,
2010). The precise location of the LITG activation has
been more variable, with some studies finding no sig-
nificant effect (Rodd, Longe, et al., 2010). Again, as
with the dual-task studies, the ambiguity-related
increases in BOLD signal have been shown to be larg-
est when listeners must reinterpret a sentence that was
initially misunderstood (Rodd et al., 2012), suggesting
that this aspect of semantic processing is particularly
demanding.

These two key brain regions (LIFG and posterior
temporal lobe) have also been activated for a number
of other linguistic manipulations. Rodd, Longe, et al.
(2010) have shown that syntactic ambiguities (e.g.,
“VISITING RELATIVES is/are boring”) produce LIFG
activation (compared with unambiguous sentences) in
the same region as semantic ambiguities (within the
same participants), as well as in posterior left middle
temporal gyrus (MTG). Tyler et al. (2011) found similar
effects of syntactic ambiguity that extended across
both anterior and posterior LIFG, as well as smaller
activations in homologous right frontal regions, poste-
rior MTG, and parietal regions. Finally, similar frontal
and posterior temporal regions have been shown to
produce elevated activation for sentences that have a
grammatical structure that is more difficult to process
(Mack, Meltzer-Asscher, Barbieri, & Thompson, 2013;
Meltzer, McArdle, Schafer, & Braun, 2010; Peelle,
McMillan, Moore, Grossman, & Wingfield, 2004;
Shetreet & Friedmann, 2014), although there is vari-
ability in the precise location of the posterior temporal
lobe activations. In addition, studies have also found

580(A)

(B)

570

560

550

540

530

520

510

500

0
Upper case

Left Right

Speech >
nonspeech

(noise)

High ambiguity >
low ambiguity

sentences

R
ea

ct
io

n 
tim

e 
(m

s)

Lower case

High-ambiguity
Low-ambiguity

FIGURE 40.2 (A) Reaction times (in ms) for a case-judgment task
presented while participants listened to high- and low-ambiguity
sentences as a function of the case of the presented letter (UPPER
case or lower case). Participants were asked to respond as quickly as
possible when the letter cue was presented on the screen at the offset
of the second homophone (or homologous word in the matched low-
ambiguity sentence). At the end of each sentence, participants were
also required to make a semantic relatedness judgment to a word
presented on the screen. Case-judgment reaction times were signifi-
cantly longer for high- compared with low-ambiguity sentences, sug-
gesting that some cognitive process involved in resolving the
meaning of the homophones in the high-ambiguity sentences is also
involved in case-judgment. (B) Brain regions that are significantly
more active for high-ambiguity sentences compared with low-
ambiguity sentences in a group of normal young-adult right-handed
participants are shown in red/yellow. These regions include the infe-
rior frontal gyri bilaterally and the left inferior temporal gyrus. Brain
regions that are significantly more active for all speech compared
with unintelligible signal-correlated noise are shown in blue/yellow.
These regions include the superior and middle temporal gyri bilater-
ally. Data from Rodd et al. (2005) with permission from the publisher.
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that increased demands on syntactic processes are
associated with activation in the anterior temporal lobe
(Brennan et al., 2012; Obleser et al., 2011) and temporo-
parietal regions (Meyer et al., 2012).

Another linguistic challenge to comprehension is a
relative lack of contextual constraint. For sentences
that lack a strong determinative meaningful context
(such as “Her good slope was done in carrot”), a
region of LIFG appears more active when compared
with sentences that have context (such as “Her new
skirt was made of denim”) (Davis et al., 2011b). This
increased activity is consistent with the idea that a lack
of supportive context increases processing demands,
possibly because weaker semantic constraint renders
speech less predictable.

Although the precise cognitive roles of these differ-
ent brain regions associated with higher-level aspects
of speech comprehension remains unclear (Rodd et al.,
2012), results are consistent with the view that the
LIFG contributes to the integrative processes that are
required to combine the meanings and syntactic prop-
erties of individual words into higher-level linguistic
structures (Hagoort, 2005; Rodd et al., 2005; Willems &
Hagoort, 2009). The structures of the LIFG may be
required for cognitive control processes required to
select and maintain task-relevant information while
inhibiting information that is not currently required
(Novick, Kan, Trueswell, & Thompson-Schill, 2009;
Thompson-Schill, D’Esposito, Aguirre, & Farah, 1997).

Activation of posterior (and not anterior) aspects of
the temporal lobe provide clear support for the view
that these regions form part of a processing stream
that is critical for accessing the meaning of spoken
words (Hickok & Poeppel, 2007), although other
authors have suggested that this region, like the LIFG,
is associated with control processes that are necessary
to select and maintain aspects of meaning that are cur-
rently relevant, rather than the stored representation of
semantic/syntactic information (Noonan, Jefferies,
Visser, & Lambon Ralph, 2013).

In summary, higher-level aspects of speech compre-
hension, such as selecting contextually appropriate
word meanings and assigning appropriate syntactic
roles, are largely associated with frontal and posterior
temporal brain regions. Interestingly, these overlap
with areas that are recruited to cope with the “lower
level” perceptual demands reviewed earlier, suggest-
ing that similar cognitive mechanisms are required to
cope with different kinds of processing demand.

Overlapping domain-general processing resources are
recruited in the face of both perceptual and cognitive
demands, raising the possibility that competition for these
resources may result in a “double whammy” effect: when
both forms of processing resources are required, the lis-
tener is disproportionately disadvantaged. For example,

it is possible that when a listener needs to deploy addi-
tional resources to identify the sounds that are present in
the speech stream, the resources that they have available
to them for dealing with any semantic/syntactic demands
may be reduced (and vice versa).

Because high-level cognitive processes operate on
the output from lower-level perceptual processes,
conditions in which the perceptual input is degraded
may produce perceptual uncertainty that cascades to
higher-level cognitive processes. For example, an
“easy” sentence that, when presented with high per-
ceptual clarity, would produce relatively low demand
on semantic/syntactic processes might become more
demanding at these higher cognitive levels when the
input is degraded such that the listener is unsure
(based on perceptual input alone) of the words that
were actually present. As reviewed previously,
demands on semantic/syntactic processes almost cer-
tainly increase as a function of the perceptual clarity of
the input, even when semantic/syntactic properties
are held constant.

In the face of perceptual degradation, higher-level
cognitive resources make a key contribution to resolving
perceptual ambiguity, such that information about the
meaning, syntactic structure, or identity of a sentence (or
a word) plays a key role in providing contextual cues
that can be used to resolve perceptual ambiguities
(Davis et al., 2011b; Sohoglu, Peelle, Carlyon, & Davis,
2012; Wild, Davis, et al., 2012). For example, Wild, Davis,
et al. (2012) presented acoustically degraded speech that
was preceded (200 ms) earlier by text primes that either
matched each upcoming word or was incongruent.
Preceding text primes enhanced the rated subjective clar-
ity of heard speech, and activity within PAC was sensi-
tive to this manipulation. A region-of-interest defined
using cytoarchitectonic maps of PAC (Tahmasebi et al.,
2009) revealed that activity was significantly higher for
degraded speech preceded by matching compared with
mismatching primes, and that this difference was signifi-
cantly greater than the difference observed for matching
and mismatching primes preceding either clear speech
or unintelligible control sounds. Connectivity analyses
suggested that sources of input to PAC are higher-order
temporal, frontal, and motor regions, consistent with the
extensive network of feedback connections in the audi-
tory system (De la Mothe, Blumell, Kajikawa, & Hackett,
2006; Winer, 2006) that, in humans, may permit higher-
level interpretations of speech to be tested against incom-
ing auditory representations.

40.1.3 Concurrent Task Demands

A final type of processing load is that imposed
by extrinsic tasks that are being performed while
speech is heard. Although much research on speech
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perception and comprehension is conducted under
ideal conditions (undivided attention, in quiet environ-
ments, and with carefully recorded material), real-
world speech perception often involves hearing speech
while in the middle of other tasks that divert attention
or impose perceptual or cognitive loads (Mattys et al.,
2009). Such concurrent processing loads, if they render
target speech less intelligible, qualify as “informational
masking” according to the definition offered in the
previous section on Perceptual demands. To what extent
is speech that is heard under such conditions pro-
cessed for information, and how is processing affected
by the nature of the secondary task and by the acoustic
quality of the speech signal?

The degree to which speech is processed when
attention is elsewhere is a difficult question to address
behaviorally because it is hard to measure the percep-
tion of a stimulus to which a participant is not attend-
ing. Wild, Yusuf, et al. (2012) used fMRI to compare
processing of degraded (noise-vocoded) and clear
speech under full attention and when distracted by

other tasks. In every trial, young listeners with normal
hearing were directed to attend to one of three simul-
taneously presented stimuli: a sentence (at one of four
acoustic clarity levels), an auditory distracter, or a
visual distracter. When attending to the distracters,
participants performed a target-monitoring task.
A postscan recognition test showed that clear speech
was processed even when not attended, but that atten-
tion greatly enhanced the processing of degraded
speech. Speech-sensitive cortex could be fractionated
according to how speech-evoked responses were mod-
ulated by attention, and these divisions appeared to
map onto the hierarchical organization of the auditory
system (Davis & Johnsrude, 2003; Hickok & Poeppel,
2007; Okada et al., 2010; Peelle, Johnsrude, & Davis,
2010). Critically, only in the region of the superior
temporal sulcus (STS) and in frontal regions—regions
corresponding to the highest stages of auditory
processing—was the effect of speech clarity on BOLD
activity influenced by attentional state (Figure 40.3).
Frontal and temporal regions manifested this interaction

FIGURE 40.3 The interaction between Attention (three levels: attention to speech; attention to an auditory distracter, or attention to a
visual distracter) and Speech Clarity (four levels: Clear Speech; 6-band noise vocoded speech [NVhi]; compressed 6-band noise vocoded
speech [NVlo]; and spectrally rotated noise vocoded speech [rNV]). Materials were meaningful English sentences such as “His handwriting
was very difficult to read.” Whereas both NVhi and NVlow are potentially intelligible (word-report scores for the materials in a pilot group of
participants were 88% and 68% respectively), rNV is completely unintelligible. (A) The Speech Clarity by Attentional State interaction F-
contrast is shown in blue. �Indicates the threshold at p, 0.05 uncorrected for multiple comparisons; ��indicates family-wise correction for mul-
tiple comparisons. Voxels in red are sensitive to the different levels of Speech Clarity (i.e., demonstrate a significant main effect of speech
type) but show no evidence for an interaction with Attention (p, 0.05, uncorrected). (B) Contrast values (i.e., estimated signal relative to base-
line; arbitrary units) are plotted for LIFG and (C) an average of the STS peaks. Error bars represent the SEM suitable for repeated-measures
data (Loftus & Masson, 1994). Vertical lines with asterisks indicate significant pairwise comparisons (p, 0.05, Bonferroni corrected for 12 com-
parisons). Figure taken from Wild, Yusuf, et al. (2012) with permission from the publisher.
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in different ways. In the LIFG, when speech was
attended, activity was greater for degraded than for clear
speech. However, when the listeners attended else-
where, LIFG activity did not depend on speech type
(Figure 40.3B). Increased activity for attended degraded
speech may reflect effortful processing that is required to
enhance intelligibility or additional cognitive processes
(such as those required for perceptual learning) that are
engaged uniquely when a listener is attending to speech
(Davis, Johnsrude, Hervais-Adelman, Taylor, &
McGettigan, 2005; Eisner, McGettigan, Faulkner, Rosen,
& Scott, 2010; Huyck & Johnsrude, 2012).

The pattern of activity around the STS was some-
what different; when speech was attended, degraded
and clear speech produced similar amounts of activa-
tion, consistent with attention enhancing the intelligi-
bility of degraded speech. When distracted, activity
in the STS appeared to be driven by the speech qual-
ity of the stimulus (Figure 40.3C). Together, these
results suggest that the LIFG only responds to
degraded speech when listeners are attending to it,
whereas the STS responds to speech intelligibility,
regardless of attention or how that intelligibility is
achieved.

A series of studies by Mattys and colleagues
(Mattys, Barden, & Samuel, 2014; Mattys et al., 2009;
Mattys & Wiget, 2011) explored how additional extrin-
sic cognitive load alters the processing of simulta-
neously presented spoken words. They observed that
the mechanisms involved in processing speech under
conditions of divided attention are not the same as
those involved in processing speech in conditions of
undivided attention. When listeners were required to
perform a concurrent task that involved divided atten-
tion (Mattys et al., 2009), a memory load (Mattys et al.,
2009), or a visual search task (Mattys & Wiget, 2011),
they relied more on lexical semantic structure to aid
segmentation of words and on lexical knowledge to
identify phonemes, rather than on acoustic cues con-
veyed in fine phonetic detail. In fact, the “lexical
drift”—this increased reliance on lexical knowledge
when distracted—appears to be driven by the reduced
acuity for acoustic cues to phoneme identity and word
boundaries (Mattys et al., 2014). This may at first seem
surprising. As load on central cognitive resources
increases, listeners rely more, not less, on knowledge-
guided factors (that presumably rely on the same cen-
tral cognitive resources) for speech perception. Mattys
and colleagues (2014) attribute this to a re-weighting of
perceptual cues, such that acoustic cues to the identity
of words and phonemes are weighted less than lin-
guistic cues. Alternatively, a concurrent task may alter
the rate at which acoustic information is sampled,
causing some samples to be missed while attention is
elsewhere. The results of these experiments, indicating

that concurrent tasks do not simply impair perception
but rather alter it qualitatively by affecting perceptual
decision criteria, highlight the importance of consider-
ing how different real-world situations might affect the
effort required to understand speech.

40.2 SUMMARY

“Listening effort” is a unitary term that probably
reflects several different challenges to speech compre-
hension met through a variety of cognitive mechan-
isms. Our position is that effort is due to an interaction
between the perceptual, linguistic, or task challenges
imposed by the situation and stimulus and the cogni-
tive resources that the listener brings to bear. This
framework allows us to separate different cognitive
mechanisms that contribute to listening effort.
Behavioral measures such as effort ratings, dual-task
reaction time, and pupil dilation may not be able to
differentiate among different kinds of processing
demand because the measure is one-dimensional. In
contrast, neuroimaging methods such as fMRI permit
exploration of different kinds of processing demand
because they may recruit different regions/networks.

Although this chapter has considered these
demands separately, they are not independent. An
increase in processing demand at a lower level of
representation (e.g., perceptual) can affect processing
at a higher level of representation (e.g., semantic/syn-
tactic) in at least three ways: (i) by reducing the
domain-general processing resources that are available;
(ii) by increasing the ambiguity at later levels of repre-
sentation; and (iii) by increasing the listeners’ reliance
on these representations to resolve lower-level ambigu-
ities. Increases in processing demands at a higher level
of representation may also have consequences for
lower-level processing through the extensive network
of feedback connections documented in the auditory
system. These complex interactions mean that proces-
sing demands cannot be fully understood by studying
them in isolation.
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41.1 OVERVIEWAND HISTORY

Speech perception rarely occurs under pristine
acoustic conditions. Background noises, competing
talkers, and reverberations often corrupt speech signals
and confuse the basic organization of our auditory
world. In modern life this perceptual challenge is ines-
capable, pervading the home, workplace, social situa-
tions (e.g., restaurants), and modes of transit (cars,
subways). Fortunately, our brains have a remarkable
ability to filter out undesired sounds and attend to a
single talker, dramatically improving our comprehen-
sion (Kidd, Arbogast, Mason, & Gallun, 2005).

In this chapter we address selective attention to speech,
as distinguished from general arousal or vigilance that is
not directed at specific locations, objects, or features.
William James described the essential phenomenology of
selective attention as “the taking possession by the mind,
in clear and vivid form, of one out of what seem several
simultaneously possible objects or trains of thought. . . It
implies withdrawal from some things in order to deal
effectively with others” (James, 1890). Mechanistically,
this comprises two separable components: control and
selection. Attentional control refers to the cognitive pro-
cesses that coordinate and direct our attention to specific
aspects of our world, for instance, to the high-pitch
female talker on the left. In contrast, attentional selection
describes the biasing or filtering operation by which one
object is highlighted or processed further and the rest is
ignored. Selection is therefore the effect that attentional
control exerts on the representations of speech content (e.
g., acoustic, phonetic, semantic, affective). In the meta-
phor of the spotlight (Posner, Snyder, & Davidson, 1980),
attentional control points the spotlight and attentional
selection is evident by its illumination.

The modern study of attention to speech began in
1953 with Colin Cherry’s behavioral work on speech

comprehension in the presence of other distracting
talkers, a situation he termed the “cocktail party prob-
lem” (Cherry, 1953). His observations and the experi-
mental paradigms he pioneered, such as dichotic
listening (different messages to left and right ears) and
shadowing (repeating aloud), attracted many investiga-
tors to the topic over the ensuing decades. Attention-
to-speech therefore became a driving force behind gen-
eral cognitive theories of attention through the 1950s
and 1960s, when the “early versus late selection”
debate arose (Broadbent, 1958; Deutsch & Deutsch,
1963; Treisman, 1960). In contrast to the cognitive the-
ory, the neuroscience of attention to speech began
much later. In part, this delay was methodological,
awaiting the widespread use of noninvasive human
electrophysiology in the 1970s (electroencephalography
[EEG]) and the advent of neuroimaging in the 1980s
and 1990s (positron emission tomography [PET] and
functional magnetic resonance imaging [fMRI]).
Additionally, much early neuroscientific work on audi-
tion and attention eschewed speech for simpler stimuli
such as isolated pure tones or noise bursts (Miller
et al., 1972). Simple, isolated stimuli offer substantial
experimental benefit because they are easily parameter-
ized, have consistent neural responses that are straight-
forward to analyze, and provide a ready comparison
between humans and nonhuman neurophysiology
where simple stimuli prevail. However, especially
when presented in isolation, they cannot approximate
a “cocktail party” environment where selective atten-
tion is so crucial. Moreover, simple stimuli lack
speech’s rich spectro-temporal structure that may be
indispensable to understand the mechanisms of atten-
tional selection.

Consequently, the neuroscience of selective atten-
tion to speech—in the tradition of Cherry—began only
in 1976, using traditional low-density (here, three
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electrodes) EEG in humans (Hink & Hillyard, 1976),
which showed increased neural response to speech in
the attended ear with a latency of approximately
100 ms. In other words, attention can “select” a target
speech stream by enhancing its neural processing at an
early stage, a result that has been replicated many
times since. We build on this basic idea, reviewing
some of the evidence and conceptual advances that
have brought us to our current understanding.
Notably, recent years have witnessed a surge of inter-
est and increased appreciation for realistic conditions
with high perceptual load (Lavie, 2005), especially
using continuous competing speech stimuli, degraded
acoustics, and realistic spatial scenes. In the following
sections we review the neural networks for attentional
control, the levels of processing or representations that
attention selects, and current neural theories about
how mechanistically selective attention brings about
such profound improvement in speech perception.

41.2 NEURAL NETWORKS FOR
ATTENTIONAL CONTROL

Communicating in daily life requires that we direct
the focus of our attention: maintain it on one talker in
a noisy background, scan for a friend’s voice in a
crowd, listen for a certain word, or switch between dif-
ferent talkers in a conversation. All these are aspects of
attentional control, whose functional neuroanatomy
provides a framework for understanding attention-to-
speech generally. Although attentional control to
speech has been studied less than attentional selection,
many aspects of control are cross-modal or supra-
modal (Krumbholz, Nobis, Weatheritt, & Fink, 2009;
Macaluso, 2010; Salmi, Rinne, Degerman, Salonen, &
Alho, 2007; Shomstein & Yantis, 2004), so several key
principles observed in other sensory systems apply to
speech as well. One influential model holds that two
independent neural networks exert attentional control
(Corbetta & Shulman, 2002). An “endogenous” dorsal
fronto-parietal network guides top-down or volitional
attention. This network consistently includes intrapar-
ietal sulcus (IPS) or superior parietal lobule and the
frontal eye fields (FEF). A second, “exogenous” ventral
fronto-temporo-parietal control network is proposed to
handle reflexive or bottom-up reorienting of attention,
as when triggered by stimulus saliency and target
detection. This ventral control network consistently
includes lateral cortical areas such as the temporo-
parietal junction (TPJ).

Adverse speech environments virtually always
require top-down, volitional attention to particular
talker locations, voice qualities, and speech content.
Consistent with this requirement, “cocktail party”

paradigms often recruit the dorsal fronto-parietal
“endogenous” attention network: particularly IPS and
superior parietal lobule, and the superior precentral
sulcus in the characteristic location of FEF. Clear evi-
dence for this dorsal network is observed for cued
attention (Krumbholz et al., 2009), including when lis-
teners deploy the attention to a desired pitch or loca-
tion of a talker before the speech occurs (Hill & Miller,
2009). Dorsal network involvement is also evident
through suppression of alpha (B10 Hz) EEG power
over the parietal lobe contralateral to the attended
hemifield (Kerlin, Shahin, & Miller, 2010) and later in
the fronto-parietal network after perception of
degraded speech (Obleser & Weisz, 2012). Notice that
in speech studies, such superior fronto-parietal regions
including likely FEF appear to be involved when
attending not only to space but also to speech features
such as pitch, and they are even recruited when
attending to speech with no spatial acoustic cues what-
soever (as well as visual distractor stimuli; Wild et al.,
2012). This supports the model that a supramodal dor-
sal fronto-parietal network handles volitional attention
to speech (Corbetta & Shulman, 2002), in contrast to
alternate models that postulate, for instance, a dorsal-
spatial versus ventral nonspatial specialization (Hill &
Miller, 2009; Lee et al., 2012). That said, some studies
report little if any fronto-parietal activation associated
with attention to speech (Alho et al., 2006). Though the
reasons are unclear, in some cases this may be due to
low perceptual interference (high speech clarity) or
ease of the behavioral task, both of which would
reduce the need for attentional control.

Another area robustly involved in attention to speech
is the inferior frontal gyrus (IFG), especially the dorsal
part and in some cases specifically the inferior frontal
junction (IFJ; posterior part of the inferior frontal sulcus
where it meets the precentral sulcus). Early suggestions
for an attentional role of IFG came not from neuroimag-
ing studies on attention per se, but from those that hap-
pened to require attention to phonetic attributes of clean
speech. For instance, Zatorre reviewed a number of
reports that used phonetic monitoring and discrimina-
tion, all of which show activation in dorsal posterior
Broca’s area (Zatorre, Meyer, Gjedde, & Evans, 1996).
Although Broca’s area is a large region heterogeneous in
its cytoarchitectonics, anatomical connectivity, and func-
tion (Amunts & Zilles, 2012; Rogalsky & Hickok, 2011),
evidence suggests that in addition to phonetic and other
linguistic processing, this consistency in dorsal IFG is due
to sustained active monitoring (i.e., attentional control).
Subsequent studies using selective attention to one of
multiple concurrent speech sounds also found left
lateralized dorsal-posterior IFG activity when selective
attention was required (Hashimoto, Homae, Nakajima,
Miyashita, & Sakai, 2000; Lipschutz, Kolinsky, Damhaut,

504 41. NEURAL MECHANISMS OF ATTENTION TO SPEECH

F. PERCEPTUAL ANALYSIS OF THE SPEECH SIGNAL



Wikler, & Goldman, 2002), or bilateral inferior frontal
involvement only when acoustic-phonetic cues could
not easily distinguish the two competing speech
streams (Nakai, Kato, & Matsuo, 2005). Another study
approximated the challenge of a cocktail party using
degraded speech and clever manipulation to distin-
guish controlled attention: subjects were first pre-
sented with noises, unaware that they could be heard
as speech, and then the subjects learned to listen to the
noises as degraded words (Giraud et al., 2004). The
results showed that effortful “auditory search” recruits
left dorsal posterior IFG without reflecting compre-
hension directly. Wild et al. (2012) also reported effects
in IFG with similarly degraded sentences, in this case
effects of auditory attention broadly but with an inter-
action such that a portion of dorsal IFG was only active
when degraded but potentially comprehensible speech
was attended. This is similar to the aforementioned
“auditory search” in that listeners use internal expec-
tations of speech to parse it, effortfully, from noise. In
a rather different paradigm, left dorsal IFG/IFJ was
specifically related to attentional control as opposed to
selection of a competing speech stream, because it was
shown to be active while directing attention before the
speech occurred (Hill & Miller, 2009). Finally,
although it is not universally the case (Alho et al.,
2003), a majority of speech paradigms show this acti-
vation to have a left-hemisphere bias, likely reflecting
linguistic hemispheric dominance (Giraud et al., 2004;
Hill & Miller, 2009).

Even when attending to nonspeech noise bursts,
IFG is active when listening in silence before the
stimulus occurs (but here leading to a right hemi-
sphere activation; Voisin, Bidet-Caulet, Bertrand, &
Fonlupt, 2006). Moreover, specifically the dorsal pos-
terior part of IFG is involved in a wide array of chal-
lenging tasks—both auditory, such as sequencing
speech or nonspeech sounds (Gelfand &
Bookheimer, 2003), and nonauditory, from math to
cognitive control to working memory (Fedorenko,
Duncan, & Kanwisher, 2012). All of these are consis-
tent with a domain-general function of (usually left)
dorsal IFG in attentional control or perhaps more
broadly cognitive control (Novick, Trueswell, &
Thompson-Schill, 2005). Interestingly, rather than
being squarely part of a ventral reflexive attention
network, IFJ may play an integrative role in both
goal-directed and stimulus-driven attention
(Asplund, Todd, Snyder, & Marois, 2010). This
would clearly be important in a “cocktail party”
environment, where momentary attentional goals
would be continually updated by the varying
salience of corrupted speech attributes.

In addition to IFG, attention to speech may recruit
the hypothesized posterior member of the ventral

“exogenous” control system—inferior parietal lobule
and especially the TPJ—although here the evidence is
not quite as consistent. Nevertheless, in the first neuro-
imaging study of concurrent continuous speech (as
opposed to brief tokens), Alho et al. (2003) observed
right lateralized TPJ activity regardless of whether sub-
jects attended to the left or right ear. Similar activation
is seen when attending to one of two concurrent
streams of dichotic syllables (Lipschutz et al., 2002)
and when switching and reorienting attention to one
of two streams of spoken digits, whether simulta-
neously presented (Larson & Lee, 2012) or not
(Krumbholz et al., 2009). Although bilateral TPJ
involvement has been shown in a number of auditory
attention studies (Huang, Belliveau, Tengshe, &
Ahveninen, 2012), a right-hemisphere bias of a ventral
attentional network is nevertheless consistent with
visual attention and the phenomenon of hemispatial
neglect (Corbetta & Shulman, 2011).

Thus, attentional control to speech relies on a supra-
modal, largely bilateral, dorsal fronto-parietal “voli-
tional” network that directs attention to numerous
speech attributes including but not limited to spatial
location. Additionally, ventral prefrontal cortex (IFG)
appears to be crucial for deploying attention flexibly to
comprehend degraded or competing speech, whether
it be attending to pitch or location, monitoring pho-
nemes, or analyzing sound sequences. Like the dorsal
network, left IFG appears to be supramodal in the
sense that parts of it handle a wide array of attention-
demanding perceptual and cognitive functions, both
verbal and nonverbal. This agrees with the suggestion
that the ventral frontal attention network, IFJ in partic-
ular, may be a kind of attentional nexus playing an
integrative role in both goal-directed and stimulus-
driven attention (Asplund et al., 2010; Huang et al.,
2012). Finally, ventral posterior cortices consistent with
a supramodal “orienting network,” usually TPJ and
particularly in the right hemisphere, appear to be
important for attentional control and switching to
speech in certain paradigms. Overall, the evidence
shows that attentional control to speech is domain-gen-
eral, sharing principles and functional neuroanatomy
with other modalities.

41.3 LEVELS OF ATTENTIONAL
SELECTION

Once attentional control “points the spotlight,” its
“illumination” then selects or modulates internal
speech representations. Historically, since the time of
Cherry, perception of competing speech has been cen-
tral to the debate about attentional selection. Cherry
and others observed that when attending to and
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shadowing one of two competing speech streams, lis-
teners may not notice even dramatic changes in the
unattended stream, such as a switch from English to
German or backward speech (Cherry, 1953; Wood &
Cowan, 1995). Such evidence inspired the “early selec-
tion” theory, championed by Broadbent (1958), which
held that processing of unattended speech is thor-
oughly blocked at an early sensory stage. Other inves-
tigators advocated “late selection”: that some speech
information was still maintained through the entire
sensory processing hierarchy, with attentional selection
occurring just before entering working memory
(Deutsch & Deutsch, 1963). Still others developed var-
iants of these, with different stages of attenuation or
filtering by attention (Treisman, 1960).

Today the debate is less heated, with most investi-
gators recognizing that attention may act at different
levels, and unattended speech may be processed to dif-
ferent depths, depending on the nature of the stimuli
and task goals. The neural evidence shows that in
some cases, attention can modulate the ascending
pathway at the thalamus (Frith & Friston, 1996), brain-
stem including inferior colliculus (Galbraith & Arroyo,
1993; Rinne et al., 2008), or even the cochlea (Delano,
Elgueda, Hamame, & Robles, 2007; Giraud et al., 1997).
However, most evidence for attentional modulation of
speech, based on latency and anatomical location,
points to auditory cortex and higher-level speech-
related cortex. The emerging pattern is that selective
attention can modulate acoustic speech representations
in primary or early nonprimary auditory cortical areas
and at numerous higher levels, evidently depending
on the task demands and on the degree of perceptual
load or interference.

Our understanding of the neural selection of speech
builds on and parallels a large body of research on
auditory attention to nonspeech, especially simpler sti-
muli. Although this chapter does not aspire to thor-
oughly review auditory attention, a few notable studies
provide some context. The earliest demonstration of
auditory attentional selection occurred in cat auditory
cortex, where Hubel observed cells that only
responded when the animal paid attention to the stim-
ulus (Hubel, Henson, Rupert, & Galambos, 1959). This
appeared to be an early and strong form of gating or
gain modulation due to auditory attentional selection,
but little scientific work pursued the idea for many
years. In humans, the “early versus late selection”
debate was finally addressed with neural data using
EEG; in a dichotic listening task, attention modulated
the neural response with an enhanced negativity (at
the top of the scalp) to tones in the attended ear at
latencies 80�110 ms, corresponding to the auditory N1
wave (Hillyard, Hink, Schwent, & Picton, 1973). This
observation has been replicated many times, and the

modulation has been shown in some circumstances to
occur earlier, from 20 to 50 ms and from 80 to 130 ms
(Woldorff et al., 1993). Thus, early studies demon-
strated a gain modulation of neural responses to
attended sounds at latencies consistent with low-level
auditory cortex.

These principles appeared to hold for speech
sounds as well, with the aforementioned Hink and
Hillyard dichotic speech study (Hink & Hillyard, 1976)
that showed a larger N1 to stimuli in the attended ear.
Subsequent EEG work approximated Cherry’s sha-
dowing paradigm, again reporting enhanced negativ-
ity to speech probe sounds and again co-temporal with
the N1 wave (Woods, Hillyard, & Hansen, 1984). In a
significant step toward ecologically valid “cocktail
party” perception, Teder et al. first used continuous
speech itself to elicit ERPs rather than independent
probe sounds in the attended “channel,” finding
increased negativity beginning at approximately 40 ms
and peaking at 80�90 ms latency (Teder, Kujala, &
Naatanen, 1993). This study also used free-field speak-
ers rather than dichotic presentation and highlighted
the potential importance of realistic spatial cues, which
may influence comprehension more as the scene
becomes complex (Yost, Dye, & Sheft, 1996).

Neuroanatomically, the timing of effects in the elec-
tromagnetic studies suggest attentional modulation of
primary and early nonprimary auditory cortices
(Godey, Schwartz, de Graaf, Chauvel, & Liegeois-
Chauvel, 2001). This conjecture was supported by a
number of neuroimaging studies that used attention to
speech in the absence of competing sounds or degrada-
tion (Grady et al., 1997; Jancke, Mirzazade, & Shah,
1999), or with brief dichotic speech stimuli spaced out
in time (Jancke, Buchanan, Lutz, & Shah, 2001). Many
early imaging studies using concurrent speech reported
attentional modulation of large areas of the superior
temporal lobe and give mixed results or lacked the spa-
tial specificity to determine whether the modulation
extended to presumed primary or early secondary
auditory cortex (Alho et al., 2003; Hashimoto et al.,
2000; Hugdahl et al., 2000; Lipschutz et al., 2002; Nakai
et al., 2005; O’Leary et al., 1996). As a group, these leave
unanswered the question of “early selection” but pro-
vide powerful evidence for attentional modulation at
multiple higher stages of processing.

Meanwhile, studies using nonspeech sounds with
more precise mapping techniques demonstrated that
even for isolated (nonconcurrent) sounds, attentional
modulation tended to be weak or absent in primary
auditory cortex and stronger in secondary and tertiary
fields (Petkov et al., 2004; Woods et al., 2009). Recent
reports using more ecological “cocktail party” speech
tasks also tend to report superior temporal attentional
modulations that selectively spare primary auditory
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cortex but affect neighboring areas (Hill & Miller, 2009).
On the basis of timing and source location, MEG dem-
onstrated such modulations in planum temporale at
approximately 100 ms latency but not earlier (Ding &
Simon, 2012). This contrasts with attentional enhance-
ments of response phase and coherence to nonspeech
tonal stimuli, interpreted to occur in core or primary
auditory cortex (Elhilali, Xiang, Shamma, & Simon,
2009). Another recent imaging study addressed selec-
tive attention to distorted speech in the presence of
additional auditory and visual distractors, in other
words, a very demanding and realistic task (Wild et al.,
2012). Attentional modulation occurred throughout
auditory cortex when subjects attended to audition as
opposed to vision. However, attentional enhancement
specifically to distorted speech occurred only in speech-
sensitive anterior and posterior STS—high-level areas
hierarchically distant from primary auditory cortex. In
other words, much of auditory cortex showed some
nonspecific modulation but only high-level speech pro-
cessing benefitted from targeted, selective attentional
enhancement.

Attentional selection of speech is thus remarkably
flexible and can modulate processing at multiple levels
of the cortical auditory and speech hierarchy, even
during the same task. In all likelihood, this variable
selection is as rapidly deployed and adaptive as
observed in vision (Hopf et al., 2006). However, the
specific modulation appears to be constrained by per-
ceptual load or separability at the acoustic-phonetic
level (Shinn-Cunningham, 2008). For sounds that differ
on basic acoustic dimensions (or for sounds versus sti-
muli in another sensory modality), attention may be
able to act earlier in the hierarchy. For competing
speech that shares many physical characteristics or in
cases of high perceptual load, attention may only be
able to modulate higher-level, more abstract speech
processing. This suggests that the levels of attentional
selection are determined by both the processing level
at which sensory representations can be readily distin-
guished and the amount of competition among those
representations.

41.4 SPEECH REPRESENTATIONS THAT
ATTENTION SELECTS

To fully understand the levels of attentional selec-
tion, we must also characterize the nature or content of
speech representations that are actually selected. Here,
manipulating task demands has been particularly
informative, showing that selection works on a vast
array of perceptually salient speech attributes depend-
ing on their momentary relevance. For this reason,

attention to speech has been used most often not to
study attention but as a tool to identify brain areas
devoted to components of speech-perceptual and lin-
guistic processing. The advantage of using attention in
such paradigms is that one can equate low-level stimu-
lus attributes among conditions, changing only the
task goal, and with it the attentional focus. These stud-
ies range from the well-established “what versus
where” streams distinguishing speech identity from
location processing (Ahveninen et al., 2006; Alain,
Arnott, Hevenor, Graham, & Grady, 2001; Maeder
et al., 2001), to recognizing voices versus comprehend-
ing them (Alho et al., 2006; von Kriegstein, Eger,
Kleinschmidt, & Giraud, 2003), to performing syntactic
and semantic operations (Rogalsky & Hickok, 2009).
However, although they use attentional selection as a
tool, most of these approaches are not intended to
reproduce the ecological conditions (e.g., high percep-
tual load) that may be necessary to strongly engage
and reveal the attentional system (Lavie, 2005).

When listeners are challenged to understand
degraded or competing speech, one of the key neural
representations that correlates with comprehension is a
low-frequency response (approximately 2�16 Hz, and
especially 4�8 Hz) likely evoked or entrained by the
speech amplitude envelope (Ahissar et al., 2001; Ding
& Simon, 2013; Giraud & Poeppel, 2012; Luo &
Poeppel, 2007; Peelle & Davis, 2012) or other salient
acoustic features time-varying at a syllabic rate
(Ghitza, Giraud, & Poeppel, 2012; Obleser, Herrmann,
& Henry, 2012). That is, the neural response has sub-
stantial power at the same frequencies that speech
acoustic power fluctuates across syllables. And it is
phase-locked in the sense that neural fluctuations in
that frequency range follow the acoustic speech events
with a consistent latency. This particular response has
a latency of approximately 100 ms, appears to be
strongly represented in early auditory cortices, and is
modulated by attention (Ding & Simon, 2012; Kerlin
et al., 2010; Power, Lalor, & Reilly, 2011; Zion
Golumbic et al., 2013). Recordings from the cortical
surface in humans furthermore show that not only
temporal envelope but also spectro-temporal envelope
of the attended talker are preferentially modulated by
attention, largely along the lateral superior temporal
gyrus (STG) (Mesgarani & Chang, 2012). These obser-
vations are consistent with reports of nonhuman ani-
mals showing rapid, attention-dependent changes in
spectro-temporal tuning of single cells and populations
in auditory cortex (Fritz, Elhilali, & Shamma, 2007). As
noted, other perceptually salient speech features such
as pitch and spatial location are also clearly modulated
by attention, but compared with spectro-temporal
envelope the specific nature of these selected represen-
tations is relatively less apparent or less understood

50741.4 SPEECH REPRESENTATIONS THATATTENTION SELECTS

F. PERCEPTUAL ANALYSIS OF THE SPEECH SIGNAL



beyond a well-documented contralateral bias for spa-
tial hemifield (Alho et al., 2003).

The prominent role of dynamic speech attributes for
attention and comprehension highlights the unique
importance of time. Unlike in vision, all auditory sti-
muli—and particularly speech—are distinguished by
their temporal evolution. Thus, speech perception may
rely on attention to specific moments even more than
in other perceptual domains (Coull & Nobre, 1998;
Lange & Roder, 2006). Behaviorally, temporal expec-
tancy or attention in time has a powerful influence on
speech comprehension. For instance, knowing both an
expected word and the moment of a critical phoneme,
but not one or the other, allows focused attention to
alter the perceptual continuity of speech (Samuel &
Ressler, 1986), even when the attentional state gener-
ally has no effect on continuity (Heinrich, Carlyon,
Davis, & Johnsrude, 2011). This suggests that
attention-in-time to speech may require an internal
representation or prediction (e.g., lexical or syntactic)
on which it operates (Shahin, Bishop, & Miller, 2009).
In adverse environments such as context-guided, tem-
poral expectations would be the rule rather than the
exception. EEG shows that specific attention in time
results in an enhanced N1 response (B100 ms) around
the time of word onsets (Astheimer & Sanders, 2008),
similar to the enhanced N1 often observed for nontem-
poral attention (Hillyard et al., 1973). These results
complement mounting evidence that context and pre-
dictions, whether strictly attentional in nature or not,
improve the neural processing of speech (Obleser,
Wise, Alex, Dresner, & Scott, 2007; Sohoglu, Peelle,
Carlyon, & Davis, 2012).

Notice that most of our understanding about the
neural basis of attentional selection for speech regards
specific speech features or attributes (e.g., pitch, tem-
poral envelope, spectral attributes; Tuomainen, Savela,
Obleser, & Aaltonen, 2013). Perceptually, rather than
experiencing a collection of individual features, we
perceive talkers as coherent, unified objects or streams.
An important theoretical question, then, has been
whether attention acts on neural speech representa-
tions as objects or as individual features. And if it acts
on individual features, does attention then automati-
cally “spread” to other features shared by the object?
Although the question is not yet settled, most evidence
is consistent with an object-based mechanism of atten-
tion to speech (Alain & Arnott, 2000; Ihlefeld & Shinn-
Cunningham, 2008; Shinn-Cunningham, 2008). More
specifically it seems that, similar to vision (Kravitz &
Behrmann, 2011), auditory-speech object formation
causally precedes but potentially still interacts with
attentional selection. A recent MEG study supports
this idea, showing that when the intensity of compet-
ing talkers is separately varied, the neural

representation of attended speech adapts only to the
intensity of that speaker and not to the background
object even though they overlap spectro-temporally
(Ding & Simon, 2012). These object representations,
related to speech envelope and evident in the M100
response (B100 ms latency), were localized to planum
temporale (i.e., in nonprimary auditory cortex). So
even though we may attend to individual components
of speech, naturalistic speech perception likely relies
on bound object representations beginning early in the
processing hierarchy.

41.5 NEURAL MECHANISMS AND TOP-
DOWN/BOTTOM-UP INTERACTIONS

In the tradition of the “early versus late selection”
debate, most inquiry into the neural bases of attention-
to-speech has focused on neural timing and functional
anatomy to determine the hierarchical level of speech
processing where attention acts. Recent years, how-
ever, have brought an increased interest in the specific
mechanisms by which attention modulates the speech
representations. The historical, often implicit, concept
of attentional selection has been that of a gain model:
selection increases neural firing for the attended
speech feature or object, and perhaps suppresses it for
unattended ones. Prima facie, most empirical evidence
is consistent with some type of gain modulation,
including single-cell neurophysiology (beginning with
Hubel’s “attention units”; Hubel et al., 1959) as well as
the majority of data from neuroimaging and EEG/
MEG. One should of course keep in mind that differ-
ent approaches may be more sensitive to different
mechanisms (e.g., noninvasive neuroimaging techni-
ques such as PET or fMRI might be blind to many non-
gain temporal mechanisms), whereas in EEG and MEG
increased neural synchrony (without more activity
overall) may be interpreted as a “gain” effect.

Nevertheless, recent studies using a variety of meth-
ods continue to support selectively greater activity for
attended speech representations. In several EEG or
MEG reports, gain modulation has been observed for
the phase-locked, syllable-rate responses noted, reflect-
ing increased neural following of the attended speech
envelope (approximately 4�8 Hz; Ding & Simon, 2012;
Kerlin et al., 2010). The envelope response to unat-
tended speech may also be somewhat suppressed
(Kerlin et al., 2010) as it is with music (Choi, Rajaram,
Varghese, & Shinn-Cunningham, 2013). Moreover, the
selection of spectro-temporal speech modulations
observed in cortical surface recordings (Mesgarani &
Chang, 2012) appears to reflect a gain effect.
Interestingly, the amount of gain modulation in the
time-varying speech response, effectively the strength
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of attentional selection, is predicted by the strength of
attentional control exerted. Specifically, gain in the
speech representation correlates with the strength of
anticipatory alpha power (B8�12 Hz) suppression over
the parietal lobe contralateral to attended speaker hun-
dreds of milliseconds earlier (Kerlin et al., 2010).
Greater alpha suppression throughout the superior
fronto-parietal control network furthermore predicts
intelligibility of degraded speech (Obleser & Weisz,
2012). Thus, consistent with the visual system, the
engagement of the attentional control network and
consequent suppression of alpha oscillations may
reflect the lifting of inhibition, followed by increased
gain in attended speech representations (Jensen &
Mazaheri, 2010). However, the details of such a “gat-
ing by inhibition” for speech, including any potential
relationships between speech envelope and alpha
oscillation phase, need further study.

In addition to modulating the intensity of activity in
certain neural populations, attentional selection may
also rapidly alter the spectrotemporal tuning of audi-
tory cortical cells and populations to match the target
sound features. Using nonspeech stimuli, Fritz and col-
leagues have shown such effects in nonhuman animals
over multiple time scales (Elhilali, Fritz, Chi, &
Shamma, 2007; Fritz, Shamma, Elhilali, & Klein, 2003).
Evidence that attention can narrow spectral tuning in
auditory cortex has also been observed in humans with
MEG/EEG and fMRI (Ahveninen et al., 2011). Yet
another proposed mechanism broadly compatible with
increased gain and tuning is that attention aligns
intrinsic, ongoing neural oscillations with the temporal
evolution of attended speech (Besle et al., 2011;
Lakatos, Karmos, Mehta, Ulbert, & Schroeder, 2008;
Lakatos et al., 2009; Schroeder & Lakatos, 2009; Zion
Golumbic et al., 2013). This “selective entrainment
hypothesis” holds that spontaneous low-frequency
neural oscillations (e.g., 1�8 Hz) reflect fluctuations in
neural excitability (Bastos et al., 2012) and, therefore,
preferred moments for sensory processing. In other
words, the brain has natural rhythms and, during dif-
ferent moments in the rhythmic cycles, neurons are
more or less excitable. Attention, using temporal pre-
dictions about precisely when speech information
should occur, would align these endogenous oscilla-
tions to be in phase with the evoked sensory response,
thereby selecting and boosting the attended speech
representation. The idea that attention alters the tempo-
ral alignment of neural responses has further support
from a study using nonspeech sounds showing greater
temporal coherence for an attended rhythm across a
bilateral auditory network (Elhilali et al., 2009).
Therefore, attention may act through several mechan-
isms that complement simple gain modulation or may
lead to it via different means. Much work remains to

clarify both these additional possibilities and the
behavioral circumstances in which they play a role.

41.6 INTERACTIONS BETWEEN
ATTENTION, PERCEPTION, AND

PREDICTION

As our mechanistic understanding of attention to
speech grows, so does the recognition that attention
may not simply modulate early sensory activity—boost-
ing or shifting it but leaving the nature of the represen-
tations essentially intact. Rather, attention and similar
mechanisms may interact with how our perceptual sys-
tems fundamentally parse and organize the world, a
process known as auditory scene analysis (Bregman,
1990; McDermott, 2009; Shinn-Cunningham, 2008;
Snyder, Gregg, Weintraub, & Alain, 2012). Most
research on this topic has used nonspeech stimuli, but
the principles may readily apply. For instance, it can
take time, approximately 1 second, for our auditory sys-
tems to segregate or stream multiple objects in a com-
plex scene. This “building up” of streaming may begin
without attentional influence (Sussman, Horvath,
Winkler, & Orr, 2007) but might require attention in
some circumstances (Carlyon, Cusack, Foxton, &
Robertson, 2001; Snyder, Alain, & Picton, 2006). These
ideas are incorporated in a theory of auditory scene
analysis that posits that the formation of auditory
streams depends primarily on temporal coherence of
neural responses to different object features (Shamma,
Elhilali, & Micheyl, 2011). The theory furthermore holds
that attention to one object feature is then necessary to
bind the other temporally coherent features into a
stream. All the other incoherent, unattended features
are left unstreamed, as if you “wrap up all your garbage
in the same bundle” (Bregman, 1990, p. 193). This is
related to the idea, also shown in vision and cross-mod-
ally, that attention “spreads” to encompass the bound
features of an object (Cusack, Deeks, Aikman, &
Carlyon, 2004). However, this “temporal coherence”
theory contradicts some evidence mentioned that atten-
tion acts on objects (Alain & Arnott, 2000; Shinn-
Cunningham, 2008) and that object formation is largely
pre-attentive or automatic (Bregman, 1990). Perhaps as
with the levels of attentional selection, the degree to
which attention interacts with basic object formation
depends on the intrinsic competition or ambiguity
among the sensory representations.

The notion that attention interacts fundamentally
with speech processing is also consistent with a grow-
ing body of research on the perceptual role of context.
We mentioned several instances where attention may
guide sensory predictions or expectations (Astheimer &
Sanders, 2008; Lakatos et al., 2008). Many more studies
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beyond the scope of this chapter show that the auditory
system maintains a continuous, adaptive representation
of context at multiple levels. Some expectations are
largely automatic and depend on stimulus statistics, as
indexed by the well-known MMN EEG response when
patterns are violated (Naatanen, Gaillard, & Mantysalo,
1978; Sussman, Ritter, & Vaughan, 1998). However,
even this so-called automatic response can be modu-
lated by attention (Nyman et al., 1990; Sussman,
Winkler, Huotilainen, Ritter, & Naatanen, 2002;
Woldorff, Hillyard, Gallen, Hampson, & Bloom, 1998).
Others, still largely unconscious, will be more linguistic
in nature (Clos et al., 2014) and rely more on long-term
memory. These linguistic contextual cues profoundly
influence how well speech is processed, particularly
when it is degraded (Baumgaertner, Weiller, & Buchel,
2002; Obleser & Kotz, 2009; Pichora-Fuller, Schneider,
& Daneman, 1995) and when accompanied by age-
related hearing loss, where peripheral impairment has
been shown to interact with numerous cognitive and
attentional functions (Humes et al., 2012). Still other
expectations will be conscious, as when anticipating a
specific word. Admittedly, not all of these phenomena
will use attention-like mechanisms to select the pre-
dicted speech content, but some evidently do (e.g., with
attention-in-time to emphasize representations of word
onsets) (Astheimer & Sanders, 2008).

One increasingly prominent perceptual theory known
as “predictive coding” relies inherently on the interac-
tion between sensory input and expectation or context.
Bayesian in nature, it holds that predictions formulated
at higher levels are fed back to early sensory cortices,
which act as comparators between prediction and sen-
sory input, with the ultimate goal of minimizing predic-
tion error. Thus, early sensory activity feeding forward
reflects an error signal or mismatch between expectation
and reality. Because the acoustic and linguistic statistics
of speech support such rich predictions, this theory is a
promising model to characterize attention to speech as
well. Several recent results lend some empirical support
to predictive coding. For instance, in a concurrent
EEG1MEG study, increased prior knowledge about
speech increased activity in IFG but decreased activity in
STG, in line with predictive coding (Sohoglu et al.,
2012). The timing of these effects suggested that an ini-
tial feed-forward draft of the speech allows IFG to acti-
vate likely predictions that are then fed back to sensory
cortex. In another study, MEG responses localized to
STG were consistent with predictive coding when per-
ceiving newly learned words that were similar to
known (predictable) words (Gagnepain, Henson, &
Davis, 2012). Further clues about predictive coding used
audiovisual speech, suggesting that “top-down” predic-
tions based on vision may be fed back via lower-
frequency oscillations (14�15 Hz) and, coupled with

them, error signals propagated forward via high-
frequency (60�80 Hz) activity (Arnal, Wyart, & Giraud,
2011). Typically “top-down” implies more abstract
representations or rules originating at higher levels and
flowing to lower levels of an anatomical or functional
hierarchy, whereas bottom-up implies information, in
this model an error signal, flowing up the hierarchy in
the direction of an initial sensory volley. Such mechanis-
tically different roles for different frequency bands agree
with recent models of cortical information processing
(Bastos et al., 2012; Wang, 2010). It also recalls a seminal
nonhuman primate study of volitional versus stimulus-
driven attentional control in vision, where volitional
attention began in prefrontal cortex (FEF), exogenous
attention initiated in the parietal lobe, and the coherence
between them was greater in lower frequencies for voli-
tional control and in higher frequencies for stimulus-
driven attention (Buschman & Miller, 2007). Although
results from different systems and paradigms should be
taken with care, they are at least consistent with the
notion that attention to speech could act within a predic-
tive coding framework.

41.7 FUTURE DIRECTIONS

Our understanding of attention to speech has
advanced considerably in the past half century, but
many questions remain. Regarding basic functional neu-
roanatomy, for instance, how should attention to speech
be reconciled with the influential dual-stream theory of
speech perception (Hickok & Poeppel, 2007)? The dual
stream model broadly conforms to a dorsal “where/
how” pathway for sensorimotor transformation and
perception-for-action and a ventral “what” pathway for
identifying objects (Goodale & Milner, 1992; Hickok &
Poeppel, 2007; O’Reilly, 2010; Scott, 2005). This is consis-
tent with evidence from attentional selection, with mul-
tiple, flexible levels of modulation along the speech
hierarchy. However, correspondence with the dual-
stream model is less clear for the fronto-temporo-
parietal attentional control network. For example, ven-
tral areas for orienting attention overlap those thought
to perform sensorimotor (acoustic-articulatory) integra-
tion and, particularly in Broca’s area, other linguistic
perceptual functions. Perhaps the supramodal dorsal
fronto-parietal attentional network controls volitional
attention to speech as an acoustic object in the world (e.g.,
to its spatial location) or when using other attributes to
segregate the object from others. In contrast, perhaps the
inferior frontal attentional system controls volitional
attention as well as stimulus-driven orienting to identi-
fying attributes of speech (i.e., those that contribute
directly to its intelligibility). Perhaps function is latera-
lized in the ventral attention network such that right

510 41. NEURAL MECHANISMS OF ATTENTION TO SPEECH

F. PERCEPTUAL ANALYSIS OF THE SPEECH SIGNAL



TPJ is devoted to exogenous attention while left TPJ
handles acoustic-motor mapping. At present, we lack a
framework that integrates these necessary but some-
what incompatible roles.

In terms of mechanisms, most investigators would
agree that gain modulation plays a central role in atten-
tional selection of speech. But other plausible mechan-
isms have not yet been thoroughly vetted. Are some
effects that we attribute to gain instead due to increased
synchrony or coherence in neural activity, or are they
due to altered receptive field tuning in individual audi-
tory cortical cells? Does attentional control selectively
entrain endogenous fluctuations to be in phase with
incoming speech, thereby boosting it at the expense of
distractors? Does alpha activity act as “gating inhibi-
tion” and, when suppressed, dis-inhibit the attended
speech representations? If so, then how would alpha
fluctuations relate to the well-known syllabic rate sen-
sory activity or to behavioral performance (Zoefel &
Heil, 2013)? Such interactions between top-down control
and sensory selection also lead naturally to the relation
between attention and perceptual segregation of speech
streams. Are speech objects formed independently of
attention (and then selected by it), or is attention
required—and, if so, under which circumstances and at
what levels of processing? Is attention organized hierar-
chically for features and objects so that attention to any
feature always spreads to other features of that speech
stream? Does attention to speech operate as “predictive
coding,” seeking to minimize the error between context-
based expectations and reality? Far more empirical evi-
dence is needed, but the proposal fits well with a grow-
ing appreciation that the brain often adheres to Bayesian
principles (Bastos et al., 2012).

Still other possible attentional mechanisms have
hardly been explored with speech, including several
already demonstrated in the visual system. For
instance, should we conceive of selective attention to
speech as a form of biased competition (Desimone &
Duncan, 1995; Shinn-Cunningham, 2008) and, if so,
how should we think of the high-order “receptive
field” within which different stimuli compete? As
noted, at the single neuron and population level, we
expect that attention might induce rapid adaptive
receptive field changes in how auditory neurons
respond to speech. But does it also decorrelate neural
activity, which in visual cortex can explain behavioral
performance more than gain modulation (Cohen &
Maunsell, 2009)? Or does attention perform a kind of
“normalizing” computation to yield a winner-take-all
selected speech object in certain circumstances
(Reynolds & Heeger, 2009)? Already we know that
attentional control networks are neuroanatomically
largely supramodal and so, too, could the underlying
mechanisms of attention be universal.

As the abundance of open questions makes clear,
great effort will be required to characterize the neural
bases of attention to speech. But it also demonstrates
how our understanding has become more informed,
nuanced, and mechanistic over time. We are now at
the threshold of characterizing how this profoundly
important everyday ability works. After 60 years, we
have returned to Cherry’s cocktail party.
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Audiovisual Speech Integration: Neural
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Speech is the most important form of human com-
munication. Speech perception is multisensory, with
both an auditory component (the talker’s voice) and a
visual component (the talker’s face). When the audi-
tory speech signal is compromised because of auditory
noise or hearing loss, the visual speech signal gains in
importance (Bernstein, Auer, & Takayanagi, 2004; Ross
et al., 2007; Sumby & Pollack, 1954). In the case of pro-
found deafness, lip-reading by itself can be sufficient
for speech perception (Suh, Lee, Kim, Chung, & Oh,
2009). Visual speech information is also beneficial in
cases of partial hearing loss; older adults with hearing
impairments identify visual-only speech better than
older adults with normal hearing (Tye-Murray,
Sommers, & Spehar, 2007).

42.1 NEUROARCHITECTURE OF
AUDIOVISUAL SPEECH INTEGRATION

The most popular technique for examining human
brain function is blood-oxygen level-dependent func-
tional magnetic resonance imaging (BOLD fMRI)
(Friston, 2009), and neurophysiological studies of mul-
tisensory speech are no exception (Beauchamp, Lee,
Argall, & Martin, 2004; Blank & von Kriegstein, 2013;
Lee & Noppeney, 2011; Miller & D’Esposito, 2005;
Nath & Beauchamp, 2011; Noppeney, Josephs,
Hocking, Price, & Friston, 2008; Okada, Venezia,
Matchin, Saberi, & Hickok, 2013; Wilson, Molnar-
Szakacs, & Iacoboni, 2008). The multisensory speech
network in a typical subject is easily identifiable with
fMRI and includes regions of occipital, temporal, parie-
tal, and frontal cortex (Figure 42.1A: left and right
hemisphere in one subject). The most consistent activa-
tions (found in every hemisphere in every subject,

example subject in Figure 42.1B) are in three regions:
(i) visual cortex, especially lateral extrastriate
motion-sensitive areas, including areas MT and MST;
(ii) auditory cortex and auditory association areas on
the superior temporal gyrus; and (iii) multisensory
areas in the posterior superior temporal sulcus (STS)
and adjacent superior temporal gyrus and middle
temporal gyrus (pSTS/G).

A working hypothesis for the function of these areas
is that extrastriate visual areas process the complex
biological motion signals carried by the talker’s facial
motion and form a representation of visual speech.
Auditory association areas process the complex audi-
tory information necessary to form a representation of
auditory speech sounds. These representations must
abstract away from the physical stimulus properties to
represent the key features of speech to be behaviorally
useful; for instance, it is important to integrate audi-
tory and visual speech from a talker even if we have
never seen or heard them before. Multisensory areas in
the STS then integrate the visual and auditory speech
representations to decide the most likely speech per-
cept produced by the talker. A critical feature of
speech is that the amount of information carried by the
auditory and visual modalities varies tremendously
from moment to moment. According to Bayesian mod-
els of perception, ideal observers should weight each
modality by its reliability (the inverse of its variance).
For instance, in a conversation in a very loud room,
the visual information is more reliable than the audi-
tory information and should be given more weight; in
a dark room, the auditory information is more reliable
and should receive more weight. In a BOLD fMRI
experiment, Nath and Beauchamp (2011) examined the
neural mechanisms for this dynamic weighting of
auditory and visual information. Auditory speech
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information was degraded by adding masking noise,
and visual speech information was degraded by
blurring the stimulus (across experiments, different
levels of degradation were used with similar results).
To assess functional connectivity, the psychophysio-
logical interaction (PPI) method was used. Functional
connections between STS and auditory association
areas and lateral extrastriate visual cortical areas were
observed, but not between STS and primary auditory
or primary visual cortex.

As shown in Figure 42.2, increased functional con-
nectivity between the STS and auditory association
cortex was observed when the auditory modality was
more reliable, and increased functional connectivity
between the STS and extrastriate visual cortex was
observed when the visual modality was more reliable,
even when the reliability changed rapidly during rapid
event-related presentation of successive words. This
finding suggests that changes in STS functional con-
nectivity may be an important neural mechanism
underlying the perception of noisy speech. Changes in
functional connectivity may also be important for
audiovisual learning (Driver & Noesselt, 2008; Powers,
Hevey, & Wallace, 2012).

fMRI studies have provided a wealth of information
about audiovisual speech perception, but they are con-
strained by the limitations of the BOLD signal. Most
critically, BOLD is an indirect measure of neural func-
tion that relies on slow changes in the cerebral vascula-
ture. The BOLD response to a stimulus consisting of a
single syllable (duration B0.5 s) extends for 15 s; most
fMRI studies have a temporal resolution of only 2 s.
This temporal resolution is thousands of times slower
than the underlying neural information processing
(duration of a sodium-based action potential ,1 ms).
Because speech is itself a rapidly changing signal,
and because the speech information must be processed
rapidly by the brain to be behaviorally useful, fMRI is
far too slow for direct observation of the underlying
neural events.

In contrast, studies that use electrical and magnetic
measurements can directly measure neural activity with
high temporal precision. In the first approach, event-
related potentials are recorded. Transient responses to
audiovisual syllables display peaks between 100 and
200 ms after stimulus onset (Bernstein, Auer, Wagner, &
Ponton, 2008). In a second approach, induced oscilla-
tions are recorded. These have the advantage of allow-
ing for the examination of sustained neuronal activity
that is not phase-locked to the stimulus and can extend
for several hundred milliseconds after stimulus onset
(Schepers, Schneider, Hipp, Engel, & Senkowski, 2013).

(A) (B)

Subject HT

13+1

FIGURE 42.1 The neural network for processing audiovisual
speech measured with BOLD fMRI. (A) Lateral views of the partially
inflated left hemisphere (top) and right hemisphere (bottom). Dark
gray shows sulcal depths and light gray shows gyral crowns. Colored
brain regions showed a significant increase in BOLD fMRI signal to
audiovisual speech (recordings of meaningless syllables) compared
with fixation baseline. All activations thresholded at F. 5.0, P, 0.05,
corrected for false discovery rate. Color scale shows t-values for con-
trast of all syllables versus fixation. (B) Anatomical-functional regions
of interest (ROIs) created from activation map in (A). The STS ROI
(green) contains voxels responsive to both auditory and visual speech
greater than baseline in the posterior STS. The auditory cortex ROI
(blue) contains voxels responsive to auditory speech greater than
baseline within Heschl’s gyrus. The visual cortex ROI (red) contains
voxels responsive to visual speech greater than baseline within extra-
striate lateral occipitotemporal cortex. The IFG ROI (purple) contains
voxels responsive to both auditory and visual speech greater than
baseline within the opercular region of the inferior frontal gyrus and
the inferior portion of the precentral sulcus.

0.330.44
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FIGURE 42.2 fMRI functional connectivity within the audiovi-
sual speech network. (A) Auditory-reliable speech: undegraded audi-
tory speech (loudspeaker icon) with degraded visual speech (single
video frame shown). (B) Visual-reliable speech: undegraded visual
speech with degraded auditory speech. (C) Functional connectivity
during auditory-reliable speech in a representative subject. The green
region on the cortical surface model shows the location of the pSTS/
G ROI; the blue region shows the location of the auditory cortex
ROI; and the red region shows the location of the lateral extrastriate
visual cortex ROI. The top number is the path coefficient between
pSTS/G and auditory cortex. The bottom number is the path coeffi-
cient between the pSTS/G and visual cortex. (D) Functional connec-
tivity during visual-reliable speech (same subject and color scheme
as in C).
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EEG and MEG have provided important insights
into the neural basis of multisensory speech percep-
tion. Another technique known as electrocorticography
has two important advantages (Allison, Puce, Spencer,
& McCarthy, 1999). First, electrocorticography offers
superior spatial resolution: activity recorded from each
approximately 1-mm electrode on the cortical surface
is generated by neurons in close proximity to the elec-
trode. In contrast, EEG and MEG suffer from the
inverse problem: for any distribution of electrical or
magnetic fields measured outside the head, there are
an infinite number of patterns of brain electrical
activity that could have resulted in the observed fields.
Practically speaking, this limits the spatial resolution,
making it difficult to untangle the location of sources
that are in close proximity, as are the areas in the
audiovisual speech network. Second, electrocorticogra-
phy signals have much greater signal-to-noise than
EEG/MEG, especially for high-frequency responses,
because the electrode is much closer to the source,
eliminating filtering by the cerebrospinal fluid and
skull that lies between the cortex and the EEG/MEG
sensors. High-frequency activity is ubiquitous in the
human brain (Canolty et al., 2006; Crone, Miglioretti,
Gordon, & Lesser, 1998; Schepers, Hipp, Schneider,
Roder, & Engel, 2012) and is thought to be an excellent
population-level measure of neuronal activity corre-
lated with single-neuron spiking (for a recent review
see Lachaux, Axmacher, Mormann, Halgren, & Crone,
2012; Logothetis, Kayser, & Oeltermann, 2007; Nir
et al., 2007; Ray & Maunsell, 2011).

Most electrocorticography studies of speech percep-
tion have investigated auditory-only speech, either in a
single brain area, such as auditory cortex (Chang et al.,
2010), or in a more distributed network (Canolty et al.,
2007; Pei et al., 2011; Towle et al., 2008). We collected
electrocorticography data while subjects were presented
with clear and noisy auditory and visual speech. Our
hypothesis was that multisensory interactions between
auditory and visual speech processing should be most
pronounced when the visual speech information is most
important, such as when noisy auditory speech informa-
tion is present. We tested this hypothesis by examining
the responses to visual speech in visual cortex.

In the noisy audiovisual and audiovisual speech con-
ditions (Figure 42.3A and B), the subject viewed a video
of a talker speaking a word. This is a powerful visual
stimulus that evoked a strong response in visual electro-
des. As is commonly reported for responses to visual
stimuli, the response differed by frequency. For low fre-
quencies (,20 Hz) there was a decrease in power rela-
tive to pre-stimulus baseline (blue colors at bottom of
plot). For high frequencies (.40 Hz) there was a large
increase in power relative to pre-stimulus baseline
(yellow and red colors at middle of each plot). These
high-frequency responses are thought to reflect spiking
activity in neurons underlying the electrode and there-
fore served as our primary measure of interest. As is
expected for visual cortex, there was a negligible
response to stimuli without a visual component
(auditory-only speech, Figure 42.3C). Responses to noisy
audiovisual speech (video of a speaker accompanied by
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FIGURE 42.3 Electrocorticography of visual cortex responses to audiovisual speech. (A) A patient being treated for intractable epilepsy
was implanted with subdural electrodes (red dots on cortical surface model, right). Brain activity was recorded from electrodes over visual
cortex (red dots inside ellipse) as the subject was presented with noisy audiovisual speech (visual speech with auditory white noise, AnoiseV).
A time-frequency analysis was used to determine the neural response at different frequencies (y-axis) at each time (x-axis) after stimulus onset
(dashed vertical line). Color scale indicates amplitude of change from pre-stimulus baseline. (B) Time-frequency response of visual cortex to
audiovisual speech (undegraded visual and auditory). (C). Response to auditory-only speech. (D) Amplitude of high-frequency responses to
each stimulus condition averaged across the entire course of the response. ��Significant difference between AnoiseV and AV speech,
P5 0.0016.
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auditory white noise) were stronger than the responses
to AV speech (Figure 42.3D).

This supports a simple model in which the goal of
the cortical speech network is to extract meaning from
AV speech as quickly and efficiently as possible. When
the auditory component of the speech input is suffi-
cient to extract meaning, the visual response is not
needed and therefore not enhanced. When the audi-
tory stimulus does not contain sufficient information
to extract meaning (as is the case for visual-only
speech or visual speech with auditory white noise), the
visual response is needed to extract meaning and
activity in visual cortex is upregulated.

42.2 BEHAVIORAL APPROACHES FOR
STUDYING AUDIOVISUAL SPEECH

INTEGRATION

There are a number of behavioral approaches to
studying the contributions of the auditory and visual

modalities to audiovisual speech perception. In the most
straightforward method, noisy auditory speech is accom-
panied by clear visual speech, such as a video of a
talker saying the words that match the auditory signal
(Figure 42.4A). The information available from viewing
the face of the talker improves the ability to understand
speech. This improvement is equivalent to an approxi-
mately 10-dB increase in signal-to-noise ratio; at inc-
reased levels of auditory noise, this can correspond to a
dramatic improvement in the number of words under-
stood (Ross, Saint-Amour, Leavitt, Javitt, & Foxe, 2007b).

At a neural level, we might imagine that there are
different pools of neurons that represent representations
of different auditory and visual speech representations.
When presented with a noisy auditory phoneme, many
pools representing many different auditory phonologi-
cal representations are weakly active, with no single
pool reaching an activity level sufficient to form a
perceptual decision, assuming a Bayesian evidence
accumulation model (Beck et al., 2008). When visual
information is added, pools of neurons representing the
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FIGURE 42.4 Behavioral responses to
incongruent audiovisual speech. (A) Noisy
auditory speech with and without congruent
visual speech. If a degraded auditory word
(e.g., bread; auditory filtering indicated by blur-
riness of printed word) is presented, then the
subject only rarely is able to correctly identify it
(left bar in plot). If the same degraded auditory
word is accompanied by a video of a talker
speaking the word, then the subject is usually
able to identify it (right bar in plot). Data
replotted from Ross, Saint-Amour, Leavitt,
Javitt, and Foxe (2007a) with permission from
the publisher. (B) Incongruent audiovisual
speech consisting of a visual /ma/ and an audi-
tory /na/ (or vice versa). If the visual compo-
nent of speech is degraded by blurring (left
column), then subjects report a percept corre-
sponding to the auditory component of the
stimulus (indicated in plot by solid blue bar
and complementary blurry red bar). If the audi-
tory component of speech is degraded by filter-
ing (right column), then subjects report a
percept corresponding to the visual component
of the stimulus (indicated in plot by blurry
blue bar and complementary solid red bar).
(C) Incongruent audiovisual speech consisting
of a visual /ga/ and an auditory /ba/ (or a
visual /pa/ and an auditory /ka/). In 43% of
trials (green bar in plot) subjects reported a
McGurk fusion percept of /da/ (or /ta/), corre-
sponding to neither the auditory nor the visual
components of the stimulus.
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visual speech information respond strongly. Combining
the information available in the visual and auditory-
responsive pools of neurons allows a perceptual deci-
sion to be reached.

In a more complex approach, auditory speech and
visual speech are presented together, but the modalities
are incongruent; the auditory modality signals one syl-
lable at the same time as the visual modality signals a
different one (Figure 42.4B). The advantage of this
approach is that it pits the auditory and visual modali-
ties against each other, allowing an evaluation of their
relative contributions to perception. If the reported per-
cept matches the auditory modality, then we infer that
the auditory modality was most important; if the
reported percept matched the visual modality, then we
infer that the visual modality was most important. For
instance, if a visual /ma/ is paired with an auditory
/na/ that is heavily degraded, subjects will often report
perceiving /ma/, implying that they used the visual
information more than the auditory information in
forming their decision (Nath & Beauchamp, 2011).
However, it is not possible to directly quantify the con-
tribution of each modality to each response as it is with
other perceptual decisions. For continuous variables,
such as location, the percept of an incongruent audiovi-
sual stimulus (e.g., beep in one location and flash in a
different location) can vary anywhere between the loca-
tion of the two unisensory stimuli. A report of a percept
at a location exactly midway between the locations of
the two stimuli indicates that both modalities contrib-
uted equally to the percept, with locations closer to one
or the other of the two stimuli indicating more influ-
ence of that modality. However, speech perception is
categorical—any given speech sound is perceived as a
particular phoneme, and subjects in general do not
make intermediate responses. Therefore, it is only possi-
ble to state that one modality or the other was domi-
nant. Subjects are often aware that the auditory and
visual modalities are incongruent, but this does not
change their conscious percept of a single syllable.

At a neural level, we could imagine that adding audi-
tory noise weakens the response of the pool of neurons
representing the auditory speech representation. At high
levels of auditory noise, the response of the neurons
representing the incongruent visual speech representa-
tion is stronger than the response of the neurons repre-
senting the auditory speech, and thus the reported
percept corresponds to the visual speech representation.

A third approach to studying multisensory integra-
tion in speech also involves the presentation of incon-
gruent audiovisual syllables (Figure 42.4C). For most
incongruent audiovisual syllables, subjects perceive
either the auditory component of the stimulus or the
visual component. However, for a few incongruent
audiovisual syllables, subjects perceive a third syllable

that corresponds to neither the auditory nor the visual
component of the stimulus. Two of these unusual
incongruent syllables, first discovered serendipitously
by McGurk and MacDonald (1976), consist of an audi-
tory /ba/ paired with a visual /ga/ (perceived as
/da/) and an auditory /pa/ paired with a visual /ka/
(perceived as /ta/). These illusory percepts have come
to be known as the McGurk effect.

The McGurk effect is widely used in research for at
least two reasons. First, because the percept corre-
sponds to neither the auditory nor the visual compo-
nent of the stimulus, the McGurk effect provides
strong evidence that speech perception is multisensory.
Second, the McGurk effect offers a quick and simple
way to measure multisensory integration. A single trial
in which the subject perceives the illusion demonstrates
that the subject is integrating auditory and visual infor-
mation. In contrast, measuring audiovisual integration
with other approaches requires many trials at different
levels of auditory noise, which is time-consuming for
normal volunteers and may be impossible for clinical
groups such as elderly subjects or children.

42.3 INTERSUBJECT VARIABILITY

The McGurk effect has also been used as a sensitive
assay of individual differences in audiovisual integra-
tion. Although it is generally appreciated that the abil-
ity to see and hear varies across the population (hence
the need for eye glasses and hearing aids), difference
in central perceptual abilities are less well-appreciated.
Healthy young subjects were tested with auditory-only
stimuli and congruent audiovisual stimuli and identi-
fied them without errors. However, when presented
with McGurk stimuli, there were dramatic differences
between individuals. Across 14 different McGurk sti-
muli (recorded by many different speakers), some sub-
jects never reported the illusion, whereas some
subjects reported the illusory percept on every trial of
every stimulus (Figure 42.5A). However, for most sub-
jects, the illusion was not “all or nothing.” Most sub-
jects reported the illusion for some stimuli but not
others, and, even for multiple presentations of the
same stimulus, a subject might report the illusion on
some trials but not others.

To better understand this variability, we created a
simple model with three sets of parameters. One
parameter described the strength of each stimulus
(across subjects, how often this stimulus elicited an
illusory percept). Another parameter described each
subject’s individual threshold for reporting the illusion
(any stimulus perceived to lie above this threshold
would evoke the illusion). A third parameter described
the sensory noise in each subject’s measurement of a
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stimulus’s strength. In any given trial, the subject does
not perceive the actual strength of the stimulus, only
the subject’s noisy internal representation of it. The
sensory noise term describes how much variability is
added to the (true, external) stimulus strength when
creating this internal representation. The sensory noise
term is critical to account for the observation that the
exact same stimulus can evoke different reports on dif-
ferent trials. If subjects perceived the true stimulus
strength, then for any given stimulus they should
either always report the illusion (if the stimulus
strength falls above their threshold) or never report it

(if the stimulus strength falls below their threshold).
Because subjects instead perceive a corrupted version
of stimulus strength, in some trials, the perceived
strength lies above the subject’s fusion threshold, and
the illusion is reported. In other trials, the perceived
strength lies below the subject’s fusion threshold and
the illusion is not reported. Using these simple sets of
parameters (two for each subject and one for each
stimulus), we can accurately reproduce the pattern of
observed reports of the illusion. Even more impor-
tantly, the model can predict responses to stimuli that
subjects have never before seen.
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FIGURE 42.5 Intersubject variability in the McGurk effect. (A) Each bar represents a single subject (n5 165). The height of each bar
corresponds to the proportion of McGurk fusion responses (e.g., percept of /da/ when presented with visual /ga/ and auditory /ba/) out of
all responses when the subject was presented with 10 repetitions of up to 14 different McGurk stimuli. Subjects are ordered by rate of McGurk
fusion responses. (B) A model of McGurk perception in which each stimulus is fit with a given strength (tick mark labeled S on x-axis) and each
subject is fit with a given threshold (vertical dashed line). In each trial, the strength of the stimulus is measured by the subject with a process
that includes sensory noise (width of Gaussian curve corresponds to amount of sensory noise). This leads to a distribution of measured strengths
across trials. In those trials in which the measured strength exceeds threshold, the McGurk effect is perceived by the subject (shaded regions).
The left plot shows a subject with low susceptibility (Pα): the subject threshold is greater than the stimulus strength, leading to few trials on
which the illusion is perceived (small red shaded area). A second subject (Pβ, middle plot) has the same sensory noise as Pα (width of yellow
curve same as width of red curve) but a lower threshold (dashed yellow line to the left of dashed red line along x-axis), leading to increased
perception of the McGurk effect (yellow shaded region) for the identical stimulus. A third subject (Pγ, right plot) has greater sensory noise
(width of green curve greater) but the same threshold as Pβ, leading to increased perception of the McGurk effect (green shaded region). (C) The
model is fit to the behavioral data from each subject shown in (A). Each black point shows the behavioral data (mean proportion of fusion
responses across all stimuli). Each gray bar shows the model prediction for that subject. Each red bar shows the prediction error for that subject.
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42.4 NEURAL SUBSTRATES OF THE
McGURK EFFECT

Different individuals with normal hearing and vision
report very different percepts when presented with the
same McGurk stimulus. The source of this variability
must lie within the central nervous system. To examine
the neural underpinnings of this behavioral variability,
we conducted three parallel BOLD fMRI studies in young
adults (Nath & Beauchamp, 2012), children (Nath, Fava,
& Beauchamp, 2011), and older adults. Subjects were
divided into those who only weakly perceived the

McGurk effect and subjects who more strongly perceived
it in a behavioral pre-test performed outside the scanner
(Figure 42.6A). Then, the STS was identified using an
independent set of fMRI data that used different stimuli
(audiovisual words) to eliminate bias in voxel selection
(Simmons, Bellgowan, & Martin, 2007).

After the STS was identified, responses in the STS to
individual McGurk syllables were measured. Only
passive viewing of the syllables was used; subjects did
not make a behavioral response during MR scanning.
Even though the physical stimulus presented to
the two groups was identical, subjects who strongly
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FIGURE 42.6 Intersubject variability in neural responses to the McGurk effect. (A) Young adult subjects (n5 14) were ordered by propor-
tion of McGurk fusion responses and divided into strong perceivers of the McGurk effect (green squares, proportion of McGurk fusion
responses $ 0.50) and weak perceivers of the McGurk effect (red squares, proportion of McGurk fusion responses ,0.50). (B) The STS was
localized in each young adult subject using independent stimuli (auditory and visual words). Then, the BOLD fMRI response to single
McGurk syllables (black bar) was measured in the STS ROI. The average BOLD response across all strong perceivers (green curve) and across
all weak perceivers (red curve) is shown. Each square shows the peak response of a single subject who strongly perceived the effect (green
square) or weakly perceived it (red square). (C) Each young adult subject’s McGurk fusion rate (x-axis) was correlated with the BOLD fMRI
signal change in the STS ROI (y-axis). Error bars show the intersubject variability in the fMRI response across trials for each subject (green
squares are strong perceivers, red squares are weak perceivers). (D) Children aged 5�12 years were tested using a similar protocol (the STS
was localized with independent localizer; subjects were divided into strong and weak perceivers based on their behavioral responses to the
McGurk effect; the fMRI signal in the STS ROI was plotted against the proportion of fusion responses; error bars show within-subject variabil-
ity). (E) Older adult subjects aged 5�12 years were tested using a similar protocol (the STS was localized with independent localizer; subjects
were divided into strong and weak perceivers based on their behavioral responses to the McGurk effect; the fMRI signal in the STS ROI was
plotted against the proportion of fusion responses).
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perceived the McGurk effect had greater BOLD
responses to McGurk stimuli. There was a positive cor-
relation between how often they perceived the illusion
and the amplitude of the BOLD fMRI response of the
STS. No other brain regions showed such a correlation.

A possible explanation for this finding is that neurons
in the STS perform the computations necessary to inte-
grate the auditory and visual components of the stimu-
lus and create the McGurk illusion. If these neurons are
not active, then the illusory percept is not created. It is
important to emphasize that this does not indicate any-
thing defective about audiovisual integration in subjects
who do or do not perceive the McGurk illusion. In fact,
the STS in both groups responded identically to congru-
ent audiovisual syllables. Rather, subjects may be
differentially sensitive to the incongruent nature of the
McGurk stimuli. If subjects infer that the auditory and
visual components of the stimulus are likely to have
originated from different speakers, then the optimal
solution is to respond with only one component of the
stimulus (typically the auditory component, because the
auditory modality is usually more reliable for speech
perception). If subjects infer that the auditory and visual
compoments of the stimulus are more likely to have
originated from the same speaker, then the optimal
solution is to fuse the components and respond with the
illusory percept, because this percept is most consistent
with both the auditory and visual components. This
process of Bayesian causal inference may account for
audiovisual speech perception under conditions in
which the synchrony between the auditory and visual
modalities varies (Magnotti, Ma, & Beauchamp, 2013).

In children aged 5 to 12 years, the correlation
between STS responses and McGurk susceptibility
was weaker than in adults but still significant
(Figure 42.6B). In addition to the STS, the fusiform face
area (FFA) on the ventral surface of the temporal lobe
was also correlated with McGurk susceptibility.

In older adults aged 53 to 75 years, the correlation
between STS responses and McGurk susceptibility was
not significant. One possible explanation for the differ-
ence is that older adults had significantly greater intra-
subject variability than younger adults. Each subject
viewed the same McGurk stimuli multiple times, allow-
ing for an estimate both of the mean BOLD fMRI
response (used to correlate with the McGurk susceptibil-
ity for that individual) and the variability of the BOLD
fMRI response. This variability was much larger in older
adults, possibly obscuring a true correlation between
the mean response and susceptibility. A second possible
explanation is that most of the older subjects did not
perceive the illusion. Because the number of weak
and strong perceivers was unbalanced, this reduced
the power available to detect differences between them.
In the younger adult study, this imbalance was avoided

by pre-screening the subjects so that equal numbers of
strong and weak perceivers were included.

The observed positive correlation between left STS
activity and perception of the McGurk effect (and no
significant correlation in any other brain region) is pro-
vocative, but it does not demonstrate that activity in
the STS is necessary for the illusion. To demonstrate
this, we interfered with activity in the STS using tran-
scranial magnetic stimulation (TMS).

The STS is found in every human brain, but there is
substantial variability in its anatomical configuration,
as well as in the anatomical location of the functionally
defined subregion within the STS that responds to
auditory and visual speech (although it is often found
at the bend where the STS turns upward into posterior
lobe). Most TMS studies stimulate the brain based on
skull landmarks (e.g., 2 cm lateral to the occipital pole)
or on functional landmarks (e.g., 2 cm anterior to
motor cortex). However, the STS is not easily localized
with either of these techniques. Therefore, we used
fMRI to identify the multisensory region of the STS in
each subject (Beauchamp, Nath, & Pasalar, 2010).
Then, frameless stereotaxic registration was used to
position the fMRI coil over the STS. Single pulses of
TMS (,1 ms duration) were delivered as subjects
viewed McGurk and control stimuli (Figure 42.7).
Subjects were pre-screened so that only those who
strongly perceived the illusion were tested. Without
TMS, the McGurk percept was reported on nearly
every trial. However, when TMS was delivered to the
STS, the illusion was reported in only approximately
half of trials. Perception of other auditory or visual
stimuli was not affected. Stimulating cortex outside
the STS did not produce any change in the illusion,
demonstrating that it was a specific result of STS
stimulation and not related to the auditory click pro-
duced by the TMS coil or the scalp tactile stimulation
induced by the pulse. The “virtual lesions” introduced
with TMS interfered with McGurk only in a temporal
window just before and after onset of the auditory
stimulus (Figure 42.7C), similar to the window in
which electrocorticographic activity is observed. The
impairment in perception of the McGurk effect caused
by TMS stimulation of the STS lasted for ,1 s. Across
multiple trials of TMS, there were no appreciable
changes: TMS interfered with McGurk perception as
effectively at the end of the experiment as it did at the
beginning. However, permanent damage to the STS
might engage cortical mechanisms for plasticity.

To examine this possibility, we tested a patient, SJ,
who experienced a stroke that ablated the entirety of
her left posterior STS (Figure 42.8); her right hemi-
sphere was unaffected (Baum, Martin, Hamilton, &
Beauchamp, 2012). She was severely impaired immedi-
ately after the brain injury but underwent extensive
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daily rehabilitation in the 5 years after her stroke.
After recovery, she reported good ability to under-
stand speech but reported that it was very effortful.
At testing, her ability to understand auditory
syllables was similar to that of age-matched controls.
Surprisingly, she also reported experiencing the
McGurk illusion. Because her left STS was ablated, we
performed a BOLD fMRI study to try and understand
the brain circuits active when she was presented with
audiovisual speech. No activity was observed in here
left STS, but her right STS was highly active when she
was presented with speech, including words, congru-
ent syllables, and McGurk syllables. The volume of
cortex active in her right STS exceeded that of any
age-matched control. This suggests a scenario in which
the right STS reorganized to perform the multisensory
integration performed in the left STS by normal indivi-
duals. This, in turn, suggests substantial plasticity in
the circuit for perceiving audiovisual speech. A prom-
ising direction for future research is exploring the
training parameters that are most effective at modify-
ing the multisensory speech perception network.

Another important direction for future research is a
better understanding of how the auditory cortex, visual
cortex, and STS interact with other brain areas important

for speech perception. A subcortical structure, the super-
ior and inferior colliculus (Wallace, Wilkinson, & Stein,
1996), is a brainstem hub for integrating auditory and
visual information. Although the role of the colliculus in
audiovisual speech perception is unknown, a lesion
study suggested that damage to subcortical structures
can impair audiovisual speech perception (Chamoun,
Takashima, & Yoshor, 2014). Within the cortex, Broca’s
area is critical for linguistic processing (Nagy, Greenlee,
& Kovacs, 2012; Sahin, Pinker, Cash, Schomer, &
Halgren, 2009) and may play a role in audiovisual
integration and speech comprehension, especially for
noisy speech (Abrams et al., 2012; Noppeney, Ostwald,
& Werner, 2010; but see Hickok, Costanzo, Capasso,
& Miceli, 2011). A common finding is activity in Broca’s
area for producing (or repeating), but not perceiving,
words (Towle et al., 2008). Another important brain area
to consider is the FFA, which plays an important role in
face processing (Engell & McCarthy, 2010; Grill-Spector
& Malach, 2004) and has also been implicated in the pro-
cessing of voices (von Kriegstein, Kleinschmidt, &
Giraud, 2006). Recent evidence from probabilistic tracto-
graphy suggests that there exist anatomical connections
between FFA and STS (Blank, Anwander, & von
Kriegstein, 2011). High-resolution fMRI and
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FIGURE 42.7 Disruption of the McGurk Effect with TMS. (A) A TMS coil was used to stimulate the STS or a control location as subjects
viewed a McGurk stimulus and reported their percept. fMRI was used to identify target regions in each subject and frameless stereotaxy was
used to position the TMS coil over the identified target. A single pulse of TMS was applied in each trial. (B) Behavioral responses to McGurk
stimuli with no TMS, with STS TMS, and with control TMS. The lightning bold icon positioned over the inflated cortical surface model and
fMRI activation map of a sample subject shows the location of the applied TMS. Figure adapted from Beauchamp et al. (2010) with permission
from the publisher. (C) The time at which the single pulse of TMS was delivered was varied. With no TMS, the McGurk effect was always
perceived. Maximal interference with the McGurk effect was observed when the TMS was delivered at times near the onset of the auditory
stimulus. �Significant reduction in McGurk perception, P, 0.05.
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electrocorticography may also make it possible to record
responses from small pools of neurons that respond to
auditory or visual speech (Chang et al., 2010), allowing a
detailed understanding of the neural circuits underlying
audiovisual speech perception.
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43.1 INTRODUCTION

In this chapter, we provide an overview of the liter-
ature on the neurobiology of statistical information
processing that is relevant for studies of language pro-
cessing. We intend this chapter for those interested in
understanding how the coding of statistics between
sublexical (nonsemantic) speech elements may impact
language acquisition and online speech processing. For
this reason, we focus particularly on studies speaking
to the sublexical level (syllables), but we also addresses
the processing of statistics within auditory nonspeech
stimuli.

As detailed in this chapter, there is increasing evi-
dence that the human brain implements computations
that allow it to understand the environment by extract-
ing and analyzing its regularities to derive meaning,
simplify the representation of inputs via categorization
or compression, and predict upcoming events. The
auditory environment is particularly complex, present-
ing humans with a seemingly infinite combination of
sounds with an immensely rich spectral diversity, origi-
nating from a wide variety of sources. Among these
sounds are speech sounds, that is, syllables and pho-
nemes. Speech sounds occur within rapid and continu-
ous streams that must be parsed into their constituent
units for meaning to be extracted. Speech streams are
sequentially organized based on complex language-
specific (i.e., phonotactic) constraints. These constraints,
whose delineation is the focus of linguistic approaches
(e.g., Optimality theory; see McCarthy, 2001), are mani-
fested, at the surface level, in language-specific statistics.
One such statistic is “transition probability” (TP), which

refers to the conditional probability of transitioning
from one syllable to the immediately successive one,
P(syllable2 | syllable1). Importantly, syllables with high
TPs tend to form words, whereas those with lower TPs
mark word boundaries. Because, unlike written lan-
guage, the speech stream does not contain invariant
cues marking word boundaries (Cole & Jakimik, 1980;
Lehiste & Shockey, 1972), access to statistical informa-
tion, in particular TP, is considered critical for learning
how to segment continuous speech into syllables and
words, especially during early childhood when word
boundaries are still unknown. There is a large behav-
ioral literature detailing the statistical abilities of
infants and children, but also adults, all of whom are
sensitive to TP in speech (Newport & Aslin, 2004;
Pelucchi, Hay, & Saffran, 2009a, 2009b; Pena, Bonatti,
Nespor, & Mehler, 2002; Saffran, Aslin, & Newport,
1996; Saffran, Johnson, Aslin, & Newport, 1999) as
well as in nonspeech auditory and visual stimuli
(Fiser & Aslin, 2001, 2002; Kirkham, Slemmer, &
Johnson, 2002; Saffran et al., 1999; Saffran, Pollak,
Seibel, & Shkolnik, 2007).

Importantly, statistics within the auditory domain
support more than just language acquisition. In early
and late adulthood, statistical information can be used
for predicting upcoming syllables and words or for
disambiguating partly heard words, especially in con-
texts in which the speech signal is degraded, such as
in noisy environments and for people with hearing
loss. It is well-known that during speech comprehen-
sion the speech system seeks to identify the target lexi-
cal item as quickly as possible (Gaskell & Marslen-
Wilson, 1997). While processing the auditory input, the
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cohort of lexical items that form possible lexical conti-
nuations becomes accessible, and the lexical item is
identified as soon as the “uniqueness point” is
reached, that is, the point at which only one continua-
tion is possible and at which it can be discriminated
from similar words in the “mental lexicon.”1 This pro-
cess is further sensitive to the statistical distribution of
potential complements: the uncertainty of possible
word continuations (the potential cohort) near the rec-
ognition point, as quantified by the cohort’s entropy, is
negatively correlated with word identification, sug-
gesting that the set of potential complements is made
accessible during the word comprehension itself
(Wurm, Ernestus, Schreude, & Baayen, 2006). Given
that interpretations are sought prior to word comple-
tion, a probabilistic model of potential completions can
optimize recognition by differentially activating more
probable completions. Recent work supports the prem-
ise that such predictions are made prior to reaching
the uniqueness point (Gagnepain, Henson, & Davis,
2012). Beyond accounting for online processing, it has
been shown that adults with better capacities for repre-
senting input statistics have more efficient language
processing capacities, suggesting a tight link between
the two mechanisms (Conway, Bauernschmidt, Huang,
& Pisoni, 2010; Misyak & Christiansen, 2012).

The studies we review here focus on the neurobiol-
ogy of statistical information processing. These studies
draw on three research traditions: information theory,
artificial grammar learning (AGL), and perceptual
learning. Therefore, they use different terminologies.
Studies grounded in information theory differentiate
“regular” from “irregular” or “random” inputs. Here,
regular inputs are generated by a process with some
level of constraints (e.g., a first- or second-order
Markov process2) in which the transitions between
tokens is not uniform in the ordered condition but is
uniform in the random condition. For instance, given a
grammar of N tokens, in the random condition transi-
tion probabilities between tokens will be 1/N uni-
formly for all token-pair transitions, whereas the
regular conditions will increase the probability of
some transitions and decrease the probability of others.
Studies using AGL paradigms, which are grounded in
formal learning theories, often refer to the generating
process as a transition network and examine responses
to sequences that could or could not be generated by
the learned grammar. Many of the grammars used in

the AGL literature are of the simplest type (regular
grammars) that can be represented via a Markov pro-
cess. The third body of literature, grounded in percep-
tual learning, uses manipulations in which random
token-sequences are contrasted with sequences in
which some tokens are always concatenated in a fixed
order to form “words.” It is important to note that
both the random and word-forming conditions can be
described by a first-order Markov process: the random
condition has a uniform distribution of transitions
whereas the word-forming condition contains several
cells with a 100% TP. We further note that these latter
studies are different from those grounded in AGL or
information theory in that once the “words” are
decoded, learners benefit from numerous points in the
sequence that completely lack uncertainty (particularly
when each word begins with a unique syllable). To
illustrate, if words are four syllables long, then after
the words have been learned, identifying a word-
initial syllable will uniquely determine the next three
syllables for the listener. That is, including “words”
introduces a measure of determinism that is not pres-
ent in other studies of statistical processing, and there
is evidence that this results in chunking of the words
into single units, with less attention given to those syl-
lables in the sequence that are predictable with abso-
lute certainty (Astheimer & Sanders, 2011; Buiatti,
Pena, & Dehaene-Lambertz, 2009).

We also emphasize that the findings we review in
this chapter derive from studies examining the acquisi-
tion or representation of statistical constraints, a field
that only partly overlaps with studies of grammar
acquisition and representation or rule learning. The
study of transition-probability statistics takes as its
model inputs that are generated by regular grammars,
that is, grammars that can be described via finite state
automata (also referred to as finite state systems or
Markov processes), that are defined solely by an alpha-
bet, states, and transitions. Finite state systems can
model simple grammars, but not grammars that require
a memory stack (e.g., An Bn grammars). Studies that
examine the representation of more complex grammars
such as these, which necessitate memory stores, hierar-
chical representations, recursion, or that use of symbo-
lisms such as phrase structures or unification-based
constraints, are outside the scope of this review and
may utilize different neural systems (see Fitch &
Friederici, 2012, for recent neurobiological studies

1The mental lexicon is a concept used in linguistics and in psycholinguistics to refer to a speaker’s lexical representations.

2Markov chains are stochastic processes that can be parameterized by estimating TP between discrete states in a system. In first-order Markov

chains, each subsequent state depends only on the immediately preceding one. In second-order Markov chains, the next state depends on

two or more preceding states.
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comparing regular versus context free grammars and
for representative experimental work; Bahlmann,
Schubotz, & Friederici, 2008; Folia, Forkstam, Ingvar,
Hagoort, & Petersson, 2011). Work on formal rule learn-
ing and evaluation of stimuli against rules is also out-
side the scope of the current chapter.

Importantly, whereas much of the data in the studies
we discuss are interpreted in terms of the learning of
statistical relations (transition probabilities) or use of
systems that represent statistics, these interpretations
often ignore the relation between processes associated
with the coding of statistics and those related to chunk-
ing of tokens. There is a strong relation between
sequence statistics, the process of chunking sequences,
and the resulting segmentation of the input into a “men-
tal alphabet” consisting of distinct units (Perruchet &
Pacton, 2006). Computationally, if two or more tokens
always appear jointly, it would be most optimal to chunk
(represent) them as a single unit for the purpose of any
statistical computation. Depending on interpretive tradi-
tions, some of the studies reviewed in this chapter
address differences in brain activity for regular and ran-
dom sequences, not in terms of statistical learning of
relations between items, but in terms of chunking. It has
been shown that chunking-based accounts can explain
many of the findings in the statistical learning literature
and whether the same systems mediate chunking and
statistical learning is an ongoing issue (see Perruchet &
Pacton, 2006 for an important discussion). Thus, from a
neurobiological perspective, it is still difficult to deter-
mine whether sensitivity to statistical regularities is
dependent on chunking-related processes or on pro-
cesses more specifically related to statistical learning,
such as the updating of associative information and the
construction of predictions.

The structure of the rest of the chapter is as follows.
Section 2 identifies and discusses the brain regions
most commonly involved in processing statistical
information. Section 2.1 focuses on the cortical regions,
and section 2.2 focuses on the subcortical ones. Finally,
section 2.3 discusses the connectivity between the cor-
tical and subcortical structures involved in statistical
information processing. We conclude by discussing the
potential usefulness of statistical information proces-
sing in the context of auditory, language, and system
neurosciences.

43.2 BRAIN SYSTEMS INVOLVED
IN STATISTICAL INFORMATION

PROCESSING

Not much is known about the anatomy and func-
tional organization of the brain systems that process
and use statistical information in the speech signal.

From a neurobiological perspective, different systems
might be involved in the representation and use of
such statistical information. Some might represent
associative links between speech elements (e.g., the
distribution of all elements that follow what is cur-
rently perceived), whereas some may mediate more
general auditory-attention processes that enable the
use of statistical information. For instance, hearing the
syllable “que” [/kwε/] can invoke a representation of
a range of possible complements such as “est” or
“estion.” Processing of acoustic signals uses active
“look-ahead” mechanisms that aim to identify target
words given minimally sufficient acoustic information
prior to the moment when a word has been presented
in its entirety (Gaskell & Marslen-Wilson, 1997). This
representation, which can be formally represented via
a cumulative distribution of possible following sylla-
bles could be instantiated on the fly. The deployment
of neural systems to construct and utilize these distri-
butions may further depend on the “diagnosticity” of
the auditory cue (i.e., the degree to which it constrains
future inputs). Whereas a syllable such as /kwε/ is
highly diagnostic because it can be followed by rela-
tively few continuations, a syllable such as “bi” [/bɑɪ/]
allows numerous ones (bite, bilateral, bicycle) in which
case making predictions may be counterproductive
and, instead, paying greater attention to bottom-up
input (i.e., to the acoustic details themselves) may be
more optimal. When the number of potential comple-
ments is large, systems associated with modulation of
auditory attention likely play a role to favor bottom-up
processing.

As discussed in sections 2.1 and 2.2, neuroimaging
research has begun to uncover a complex and distrib-
uted system, including both cortical and subcortical
components, which is important for processing audi-
tory statistical information either by directly support-
ing statistical mechanisms, or by controlling more
general mechanisms such as auditory segmentation,
auditory attention, and working memory. The func-
tional organization and specific contributions of the
different components of this distributed system, how-
ever, remain largely unknown. A range of experimen-
tal paradigms has been used to study this question,
which included either speech or nonspeech stimuli
(such as pure tones), or sometimes both, presented in
either auditory or visual modalities. Passive listening
tasks have been used to focus on automatic and per-
haps more naturally occurring processes, whereas
other tasks have targeted deliberate/executive pro-
cesses, including various forms of learning and pattern
recognition paradigms. This range of experimental
paradigms may explain the diverse network of regions
that have been associated with statistical information
processing, which includes part of temporal and
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frontal parietal lobes and subcortical structures. That
said, in the present chapter we do not review research
focusing on decision-making about future outcomes.

43.2.1 Cortical Systems Underlying Statistical
Processing of Linguistic Inputs

At the cortical level, perhaps not surprisingly, sensi-
tivity to statistical information in auditory input
streams has been found mainly in the supratemporal
plane (STP) of healthy adults, including the auditory
cortices. This is generally consistent with the idea that
representation of statistics in different modalities relies
on separate circuits rather than on a general system for
coding statistics (Bastos et al., 2012). However, several
studies have also implicated the left inferior frontal
gyrus (IFG), a region that may play a more domain-
general role in this process.

43.2.1.1 Involvement of Temporal Regions

Several studies examining statistical information
processing in auditory nonspeech streams, usually
using pure-tone streams, have identified temporal and
temporal-parietal regions whose activation is modu-
lated by the statistical properties of the input signal.
In a magnetoencephalographic (MEG) study (Furl
et al., 2011), sensitivity to statistical information, quan-
tified as transition probabilities (second-order Markov
chains of tones comprising five possible pitches), was
found in the right temporal-parietal junction, includ-
ing the most posterior part of the STP. Using func-
tional magnetic resonance imaging (fMRI), we found
sensitivity to perceived changes in statistical regularity
in auditory sequences of pure tones in a region of the
left superior temporal gyrus (STG) as well as in sev-
eral other regions, including the bilateral medial fron-
tal gyrus (Tobia, Iacovella, Davis, & Hasson, 2012).
Using near-infrared spectroscopy (NIRS), Abla and
Okanoya (2008) examined the processing of tone
sequences containing “tone-words” and random
sequences. Prior to the experiment, participants were
presented with the tone-words during a 10-minute
training phase. During the experiment, participants
were asked to try to recognize the word tones they
had learned during the training phase, a task that
requires continuous segmentation of the input and
evaluation against the learned words. The results
showed increased activation in both left STG and left
IFG. Although the authors argued against the STG as
being involved in statistical information processing,
suggesting instead that the observed task-related mod-
ulation reflects auditory selective attention, the finding
of greater activation in this area adds to a literature
suggesting that STG is indeed involved in statistical

information processing. Comparing auditory melodies
to unstructured sequences of tones comparable in
terms of pitch and rhythm revealed stronger fMRI sig-
nal in bilateral IFG and anterior and posterior STG,
including the planum temporale (PT) (Minati et al.,
2008). Interestingly, the PT has been shown to respond
to the presentation of unexpected silences in auditory
sequences of complex sounds (modulated scanner
noise), further suggesting that it is sensitive to the
structure of sound sequences (Mustovic et al., 2003).
In sum, neuroimaging studies, including MEG, fMRI,
and NIRS studies, focusing on the processing of audi-
tory sequences robustly find activation along the
supratemporal cortex, particularly at the level of
the posterior STG and PT, that is modulated by the
internal statistical structure of nonspeech auditory
sequences.

Neuroimaging studies that have used speech instead
of nonspeech stimuli lead to conclusions that are consis-
tent with those found in nonspeech studies. Using fMRI,
McNealy, Mazziotta, and Dapretto (2006) examined
brain activity of healthy adults during passive listening
to: (i) syllable streams from an artificial language con-
taining statistical regularities; (ii) streams containing sta-
tistical regularities and speech cues (stressed syllables);
and (iii) streams containing no statistical regularities and
no speech cues. The comparison of streams containing
regularities with those that did not revealed activity in
the left posterior STG. Importantly, activity in this region
was found to increase over time for the streams contain-
ing statistical regularities but not for the random
streams. This finding is particularly important for
understanding the potential role of the posterior STG in
statistical processing. If the posterior STG were involved
in the updating of statistical representations (i.e., statisti-
cal updating per se), then this process of updating proba-
bilities should not differ in its dynamics for regular
versus random series. In contrast, if it were implicated
in segmentation of words from the stream, then it would
show more activation for regular series, as was found
by the authors. A subset of the participants in McNealy
et al. study also completed a word discrimination task
in which words, part-words, and nonwords taken from
the speech streams were presented to the participants
who were given no explicit task. Results show activity
in the left posterior IFG and left middle frontal gyrus
(MFG) for words compared with nonwords and part-
words, altogether suggesting that posterior frontal
regions are involved in word recognition once these
words are learned, whereas statistical information and
segmentation processes may be accomplished within the
STP. This experimental paradigm was reapplied with a
group of 10-year-old children; results show essentially the
same BOLD activation pattern (McNealy, Mazziotta, &
Dapretto, 2010).
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In a related fMRI study (Karuza et al., 2013), partici-
pants were also exposed to an artificial language and
tested on their ability to recognize words (three-
syllable combinations with high transitional probabili-
ties) and part-words that occurred during the exposure
streams (learning). Exposure streams included forward
and backward speech streams. Greater activation was
found in the left STG, right posterior middle temporal
gyrus (MTG), and right STG when comparing the for-
ward speech stream with the backward speech control
condition. Relating each participant’s change in learn-
ing across postexposure test phases to changes in neu-
ral activity during the forward as compared with the
backward exposure phase revealed activation in the
left IFG pars triangularis and a small portion of the left
IFG pars opercularis. Together with the findings of
McNealy et al. (2006), this suggests that when statisti-
cal dependencies are found in speech stream,
“chunks” of colinear elements are coded as single
items (“words”) in a representation accessible to left
inferior frontal regions. That is, these regions may be
specifically involved in word learning or word recog-
nition, whereas more general auditory statistical infor-
mation processing mechanisms involve the STP.

In our own fMRI work (Tremblay, Baroni, & Hasson,
2012), we used a slightly different approach to study
statistical information processing in speech and non-
speech auditory sequences. We exposed participants to
meaningless sequences of native syllables and spectrally
complex natural nonspeech sounds (bird chirps) that
varied in terms of their statistical structure, which was
determined by their transition-probability matrices (par-
ticipants monitored a visual stimulus in an incidental
task). The auditory sequences ranged from random to
highly structured in three steps: predictable sequences
were associated with strong transition constraints
between elements in a way that allowed making a
strong prediction about the next element, whereas mid-
level or random sequences were associated with weaker
or no transition constraints. In contrast to prior work,
we used a detailed anatomical ROI approach and
focused on the STP, which we partitioned into 13 subre-
gions in each hemisphere. Our results emphasize the
importance of the posterior STP in the automatic pro-
cessing of statistical information for both speech and
nonspeech sequences. Several areas in the left STP were
sensitive to statistical regularities in both speech and
nonspeech inputs, including the PT, posterior STG, and
primary auditory cortex in the medial transverse tem-
poral gyrus (TTG). The bilateral lateral TTG and trans-
verse temporal sulcus (TTS) were sensitive to statistical
regularities in both speech and nonspeech, but patterns
of activation were distinct with earlier activation for
speech than nonspeech, suggesting easier segmentation
for familiar than unfamiliar sounds. These findings for

TTG are also in agreement with work showing sensitiv-
ity to regularities in that region using direct recordings
in rats (Yaron, Hershenhoren, & Nelken, 2012). Recent
data from our group (Deschamps, Hasson, & Tremblay,
submitted) shows that the cortical thickness of left ante-
rior STG correlates with the ability to perceive statistical
structure in speech sequences. An additional explor-
atory whole-brain analysis revealed significant correla-
tions in the superior parietal lobule (SPL) and
intraparietal sulcus (IPS), regions more typically associ-
ated with attentional processes. These data suggest that
the ability to process statistical information depends on
auditory-specialized cortical networks in STP, as well as
a network of cortical regions supporting executive
functions.

43.2.1.2 Involvement of Left IFG

As indicated, the left IFG appears to play a role in
the segmentation of word or word-like structures in an
auditory stream. It is an outstanding question whether
the left IFG mediates a modality-general function. In a
nonspeech study, Petersson, Folia, and Hagoort (2012)
introduced participants to written (visual) sequences
generated by a seven-item artificial grammar. In a sub-
sequent fMRI session, these participants were asked to
determine whether sequences presented to them were
grammatical. The authors found greater activation for
accurate nongrammatical versus grammatical judg-
ments in left IFG, suggesting that these regions gener-
ally evaluate the well-formedness of inputs by
examining whether they are licensed given the gram-
mar learned, even outside language contexts. However,
other fMRI work (Nastase, Iacovella, & Hasson, 2014)
argues that the left IFG may mediate low-level
auditory statistical processing rather than a modality-
independent process. The Nastase et al. study showed
that activity in left IFG was sensitive to regular versus
random series of pure-tone series, but it was not sensi-
tive to regularity when the tokens were substituted
with simple visual objects. One possibility is that parti-
cipants in the Petersson et al. study represented the
visual stimuli using a verbal code in preparation for the
task required of them. In contrast, the short sequences,
passive perception context, and rapid presentation rate
used by Nastase et al. do not favor that strategy, which
may explain the discrepant findings.

In sum, a review of the literature indicates that the
posterior STP, particularly at the level of the PT and
posterior STG, as well as the left IFG, are the cortical
structures most frequently implicated in the processing
of statistical information in the auditory domain.
Further studies are needed, however, to delineate the
specific role(s) of each region as well as the manner in
which information flows between these different
regions.
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43.2.2 Subcortical Systems Underlying
Statistical Information Processing

43.2.2.1 Involvement of Basal Ganglia
in Statistical Learning

Relying mainly on neuroimaging and neurophysiol-
ogy studies, we now consider the potential role of the
basal ganglia (BG) in mediating statistically informed
aspects of phonemic and syllable-level processing. The
BG is involved in several cortico-striatal loops, includ-
ing limbic, associative, and motor loops, each originat-
ing and terminating in distinct cortical areas, and
connecting via different parts of the BG (Alexander,
DeLong, & Strick, 1986). The basal motor loop connects
primary and nonprimary motor areas including the
supplementary motor area (SMA) to the posterior stri-
atum, particularly the putamen, the external and
internal pallidum, the subthalamic nucleus, and ven-
trolateral thalamic nuclei. This loop has been associ-
ated with the acquisition, storage, and execution of
motor patterns and sequence learning (Graybiel, 1998).
Functionally, it has been suggested that the BG is
involved in the coding of context (Saint-Cyr, 2003) and
in the generation of sequenced outputs via rule appli-
cation (Lieberman, 2001). Neuropsychological, anatom-
ical, and behavioral evidence for these notions are not
discussed here; they have been discussed extensively
elsewhere, particularly in relation to populations with
BG dysfunction (see Alm, 2004 for dysfunctions related
to stuttering; see Saint-Cyr, 2003 for a review of BG
dysfunctions such as Parkinson’s and Hungtington’s
diseases).

The potential role of BG in representing statistical
constraints among short nonsemantic units has been
examined in several studies. An early neuroimaging
study (Lieberman, Chang, Chiao, Bookheimer, &
Knowlton, 2004) provides a convincing demonstration
of this point. In this study, participants were presented
with letter strings constructed from an artificial gram-
mar as part of a training stage; then, in a test stage,
they were tested on novel grammatical and nongram-
matical letter strings. Orthogonally to the grammatical-
ity manipulation, the authors constructed test items
that either strongly or weakly overlapped with the
training items in “chunk strength,” which is a measure
not relating to the grammaticality of the string, but
rather to the frequency in which the “alphabet” of the
grammar tended to occur conjointly (co-occurrence fre-
quency). In this way, the authors could separate
regions implicated in retention of grammar rules from
those involved in retention of chunks of letters. When
chunk strength was low, offering little superficial over-
lap with the training items, the caudate nucleus was
sensitive to grammaticality, showing more activity for
grammatical items. Examination of the correlates of

chunk strength revealed hippocampal and putamen
activation, with hippocampal activation interpreted as
being related to retrieval of training items.

The putamen has been linked to the coding of regu-
larity in the study of McNealy et al. (2006) discussed
in the previous section. That study reported stronger
activity in the putamen during presentation of random
syllable strings than during presentation of artificial
languages. Furthermore, activation in the region was
stronger for unstressed language-like streams than for
stressed language-like streams (in the latter, word-
strings were easier to disambiguate). Thus, the puta-
men showed a gradient of activation with the least
activity during the condition in which words were eas-
iest to segment. Interpreting such relatively focal
regional effects in the context of more general
approach to understanding BG-thalamic loops is an
important goal for future work. The BG is internally
connected via inhibitory connections so that increased
activity in the striatum can inhibit or excite the palli-
dum and, via different pathways, result in either
increased or decreased activity in thalamus. Future
work with high temporal and spatial resolution (e.g.,
time-resolved fMRI or MEG) may identify such
interactions. In any case, the involvement of BG in
grammar learning is supported by work (De Diego-
Balaguer et al., 2008) showing that individuals
diagnosed with Huntington’s disease, which affects
the striatum (i.e., the caudate and the putamen), show
deficits in word and morph-syntactic learning, with
the former necessitating veridical memory for three-
syllable combinations and the latter necessitating the
extraction of morphological regularities (e.g., artificial
words ending in “mi” always begin with “pa”).

A role for the BG in representing statistical relation-
ships between input elements, or their prediction, is
also supported by research on auditory processing. For
example, Leaver, Van Lare, Zielinski, Halpern, and
Rauschecker (2009) linked the BG to auditory sequenc-
ing, a process that is closely related to the processing
of statistical information, given that statistics informa-
tion can only be computed and processed if the inde-
pendent units in a signal have been properly
segmented. In that study, participants were scanned
while anticipating a familiar or unfamiliar melody.
While silently anticipating a familiar melody, SMA,
pre-SMA, left BG (globus pallidus/putamen), and sev-
eral other regions showed more activity than when
anticipating a recently learned melody, suggesting a
role in auditory prediction. However, for the BG, this
pattern was stronger during the early stages of famil-
iarization with the “familiar” melody than in later
stages, suggesting that the involvement of BG is
related to the learning process itself (“learning stimu-
lus associations,” ibid., p. 2482) rather than prediction.

532 43. NEUROBIOLOGY OF STATISTICAL INFORMATION PROCESSING IN THE AUDITORY DOMAIN

F. PERCEPTUAL ANALYSIS OF THE SPEECH SIGNAL



Whether the BG mediates pattern learning or use of
statistical information for prediction is more directly
addressed by recent work on beat perception, stimulus
anticipation, and music perception (Grahn & Rowe,
2013). In that study, the authors presented participants
with auditory streams consisting of regular beats that
either changed or were the same as the beat patterns
in streams presented immediately before. Results
showed that the putamen was most strongly active in
the condition where the current pattern was the same
as the previous one, and showed the least activity
when the current pattern was new and did not bear a
relation to the prior one. Mid-levels of activity were
found for changes in speed. On the basis of these find-
ings, the authors proposed that “the basal ganglia’s
response profile suggests a role in beat prediction not
beat finding” (Grahn & Rowe, 2013, p. 913). Geiser,
Notter, and Gabrieli (2012) also linked the putamen to
processing of auditory regularities by demonstrating
that it shows more activity in the context of regular
(versus irregular) beat patterns (the opposite pattern
found by McNealy et al., 2006) and, furthermore,
across individuals, greater activity in the putamen was
negatively correlated with activity in auditory cortex.
We note that the studies of Grahn and Rowe and that
of Geiser et al. address predictions given temporal reg-
ularities rather than regularities of content; establishing
the relation between these two kinds of phenomena, in
the domain of language, is a topic for future work.

It is still unclear whether activity in BG reflects the
coding of regularity, predictive processes, or evalua-
tion of input against predictions. Seger et al. (2013)
found that the caudate head and body (though not the
putamen) were sensitive to the degree of mismatch in
musical progression of a chord series, suggesting that
the caudate is involved in evaluation of predictions,
whereas the putamen is involved in constructing pre-
dictions. However, even this interpretation of putamen
activity necessitates further work, as Langners et al.
(2011) have shown that the putamen shows higher
activity when more specific versus less specific predic-
tions are violated (see also Haruno & Kawato, 2006).

Furthermore, it is also unclear whether temporal or
content-based predictions mediated by BG, such as
those reviewed in the aforementioned studies, extend
to the lexical level. Interestingly, some work suggests
that the role of BG in the construction or evaluation of
predictions is limited to the sublexical level. Wahl
et al. (2008) examined responses to semantic or syntac-
tic violations in spoken sentences. Deep brain record-
ings monitored activity in the thalamus and BG.
Results showed that BG were not sensitive to either
type of violation, leading the authors to propose that
“syntactic and semantic language analysis is primarily
realized within cortico-thalamic networks, whereas a

cohesive BG network is not involved in these essential
operations of language analysis” (p. 697). It is therefore
possible that the BG mediates statistical learning, but
only when learning applies to sublexical units (phone-
mic, syllabic, morphemic) rather than to word or
clause-level phenomenon.

43.2.2.2 Debates on the Functional Role of Basal
Ganglia

It is important to consider the empirical findings
reviewed here in the context of the continuous discus-
sion on the role of BG in language comprehension.
Whether the BG’s computations during language com-
prehension are intrinsically linguistic and related to
grammatical computations or, alternatively, associated
with more general functions is currently being
debated. Arguing for the linguistic-computation view,
Ullman (2001) has suggested that the BG subserves
aspects of mental grammar and that it allows learning
of grammars in various domains, including syntax,
morphology, and even phonology. Given that gram-
mar learning reflects, at minimum, extraction of regu-
larities or invariants, this would entail sophisticated
mechanisms for extracting regularities that can include
phrase-structure rules, lexical-level constraints, or rules
governing long-distance movements between constitu-
ents. This viewpoint has received empirical support
from work (Nemeth et al., 2011) showing that in dual-
task conditions where one task involves statistically
driven motor sequence learning, a parallel sentence
comprehension task diminishes learning, whereas
mathematical or word-monitoring parallel tasks do
not. In contrast, Crosson and colleagues have argued
that the BG is not involved in primary language func-
tions, but rather increases signal to noise during action
selection. Thus, during speech comprehension, the
region may be implicated in increasing the coding pre-
cision (activation sharpening) of those phonemes most
appropriate in a given context (Ford et al., 2013, p. 6).
Understanding the role of BG in statistical contexts
containing both auditory and nonauditory language
content is important for differentiating these different
theoretical frameworks.

43.3 CONNECTIONAL ANATOMY
OF THE STATISTICAL NETWORK

Our review suggests that the caudal part of STP,
including the posterior STG and PT extending to TTG,
as well as the striatum, and possibly the IFG
(pars opercularis, triangularis), form the core regions
involved in processing statistical information. However,
whether these regions form a functional network for
segmenting auditory inputs or processing embedded
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statistical information remains unclear, because no stud-
ies thus far have attempted to examine the connectivity
patterns associated with processing auditory statistics.
We briefly outline reasons for supposing these three
areas (IFG, posterior-middle temporal cortex, BG) have
the potential for integrative processing of statistics in the
auditory stream.

The idea of some degree of anatomical connectivity
between the human IFG and posterior temporal areas
has a long history, but it is not without controversy
(see Dick, Bernal, & Tremblay, 2013; Dick & Tremblay,
2012 for reviews on the subject and references therein
for data in support of and against the presence of such
connectivity). There is, however, evidence for func-
tional connectivity between these regions (Hampson
et al., 2006).

The other question of interest concerns the connec-
tivity of the striatum with posterior STP and/or IFG.
Although there is extended structural connectivity
(monosynaptic) between the cortex and the striatum,
evidence of anatomical connectivity between the IFG
and the striatum, as well as between STP and the stria-
tum, is scarce. Schmahmann and Pandya (2006), using
an anterograde tract-tracer technique in the macaque
monkey, reported some projections from the posterior
STG to the caudate nucleus. In humans, a recent diffu-
sion MRI study conducted on 13 healthy adults sug-
gest that the temporal cortex (including posterior
segment) projects to the posterior part of the caudate
nucleus (Kotz, Anwander, Axer, & Knosche, 2013),
consistent with the macaque evidence. Documentation
of structural connectivity between the IFG and the stri-
atum is scarce. A recent DTI study conducted on a rel-
atively small sample (N5 10) and focusing on the IFG
reported that both the opercular and triangular convo-
lutions of the IFG connect with the rostral putamen
(Ford et al., 2013).

Another way of assessing connectivity between
regions is to examine their functional connectivity, that
is, the tendency (in the statistical sense) of different
regions to be active synchronously, which does not
necessarily imply direct (monosynaptic) connectivity.
The functional connectivity literature, however, pro-
vides a slightly less consistent account. A detailed
study of the functional connectivity of the human stria-
tum conducted on a large sample (N5 1000; Choi, Yeo,
& Buckner, 2012) reported only weak connectivity
between the posterior STP and the striatum and
between the IFG and the striatum. Using dynamic
causal modeling (DCM) during a phonological (rhym-
ing judgment) task, Booth et al. (Booth, Wood, Lu,
Houk, & Bitan, 2007) reported functional connectivity
between the putamen and left IFG as well as between
the putamen and the lateral temporal cortex (including
both superior and middle temporal areas). Another

study, using resting-state connectivity, documented
functional connectivity between the putamen and pos-
terior STP (Di Martino et al., 2008).

In sum, there is some evidence of functional connec-
tivity but very limited evidence of anatomical connec-
tivity between the IFG and posterior STP and the
striatum. Additional research is needed to further cur-
rent understanding of how these areas, which appear
to form the core of a statistical information processing
network, interact either directly or indirectly to extract
and process that information.

43.4 RELATED WORK AND
FURTHER AFIELD

There are a number of research lines that appear
related to the processing of statistical information but
address substantially different issues. The first defines
statistical relations between inputs not in terms of for-
mal properties such as transition probabilities, but in
terms of the degree of physical (metric) changes
in (sound) frequency space that occur between tones in
more and less ordered sequences. In that literature,
regularity is quantified via the serial autocorrelation of
tones in the pitch sequence (Overath et al., 2007; Patel &
Balaban, 2000) so that regularity is higher when low
frequencies dominate or sample entropy is lower. These
studies have implicated auditory cortical regions in
regularities, but it is important to note that the term
“regularity” is used differently and that the explana-
tions for such effects could have a purely physiological
basis; when “statistical regularity” is related to the
magnitude of transitions in frequency space, the expla-
nation for these effects could be due to low-level
repetition suppression effects per se driven by the tun-
ing curves of auditory neurons.

There is also a body of work examining neural
responses to varying levels of uncertainty, but in
which uncertainty originates from the degree of unifor-
mity of the distribution from which the tokens are
sampled (captured by Shannon’s entropy of the vari-
able generating the input), rather than to the strength
of transition probabilities. Particularly relevant are
studies that did not require directing attention to stim-
ulus statistics (Harrison, Duggins, & Friston, 2006;
Strange, Duggins, Penny, Dolan, & Friston, 2005;
Tobia, Iacovella, & Hasson, 2012). The studies of
Strange et al. (2005) and Harrison et al. (2006) used
visual stimuli and linked the hippocampus to coding
series uncertainty (quantified via Shannon’s entropy).
However, one study using passive listening to audi-
tory stimuli (Tobia, Iacovella, & Hasson, 2012) has
identified perisylvian regions including both inferior
parietal and lateral temporal cortex as sensitive to the
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relative frequency distribution of auditory tokens with-
out hippocampal involvement (see Tobia, Iacovella, &
Hasson, 2012 for a discussion of the role of the hippo-
campus in statistical learning).

Another important and unresolved issue concerns
the domain specificity of the neural processes involved
in learning and representation of statistical information.
Our own work (Nastase et al., 2014) suggests that rapid
learning of sequence statistics within auditory or visual
steams is largely mediated by separate neural systems,
with little overlap and without hippocampal involve-
ment. Others (Bubic, von Cramon, & Schubotz, 2011)
have shown that violations of regularity-induced pre-
dictions evoke activities in different systems depending
on whether the regularity is temporal-, location-, or
feature-based, suggesting a domain-specific basis for
the construction or evaluation of predictions. However,
several studies (Cristescu, Devlin, & Nobre, 2006; Egner
et al., 2008) suggest that there are domain-general sys-
tems that mediate predictions of items’ perceptual fea-
tures, location, and semantic features.

43.5 CONCLUSION AND FUTURE WORK

The study of the neurobiological substrates underly-
ing the representation and use of statistical information
is in its initial stages. Although statistical information
may be crucial to language acquisition and online
speech processing, experimental work has just begun
identifying the neural mechanisms mediating these
processes as well as their functional importance.
Several core areas identified in this experimental work
are regions of the STP and lateral temporal cortex that
appear to be sensitive to the degree of statistical regu-
larity in an input and potentially initial word segmen-
tation and left IFG regions that play a role in word
recognition but that may not be involved in the coding
of statistics per se. The BG appears to have a role in
online temporal predictions and anticipation, with a
particularly important role for the putamen, a core
part of the cortico-basal motor loop. Finally, although
there is some evidence for functional and structural
connectivity between IFG, STP, and BG, future work is
needed to examine the relation between statistical pro-
cessing mechanisms and the strength of functional and
structural connectivity within this network.
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44.1 INTRODUCTION

By comparison with other animals, humans use
an exceptionally large inventory of communicative
sounds (i.e., words). Infants learn to recognize their
first words in the first year of life (Kuhl, 2004; Werker &
Tees, 1999), and from approximately 18 months of age
they add words to their vocabulary at an astonishing
rate, learning perhaps as many as 10 new words per
day (McMurray, 2007). Estimates of the number of
words known by a typical adult who is a native English
speaker vary from 25,000 to 75,000, but they clearly
depend on the degree of lexical redundancy assumed
(Altmann, 1997).1 The resulting lexicon of familiar
words is key to effective communication. The neurobio-
logical foundations of lexical knowledge are corre-
spondingly central to understanding the human faculty
of language.

Knowing a word involves several distinct forms
of knowledge. Critically, a listener must know the
specific sequence of speech sounds that comprise a
word, and these word forms must be linked to repre-
sentations of word meaning, syntactic properties,
and orthographic form. The focus of the present
chapter is to provide the neural basis of lexical access
for spoken words. We consider three functional
challenges in guiding our specification of the neuro-
biological foundations of lexical access. Together,
these help us to account for the remarkable speed,
robustness, and flexibility of human spoken word
recognition.

44.2 THREE CHALLENGES FOR LEXICAL
ACCESS IN SPEECH

A typical spoken word in connected speech lasts
less than half a second, during which time we must
recognize one specific word from the thousands that
we know. Words are fleeting and transient, speech
sounds unfold rapidly in time, and we cannot listen
again to earlier speech sounds (unlike regressive eye
movements in reading) to compensate for uncertain
information heard at the start of the current spoken
word (e.g., in distinguishing between speaker and bea-
ker; Allopenna, Magnuson, & Tanenhaus, 1998). In con-
nected speech there may be even longer delays before
the arrival of critical information. For example, listen-
ers may use subsequent words to resolve perceptual
ambiguity when short words also match the start
of longer words (Davis, Marslen-Wilson, & Gaskell,
2002), or to correctly interpret word-final coarticulation
(Gaskell & Marslen-Wilson, 2001).

The first of our three challenges arises because spo-
ken words unfold so rapidly, and yet the neurobio-
logical system that supports spoken word recognition
must use information that is spread out in time.
Lexical access requires an internal memory that
retains a record of prior speech to guide perception of
current speech sounds or words (the TRACE in
McClelland & Elman, 1986, or recurrent context units
in Gaskell & Marslen-Wilson, 1997). In Section 44.3.2
of this chapter, we link this internal memory to a pro-
cessing hierarchy in anterior regions of the superior

1It can be unclear, for example, whether inflections (“drives,” “driving”) and derivations (“driver”) are counted as additional known words

despite being predictably given knowledge of the stem (“drive”). Consideration of morphological relationships in the lexicon is of great

importance but is beyond the scope of the present chapter, which concerns the recognition of monomorphemic words (see Chapter 13;

Marslen-Wilson & Tyler, 2007).
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and middle temporal gyrus (STG/MTG). Neurons in
more anterior regions integrate information over
progressively longer time periods (i.e., have longer
temporal receptive fields) to support spoken word
identification and recognition of longer prosodic
elements.

A second challenge in recognizing spoken words is to
identify a single spoken word despite noise and variabil-
ity in the form of speech sounds. Human spoken word
recognition is robust to the range of speakers that we con-
verse with, each with characteristic fundamental and for-
mant frequencies (Smith, Patterson, Turner, Kawahara, &
Irino, 2005), speech rates (Summerfield, 1981), or accents
(Clarke & Garrett, 2004). This chapter proposes that a key
process during identification (particularly for degraded
spoken words) is that listeners retrieve the speaker’s
intended articulatory gestures (or equivalently) and
determine how they would say the words that they hear.
This computational goal is supported by the sensorimo-
tor or dorsal processing pathway in the temporoparietal
junction (TPJ). This dorsal pathway is known to link
the words that we hear to motor representations used
in speaking (Hickok & Poeppel, 2000; Scott & Johnsrude,
2003). However, the claim that this pathway contributes
to speech perception remains controversial.

In accessing the meaning of spoken words, a third
computational requirement is that we deal flexibly with
the lexical and semantic ambiguity that is ubiquitous
in spoken language (Piantadosi, Tily, & Gibson, 2012;
Rodd, Gaskell, & Marslen-Wilson, 2002). Ambiguity
occurs because spoken language fails to distinguish
words that differ orthographically (e.g., knight/night)
and/or semantically (e.g., bark) or due to the flexible
meanings of polysemous words (e.g., run; Rodd et al.,
2002). In such cases, additional neural processes are
recruited to support retrieval of multiple meanings
and for the selection of the contextually appropriate
meaning. Functional imaging links these processes to
posterior inferior temporal regions (Rodd, Davis, &
Johnsrude, 2005; Rodd, Johnsrude, & Davis, 2012) that
contribute to accessing the meaning of spoken words.

44.3 MAPPING LEXICAL
COMPUTATIONS ONTO NEUROBIOLOGY

A key method for isolating the brain regions that
make distinct contributions to lexical access for spoken
words comes from studies contrasting hemodynamic
responses to familiar words to unfamiliar word-like
pseudowords. This contrast has been assessed in a
number of published functional imaging studies. We
review these studies by summarizing a meta-analysis of
11 published PET and fMRI studies including data from
184 healthy adult participants (Davis & Gaskell, 2009).

These studies report significant differential responses to
spoken words and pseudowords with substantial inter-
study agreement in the location and direction of neural
response differences between words and pseudowords,
as shown in Figure 44.1.

However, a significant challenge in interpreting the
results of the Davis and Gaskell (2009) meta-analysis
is that differential responses are observed in both
directions: additional responses for words compared
with pseudowords are observed in anterior, posterior,
and inferior regions of the lateral temporal lobe and
for pseudowords greater than words in peri-auditory
regions of the STG. These bidirectional findings are
not indicative of unreliable findings in functional
imaging—the activation likelihood estimation method
confirms that both response differences are statistically
significant when corrected for multiple comparisons.
Furthermore, bidirectional response differences were

pseudoword
> word

word >
pseudoword

Meta-analysis of lexicality effects in 11 PET/fMRI studies (Davis and Gaskell, 2009)

z = –18

(A)

(B)

FIGURE 44.1 Results of an Activation Likelihood Estimation
(ALE) meta-analysis of 11 functional imaging studies comparing
neural responses to spoken words and pseudowords (from Davis &
Gaskell, 2009). (A) ALE maps are thresholded at P, 0.05 FDR cor-
rected with only clusters larger than 100 mm3 displayed rendered
onto a canonical brain. Greater activation for pseudowords com-
pared with words (red) is seen primarily in peri-auditory regions of
the STG. Additional activation for words compared with pseudo-
words (blue) is seen in anterior, posterior, and inferior regions of the
lateral temporal lobe and adjacent parietal regions. Inset (B) shows a
single axial slice at z5218 to more clearly illustrate word activation
in inferior temporal regions (circled).
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observed in 4 of the 11 single studies when considered
individually. Hence, before we can draw conclusions
concerning the neurobiological systems supporting lex-
ical access, we must first consider how these two direc-
tions of neural difference arise from brain regions
supporting the recognition of spoken words.

The standard, subtractive assumption for functional
imaging studies suggests that lexical processing should
be localized to brain regions that respond to familiar
words more than to pseudowords. However, when a
similar subtraction is used to isolate stages of language
processing (e.g., syntactic or semantic computations),
potentially contradictory findings are observed. Many
studies report additional activation for syntactically or
semantically anomalous compared with well-formed
sentences in regions that contribute to higher-level
sentence comprehension (see Davis & Rodd, 2011, for
discussion). These findings suggest that unsuccessful
lexical processing could provide additional activation
compared with successful recognition, and that the
reverse contrast of pseudowords versus words would
also highlight lexical processes. These conflicting
assumptions suggest that explicit linking assumptions
are required to mediate between computational and
neural explanations when interpreting word versus
pseudoword differences.

A recent review article on visual word recognition
(Taylor, Rastle, & Davis, 2013) proposed two linking
principles by which cognitive models can inform inter-
pretation of differential activity in functional imaging
studies. First, neural engagement can lead to additional
responses for stimuli that are represented in a specific
brain region compared with stimuli that are not
(explaining standard cognitive subtractions). However,
if both classes of stimuli are represented in a specific
brain region, then differential processing effort leads to
an increased neural response for items with less familiar
representations because they are more difficult to pro-
cess (explaining increased responses to anomalous sen-
tences). In combination, these two principles combine to
produce an inverted U-shape linking function depicted
in Figure 44.2. The Taylor et al. (2013) article offers fur-
ther background and simulations to justify these linking
principles.

Predictions due to differential neural engagement
are easily applied to localist models of spoken word
recognition such as TRACE (McClelland & Elman,
1986) or NAM (Luce & Pisoni, 1998). These models
propose a lexicon of localist nodes that represent
words but not pseudowords. Thus, engagement of
lexical representations would predict additional activa-
tion for words versus pseudowords. Based on these
models, then, we must explain why multiple brain
regions (at least three in the left temporal lobe alone)
show this profile in the Davis and Gaskell (2009)

meta-analysis. Furthermore, although additional acti-
vation for words is straightforward, localist models
struggle to explain the reverse observation in the
STG. Feedforward accounts of spoken word recogni-
tion (such as Shortlist; Norris, 1994) provide no mecha-
nism by which lexical knowledge can modulate
activity in prelexical processes. Even interactive mod-
els such as TRACE propose top-down excitatory con-
nections, which seem likely to increase rather than
decrease responses to familiar words compared with
pseudowords.

Conversely, models that include distributed repre-
sentations of the lexical form (such as the Distributed
Cohort Model of Gaskell & Marslen-Wilson, 1997, here-
after DCM) assume that representations of the phonetic
form are common to words and pseudowords. In
these distributed models, neural responses associated
with sublexical processing would be increased for
pseudowords relative to words because increased famil-
iarity for words leads to reduced processing effort.
Therefore, these models have a ready explanation for
increased activation for pseudowords in the STG. The
following section assesses a further prediction made
by the DCM that additional responses for pseudowords
should overlap with brain regions in which neural
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FIGURE 44.2 Illustration of an inverted U-shape function pro-
posed to relate the goodness of fit between the current speech input
and neural representations and the observed BOLD response mea-
sured with functional MRI (following Taylor et al., 2013). This
inverted U function arises due to a large increase in BOLD response
for stimuli that engage a specific neural system (engagement) and a
reduced neural response for stimuli that are processed more easily
(effort). For example, a system representing phonetic form (such as
the STG) will produce a minimal response to nonspeech stimuli (no
engagement), a large response to pseudowords (engaged with maxi-
mal processing effort), and an intermediate response for highly famil-
iar words (engaged with minimal effort). Conversely, a brain region
representing the meaning of familiar words (such as the ITG) will
respond minimally to pseudowords and maximally to low-familiarity
or ambiguous words, and will produce a reduced response to words
that are high-familiarity, primed, or that can be processed with
reduced effort. A similar inverted U-shape profile is described by
Price and Devlin (2011) motivated by predictive coding principles.
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activity differs for classes of words (e.g., high versus
low neighborhood items) that require more or less pro-
cessing effort for recognition.

44.3.1 Processing Effort and STG Responses
to Familiar and Unfamiliar Words

A range of functional imaging studies has localized
processing effort during the recognition of spoken
words to regions of the STG that respond more
strongly to pseudowords than to words. For example,
Gagnepain et al. (2008) contrasted neural responses to
degraded spoken words and pseudowords, half of
which were primed in a study phase prior to partici-
pants entering the scanner. They report neural interac-
tions between lexicality and priming in bilateral
regions of the STG; additional responses for pseudo-
words clearly overlap with regions showing repetition
suppression for spoken words. Other studies have sim-
ilarly localized immediate repetition suppression for
spoken words to peri-auditory regions of the STG
(Cohen, Jobert, LeBihan, & Dehaene, 2004; Kouider, de
Gardelle, Dehaene, Dupoux, & Pallier, 2010). Studies
using semantic priming with spoken words also
localize reduced neural responses for primed words
to regions of the STG that respond more to pseudo-
words (Kotz, Cappa, von Cramon, & Friederici, 2002;
Rissman, Eliassen, & Blumstein, 2003; Wible et al.,
2006). Finally, reduced activity for spoken words with
phonological forms that are more easily recognized
(due to having fewer lexical competitors) localizes to
the same regions of the STG. This finding has been
reported for comparisons of words with smaller and
larger phonological neighborhoods (Okada & Hickok,
2006), for words without versus with onset-embedded
competitors (such as claim, which contains the word
clay; Bozic, Tyler, Ives, Randall, & Marslen-Wilson,
2010), and for pseudowords that diverge earlier
from existing words and are thus more phonologically
distinct from real words (Zhuang, Tyler, Randall,
Stamatakis, & Marslen-Wilson, 2014). Additional pro-
cessing effort in recognition of spoken words explain
additional responses to pseudowords in the STG and
all these observations of differential responses during
recognition of familiar words.

Despite this compelling correspondence between
neural data and computational predictions, we must
still explain additional responses to real words com-
pared with pseudowords in several left2 temporal
regions: anterior STG/MTG, anterior fusiform, and

posterior MTG, and inferior temporal gyrus (ITG).
Outside the temporal lobe, additional responses to
real words are also observed in the TPJ (including
supramarginal gyrus [SMG] and adjacent regions of
posterior STG) and the ventral and anterior portions of
the inferior frontal gyrus (IFG orbitalis). For these
temporal lobe regions, we invoke the first linking prin-
ciple described by Taylor et al. (2013) and propose that
these activations reflect neural representations that
are uniquely engaged for familiar words. However,
although it might appear self-evident that these
responses delineate the neural basis for lexical proces-
sing, we must still explain why several different neural
systems show an elevated response to familiar words.
This redundancy is not anticipated by typical cognitive
models that propose a unitary lexical system or
domain-specific lexicons for reading, listening, and
speaking. However, these three systems might serve to
address the three computational challenges involved
in spoken word recognition. We assess this proposal
by considering other imaging contrasts that also
activate each of these temporal lobe regions.

44.3.2 Anterior Temporal Lobe Contributions
to Integrating Speech Over Time

The first system to consider is the anterior temporal
region that responds more strongly to spoken words
than to pseudowords (Davis & Gaskell, 2009). This
ventral processing pathway for spoken language
comprehension has been described in detail by Scott
and colleagues (Rauschecker & Scott, 2009; Scott &
Johnsrude, 2003). They designate the anterior STG/
MTG as an auditory association area by analogy
with homologous regions in the auditory system of
macaque monkeys (Scott & Johnsrude, 2003). It seems
reasonable to assume that associative knowledge is sim-
ilarly critical for the recognition of familiar spoken
words. However, other authors (notably Hickok &
Poeppel, 2007) have cast doubt on these claims, instead
proposing that anterior regions of the temporal lobe
support combinatorial processing of sentences.

Consistent with the claim that anterior temporal
regions contribute to combinatorial processing, func-
tional imaging studies using spoken sentences are
more likely to report activation of anterior temporal
regions than studies using single words or syllables
(see a meta-analysis by DeWitt & Rauschecker, 2012).
Among the contrasts that show reliable anterior tem-
poral activity are comparisons of more and less

2In summarizing this meta-analysis, we focus on responses in the left hemisphere; however, many of the differential responses reported are

similarly observed in homologous regions of the left hemisphere. Some authors—most notably Bozic et al. (2010)—have argued that lexical

access processes are supported by the temporal lobe bilaterally. However, the extended lexical network (including associated frontal regions)

appears to be largely left-lateralized.
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intelligible sentences (Scott, Blank, Rosen, & Wise,
2000). Those studies that compare responses to differ-
ent acoustic forms of intelligible speech confirm that
more anterior regions of the STG and MTG respond to
intelligible speech in an acoustically invariant manner,
consistent with higher-level linguistic processes
(Davis & Johnsrude, 2003; Evans et al., 2014; but see
Okada et al., 2010). Studies that manipulate sentence
coherence and speech intelligibility report an interac-
tion between these factors in anterior regions of the
MTG (Davis, Ford, Kherif, & Johnsrude, 2011) with
delayed responses in more anterior MTG regions, con-
sistent with temporal integration. Similar findings are
apparent in analysis of the phase of the BOLD responses
to sentences in anterior STG regions (Dehaene-Lambertz
et al., 2006), or in studies using dynamic causal modeling
(Leff et al., 2008). For clearly spoken materials, studies
contrasting sentences versus word lists consistently
show anterior STG activation (Mazoyer et al., 1993) with
additional activation in overlapping regions due to the
presence of either sentential prosody or syntactic struc-
ture (Humphries, Binder, Medler, & Liebenthal, 2006).
Another fMRI study shows activity in anterior temporal
regions during narrative comprehension is correlated
over subjects and perturbed by reordering larger units in
progressively more anterior regions (Lerner, Honey,
Silbert, & Hasson, 2011).

These functional imaging findings point to a hierar-
chy of temporal receptive fields in more anterior regions
of the superior and middle temporal gyri. More anterior
regions respond preferentially during sentence compre-
hension, particularly for connected speech containing
familiar lexical items and supra-lexical elements (e.g.,
prosodically well-formed phrases). Within this temporal
hierarchy, then, additional responses to familiar words
would be expected at the relevant level of temporal
structure (the 300- to 500-ms duration of typical spoken
words in connected speech). Such regions serve as
an internal memory for prior speech to guide perception
of current speech sounds and words (TRACE in
McClelland & Elman, 1986, or recurrent context units in
Gaskell & Marslen-Wilson, 1997). Interestingly, a simi-
larly anterior temporal system has been proposed as the
neural basis of auditory echoic memory for speech in
short-term memory experiments (Buchsbaum, Olsen,
Koch, & Berman, 2005). We argue that this is a critical
part of the lexical system and retains a representation
of recently heard spoken words.

44.3.3 Temporoparietal Regions Link Auditory
and Motor Representations of Spoken Words

The second neural system that responds more
to familiar words than to pseudowords is the TPJ.

This is the largest cluster highlighted in the Davis and
Gaskell (2009) meta-analysis and extends over a num-
ber of cortical areas, including posterior portions of the
STG (classically, Wernicke’s area), and adjacent parie-
tal regions in the supramarginal and angular gyri. This
anatomy broadly corresponds to the temporoparietal
portion of the dorsal processing pathway, which is the
main point of agreement between dual-pathway
accounts by Scott (Rauschecker & Scott, 2009; Scott &
Johnsrude, 2003), and Hickok and Poeppel (2007). Both
have proposed that this temporoparietal pathway
forms an auditory-motor interface, mapping heard
speech onto the premotor and motor representations
used to control speech production. However, whereas
others have emphasized nonlexical contributions of the
dorsal stream (e.g., in supporting nonword repetition;
Hickok, Buchsbaum, Humphries, & Muftuler, 2003),
this chapter follows Gow (2012) in proposing this as a
“dorsal lexicon” critical for mapping heard words onto
motor representations involved in producing these
words aloud. We further propose that this system sup-
ports processes that contribute to the recognition of
degraded or acoustically ambiguous spoken words
and that guide perceptual learning.

The clearest evidence that TPJ regions contribute
to lexical processing is the observation of increased
responses to spoken words versus pseudowords
(Davis & Gaskell, 2009). This cannot be explained by
additional processing effort or task difficulty (which
would typically be greater for pseudowords), but
instead it suggests neural representations that are spe-
cifically engaged by spoken words. Further, evidence
for lexical representations in the TPJ is that exactly the
same region is activated for words versus pseudowords
in visual word recognition (Taylor et al., 2013) and in
short-term memory tasks with written and spoken
words (Buchsbaum et al., 2005). This is in contrast to
the anterior temporal system, which is seldom activated
in studies using single written words (although activa-
tion is observed for written sentences and narratives;
Spitsyna, Warren, Scott, Turkheimer, & Wise, 2006).

The cross-modal convergence of lexicality effects for
spoken and written words in TPJ is compatible with
two distinct functional proposals discussed by Taylor
et al. (2013): (i) TPJ contributes to semantic processing
(Binder, Desai, Graves, & Conant, 2009) or (ii) TPJ
supports a multimodal phonological lexicon shared
between speech and print (the sensorimotor account
proposed by Hickok & Poeppel, 2007). Functional
imaging evidence is more consistent with the second
of these proposals because purely phonological
manipulations lead to differential TPJ activation. For
example, repetition suppression effects for pseudo-
words and isolated syllables localize to posterior
STG and adjacent parietal regions such as the SMG
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(Jacquemot, Pallier, LeBihan, Dehaene, & Dupoux,
2003). The SMG has been associated with phonological
change responses for sine-wave stimuli perceived as
speech, but not equivalent nonspeech (Dehaene-
Lambertz et al., 2005). Furthermore, changes before and
after training with sine-wave speech are correlated with
individual differences in the strength of categorical
responses in the SMG (Desai, Liebenthal, Waldron, &
Binder, 2008).

Studies that manipulate the difficulty of lexical pro-
cessing provide further evidence that phonological pro-
cesses in the TPJ contribute to lexical access in speech
perception and speech production. For instance, addi-
tional neural responses in posterior superior temporal
regions are seen during perception and production of
words with greater phonological complexity (due to
more consonant clusters; Tremblay & Small, 2011).
Similarly, words with higher neighborhood density
(i.e., that have more similar sounding competitors)
require greater phonological specificity for identifica-
tion and are associated with increased activation of the
SMG (Prabhakaran, Blumstein, Myers, Hutchison, &
Britton, 2006) during speech perception and similarly
in the SMG during speech production (Peramunage,
Blumstein, Myers, Goldrick, & Baese-Berk, 2011). These
results are distinct from the findings reviewed in
Section 44.3.2 because mid-STG activity is associated
with the difficulty of lexical access during spoken word
recognition (Bozic et al., 2010; Okada & Hickok, 2006),
but not during speech production. However, there
are inconsistencies in lexical difficulty effects observed
in spoken word recognition (see Vaden, Piquado, &
Hickok, 2011). These may be resolved by using
computationally informed measures of processing diffi-
cult (such as prediction error) combined with time-
locked measures of neural activity (MEG or EEG; see
Gagnepain, Henson, & Davis, 2012).

How, then, do these TPJ regions—and the dorsal
auditory-motor pathway more broadly—contribute to
the comprehension of spoken words? The introduction
to this chapter highlighted the problems faced by
listeners who must understand words despite varia-
tion in their acoustic form (due to different speakers,
accents, acoustic degradation, etc.). For a listener
attempting to repeat back single words, many different
acoustic forms should lead to the same motor response
(assuming that words are correctly perceived). In the
context of a repetition task, then, the computational
goal of the auditory-motor pathway should be to take
variable or degraded speech as an input, to abstract

from this acoustic or phonetic variability, and to
extract the correct motor commands or articulatory
gestures that the listener should use to repeat the
speech that was heard. Although normalization for
variability in visual processing is traditionally assumed
to be part of the ventral visual processing stream
(Ungerleider & Mishkin, 1982), speech is different
from vision because we not only hear speech but also
produce it.3 For verbal communication to be success-
ful, listeners must be able to produce sounds that lead
to essentially the same phonological percept as the
speech that they hear (Liberman & Whalen, 2000). That
is, listeners in a repetition task should be able to
retrieve the same articulatory gestures as those pro-
duced by the person speaking. In this way, the goal of
the auditory-motor pathway during repetition (though
perhaps not the goal of the perceptual system as a
whole or during all tasks) embodies a key proposal
of the motor theory of speech perception that the simi-
larity of heard and spoken necessitates a direct map-
ping between sensory and motor representations of
speech (Liberman & Whalen, 2000; Chapter 15, but see
Chapter 16).

Accessing the intended articulatory gesture for a
heard spoken word is thus one key outcome in the per-
ceptual identification of degraded speech (Davis &
Johnsrude, 2007). Evidence for activation of articulatory
representations comes from imaging studies showing
increased inferior frontal and motor recruitment during
perception of degraded speech compared with clear
speech (Adank & Devlin, 2010; Davis & Johnsrude,
2003), even if the current task does not require access to
articulatory representations (Hervais-Adelman,
Carlyon, Johnsrude, & Davis, 2012). Recent fMRI stud-
ies using multivoxel pattern analysis methods show
that (particularly for degraded or ambiguous syllables)
frontal and motor regions represent the phonological
content of heard speech (Du, Buchsbaum, Grady, &
Alain, 2014), although this study included overt pho-
neme categorization tasks. Venezia, Saberi, Chubb, and
Hickok (2012) showed that activity in these frontal and
motor regions is correlated with response bias in pho-
neme decision tasks and, hence, argue that frontal
regions are involved in response selection but do not
contribute to perception per se (Binder, Liebenthal,
Possing, Medler, & Ward, 2004). However, other multi-
voxel pattern analysis studies have shown that inferior
frontal (Lee, Turkeltaub, Granger, & Raizada, 2012) and
motor areas (Evans & Davis, submitted) encode the per-
ceptual content of speech even when no response is

3One exception is that skilled artists can generate images (e.g., using a pencil on paper) that reproduce essential aspects of their subjective

visual experience. However, this ordinarily requires substantial training and many (including this author) never achieve even limited

proficiency at this. Note that the same is not true for speech. One of the earliest foundations for spoken language is the ability to reproduce

(with the voice) the auditory patterns that one hears (i.e., verbal repetition).
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required to indicate this perceptual content. We take
these findings as evidence against the view that frontal
and motor responses are only involved in response
selection. At the same time, we acknowledge that there
is less functional imaging evidence for motor responses
to clear speech or in tasks focused on natural compre-
hension (see Scott, Mcgettigan, & Eisner, 2009 for a
review). We have previously shown that frontal activa-
tion is both specific to degraded speech and linked to
attentive perception because it is absent during distrac-
tion (Wild et al., 2012). Similarly, it is only in challeng-
ing listening situations—such as when the speech
signal is perturbed by noise (Meister, Wilson, Deblieck,
Wu, & Iacoboni, 2007) or made perceptually ambiguous
(Möttönen & Watkins, 2009)—that TMS disruption of
motor regions leads to perceptual impairments (though,
again, Venezia et al., 2012 have argued against this).

One possible contribution of the dorsal auditory-
motor pathway to speech perception that is consistent
with the evidence reviewed is to support perceptual
learning or adaptation. Perceptual learning is apparent
in a range of circumstances in which listeners hear spo-
ken words that are artificially degraded (by noise-
vocoding, Hervais-Adelman, Davis, Johnsrude, &
Carlyon, 2008; or by sine-wave synthesis, Remez et al.,
2011). For both these forms of artificial distortion, prior
exposure enhances perception of trained and untrained
words (Dahan & Mead, 2010; Hervais-Adelman, Davis,
Johnsrude, Taylor, & Carlyon, 2011). For vocoded
speech, perceptual learning is enhanced by prior knowl-
edge of speech content (Hervais-Adelman et al., 2008)
and feedback from lexical representations (Davis,
Johnsrude, Hervais-Adelman, Taylor, & McGettigan,
2005) or visual speech (Wayne & Johnsrude, 2012).
Evidence to tie perceptual learning to the dorsal
auditory-motor pathway is that lexical feedback is
equally successful in enhancing perceptual learning
when it is supplied in written or spoken form (Davis
et al., 2005). Thus, perceptual learning is plausibly
linked to convergence of written and spoken lexical
representations in TPJ regions. However, existing func-
tional imaging evidence has inconsistently highlighted
frontal (Eisner, McGettigan, Faulkner, Rosen, & Scott,
2010), motor (Hervais-Adelman et al., 2012), and thala-
mus (Erb, Henry, Eisner, & Obleser, 2013) as supporting
perceptual learning. A recent tDCS study provides
further evidence for inferior frontal contributions to
perceptual learning (Sehm et al., 2013).

A link between lexical knowledge and frontal/TPJ
activity is also apparent for a second perceptual learning
paradigm first reported by Norris, McQueen, and
Cutler (2003). In this paradigm, phonetic category
boundaries are systematically altered after exposure
to ambiguous segments (e.g., a segment intermediate
between /f/ and /s/) in the context of disambiguating

familiar words (“peace” or “beef”), but not in pseudo-
words (“dreace” or “dreef”; Norris et al., 2003).
Regarding degraded speech, perceptual learning gener-
alizes to untrained words consistent with a prelexical
locus for learning (McQueen, Cutler, & Norris, 2006).
Functional imaging evidence links perceptual learning to
auditory-motor pathways because ambiguous segments
in contexts that support learning activate posterior tem-
poral and adjacent parietal regions (Myers & Blumstein,
2008) in addition to the inferior frontal regions activated
for nonlexical segment disambiguation (Blumstein,
Myers, & Rissman, 2005). MEG data suggests top-down
causal influences from SMG to posterior STG regions
during perception of Ganong stimuli (Gow, Segawa,
Ahlfors, & Lin, 2008) similar to those that induce percep-
tual learning. Functional imaging during periods of
audio-visually induced phoneme category boundary
changes has also been shown to be associated with acti-
vation of inferior frontal and parietal regions (angular
gyrus; Kilian-Hütten, Vroomen, & Formisano, 2011).

Another situation in which perceptual learning
enhances comprehension is when listeners hear an
unfamiliar or artificial accent (Clarke & Garrett, 2004).
As previously described for vocoded speech, para-
llel presentation of a written transcription supports
perceptual learning of accented speech (e.g., movie
subtitles; Mitterer & McQueen, 2009). Furthermore,
requiring listeners to imitate the novel accent (i.e.,
engaging audio-motor pathways) also enhances learn-
ing (Adank, Hagoort, & Bekkering, 2010). Functional
imaging evidence to link perceptual learning of
accented speech to TPJ regions comes from the obser-
vation that posterior STG is activated during percep-
tion of accented speech relative to speech in noise of
equivalent intelligibility (Adank, Davis, & Hagoort,
2012) and that accent repetition leads to suppression
of activity in posterior STG and SMG (Adank,
Noordzij, & Hagoort, 2012). These results suggest a
role for auditory-motor representations during accent
perception that parallels the involvement of this same
system in other forms of lexically driven perceptual
learning. Thus, evidence from three different forms of
perceptual adaptation is consistent with auditory-
motor mappings for familiar words in the dorsal
auditory pathway being key to the accurate percep-
tions of the degraded or variable speech that are part
of the everyday experience of spoken words for
listeners.

44.3.4 Posterior Middle and Inferior Temporal
Regions Map Spoken Words onto Meaning

The ultimate goal of listeners hearing spoken
words is surely to access the meaning that the speaker
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intended. Determining the anatomical and functional
organizations of neural systems that support access to
meaning from spoken words and distinguishing this
process from semantic representation per se has proved
challenging. For a time it was unclear whether any sin-
gle neural system supports semantic memory: recent
reviews on semantic processing of language stimuli
argued for the involvement of multiple cortical areas.
For example, a functional imaging meta-analysis of
semantic processing of spoken and written words
(Binder et al., 2009) highlighted a semantic system that
encompasses most of the lateral temporal lobe and
inferior parietal lobe, including both the anterior and
posterior pathways reviewed previously. This is per-
haps because Binder included the contrast of spoken
and written words versus pseudowords as a means of
identifying semantic regions. This may highlight neu-
ral systems involved in processing the form of familiar
words as well as their meaning. Other semantic con-
trasts assessed by Binder et al. (2009) involve compar-
ing semantic and phonological tasks or more/less
meaningful utterances. These comparisons may be less
sensitive to form-based processes, although they may
instead highlight brain regions that are sensitive to
effects of task or comprehension difficulty (see Davis &
Rodd, 2011 for discussion).

A more focal localization of semantic processing is
suggested by meta-analyses that contrast the neural
representation of different types of semantic informa-
tion also reported by Binder et al. (2009). Binder and
colleagues showed activation during semantic proces-
sing of words referring to actions in posterior portions
of the MTG. However, inferior temporal and fusiform
regions are activated in tasks that require access to per-
ceptual attributes of the referents of spoken or written
words (e.g., in responding to words with concrete
meanings). These findings may explain some of the
other regions activated for word versus pseudoword
contrasts in Davis and Gaskell (2009) and Taylor et al.
(2013): many of the studies reported use of tasks that
involve access to word meaning (e.g., lexical decision;
Plaut, 1997) and use of words with object and action
associations. Thus, activation of posterior middle and
inferior temporal regions for familiar words compared
with pseudowords might reflect responses to percep-
tual or action semantic attributes.

The semantic feature specificity reported by Binder
et al. (2009) is consistent with a distributed, embodied
view of semantic processing in which some forms of
conceptual information (visual appearance, associated
actions, etc.) are grounded in sensory and motor corti-
ces (see Martin, 2007; Chapter 62 for reviews).
Although these data rule out purely symbolic accounts
of semantic cognition, strong and weak embodied the-
ories remain to be distinguished (Meteyard, Cuadrado,

Bahrami, & Vigliocco, 2012). One key question con-
cerns whether embodied semantic representations are
accessed directly from relevant perceptual representa-
tions (e.g., from superior temporal regions, in the case
of spoken words; Martin, 2007) or whether semantic
representations are accessed via an amodal semantic
hub localized in the ventral anterior temporal lobe
(Chapter 61; Patterson, Nestor, & Rogers, 2007).

Considerable evidence from neuroimaging suggests
that these anterior temporal regions are activated dur-
ing semantic processing (Visser, Jefferies, & Lambon
Ralph, 2009), particularly in studies that overcome the
susceptibility artifacts that lead to loss of signal in
conventional fMRI acquisitions (Devlin et al., 2000;
Visser & Lambon Ralph, 2011). Evidence for anterior
temporal lobe contributions to semantic processing
also comes from neuropsychological deficits in indivi-
duals with focal neurodegeneration of ventral tempo-
ral regions (specifically, semantic dementia; see
Patterson et al., 2007) and from semantic impairments
observed after rTMS to similar regions (Pobric,
Jefferies, & Ralph, 2007). However, one striking aspect
of all these observations is that the semantic contribu-
tion observed is domain general—impacting all modal-
ities of input (written and spoken language, pictures,
etc.) and multiple output modalities (naming, drawing,
familiarity judgment—Patterson et al., 2007). Thus, this
semantic hub may be responsible for binding together
(and maintaining the links between) distributed repre-
sentations that themselves code for the form and
meaning of spoken words. In other work, we have pro-
posed that the semantic hub may play a mnemonic
function in acquiring and maintaining lexical represen-
tations (perhaps due to projections to medial temporal
regions) rather than a purely linguistic function
(Davis & Gaskell, 2009).

In contrast, more posterior portions of the MTG and
ITG are more specifically associated with semantic
processing of spoken words (Gow, 2012; Lau,
Phillips, & Poeppel, 2008) and may explain the obser-
vation of increased activation for spoken words com-
pared with pseudowords in the Davis and Gaskell
(2009) meta-analysis. Evidence from imaging studies
using semantic priming manipulations also show
reductions in neural activity in the same posterior tem-
poral regions for spoken word pairs that are semanti-
cally related (Rissman et al., 2003; Wible et al., 2006).
Other manipulations of the ease of meaning access—
such as variations in word frequency—also modulate
activity in these regions (e.g., reduced activity for
higher-frequency words in Hauk, Davis, Kherif, &
Pulvermüller, 2008). This inverted U-shape response—
neural engagement for words compared with pseudo-
words and a decreased response to words that are
less-effortfully processed—corresponds closely with
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expectations for a region involved in accessing seman-
tic representations given the inverted U-shape in
Figure 44.2. These findings provide further evidence
that neural processes involved in accessing word
meaning localize to posterior inferior temporal regions.

Another semantic challenge that activates posterior
middle and inferior temporal regions during compre-
hension of spoken language is seen in studies exploring
neural responses to lexical-semantic ambiguities in con-
nected speech. High-ambiguity sentences (such as
“there were dates and pears in the fruit bowl”) require
additional semantic processes to activate multiple pos-
sible meanings of ambiguous words (e.g., dates/pears)
and select appropriate meanings in context. By compar-
ison with matched, low-ambiguity sentences (“there
was beer and cider on the kitchen shelf”), comprehen-
sion of these sentences produces additional activation
in posterior middle and inferior temporal gyri and adja-
cent fusiform regions (Rodd et al., 2005) as well as in
inferior frontal regions. Similar combinations of inferior
frontal and posterior temporal responses have been
obtained for sentences in which lexical ambiguities lead
to syntactic as well as semantic selection (Rodd, Longe,
Randall, & Tyler, 2010) and for sentences in which the
timing of the initial ambiguity and subsequent disam-
biguation is varied (Rodd, Johnsrude, & Davis, 2012).

Neuropsychological data from brain-injured patients
also suggest impaired spoken word comprehension
following lesions to posterior portions of the MTG
and ITG following stroke (Bates et al., 2003; Dronkers,
Wilkins, Van Valin, Redfern, & Jaeger, 2004) and in
some, but not all, studies of neurodegenerative condi-
tions such as semantic dementia (Peelle et al., 2008).
Further evidence to link posterior activation to success-
ful semantic processing comes from activation during
graded anesthetic sedation that disrupts comprehen-
sion. Propofol sedation attenuates activation in posterior
temporal regions (Davis et al., 2007) in a semantic ambi-
guity paradigm. Yet, posterior ITG activation remains
reliable for partially sedated participants who are
able to make accurate semantic judgments on spoken
words (Adapa, Davis, Stamatakis, Absalom, & Menon,
2014). Such findings further implicate posterior inferior
regions of the temporal lobe in accessing semantic
representations of heard words (consistent with the
proposal made by Hickok & Poeppel, 2007).

44.4 FUNCTIONAL SEGREGATION
AND CONVERGENCE IN LEXICAL

PROCESSING

This chapter has presented the functional organiza-
tion of three temporal lobe pathways that contribute
to lexical access for spoken words. A sketch of the

anatomical and functional organization of this tripar-
tite model is shown in Figure 44.3. This account sug-
gests considerable functional segregation, with three
distinct pathways contributing to recognition and
comprehension of spoken words.
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FIGURE 44.3 Tripartite Lexical System. Anatomical (A) and func-
tional (B) organizations of the Tripartite Lexical System and associated
frontal and medial temporal systems. The sounds of spoken words are
coded in primary regions (A1, gray) before processing of phonetic
forms in the STG (yellow). Representations of speech sounds in the
STG are combined with three other systems during lexical processing:
(i) they are temporally integrated with hierarchical representations of
prior segmental and lexical context in anterior regions of the STG/
MTG (yellow�red, ATL); (ii) they are mapped onto articulatory repre-
sentations via auditory-motor links in the TPJ (yellow�blue); and (iii)
they are mapped onto meaning representations in posterior and infe-
rior portions of the temporal lobe (yellow�green, ITG). Associated
frontal systems show a graded form of the same specialization based
on convergent connectivity: precentral gyrus (PCG; blue), inferior fron-
tal gyrus opercularis/triangularis (IFGop/tri; red), and inferior frontal
gyrus orbitalis (IFGorb; green). Convergent connectivity among the
three parts of the lexical system is apparent in two other systems: re-
entrant connections to the STG (in A) and in MTL/HC regions (purple
in B, not shown in A) that code episodic representations of words and
associated contextual information during lexical learning.
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One challenge for this tripartite account is to specify
how particular tasks or behavioral goals are achieved.
This is particularly true for listening situations
that challenge one or more processing streams (e.g.,
degraded speech sounds, ambiguous word). Listeners
hearing an unexpected word in a sentence must deter-
mine whether this is the result of mishearing the current
word, erroneous segmental or lexical predictions, an
unfamiliar accent, ambiguity in word meaning, or some
other error. Each of these causes of misidentification
brings specific computational challenges or repair opera-
tions associated with one or more processing pathway.

One common observation across a range of different
experimental situations that involve effortful listening to
speech is that inferior frontal, insula, and motor regions
show additional activation compared with easy or effort-
less comprehension conditions (see Chapter 40).
Anatomical evidence would suggest that these prefrontal
regions receive convergent projections from the three
posterior pathways (Scott & Johnsrude, 2003) and, in
turn, provide re-entrant connections back to posterior
regions. A key function of frontal connections may be to
support learning processes that guide interpretation of
noisy or ambiguous speech input (Davis & Johnsrude,
2007). However, frontal mechanisms can also support
other processes that contribute to lexical access—such as
competitive selection of single lexical items (Bozic et al.,
2010; Prabhakaran et al., 2006), maintenance of recog-
nized words in working memory (Rodd et al., 2012),
combining multiple words to infer sentence level mean-
ing (Hagoort, 2005; Chapter 28), and others. These and
other higher-level processes will be actively engaged dur-
ing effortful comprehension of speech (see Chapter 40;
Guediche, Blumstein, Fiez, Holt, & Peelle, 2014).

Another form of functional convergence that may be
critical for successful recognition of spoken words are
top-down projections from frontal and lateral temporal
regions back to earlier auditory and peri-auditory
regions. Direct evidence for top-down connections
has been difficult to obtain from fMRI data (Davis
et al., 2011; Guediche, Salvata, & Blumstein, 2013).
However, evidence from MEG/EEG (Arnal, Wyart, &
Giraud, 2011; Sohoglu, Peelle, Carlyon, & Davis, 2012)
is more clearly consistent with the top-down
mechanism as proposed in predictive coding theories
(Rao & Ballard, 1999). One such proposal is that spoken
word recognition is achieved by comparing lexically
informed predictions for upcoming segments with
incoming speech sounds (Gagnepain et al., 2012).
Prediction errors are propagated forward from early
auditory regions and provide a bottom-up signal to sup-
port or reject previously activated lexical candidates.
This predictive coding view is supported by evidence
that phonological mismatch responses in EEG studies
are time-locked to deviating or absent segments in

expected spoken words (Bendixen, Scharinger, Strauß, &
Obleser, 2014; Desroches, Newman, & Joanisse, 2009).
Furthermore, MEG responses to spoken words and pseu-
dowords in the STG and changes due to learning and
consolidation study are uniquely explained by computa-
tional simulations in which word recognition is achieved
using prediction error signals (Gagnepain et al., 2012).

A final form of convergence involves projections from
lateral to medial temporal lobe (MTL) regions including
the hippocampus (HC) (Davis & Gaskell, 2009).
Connections to the MTL are proposed to play a key role
in initial learning of phonological forms (Davis, Di Betta,
Macdonald, & Gaskell, 2009) or form-meaning links
(Breitenstein et al., 2005). MTL regions are commonly co-
activated with lateral temporal regions (such as the STG)
when recognizing recently learned spoken words
(Takashima, Bakker, van Hell, Janzen, & McQueen, 2014),
and the STG shows enhanced coupling with the hippo-
campus during memory encoding for spoken words
(Gagnepain et al., 2011). Involvement of the MTL in initial
acquisition of novel spoken words is consistent with com-
plementary learning system theories of lexical learning
(Davis & Gaskell, 2009). One proposal of the CLS theory
is that overnight sleep after learning plays a key role in
consolidating neocortical representations of newly
acquired words. This has support from overnight changes
in cortical responses to novel words (Davis et al., 2009;
Gagnepain et al., 2012; Takashima et al., 2014) and correla-
tions between sleep-spindles measured during postlearn-
ing slow-wave sleep and individual differences in lexical
integration of novel words (Tamminen, Payne, Stickgold,
Wamsley, & Gaskell, 2010). One question that remains,
however, is whether these MTL regions have functional
overlap with, or are distinct from, the anterior temporal
semantic hub proposed to bind the form and meaning of
familiar spoken words (Patterson et al., 2007).

44.5 CONCLUSION

This chapter has presented a tripartite account of
the brain regions that support lexical processing
of spoken words. The functional goals of three tempo-
ral lobe systems have been introduced in the context
of key computational challenges associated with spo-
ken word recognition. First, listeners must integrate
current speech sounds with previously heard speech
in recognizing words. This motivates a hierarchy of
representations that temporally integrate speech sig-
nals over time localized to anterior regions of the
STG. A second challenge is that for listeners to repeat
degraded words correctly requires that they recover
the speakers’ intended articulatory gestures. The tri-
partite account localizes this process to auditory-motor
links mediated by TPJ regions and proposes that these
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links play a key role in supporting robust identification
and perceptual learning of degraded spoken words.
The third challenge relates to extracting meaning from
spoken words, which is proposed to be supported by
cortical areas in posterior ITG and surrounding regions
(MTG and fusiform). Despite the three-way functional
segregation that is at the heart of this triparate account,
this chapter also acknowledges that reliable recogni-
tion of familiar words, optimally efficient processing of
incoming speech, and learning of novel spoken words
all depend on combining information between these
processing pathways. This is achieved through conver-
gent connectivity within the lateral temporal lobe, in
frontal or medial temporal regions, and through top-
down predictions mapped back to peri-auditory
regions of the STG. A key goal for future research
must be to specify these convergent mechanisms in
more detail and derive precise computational propo-
sals for how the tripartite lexical system supports the
everyday demands of human speech comprehension.
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Language is a system that allows an interlocutor to
effectively and efficiently create mental states in a
communication partner. Words and phrases are memory
cues that are often embedded in sentences and larger
language units that provide directions for combining
those cues into complex, structured mental representa-
tions. At its heart, therefore, language comprehension
involves a temporally extended process of accessing and
updating semantic memory, the brain’s repository of
general experience and implicit and explicit knowledge.
Semantic memory consists of stored experiences that can
be accessed without making reference to specific details
of the episodic context from which those experiences
were derived. It includes information about people (and
their faces, voices, and biographies), objects (attributes,
functions), places, words (features, meanings, and com-
binatorial statistics), and general world knowledge of all
types (facts, events, social norms, beliefs, etc.). Semantic
access, then, is a protracted process whereby informa-
tion in semantic memory comes to be activated via links
to an internal or external stimulus. The specific nature
and structure of semantic memory remains a topic of
debate. In particular, there is disagreement about the
extent to which semantics is abstract/symbolic in nature
versus directly built from perceptual stimulations, amo-
dal versus modality-specific, spatially organized accord-
ing to features versus discrete categories, and so forth
(for a variety of views see, e.g., Barsalou, 2008; Binder &
Desai, 2011; Mahon & Caramazza, 2008; Martin, 2007;
Patterson, Nestor, & Rogers, 2007). However, there is a
general consensus on some aspects of semantic memory,

and these pose important challenges for understanding
the neural and cognitive mechanisms involved in
semantic access.

First, a highly distributed (albeit not exactly the
same) brain network is engaged in association with
semantic memory access. This network comprises a
variety of heteromodal areas, including much of the
temporal lobe and inferior parietal cortex, coupled
with higher-order sensory and motor processing areas
and control structures in the left prefrontal lobe (e.g.,
review in Binder & Desai, 2011). Understanding how
representations and processes in such an extensive set
of brain areas are coordinated to mediate semantic
access would seem to call for a fundamentally different
framework for thinking about the relationship between
cognitive functions and the brain than has been typical
in much of the cognitive neuroscience literature to
date, wherein a common approach to pinpointing the
neurobiological roots of a particular cognitive process
is to locate that process in a particular brain region or
small network of areas. For semantic memory, how-
ever, spatial localization in isolation is unarguably an
inadequate anchor for function, if not also representa-
tion. Instead, the process (and not moment) of seman-
tic access requires the dynamic creation of a functional
circuit, with time as a critical component (see, e.g.,
Federmeier & Laszlo, 2009).

Second, access to semantic memory manifests a
jarring juxtaposition of consistency and flexibility.
Semantic access must be sufficiently stable that the
mental states elicited by physically different stimuli
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(e.g., hearing the word “brain” and seeing a picture of a
brain) as well as by the same type of stimulus encoun-
tered at different times and in different contexts are all
recognizable as (linking to) the “same” concept. Such
stability is necessary for learning and generalization and
also critically enables human communication. Moreover,
for any given instance of semantic access, only a subset
of all the information linked to a particular concept is
likely to be relevant, and, correspondingly, the exact
configuration of conceptual features accessed for a given
input (word, picture, etc.) is highly context-sensitive. In
fact, although in the laboratory semantic access has often
been examined for isolated stimuli (a single face, object,
or word), in everyday life, and especially in the context
of language comprehension, semantic access for any
given stimulus occurs in a rich context, including infor-
mation that has come in (and will continue to come in)
over time.

Time and timing thus play a critical role in semantic
access (indeed, in most cognitive processes and their
neural mechanisms!). In this chapter, we therefore
examine the time course of semantic access across two
temporal scales: first, that associated with accessing
long-term memory from an individual stimulus and,
second, the scale associated with building meaning
across multiple inputs in a stimulus stream (e.g., an
unfolding sentence or discourse).

45.1 PART 1: THE TIMECOURSE OF
SEMANTIC ACCESS OUT OF CONTEXT

Access to semantic memory is not exclusive to lan-
guage stimuli. Linking perceptual inputs to meaning
is arguably one of the brain’s most fundamental tasks,
because this allows more flexible, well-tuned, and
complex responses to stimuli. Meaning is accessed
from all modalities and from many sundry representa-
tion types: environmental sounds; somatosensory sti-
muli; visual objects, faces, and scenes; tastes and
smells; and nonlinguistic symbolic systems (such as
numbers); as well as spoken, written, and signed lan-
guage stimuli. However, each of these stimulus types
present different challenges for semantic access.
Comparisons across modality/representation type
have played a critical role in investigations of the
structure of semantic memory (see, e.g., discussion in
Federmeier & Kutas, 2001), offering important insights
into the factors that govern how semantic information
is stored and organized. Surprisingly, however, the lit-
erature looking at the process of semantic access from
different types of inputs (faces, objects, printed words,
spoken words, etc.) have not been similarity inte-
grated. Such comparisons afford an understanding of
the extent to which the timing—and, by inference, the

mechanism—of semantic access does or does not differ
as a function of factors such as input modality, percep-
tual expertise (greater for faces and written or spoken
words than objects and environmental sounds), devel-
opmental trajectory (earlier for faces and objects than
written words), evolutionary precedence (earlier for
nonlinguistic than linguistic inputs overall; earlier for
auditory than for visual words), and iconicity (more
for faces and objects than words), among others.

Moreover, debates about the timecourse of
semantic access from linguistic stimuli (e.g., Laszlo &
Federmeier, 2014; Rayner & Clifton, 2009) can be impor-
tantly informed by knowledge about the timecourse of
access from nonlinguistic ones. For example, the ability to
rapidly analyze a face stimulus and link it with biograph-
ical and emotion-related information is clearly a critical
social skill with implications for an organism’s health and
survival. Accessing memory from faces is also a phyloge-
netically and ontologically earlier ability than is accessing
memory from words (especially printed words). The
timecourse of semantic access from faces can thus pro-
vide an important point of reference for understanding
semantic access from words, serving as a possible upper
limit on the speed with which perceptual stimuli can be
linked with information in long-term memory. Therefore,
we review the timecourse of semantic processing, as
revealed by event-related brain potentials (ERPs), for
faces and visual objects, visual and auditory words, and
numbers.

45.1.1 Face and Object Processing

A large body of literature has used techniques with
high temporal resolution, especially ERPs, to track the
timecourse of face and object processing, from extract-
ing basic features, isolating the figure from the ground,
identifying whole complex structures, to ultimately
accessing meaning. The timecourse thus obtained is
particularly well-attested because, unlike for language
stimuli, it can be validated through work in nonhuman
animals using more invasive techniques. Recordings in
monkeys have revealed onset latencies of about 100 ms
for face-selective neurons in the inferior temporal cor-
tex (Kiani, Esteky, & Tanaka, 2005), and intracranial
recordings in humans (who have bigger brains,
meaning generally longer neural response latencies)
first find face-specific responses beginning at
approximately 160 ms in posterior fusiform gyrus
(Halgren, Baudena, Heit, Clarke, & Marinkovic, 1994).
This accords well with the timecourse inferred from
scalp-recorded ERPs, for which the first reliable cate-
gorization of visual stimuli is seen in amplitude modu-
lations on the N1 component, part of the normal
evoked response to all visual onsets, offsets, or
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changes (see Di Russo, Martı́nez, Sereno, Pitzalis, &
Hillyard, 2002 for a description of onset latencies and
hypothesized localizations of early visual components).
This neural response begins at approximately 130 ms
after stimulus onset and peaks between 150 and
170 ms. In the object and face recognition literatures,
the N1 is often referred to as the “N170,” with (what is
likely) the positive end of this dipole seen over central
electrode sites and referred to as the Vertex Positive
Potential or the P150 (see Jeffreys, 1989).

The N170/P150 to images containing objects reliably
differs from those to nonsense images generated by
phase-scrambling their intact counterparts (while
maintaining low-level cues including spatial frequency;
Schendan & Lucia, 2010). In this same time window,
visual stimuli with which people have special expertise,
such as faces (Bentin, Allison, Puce, Perez, &
McCarthy, 1996) and word-like strings (Schendan,
Ganis, & Kutas, 1998), elicit enhanced responses com-
pared with responses to objects. Critically, N170/P150
amplitude modulations do not simply track the pres-
ence of particular visual features, but seem to reflect
the detection of a particular type of stimulus. For
example, studies using Mooney images—which, when
presented in one orientation (rightside up) are gener-
ally perceived as faces but, presented upside-down, are
not—have shown that N170 enhancements occur only
when a visual stimulus is perceived as a face (George,
Jemel, Fiori, Chaby, & Renault, 2005). However, faces
need not have typical or even coherent structure to
elicit enhanced N170s, which have been seen even
when faces are upside-down or cut in half, or when
facial features are scrambled or even missing (e.g.,
Bentin et al., 1996). Similarly, P150 enhancements to
word-like strings are obtained even when the elements
comprising the string are unfamiliar (“pseudofonts”;
Schendan et al., 1998), and P150 sensitivity to repetition
is independent of the familiarity or meaningfulness of
the eliciting stimuli (Voss, Schendan, & Paller, 2010).
The initial categorization of a stimulus as “object-like,”
“face-like,” or “word-like” at a basic level thus seems to
begin in the time window of the N170/P150 potential.

Responses in the late part of the N170 time window
(160�190 ms) and on the subsequent P2 component
have been tied to perceptual grouping and structural
encoding processes, which create a structured repre-
sentation of an object or face and enable, for example,
the matching of different instantiations and viewpoints
of the same form. Studies using fragmented line draw-
ings have shown repetition effects on the posterior P2
for globally similar forms (e.g., drawings of the same
object) despite differences in lower-level features (e.g.,
local contours) (Schendan & Kutas, 2007a, 2007b).
Critically, P2 reductions in this design only occur
when images on both first and second presentations

are fragmented or incomplete (not when images are
intact)—in other words, presumably only when both
presentations pose a challenge to perceptual grouping
processes. P2 amplitudes are also larger for phase-
scrambled than for intact images, likely reflecting
grouping difficulties for images without perceivable
objects (Schendan & Lucia, 2010).

Structural encoding of faces has further been associ-
ated with an ERP response known as the N250r. The
N250r is a negative-going potential seen between about
230 and 300 ms over (right) inferior temporal electrode
sites (thought to have a neural generator in the fusiform
gyrus; Schweinberger, Pickering, Jentzsch, Burton, &
Kaufmann, 2002) and is selectively enhanced to imme-
diate repetitions of faces (compared with nonface
objects). These repetition effects are transient and do
not persist beyond more than a few intervening stimuli
(Schweinberger, Pickering, Burton, & Kaufmann, 2002).
Repetition effects for intact objects appear a little later
on a component known as the frontal N300 (sometimes
N350). This potential is thought to reflect global object
processing after perceptual grouping has occurred and
independent of local features (Schendan & Kutas,
2007a); it has been linked to occipitotemporal genera-
tors, including the object-selective lateral occipital cor-
tex (Schendan & Kutas, 2002, 2003).

Critically, these components observed in the first
300 ms of processing have been argued to precede
access to long-term semantic memory. The N170/P150
does not differentiate between unfamiliar and familiar
or famous faces (Bentin & Deouell, 2000; Eimer, 2000) or
between familiar objects and unfamiliar pseudo-objects
(Schendan et al., 1998). The N250r is reduced for novel
faces compared with those that are perceptually familiar
(Begleiter, Porjesz, & Wang, 1995; Schweinberger,
Pfütze, & Sommer, 1995). It has been linked to the crea-
tion of a transient, individuated facial representation as
a necessary precursor to recognition and semantic
access, and prior experience creating that structural
representation seems to facilitate the creation process.
The N250r, however, is unaffected by the degree to
which a face has any learned associations (Paller,
Gonsalves, Grabowecky, Bozic, & Yamada, 2000). The
N300 has similarly been linked to the creation of higher-
level object representations. Repetition effects on the
N300 are reduced if the object in the two presentations
differs in viewpoint (Schendan & Kutas, 2003) and the
component is larger for unusual views of objects than
for canonical ones and for unidentified as opposed to
identified objects (Schendan & Kutas, 2002, 2003;
Schendan & Lucia, 2010).

Effects of semantic variables are first consistently
reported on an ERP component known as the N400.
The N400 is a negative-going response seen to all
potentially meaningful stimuli, including faces, objects,
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scenes, environmental sounds, and auditory and visual
words, among others. It begins at approximately 250 to
300 ms and peaks just before 400 ms in healthy young
adults. The scalp-recorded N400 seems to arise from a
highly distributed network of brain areas, with impor-
tant sources in the medial and anterior temporal lobes,
but also reflects activity in higher-level perceptual
areas, the superior temporal lobe, and dorsolateral fron-
tal regions (Halgren et al., 1994, 2002; Lau, Phillips, &
Poeppel, 2008; Tse et al., 2007). The widespread nature
of these neural sources is consistent with the well-
attested functional link between the N400 and semantic
memory: the amplitude (but, strikingly, not the timing)
of this potential is highly sensitive to a wide range of
factors related to the ease of semantic access (for
review, see Kutas & Federmeier, 2011).

In the face processing literature, the first effects of
delayed repetition—that is, repetition effects that clearly
involve long-term memory—present as N400 amplitude
reductions (e.g., Joyce & Kutas, 2005). The N400 window
also encompasses the first reliable differentiation of
unfamiliar faces from those that are familiar and associ-
ated with biographical information, such as faces that
have been learned along with names (Paller et al., 2000)
or famous faces (Bentin & Deouell, 2000), and first
reliable effects of semantic association, such as between
a face and a name (Huddy, Schweinberger, Jentzsch, &
Burton, 2003). Similarly, in the literature on object/picture
processing, semantic effects of a variety of kinds all
consistently manifest within the N400 time window.
This includes, but is not limited to, semantic priming
effects between pictures and effects from words onto
pictures, in which semantically primed pictures elicit
smaller N400s, as well as congruity effects for a pic-
tured object in a sentence, in a visual scene, in a picture
story, or in a video, wherein congruous objects elicit
reduced N400s compared to incongruous or unex-
pected ones (e.g., Federmeier & Kutas, 2001; Ganis &
Kutas, 2003; Ganis, Kutas, & Sereno, 1996; Holcomb &
McPherson, 1994; Sitnikova, Kuperberg, & Holcomb,
2003; West & Holcomb, 2002). Additional evidence that
conceptual processing of objects occurs during the N400
time window comes from a study using novel, meaning-
less “squiggles,” which each participant rated for mean-
ingfulness. Only squiggles rated high in meaningfulness
showed a repetition effect between 300 and 500 ms after
stimulus onset (Voss et al., 2010). Because ratings were
idiosyncratic, the same visual forms were assigned to
the low and high meaningful categories across partici-
pants; thus, the repetition effect could not have been
driven by perceptual features, but rather reflects the con-
ceptual representations and associated semantic infor-
mation evinced by the stimuli for each participant.

In summary, the majority of studies examining the
timecourse of processing for nonlinguistic visual

stimuli suggest that it takes about 150 ms for the brain
to be able to extract sufficient information to reliably
categorize a stimulus at a basic level (as an object,
string, or face) and an additional 150 ms to exercise per-
ceptual grouping processes and to create a (transient)
structured representation of an individual object or
face. Beginning at approximately 300 ms, this represen-
tation makes links to associated information in semantic
memory.

45.1.2 Visual Word and Number Processing

With the timecourse of semantic access from nonlin-
guistic stimuli as a basis for comparison, we next
examine ERP data regarding the processing timecourse
for written words and numeric symbols. As already
discussed, early differentiation of word-like stimuli
(strings) from nonword-like stimuli appears in the range
of 150 ms. Potentials in this timeframe (the N/P150 com-
ponent; see review by Grainger & Holcomb, 2009) are
sensitive to the repetition of single letters and words in a
manner that is independent of size but sensitive to both
font (Chauncey, Holcomb, & Grainger, 2008) and letter
case (Petit, Midgley, Holcomb, & Grainger, 2006). This
repetition effect is eliminated by changes in the position
of the words by a shift of even a single letter, suggesting
that at this point in processing representations are still
retinotopic (Dufau, Grainger, & Holcomb, 2008). This
aligns well with what is known about the rate of
information flow through visual cortex, where single
unit recordings in higher visual areas with complex
receptive fields (e.g., V4) tend to show activation peaks
between 100 and 200 ms after stimulus onset (e.g., Luck,
Chelazzi, Hillyard, & Desimone, 1997).

The N/P150 is followed by a negativity peaking at
approximately 250 ms, known as the N250 (Holcomb &
Grainger, 2006). Like the similarly named potential to
faces, the N250 is most robustly characterized in the
context of repetition (in this case, primarily masked rep-
etition). The N250 to letter strings, whether familiar
(words) or unfamiliar (pseudowords), is larger (more
negative) for unrepeated than for repeated items and
has a widespread distribution maximal over (left) mid-
line anterior sites. (Note: face processing studies often
use an average reference, whereas word processing
studies generally use an average mastoid reference,
making comparisons of waveform morphology and
scalp topography difficult; using an average reference,
Pickering and Schweinberger reported an N250r to
names, which is similar in form to the face N250r but is
more prominent over left rather than right posterior
electrode sites.) The N250 is sensitive to the degree of
orthographic overlap between visually presented
primes and targets but is not sensitive to font changes
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or positional shifts (Chauncey et al., 2008; Dufau et al.,
2008; Grainger, Kiyonaga, & Holcomb, 2006; see also
Pickering & Schweinberger, 2003). The N250 response is
not domain general, because it is not seen for spoken
words or pictures or in cross-modal priming onto visual
words (Kiyonaga, Grainger, Midgley, & Holcomb, 2007;
Pickering & Schweinberger, 2003). Like the face N250r,
the N250 to words is transient. Studies varying the time
interval between prime and target have observed the
N250 with stimulus-onset asynchronies of 60 and
180 ms, but not 300 ms or longer (Holcomb & Grainger,
2007). Grainger and Holcomb (2009) suggest that the
neural activity indexed by the N250 arises from the
processing of sublexical orthographic representations
important for building whole word representations from
letters.

Following the N250 is a positivity, known as the P325,
that manifests larger repetition effects for words than for
pseudowords. These effects are obtained only when
prime and target are identical, whereas strings with par-
tial overlap produce graded responses on the N250.
Thus, the P325, unlike components before it, seems to be
sensitive to whole item identity and familiarity (see
Friedrich, Kotz, Friederici, & Gunter, 2004; King &
Kutas, 1998; Pylkkänen, Stringfellow, & Marantz, 2002
for other reports of word-level effects in this time win-
dow). This also seems to be a time window during
which phonological information is being associated with
written words, as Grainger et al. (2006) report pseudoho-
mophone priming effects (e.g., “bacon” primed by
“bakon” more than “bafon”) on the P325. Holcomb and
Grainger (2006) thus link the P325 to processes at the
whole word—but not yet semantic—level. Semantic pro-
cessing effects are then seen in the form of amplitude
changes on the N400, which, as for faces and objects,
peaks just before 400 ms.

This timecourse, established primarily using
component-based analyses on average data and cap-
tured in a language processing architecture known as
the Bimodal Interactive Activation Model (see review in
Grainger & Holcomb, 2009) has also been validated
using a multiple regression approach on single-item
ERP data, including responses to words, pseudowords,
familiar acronyms, and illegal letter strings collected
from a large set of participants (Laszlo & Federmeier,
2014). This regression approach revealed effects of
bigram frequency and other orthographic variables
(orthographic neighborhood size and frequency) begin-
ning at approximately 130 ms (in the range of the
N/P150) and continuing throughout most of the first
half-second of processing. Whole word frequency began
to have an independent effect on the ERP waveform
beginning at approximately 270 ms (i.e., in the late
N250/early P325 timewindow). In contrast, semantic
variables (number of lexical associates, concreteness,

imageability, number of senses, and noun�verb ambigu-
ity) did not begin to influence the waveform until after
300 ms in the N400 time window.

The impact of a wide range of semantic variables on
N400 amplitudes to visual words is well-attested (see
Kutas & Federmeier, 2011, for a review). In particular,
the N400 is sensitive to immediate and long-term
repetitions (e.g., Laszlo & Federmeier, 2007) and to
semantic priming of all types: association-based, graded
by association strength (e.g., Kandhadai & Federmeier,
2010), and category-based, graded by typicality (e.g.,
Federmeier, Kutas, & Schul, 2010). The N400 is also
sensitive to the semantic fit between a word and its
phrasal, sentential, or discourse context, based on the
structure of semantic memory (e.g., Federmeier & Kutas,
1999b), event knowledge (Metusalem et al., 2012),
and world knowledge (Hagoort, Hald, Bastiaansen, &
Petersson, 2004). Repetition, priming, and contextual fit
all decrease N400 amplitude while leaving latency rela-
tively unchanged. As Federmeier and Laszlo (2009)
reviewed, the N400 has all of the properties one would
expect of a neural marker of access to semantic memory
(see also Lau et al., 2008).

Despite readers having relatively less experience with
numerals than with other visual forms, the extraction of
meaning from numbers appears to proceed with little to
no differences compared with that from faces, objects,
and visual words. For example, when alphanumeric
symbols are rendered predictable by contextual cues
(e.g., “20” when preceded by the simple arithmetical for-
mula of “53 4”), correct answers elicit smaller (facili-
tated) N400s relative to incorrect answers (Niedeggen &
Rösler, 1999; Niedeggen, Rösler, & Jost, 1999).

Analogous findings across the face, object, visual
word, and number processing literatures thus reveal a
reliable timecourse of processes leading to the access
of semantic information, despite the fact that these
stimulus types are associated with different degrees of
expertise, engender different processing challenges,
and have been linked to partially distinct neural path-
ways. Processing of these stimuli all culminate in a
similar response during the same time window: the
N400. The consistency in when and how semantic
information comes to be linked with a perceptual stim-
ulus becomes even more striking when the processing
timecourse for these meaningful visual stimuli is
compared with that for auditory words and other
meaningful sounds.

45.1.3 Auditory Word Processing

Whereas “the time locking of neural activity in the
visual pathway is poor, its timing is sluggish, and
its ability to follow fast transitions is limited”
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(Pratt, 2012), the auditory system is fast and exqui-
sitely sensitive to timing. Nevertheless, semantic
access seems to proceed with a remarkably similar
timecourse in the two modalities.

One of the earliest language-related, albeit not
language-specific, effects is an enhancement of the
amplitude of the auditory N100 component, which
peaks at approximately 100 ms and is part of the nor-
mal evoked response to acoustic onsets, offsets, and
deviations. Although not acoustic onsets, word onsets
in continuous speech elicit larger N100s than matched,
non-onset sounds (Sanders & Neville, 2003). This effect
seems to reflect increased temporally directed selective
attention to less predictable information in an auditory
stream (Astheimer & Sanders, 2011).

Paralleling the timecourse of orthographic processing
for written words, phonological—but not yet semantic—
processing of spoken words has been associated with
ERP amplitude modulations between 250 and 300 ms.
The Phonological Mapping Negativity (PMN) has been
attributed to the detection of a mismatch between
expected and realized phonological information, such as
when an incoming phoneme violates a context-based or
task-induced auditory/phonological expectation (e.g.,
Connolly & Phillips, 1994; Desroches, Newman, &
Joanisse, 2009; Newman & Connolly, 2009). For exam-
ple, in a task wherein participants were given an input
to transform (e.g., “telk” or “hat”) and a target transfor-
mation of the initial phoneme (e.g., “m”), PMNs were
larger when the onset phoneme of the probe stimulus
mismatched the resulting expectation (e.g., for “melk” or
“mat”). Importantly, PMN effects are obtained for both
words and pseudowords (e.g., Newman & Connolly,
2009). The PMN has therefore been proposed to reflect
phonological mapping processes that precede semantic
access.

Effects associated with word level processing have
been reported beginning at approximately 300 ms. Using
a cross-modal word fragment priming task, Friedrich
and colleagues (Friedrich, Kotz, Friederici, & Alter, 2004;
Friedrich, Kotz, Friederici, & Gunter, 2004; Friedrich,
Schild, & Röder, 2009) found larger positivities peaking
at approximately 350 ms (P350) over left frontal electrode
sites for words that mismatched (versus matched) the
visual fragment prime. Partially mismatching targets
elicited an intermediate response. The authors interpret
their results as reflecting activation of abstract word
forms. Effects of word repetition and word frequency
have also been reported in this time window in studies
using MEG (the M350; Pylkkänen & Marantz, 2003) and
have been linked to sources in the left superior temporal
lobe (Pylkkänen et al., 2002).

P/M350 modulations are coincident in time with
(but are of opposite polarity from) effects of repetition,
frequency, and phonological priming on the N400.

The N400 time window is also when effects of seman-
tic manipulations of many kinds (semantic priming,
context effects, etc.) are first observed for auditory
words (see review in Kutas & Federmeier, 2011). As
with the visual modality, the N400 elicited by auditory
stimuli is not specific to linguistically relevant inputs
(syllables or words), because meaningful nonlinguistic
environmental sounds also elicit N400s and N400
effects (Van Petten & Rheinfelder, 1995).

45.1.4 Summary

Comparisons of N400 responses to spoken and
written words or for linguistic and nonlinguistic sti-
muli (e.g., pictures and visual words; auditory words
and environmental sounds) assessed for the same stimu-
li and/or under the same task conditions (e.g.,
Federmeier & Kutas, 1999b, 2001; Federmeier,
McLennan, De Ochoa, & Kutas, 2002; Ganis et al., 1996;
Holcomb & Neville, 1990; Van Petten & Rheinfelder,
1995) reveal striking similarities: similar peak latencies,
similar response characteristics (amplitude reductions—
but not latency shifts—to repeated, primed, or
contextually more predictable items), and similar
patterns of sensitivity to many factors that are taken to
affect semantic access. Remarkably, then, different neu-
ral pathways with different functional and anatomical
constraints ultimately culminate in a similar brain
response, with consistent and stable timing. Federmeier
and Laszlo (2009) argued that the collective N400
literature highlights the importance of time as a
mechanism for linking incoming stimuli (of all types
and in all modalities) to distributed information in long-
term semantic memory. Although there are brain areas
that are likely to be common across specific instances of
the N400, neither the neural process nor the cognitive
function the N400 indexes is localized. Instead, semantic
access arises from a dynamically configured neural
circuit, for which time and timing are critical and which
implements a shared function, even in the absence of a
spatial anchor. The dynamic nature of the mechanism
affords it the necessary speed and flexibility to accrue
information from stimuli over time and thereby
construct complex messages, which, in turn, shape the
processing of subsequent meaningful stimuli.

45.2 PART 2: CONTEXT AND THE
TIMECOURSE OF SEMANTIC ACCESS

Making sense clearly requires a stable (if transient)
linking between perceived sensory input and informa-
tion in long-term memory (i.e., semantic access), and, as
we have described, the timing of semantic access so
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defined is relatively reliable, occurring between approxi-
mately 300 and 500 ms, whether words are encountered
in isolation or embedded in a sentence and/or a larger
discourse. However, this reliability belies the fact that
the availability of context information allows word-
related information to be activated—via prediction—
before the word is actually encountered, and, to the
extent that it is, processing (identification, access, inte-
gration) of that word’s “word form” and the perceptual
and semantic information linked to it are eased. The past
decade of ERP research attests to the pervasive presence
of predictive processing with graded facilitation at
multiple levels (semantic, morphosyntactic, phonologi-
cal, and orthographic) during natural language compre-
hension, at least in young adult readers and listeners
(DeLong, Urbach, & Kutas, 2005; Federmeier & Kutas,
1999b; Van Berkum, Brown, Zwitserlood, Kooijman, &
Hagoort, 2005; Wicha, Moreno, & Kutas, 2004).

As previously noted, N400 amplitude modulations
provide a sensitive measure of the state of activation of
the probing item in semantic memory and of the various
factors that influence that state. As such, N400 data have
proven especially useful in determining the extent to
which there are predictive processes at play during rou-
tine language comprehension. Through clever designs,
several researchers have found evidence of graded con-
textually driven facilitation of semantic, morphosyntactic,
phonological, and orthographic features of likely upcom-
ing words or pictures (DeLong et al., 2005; Federmeier &
Kutas, 1999b; Laszlo & Federmeier, 2009; Van Berkum
et al., 2005; Wicha, Bates, Moreno, & Kutas, 2003).

Federmeier and Kutas (1999b), for example, exam-
ined the ERPs to sentence final words as young adults
read two sentences for comprehension; final words
were moderately to highly expected members of a par-
ticular category, unexpected members of the same
category, or unexpected members of a different cate-
gory. N400 amplitudes were reduced for the unex-
pected endings that shared features with the expected
endings relative to those that did not. The fact that this
pattern of N400 effects came primarily from the
strongly (versus weakly) constraining sentence frames,
wherein the unexpected categorically related items
were highly implausible if not downright anomalous,
evidenced that processing of the accruing context pre-
activated semantic features of likely upcoming words
and related ones. The interpretation of this effect as
demonstrating that prediction plays an important role
in normal language comprehension was bolstered by
the fact that the pattern replicated for natural speech
for young adult comprehenders (Federmeier et al.,
2002). However, this study also showed that prediction
is not the only mechanism for context-based facilitation.
Although healthy older adults showed clear effects of
contextual congruency on the N400, they did not show

the pattern indicative of predictive processing. The ten-
dency for (most) older adults to rely more heavily on
stimulus-driven rather than predictive processing com-
prehension mechanisms has been seen in a number of
studies (see review by Wlotko, Lee, & Federmeier, 2010).

The availability of different mechanisms by which con-
text can shape language comprehension is also attested
by studies of hemispheric differences. For example, a
(young adult) visual half-field version of the Federmeier
and Kutas study, with the sentence final words randomly
lateralized to the left or right visual field (LVF/RVF),
revealed asymmetric patterns of context use during
online sentence processing (Federmeier & Kutas, 1999a).
The left hemisphere (based on RVF initiated processing)
seems to use context to preactivate information and com-
pare the actual input with the prediction, whereas the
right hemisphere (based on LVF initiated processing)
seems to adopt a more passive (what we have called
“integrative”) strategy that does not involve prediction
(for a review, see Federmeier, 2007). Notably, the local
scale timing of semantic effects retains its typical
stable form in the two hemispheres, with context effects
manifesting between about 300 and 500 ms, in the form
of N400 amplitude reductions. This further emphasizes
our point that semantic access is not a unitary or localized
process, but rather is a temporally constrained one.
However, at the larger scale, the effective timecourse of
availability of information is different in the two hemi-
spheres, creating an emergent mechanism by which the
brain can both benefit from the use of context information
to constrain processing via predictions while still main-
taining a more veridical representation of the actual
bottom-up stimulus stream to allow for recovery when
predictions are incomplete or misleading.

The Federmeier and Kutas studies provide evidence
that semantic feature information, essential for semantic
categorization, can be predicted (i.e., activated in
advance) during sentence comprehension (but see Van
Petten & Luka, 2012, for a proposed distinction between
expectation of semantic features and prediction of word
forms). A growing body of evidence further attests to the
ability of the language comprehension system to predict
a wide range of information, including morpho-syntactic,
phonological, and orthographic features of upcoming
words. Investigations of gender-marked languages, such
as Spanish (Wicha, Bates, et al., 2003; Wicha, Moreno, &
Kutas, 2003; Wicha et al., 2004) and Dutch (Otten,
Nieuwland, & Van Berkum, 2007; Van Berkum et al.,
2005), have reported ERP differences to articles (Wicha,
Moreno, et al., 2003; Wicha et al., 2004) or adjectives
(Otten et al., 2007) depending on whether they agree in
gender with the predicted (but not yet presented) noun
that they modify. DeLong et al. (2005) found similar
results by exploiting the A/AN alternation in English,
which varies with the onset phonology of the upcoming
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word (beginning with a consonant versus vowel sound,
respectively); N400 amplitudes to the article closely
tracked the predictability of the not yet presented noun.

Clearly, then, sentence contextual information can
lead to expectancies for specific words. Moreover,
Laszlo and Federmeier (2009) demonstrated that infor-
mation brought online by prediction is specific enough
to affect processing based on orthography: nonsensical
orthographic neighbors of expected sentence endings
had smaller N400s than nonsensical non-neighbors,
regardless of whether the item was a word, a meaning-
less pseudoword, or an orthographically illegal string
of letters. Critically, this means that prediction affects
the availability of specific orthographic features of
likely upcoming items and begins to influence the
bottom-up processing of inputs before what might be
thought of as “word recognition,” manifesting through
clear downstream consequences on N400 amplitude
and reflecting the mapping of the stimulus form to its
meaning.

As these N400 findings demonstrate, processing of
contextual information (or experience or task goals) can
allow predictions to be made about specific stimulus fea-
tures; consequently, any perceptual information accrued
about incoming stimuli—available before the stimulus
can be linked with semantic memory—should provide
early indicators about what the stimulus is likely to be.
In these cases, then, relatively early effects of predictive
processes are evident in modulations of sensory ERP
components that precede the N400. For example, a num-
ber of ERP investigations have also observed semantic
context-driven modulation of the amplitude of a fron-
tally maximal sensory-evoked P2 potential (180�250 ms)
that has been linked to higher-order visual processing,
including perceptual analysis and the allocation of
visuo-spatial attention (e.g., Luck & Hillyard, 1994).
Words in highly constraining sentence contexts have
been found to elicit enhanced P2s, presumably because
contextually driven expectations for a particular form
affords the focusing of attentional resources. Federmeier
and colleagues have attributed this P2 effect to predic-
tive mechanisms in the left hemisphere, based on find-
ings of selective enhancement of P2 amplitudes to words
in highly (as opposed to weakly) constraining contexts
when those words were presented to the RVF/LH but
not when presented to the LVF/RH (Federmeier &
Kutas, 2002; Federmeier, Mai, & Kutas, 2005; Huang,
Lee, & Federmeier, 2010; Kandhadai & Federmeier,
2010; Wlotko & Federmeier, 2007).

Predictive processing mechanisms are also reflected
on even earlier components under the right conditions.
For example, when the sentence final words in the
Federmeier and Kutas experiments were replaced by
line drawings, either unfamiliar or rendered familiar
via pre-exposure, the N400 was qualitatively similar in

its sensitivity to both contextual fit and category-based
semantic feature overlap with the predicted item
(Federmeier & Kutas, 2001). Critically, the results also
revealed that context also interacted with perceptual
predictability, affecting both perceptual and semantic
processing. When perceptual features of expected pic-
tures were predictable based on pre-exposure, as
manifest in smaller early sensory components (anterior
N1, posterior P1, and P2) linked to visual processing
and the allocation of visuospatial attention, contextual
constraint did not provide any additional facilitation
(i.e., no effect on visual components or N400 ampli-
tude). By contrast, when pictures were unfamiliar and
thus less perceptually predictable, more constraining
contexts allowed better predictions for perceptual fea-
tures of expected pictures, easing perceptual proces-
sing (as seen on the anterior N1 and P2) and creating
downstream benefits for semantic access (N400).

Evidence for the prediction of visual word form
properties has come from studies of the so-called early
Left Anterior Negativity (eLAN), originally character-
ized as a response to word category violations
(Friederici & Kotz, 2003). Having noticed that eLANs
were observed almost exclusively in sentences
wherein a specific word category was highly predict-
able, Lau, Stroud, Plesch, and Phillips (2006) proposed
an alternative account on which it is the violation of
expectations for word forms derived from syntactic
regularities, rather than the word category violation as
such, that is critical for eLAN elicitation. Dikker and
colleagues likewise argued that the eLAN or the early
negativity (EN, renamed to acknowledge the more
broad bilateral distribution of this class of negativities
across the scalp) is a response to the presence of
unexpected sensory information in the context of a
predicted word and/or word category. Dikker,
Rabagliati, and Pylkkänen (2009) tested their hypothe-
sis by comparing word category violations that
contained an unexpected morpheme or were missing
an expected morpheme. They observed an M100 (the
presumed magnetic counterpart of the eLAN/EN) to
the unexpected morpheme but not to the absence of an
expected one (e.g., �The discovery was REPORT).
Definitive interpretation of the latter finding, however,
is confounded by the word category ambiguity of the
critical word—it could be experienced as a noun
(word category violation) or a verb (agreement viola-
tion). In a follow-up study, Dikker, Rabagliati, Farmer,
and Pylkkänen (2010) further tested their hypothesis
by comparing responses to two types of nouns follow-
ing an adverb that led to an expectation for an upcom-
ing verb instead. Members of one class of nouns had
the phonotactics of typical nouns (�The beautifully
SOFA), whereas those of the other had phonotactics
equally consistent with nouns or verbs (�The
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beautifully WINDOW). An EN, with a left occipital
source, was elicited only by the unexpected noun that
clearly violated the phonotactics of the expected category
(verb). Whether or not these negativities are all the same,
it does appear that the language system is sensitive to
expectations based on syntactic constraints and viola-
tions thereof, which are seen in ERP modulations within
the first 200 ms after word onset and clearly can have
downstream repercussions for semantic processing.

The language comprehension system thus takes
advantage of context information to make predictions
about features of likely upcoming stimuli, and, in turn,
those predictions shape attention and affect how and
how easily a stimulus is perceived and then linked to
aspects of meaning in the course of interpretation.
Perhaps surprisingly, context-based facilitation does
not seem to speed the timecourse with which contact is
established between perception and long-term semantic
memory. However, at least in some cases, indications
that an incoming stimulus matches or mismatches pre-
dictions at a perceptual level can provide early cues
about whether that stimulus is likely to have particular
semantic features as well—and the brain does a
remarkable job of making use of this information in the
service of preparing rapid responses (e.g., to initiate/
inhibit a saccade or other motor response). Thus,
although context may not actually speed semantic
access as such, it can shift the apparent timecourse of
semantic processing, as is revealed in brain responses
and unfolds in behavior.

45.3 CONCLUSIONS

Information of all types dynamically accrues via con-
text and experience, allowing comprehenders to con-
struct meaning from past and present inputs and to
anticipate future ones as a function of their likelihood in
the ongoing context. The process of semantic access—
and an extended process it is—takes time because it
requires the brain to establish a stable and reliable, yet
ultimately idiosyncratic, neural linking between the per-
ceptual form constructed from an incoming stimulus
and distributed, stored representations of relevant prior
experience. Moreover, meaningful stimuli typically
accrue rapidly, and the brain must then collate and inte-
grate the information it collects from, for example, a con-
tinuous auditory signal or a sequence of saccades over
text or a scene. Constructing meaning is thus arguably
one of the most challenging tasks the brain must per-
form. However, it is also what the brain evolved to do,
and to do quickly and well enough, even under less
than ideal circumstances. Semantic constraints may not
speed aspects of brain processing (e.g., N400 latency) as
they do offline reaction times, but they can (re)direct

attentional focus and shape current activation states to
facilitate sensory and mapping processes for the
future—allowing the brain to effectively bypass its own
temporal constraints.
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46.1 INTRODUCTION

Left ventrolateral prefrontal cortex (VLPFC) has
attracted much attention in cognitive neuroscience, not
only for its involvement in numerous cognitive opera-
tions but also for its historical significance as one of
the first brain regions to be formally linked to a spe-
cific function. In the mid 19th century, Pierre Paul
Broca called this area (later to be called “Broca’s area”)
the locus for production of articulate language and the
seat of motor speech (Broca, 1861, 1865).

Although modern theories of language production
(i.e., the dual stream model) have revived the notion
that this area might be involved in motor production by
proposing its involvement in storing articulatory
representations, phonetic encoding, and retrieving or
generating the articulatory codes (Hickok & Poeppel,
2004, 2007), much more has come to light about VLPFC
in the past few decades. These new findings do not
negate the possible role of this region in motor produc-
tion, but rather call for an expansion of its role in the
processing of language and perhaps even in nonlinguis-
tic tasks. For instance, VLPFC has been implicated in
semantic processing (Buckner et al., 1995; Demb et al.,
1995; Démonet et al., 1992; Fiez, 1997; Kapur et al., 1994;
Martin, Haxby, Lalonde, Wiggs, & Ungerleider, 1995;
McCarthy, Blamire, Rothman, Gruetter, & Shulman,
1993; Petersen, Fox, Snyder, & Raichle, 1990; Raichle
et al., 1994), phonological/phonetic processing, espe-
cially when phonological segmentation and sequencing
is required (Démonet et al., 1992; Démonet, Price, Wise,
& Frackowiak, 1994; Fiez et al., 1995; Newman, Twieg,
& Carpenter, 2001; Paulesu, Frith, & Frackowiak, 1993;

Price et al., 1994; Shaywitz et al., 1995; Zatorre, Evans,
Meyer, & Gjedde, 1992), phoneme-to-grapheme conver-
sional processes (Fiebach, Friederici, Müller, & Von
Cramon, 2002), syntactic processing (Ben-Shachar,
Hendler, Kahn, Ben-Bashat, & Grodzinsky, 2003;
Embick, Marantz, Miyashita, O’Neil, & Sakai, 2000;
Grodzinsky, 2000), and domain-general processes
such as temporal sequencing regardless of the specific
stimulus type (Gelfand & Bookheimer, 2003). Also, the
term “working memory” appears frequently in the
VLPFC literature (Awh et al., 1996; Paulesu et al.,
1993).

Moreover, within each domain there is more than
one view. For example, even among researchers who
agree on VLPFC’s involvement in semantic processing,
there has been disagreement about whether it is
involved in semantic retrieval (Demb et al., 1995;
Démonet et al., 1992; Martin et al., 1995), conflict reso-
lution (Thompson-Schill, D’Esposito, Aguirre, & Farah,
1997), or controlled semantic processing (Wagner,
Paré-Blagoev, Clark, & Poldrack, 2001). Similarly, there
have been debates among proponents of VLPFC’s role
in syntactic processing, some of whom had a strong
hypothesis for the region’s involvement in a specific
syntactic operation (Grodzinsky, 2000; Musso et al.,
2003) whereas others argued for multiple syntactic
functions being mediated by the region (Friederici,
Meyer, & von Cramon, 2000). The discussion of all
these functions is obviously beyond the scope of this
chapter. Therefore, we focus on the role of VLPFC in
semantic processing, especially in the context of lan-
guage. In most of what we discuss, the nature of the
tasks addresses semantic-lexical mapping; however,
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some of the concepts could apply to semantic proces-
sing without lexical retrieval.

Because it is our goal to discuss not only single-
word but also sentence-level processing, it is
inevitable to discuss syntactic theories of VLPFC as
well. We review evidence from language comprehen-
sion and production studies and, whenever possible,
present converging evidence from multiple sources
(neuroimaging studies, patient studies, and transcra-
nial magnetic stimulation (TMS) studies) to build a
complete picture of the circumstances that lead to
VLPFC recruitment and operations that are crucially
dependent on this region. The chapter begins with an
overview of the anatomy of VLPFC, followed by two
main sections, discussing the debates on the region’s
role in (semantic) the processing of single words and
(semantic�syntactic) the processing of sentences. We
close by offering a unifying account that best sum-
marizes the body of evidence in the earlier sections,
with some future questions to consider.

The terms Broca’s area, left inferior frontal gyrus
(LIFG), left inferior prefrontal cortex (LIPC), and VLPFC
have sometimes been used interchangeably. It is gener-
ally accepted that Brodmann area (BA) 44 and BA 45
(corresponding roughly to pars opercularis and pars tri-
angularis) are the cytoarchitectonic correlates of Broca’s
region (Aboitiz & Garcı́a, 1997; Uylings, Malofeeva,
Bogolepova, Amunts, & Zilles, 1999; Figure 46.1),

although there are finer subdivisions in these areas
as well, with the dorsal part of BA45 (BA45B in
Figure 46.1) resembling BA44 more closely than its ven-
tral part (BA45A in Figure 46.1; Amunts et al., 2004).
VLPFC also includes BA47 (pars orbitalis), the ventral
cortical area inferior and anterior to the horizontal
ramus of the lateral fissure. Most of the findings in this
chapter concern BA44 and/or BA45.

46.2 VLPFC IN SINGLE-WORD
PROCESSING

Although classic psycholinguistic studies primarily
conceived of VLPFC as involved in either motor
processing (following Broca’s suggestion) or syntactic
processing, memory researchers had an altogether dif-
ferent idea. In PET and fMRI studies, VLPFC activa-
tion has been consistently found in a variety of tasks
requiring semantic processing. Among these are liv-
ing/nonliving classification (Demb et al., 1995; Gabrieli
et al., 1996; Kapur et al., 1994), feature-based similarity
judgment (Thompson-Schill et al., 1997; Whitney, Kirk,
O’Sullivan, Ralph, & Jefferies, 2011), global similarity
judgment (Thompson-Schill et al., 1997; Wagner et al.,
2001), and category-based verbal fluency (Basho,
Palmer, Rubio, Wulfeck, & Müller, 2007; Birn et al.,
2010; Gurd et al., 2002; Paulesu et al., 1997). VLPFC
activation in a wide variety of tasks requiring semantic
access points strongly to its role in some aspect of
semantic processing. Initially, this was hypothesized to
be semantic retrieval (Demb et al., 1995; Martin et al.,
1995). Starting in the late 1990s, a series of experiments
pointed out the region’s particular sensitivity to the
control demands of semantic retrieval as opposed to
retrieval per se.

The first in this series was the study by Thompson-
Schill et al. (1997) in which, through three experiments,
the authors showed that activation of VLPFC was much
more prominent in conditions with high-selection
demands. Two of these experiments concerned single-
word comprehension. In the first task, subjects had to
judge whether a word matched a picture either in its
identity (e.g., the word CAR matching the picture of a
car; low selection) or in a feature belonging to it (e.g.,
the word EXPENSIVE matching the picture of a car;
high selection). In the second task, subjects had to judge
the similarity of a probe word to a number of alterna-
tives. In the low-selection condition, judgment was to be
based on global similarity (e.g., TICK�FLEA/WELL),
whereas in the high-selection condition, selection based
on a specific feature—and ignoring other attributes—
was necessary for making the correct choice (e.g.,
TOOTH�BONE/TONGUE). The third experiment was
a production task. Subjects had to generate verbs in
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FIGURE 46.1 Anatomy of the VLPFC. Figure adapted from Petrides
and Pandya (2002). Reproduced with permission from Michael Petrides and
Wiley-Blackwell publishing.
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response to nouns that induced either low competition
(e.g., SCISSORS, which strongly evokes the verb CUT)
or high competition (e.g., CAT, which could be associ-
ated with a number of verbs, like MEOW, PLAY, EAT,
etc.) between response alternatives. In the same group
of subjects, in all three tasks an overlapping area of
VLPFC was found to respond more to conditions that
placed higher demands on selection. Wagner et al.
(2001) extended these findings by showing that it was
possible to manipulate control demands even within the
global similarity judgment task. Increased VLPFC acti-
vation was found when global similarity was probed for
low-association items (e.g., CANDLE-HALO) compared
with high-association items (e.g., CANDLE-FLAME).

Although the pattern of activation in these neuroim-
aging studies was suggestive of a role for VLPFC in
semantic control, it remained to be seen if such control
depended crucially on this prefrontal region. It was
Thompson-Schill et al. (1998) who showed that patients
with lesions encompassing VLPFC had trouble with
the verb generation task described, but only when the
noun was not strongly associated with a unique verb.
They further showed that the percentage of damage to
BA 44 (but not overall lesion volume or damage to dor-
solateral prefrontal regions) was a significant predictor
of errors in the trials with high-selection demand.

These early studies convincingly demonstrated that
the picture was incompatible with VLPFC’s role in
pure semantic retrieval but pointed to a role in enfor-
cing top-down control when stimulus-response asso-
ciations were weak (Miller & Cohen, 2001; Norman &
Shallice, 1986). Following Desimone and Duncan
(1995), it was proposed that when bottom-up associa-
tion is not strong enough to pick a clear “winner”
among the alternatives, competition must be resolved
by top-down control to bias selection toward a single
representation, and VLPFC was a likely candidate for
implementing this bias (Kan & Thompson-Schill, 2004;
Miller & Cohen, 2001; Wagner et al., 2001). Since that
time, this idea has been tested using various tasks and
paradigms; some of which that are related to word
processing are reviewed later.

46.2.1 Deciphering Words with
Multiple Meanings

Every tongue contains words that carry more than
one meaning, and efficient processing of language
requires that speakers and listeners would be able to
handle this ambiguity by flexibly retrieving the rele-
vant meaning and suppressing the irrelevant meaning
in different contexts. As such, these types of words
provide a good opportunity for investigating which
brain region is involved in biasing selection. Bedny,
McGill, and Thompson-Schill (2008) had participants

judge the relatedness of word pairs, with some sub-
sequent pairs containing ambiguous words (e.g.,
SUMMER-FAN - CEILING-FAN [same meaning];
ADMIRER-FAN - CEILING-FAN [different mean-
ing]). Whereas posterior temporal cortex proved to be
sensitive to semantic overlap regardless of ambiguity,
VLPFC activity depended on the amount of semantic
ambiguity.

This finding is mirrored by VLPFC patients’ diffi-
culty in efficiently selecting the appropriate meaning of
ambiguous words. Bedny, Hulbert, and Thompson-
Schill (2007) chose three groups of participants, patients
with VLPFC damage, patients with frontal damage
sparing VLPFC, and matched controls, and asked them
to determine the lexicality of the third word in a triplet
of words, with the second word being either a hom-
onym or a polysemous word. Both homonyms and
polysemous words have more than one meaning,
although these meanings are unrelated in the case of
homonyms (e.g., ceiling FAN, vs. football FAN) and
related in the case of polysemous words (e.g., live
CHICKEN, vs. food CHICKEN). In the triplet, the first
and the third words were related to either the same
meaning of the second word (e.g., BACK, PACK, BAG;
consistent condition) or a different meaning (WOLF,
PACK, BAG; inconsistent condition). Unlike controls
and patients with non-VLPFC frontal lobe lesions,
VLPFC patients’ performance did not show a reliable
difference between the consistent and inconsistent con-
ditions. These patients did, however, show priming in
the consistent condition compared with an unrelated
baseline. This finding suggests that, in all likelihood,
both meanings of the words were activated, and the
activation of the context-relevant meaning benefited
performance. However, the context-irrelevant meaning
was not properly suppressed. This is consistent with
the distinction we made earlier between semantic
retrieval versus biasing competition; only the latter of
which seems to depend critically on VLPFC.

Event-related potentials (ERP) findings are consis-
tent with the results of Bedny et al. (2007). Swaab,
Brown, and Hagoort (1998) presented participants with
sentences that primed either the dominant or the subor-
dinate meaning of a homonym, or was unrelated to the
target (e.g., target word: RIVER; consistent prime: “The
man planted a tree on the bank”; inconsistent prime:
“The man made a phone call to the bank,” and unre-
lated prime: “The boy petted the dog on the head”).
The target word (RIVER) was always related to the sub-
ordinate meaning of the homonym (BANK) and fol-
lowed the sentence with either a short (100 ms) or a
long (1,250 ms) ISI. N400 (as a measure of violation of
semantic expectancy) was measured in response to the
target word. The logic was that proper priming of the
meaning should decrease the amplitude of N400 in the
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consistent, but not in the inconsistent, condition.
Healthy controls showed this pattern. Broca’s patients,
the majority of whom had prefrontal lesions, however,
showed evidence of reduced N400 under both condi-
tions for the short ISI, meaning that context had not suc-
cessfully abolished the irrelevant meaning. In the
longer ISI, some of the patients no longer exhibited this
abnormal pattern, implying that given enough proces-
sing time, suppression of the irrelevant meaning was
slowly achieved, perhaps through a complementary/
compensatory network. More recently, Vuong and
Martin (2011) supported this position by showing that a
patient with damage that included VLPFC damage was
considerably slower than two patients with non-VLPFC
lesions in using context to bias toward the subordinate
meaning of an ambiguous word. However, when tested
using balanced ambiguous words, this patient, similar
to the other two patients and healthy controls, was
unimpaired in using context to resolve ambiguity.

46.2.2 Verbal Fluency

Verbal fluency tasks are among the oldest neuropsy-
chological tasks for assessing the integrity of memory
and language. There are two categories of verbal fluency
tasks. In the semantic verbal fluency task a semantic cue
is provided, based on which the individual must search
for as many words as possible in a short duration of
time (e.g., “Name all the animals you can.”). In the pho-
nological variant, the cue is phonological (e.g., “Name all
the words you can that start with B.”). Given the very
different nature of the search in these two tasks, it is not
surprising that semantic and phonological verbal flu-
ency tasks rely, at least in part, on different cognitive
architectures. For example, Martin, Wiggs, Lalonde, and
Mack (1994) found that the semantic verbal fluency task
is subject to interference from object recognition,
whereas phonological verbal fluency task performance
is sensitive to motor sequence tasks. Likewise, each vari-
ant of the task induces preferential activation in a certain
frontal region (Birn et al., 2010). However, despite their
unique elements, both tasks have been shown to activate
VLPFC, although there is disagreement on whether they
activate the same or different subpopulation of neurons
in this region (Frith, Friston, Liddle, & Frackowiak,
1991; Mummery, Patterson, Hodges, & Wise, 1996;
Paulesu et al., 1997).

The verbal fluency task provides a unique opportu-
nity to study two cognitive operations within the ver-
bal fluency task. At any given point during this task it
is possible to continue retrieving names from the same
subcategory as the previous item or to switch to a new
subcategory. For example, when prompted to name as
many animals as you can, you may cue yourself by
starting with the subcategory of farm animals. The

ability to retrieve many names in one subcategory is
called Clustering. Even when you have good clustering
abilities, at some point you will run out of names of
farm animals, and to maximize your output you must
switch to a new subcategory, for example, wild animal.
The ability to switch from one subcategory to another
is called Switching. It has been proposed that clustering
reflects the intactness of semantic knowledge, whereas
switching reflects the biasing ability. In tandem with
this proposition, damage to the temporal cortex typi-
cally causes clustering deficits and damage to the
left prefrontal cortex is associated with switching defi-
cits (Chertkow & Bub, 1990; Troyer, Moscovitch, &
Winocur, 1997). In two experiments, Hirshorn and
Thompson-Schill (2006) showed that it was the switch-
ing aspects of the task that elicited VLPFC activation.
In Experiment 1, subjects were told either to switch on
every trial or to freely produce words given a category
cue. In Experiment 2, they were given instructions for
free category-based name generation while pushing a
button but were asked to push a different button when-
ever they switched to a new category. In both cases,
VLPFC activation was linked directly to switching.

On the lesion side, lesions in the frontal cortex have
long been known to cause impairments in performing
verbal fluency tasks (Baldo & Shimamura, 1998;
Janowsky, Shimamura, Kritchevsky, & Squire, 1989;
Owen, Downes, Sahakian, Polkey, & Robbins, 1990;
Perret, 1974; Robinson, Shallice, Bozzali, & Cipolotti,
2012; Stuss et al., 1998; Troyer, Moscovitch, Winocur,
Alexander, & Stuss, 1998), and some have specifically
pinned the effect down to the VLPFC (Novick, Kan,
Trueswell, & Thompson-Schill, 2009).

46.2.3 Picture Naming and the
Need for Control

This discussion raises the question of where the
boundary is for the need for top-down control. Does
naming pictures, for example, require top-down con-
trol? This question is particularly important because
picture naming is the single most important neuropsy-
chological test in localizing deficits in lexical retrieval.
Furthermore, in many cases a patient’s response pat-
tern in picture naming allows for predictions to be
made about their other production abilities, such as
word repetition (Nozari & Dell, 2013; Nozari,
Kittredge, Dell, & Schwartz, 2010). But is picture nam-
ing measuring lexical-semantic retrieval or controlled
selection? The reports are mixed. Although some have
found activation of VLPFC in picture naming (Murtha,
Chertkow, Beauregard, Dixon, & Evans, 1996; Murtha,
Chertkow, Beauregard, & Evans, 1999), some have not
(Etard et al., 2000). We briefly discuss two factors,
name agreement and context, that speak directly to the
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control aspect of picture naming, and help reconcile
these seemingly disparate findings. Novick et al. (2009;
Experiment 2) showed that a patient with VLPFC
lesion was significantly impaired in naming pictures
with low name agreement (e.g., COUCH/SOFA) com-
pared with controls and patients with frontal lesions
sparing VLPFC. However, the same patient showed no
marked deficits in naming pictures with high name
agreement. Given what has been discussed earlier in
this chapter, the explanation for this finding should be
clear. When bottom-up cues are not strong enough to
unequivocally select a unique representation, VLPFC
is needed to implement top-down control and help
with selection.

But even when the picture itself is associated with a
unique label, the context in which the name is to be
retrieved can modulate retrieval demands. When pic-
tures are named in the context of same-category items
(e.g., DOG, HORSE, LION), they are named more
slowly in the neurologically intact adults (Belke, Meyer,
& Damian, 2005; Damian, Vigliocco, & Levelt, 2001;
Kroll & Stewart, 1994) and with more errors in aphasic
patients with left frontal lesions (McCarthy &
Kartsounis, 2000; Schnur, Schwartz, Brecher, &
Hodgson, 2006). These tasks control for pure lexical
retrieval because picture naming in a semantically het-
erogeneous context (e.g., DOG, TRUCK, APPLE) is also
assessed and acts as a baseline for comparison. While
the exact mechanisms of this semantic blocking effect are
disputed (Howard, Nickels, Coltheart, & Cole-Virtue,
2006; Oppenheim, Dell, & Schwartz, 2010), there is con-
sensus that competition is higher in the semantically
homogenous context, and both neuroimaging and
lesion studies link the effect to VLPFC (Schnur et al.,
2009). Incidentally, the Murtha et al. (1996, 1999) picture
naming study administered only a homogenous block
of animals to subjects to name, whereas Etard et al.
(2000) used a heterogenous block. Given the well-
established semantic blocking effect, it is not surprising
that picture naming designs that strongly tap into the
effect activate VLPFC. In summary, picture naming
seems to require top-down support from VLPFC pri-
marily under conditions of high competition.

46.2.4 TMS Studies

So far, we have shown that neuroimaging and patient
studies converge on the biasing role of VLPFC in seman-
tic/lexical retrieval. We end this section by providing a
brief review of the TMS studies related to this issue.
Devlin, Matthews, and Rushworth (2003; Experiment 2)
presented subjects with single words and asked them to
make a natural/man-made judgment for each word.
In a control perceptual task, subjects judged whether the
horizontal line above the word was shorter than the

word. They showed that TMS to the anterior portion of
VLPFC interfered with the semantic, but not the percep-
tual, decision. This finding, along with higher activation
of anterior VLPFC in making semantic versus phonolog-
ical judgments (Devlin et al., 2003; Experiment 1), was
taken as evidence for this region’s contribution to mak-
ing semantic judgments. Gough, Nobre, and Devlin
(2005) provided additional support for this finding by
showing that TMS over the anterior VLPFC caused a
selective impairment in a semantic (synonym judgment)
as opposed to a phonological (homophone judgment)
task, whereas the opposite pattern was found when pos-
terior VLPFC was stimulated (see also Wig, Grafton,
Demos, & Kelley, 2005) for a demonstration of elimi-
nated priming as a function of encoding under TMS).

The direct involvement of VLPFC in biasing seman-
tic selection was also demonstrated in a number of
recent TMS studies. Hindy, Hamilton, Houghtling,
Coslett, and Thompson-Schill (2009) used TMS and
computer-mouse tracking to examine the role of
VLPFC in semantic processing. In each trial, two
words appeared on the screen, one of which was better
matched to a probe word that appeared with some
delay, and participants had to move the mouse toward
the correct response. Either the probe was strongly
associated with the response (e.g., KING-HOOK;
probe5QUEEN) or this association was weak (e.g.,
CARDS-HOOK; probe5QUEEN). Repetitive TMS was
delivered soon after the onset of the first two words
and before the appearance of the probe item. The
results showed greater deviation of mouse movement
trajectories toward the incorrect response when the
association was weak, compatible with the hypothe-
sized role of VLPFC in biasing competition toward the
correct meaning (however, the effect was not found
when the congruency between the stimuli and the
probe item was manipulated). Importantly, when the
delay between the response and target words was
removed (and TMS was delivered afterwards), the
effect disappeared. Hindy et al. (2009) suggested that
the disappearance of the effect with this timing manip-
ulation implies that the contextually appropriate asso-
ciation is formed, and conflict is already resolved
before receiving TMS. In a conceptually similar study,
Whitney et al. (2011) used a design similar to that of
Wagner et al. (2001), in which subjects had to select a
word that had either a strong (e.g., PEPPER) or a weak
(e.g., GRAIN) association with the probe word (SALT).
Although performance in the strong-association condi-
tion was unaffected by TMS over VLPFC, stimulation
disrupted performance in the low-association condi-
tion. Similar to the results of Devlin et al. (2003), a con-
trol (nonsemantic) judgment task was insensitive to
TMS effects in this area (see also Whitney, Kirk,
O’Sullivan, Ralph, & Jefferies, 2012).
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To summarize, we reviewed evidence for the possi-
ble role of VLPFC in comprehension and production of
single words and showed that while this region does
have an involvement in semantic/lexical retrieval, this
involvement appears to be specific to situations in
which there is a need for biasing competition through
top-down control.

46.3 VLPFC IN SENTENCE PROCESSING

Although the role of VLPFC was being investigated
in semantic processing mostly by memory researchers,
many linguists and psycholinguists were attempting
to understand the role that VLPFC played in proces-
sing syntax. The initial motivation for the various syn-
tactic hypotheses might have stemmed from the
clinical profile of Broca’s aphasia (Grodzinsky, 2000),
an impairment that is characterized by agrammatic
speech without marked semantic difficulties. There
was a major problem with this inference. Damage to
Broca’s area is neither sufficient nor necessary for
generating symptoms constituting Broca’s aphasia.
Damage restricted to Broca’s area leads only to a tran-
sient mutism with spontaneous recovery (Levine &
Mohr, 1979; Mohr et al., 1978). However, Broca’s apha-
sics’ lesions often extend beyond BA 44 and BA 45 to
involve some parts of BA 6, BA 8, BA 9, BA 10, and
BA 46, as well as the underlying white matter and
basal ganglia (Damasio, 1992; Dronkers, Plaisant, Iba-
Zizen, & Cabanis, 2007).

However, regardless of whether the profile of Broca’s
aphasia is informative about the role of Broca’s area, a
large number of neuroimaging studies have also impli-
cated VLPFC in “syntactic processing” (see Kaan &
Swaab, 2002, for an excellent review). Here, we use the
general framework used by Kaan and Swaab (2002) to
review the evidence for a syntactic role of VLPFC.

46.3.1 Syntactic Complexity

The first group of studies constitutes experiments
comparing syntactically simple versus syntactically com-
plex sentences using a variety of manipulations (Caplan,
Alpert, & Waters, 1998, 1999; Cooke et al., 2002;
Dapretto & Bookheimer, 1999; Fiebach, Schlesewsky, &
Friederici, 2001; Inui et al., 1998; Keller, Carpenter, &
Just, 2001; Michael, Keller, Carpenter, & Just, 2001;
Stowe et al., 1998; Stromswold, Caplan, Alpert, & Rauch,
1996). For example, Caplan et al. (1999) had subjects
judge the plausibility of cleft object and cleft subject sen-
tences (e.g., “It was the actress that the award thrilled”
vs. “It was the award that thrilled the actress”) and
found increased VLPFC activation when subjects pro-
cessed the cleft object sentences. Although these two

sentences are close in meaning in the sense that they
both convey that the actress was thrilled by the award,
they are different in their syntactic forms, making
VLPFC a suspect in processing syntactic complexity.
However, Cooke et al. (2002) failed to find increased
VLPFC activation in object-relative clauses with short
antecedent gaps (e.g., “The flower girl who Andy
punched in the arm was 5 years old”), but they did find
it when the gap was long (e.g., “The messy boy who
Janet, the very popular hairdresser, grabbed was
extremely hairy.”). In line with this, Fiebach et al. (2001)
showed that when the case marker disambiguated the
thematic roles in sentences containing relative clauses
(as is the case in German), it was only the long-distance
dependencies that induced VLPFC activation. This led
to the proposal that VLPFC mediates syntactic working
memory. However, it is unclear how the finding of
Caplan et al. (1999) would fit into this account.

Moreover, Chen, West, Waters, and Caplan (2006)
showed that when length and syntactic structure were
kept constant, higher activation of VLPFC was found
when the subject of the relative clause was inanimate
(e.g., “The golfer that the lightning struck survived the
incident”) compared with when it was animate (e.g.,
“The wood that the man chopped heated the cabin.”).
Neither syntactic ambiguity nor syntactic working mem-
ory can be blamed for this difference. Corroborating the
antisyntactic evidence were findings of Keller et al.
(2001), who showed that syntactically complex sentence
with object-relative clauses (e.g., “The boy who the doc-
tor visited had contracted pneumonia”) actually elicited
less activity in VLPFC compared with syntactically sim-
ple sentences that contained a temporarily ambiguous
word (e.g., “The desert trains [5noun] usually are late”;
“The desert trains [5verb] its inhabitants to conserve
their resources”). An innovative study in this genre was
conducted by Dapretto and Bookheimer (1999), who
claimed that their design allowed for teasing apart
semantic from syntactic processing. They asked subjects
to make same/different judgments for sentences such as
“The bridge is west of the airport” paired with what the
authors considered either a semantically different sen-
tence (e.g., “The bridge is west of the river”) or a syntac-
tically different sentence (“West of the bridge is the
airport”). VLPFC was selectively implicated for the syn-
tactically different sentences. However, the syntactically
different sentences also perform different meanings
(“The bridge is west of the airport” does not mean that
“West of the bridge is the airport”). It is therefore
unlikely that this design can single-out syntactic
processing.

One of the most famous syntactic accounts of VLPFC,
based on syntactic complexity, is its role in syntactic (or
transformational) movements (Grodzinsky, 1995, 2000).
This account proposes that when faced with a sentence
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like “Which man did the woman like?”, the parser
would create a placeholder (trace) to the right-hand side
of the verb to simulate an active sentence structure:
“[Which man] did the woman like {trace}?”. By estab-
lishing a common index between the trace and its
antecedent (which man), the parser recognizes the ante-
cedent as the theme of the verb “like.” Following this
proposal, Grodzinsky (2000) claimed that in Broca’s
aphasia, all traces of movements are deleted and, pri-
marily based on this assumption, concluded that Broca’s
area handles exclusively intrasentential dependency
relations. Grodzinsky’s theory has received criticism not
only for equating Broca’s aphasia with Broca’s area, an
issue that we touched on earlier in this chapter but also
because of its oversight in explaining the full picture of
Broca’s aphasia that it targets (see Grodzinsky, 2000 for
full commentaries). For one thing, there are Broca’s
patients who perform better than chance in comprehen-
sion of certain transformationally derived passives
(Balogh & Grodzinsky, 1996; Druks & Marshall, 1995;
Hickok & Avrutin, 1995; Saddy, 1995). The most serious
criticism for the theory, though, is the finding that the
deficits in such patients is not limited to processing sen-
tences with syntactic structures requiring transitional
movements. Agrammatic patients can have problems
with active sentences, too, as long as the semantic roles
are reversible. Schwartz, Saffran, and Marin (1980),
among others, have reported such deficits when seman-
tic symmetry is possible around a verb (e.g., “The
dancer applauds the clown”) or around a spatial prepo-
sition (e.g., “The square is above the circle”).

To summarize, VLPFC is recruited for processing of
certain syntactic complexities, but its activation
does not seem to be either necessary for or limited to
all syntactically complex sentences. It is worth
mentioning that the activation of VLPFC in difficult
sentences has been attributed to subvocal rehearsal,
which presumably helps with parsing (Paulesu et al.,
1993; Smith & Jonides, 1999). To test this hypothesis
specifically, Caplan, Alpert, Waters, and Olivieri (2000)
investigated VLPFC activation in subject-relative and
object-relative sentences under concurrent articulation
conditions (which seriously reduce the chance of sub-
vocal rehearsal) and showed that the differential acti-
vation of VLPFC for object-relative sentences survived
this manipulation. It is therefore unlikely that this
explanation sufficiently justifies the nature of VLPFC’s
involvement in these cases.

46.3.2 Anomalous Sentences

Another category of studies aiming at semantic�
syntactic comparison of VLPFC involves presenting
anomalous sentences. Many such studies have failed to
show a syntax-specific role for this cortical region

(Indefrey, Hagoort, Herzog, Seitz, & Brown, 2001;
Kuperberg et al., 2000; Newman, Pancheva, Ozawa,
Neville, & Ullman, 2001; Ni et al., 2000; Nichelli et al.,
1995; cf., Embick et al., 2000). In some cases VLPFC was
not recruited when detecting syntactic anomalies such as
“Trees can grew,” and in some other cases detection of
syntactic and semantic anomalies was not dissociable.
Also, the choice of baseline should be taken into account
when interpreting claims about the exclusivity of
VLPFC’s processing to syntax. For example, Moro et al.
(2001) showed VLPFC’s selective activation during detec-
tion of syntactic anomalies, but the baseline for compari-
son was detection of phonotactic and orthographic
anomalies. To attribute greater VLPFC activation in
detecting syntactic over, for example, phonotactic anoma-
lies, one must assume that the cognitive processes
required for detecting these two types of violation are the
same, except for the materials. This is very unlikely to be
the case because spotting syntactic errors, for example,
noun�verb agreement errors, requires keeping track of
earlier parts of the utterance, whereas phonotactic viola-
tions can be detected without any memory of what has
been stated earlier. In fact, there is now ample evidence
that semantic and pragmatic violations do recruit VLPFC
(Hagoort, Hald, Bastiaansen, & Petersson, 2004; Kiehl,
Laurens, & Liddle, 2002; Kuperberg, Holcomb, et al.,
2003; Kuperberg, Sitnikova, Caplan, & Holcomb, 2003;
Newman et al., 2001; Ni et al., 2000; see also Marini &
Urgesi, 2012 for a TMS study). Baumgaertner, Weiller,
and Büchel (2002) took this one step further by showing
that unexpected sentence endings, even if they do not
qualify as violations, elicit activation in VLPFC.

46.3.3 Other Semantic�Syntactic Comparisons

Another category of studies speaking to a semantic�
syntactic differentiation in the role of VLPFC compared
either word lists to sentences or meaningful sentences to
jabberwocky and syntactic prose. Kaan and Swaab (2002)
point out that the studies in this category that have failed
to identify VLPFC (Kuperberg et al., 2000; Mazoyer et al.,
1993; Stowe et al., 1998; 1999) outnumber the studies that
have reported a positive effect (Bottini et al., 1994) and
point to task-specific demands for recruiting VLPFC in
the latter cluster.

46.3.4 Ambiguity

Although there is simply too much evidence to
deny the involvement of VLPFC in some aspect of
semantic processing, it is also clear that there are some
syntactic structures that elicit VLPFC activation more
than others, as pointed out in the syntactic complexity
section. Here, we separately review a subset of these
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studies, focusing on garden path sentences (tempo-
rarily ambiguous sentences that initially lead to an
incorrect interpretation), because they have been par-
ticularly useful in reconciling the semantic�syntactic
debate over the role of VLPFC. We mentioned the
Keller et al. (2001) study showing VLPFC activation
when subjects encountered sentences containing
ambiguous words like TRAIN. Minimizing the differ-
ences between surface forms of sentences, Mason, Just,
Keller, and Carpenter (2003) used a similar logic by
using ambiguous words like WARNED in the follow-
ing sentences and observed the following activation
pattern in VLPFC: a. b. c.

a. The experienced soldiers warned about the dangers
conducted the midnight raid. (ambiguous verb,
subordinate form)

b. The experienced soldiers warned about the dangers before
the midnight raid. (ambiguous verb, dominant form)

c. The experienced soldiers spoke about the dangers before
the midnight raid. (unambiguous verb)

When there was a single possible interpretation of
the verb (i.e., spoke5past tense, active), VLPFC’s role
in parsing was minimal. When there were alternative
meanings to be considered, VLPFC activation increased
to bias toward one of the two interpretations (i.e.,
warned5past tense, active or passive). The maximum
involvement of VLPFC was observed when the correct
interpretation required biasing toward the subordinate
meaning of an ambiguous verb (i.e., warned5passive;
see Garnsey, Pearlmutter, & Myers, 1997, for a discus-
sion of verb bias).

A few years after the Mason et al. study, January,
Trueswell, and Thompson-Schill (2009) presented the first
clear demonstration for the involvement of the same cor-
tical region in processing both syntactic and nonsyntactic
high-conflict tasks. These authors demonstrated within-
subject overlap in neural substrates of processing garden
path sentences and the word Stroop task, localizing both
effects to VLPFC. Studies of patients with VLPFC lesions
confirm that they have problems recovering from the
wrong interpretation of sentences that initially induce a
bias toward the incorrect meaning (Novick et al., 2009;
Novick, Trueswell, & Thompson-Schill, 2005). The same
patients show selective impairment in suppressing inter-
ference in a memory task (Novick et al., 2009; see also
Hamilton & Martin, 2005).

But does VLPFC respond to the ambiguous word
itself, or to the need for revision (i.e., the disambiguat-
ing information)? Fiebach, Schlesewsky, Lohmann,
Von Cramon, and Friederici (2005) found greater
VLPFC activation when disambiguating information
came later, as opposed to earlier, in the sentence. This
is expected if VLPFC starts the biasing process at the
moment the parser encounters an ambiguity and

continues to update the bias as more cues accumulate.
If the initial commitment to a meaning is incorrect,
then the later the disambiguating information comes
in, the farther the bias in the incorrect direction, the
more work needed to shift the competition in favor of
the alternative meaning, and, hence, the greater activa-
tion in the delayed disambiguation condition.
Compatible with this interpretation, Rodd, Johnsrude,
and Davis (2012) manipulated the relative timing of
the ambiguous word and the disambiguating informa-
tion and showed VLPFC activation by the ambiguous
word and by the subsequent disambiguating informa-
tion. In contrast, left inferior temporal gyrus
responded only to the disambiguating information.

The evidence strongly suggests that when there is
need for biasing interpretation toward one of the two
meanings, VLPFC is activated, especially if the favored
meaning turns out to be incorrect. If this is really the
role of this region, then the bias need not be induced
by syntax; semantics also should be able to create the
incorrect bias. Recently, Thothathiri, Kim, Trueswell,
and Thompson-Schill (2012) demonstrated that this is
true. By keeping the verb constant in an unambiguous
syntactic structure and changing the content nouns
around the verb, they evaluated parsing of three types
of sentences (a�c in the following sentences). The pat-
tern of VLPFC activation was as follows: a. b. c.

a. The journalist was interviewed by the undergraduate.
(violation of the usual role of journalist)

b. The patient was interviewed by the attractive man.
(neutral roles)

c. The celebrity was interviewed by a reporter. (congruent
with the usual role of reporter)

Although there is no ambiguity in these sentences,
violation of the usual semantic roles recruits VLPFC
proportionally to the degree of violation. Similarly,
Saffran, Schwartz, and Linebarger (1998) reported that
patients with agrammatic aphasia exhibited high error
rates even with syntactically simple sentences when
semantic information contradicted the correct thematic
role assignment (e.g., “The deer shot the hunter”), but
the exact site of lesion was not specified for the
patients in this study.

46.4 SUMMARY

46.4.1 Against a Rigid Semantic�Syntactic
Distinction in VLPFC

Our goal for organizing this chapter into two sec-
tions was to better classify studies pertaining to the
role of VLPFC in single-word versus sentence proes-
sing. In so doing, we also captured the spirit of a
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fundamental debate over the role of VLPFC, namely
the semantic�syntactic debate. In the first section, we
discussed an abundance of evidence from neuroimag-
ing, TMS, and lesion studies converging on the role of
VLPFC in biasing competition during semantic/lexical
selection in the absence of any syntax-like structure. In
the second section, we discussed studies that directly
pitted semantic processing against syntactic processing
in VLPFC and showed that the evidence for a pure
syntactic account is sparse.

Our contention is that drawing a hard line between
semantic and syntactic processing in understanding
the role of VLPFC in language processing is not very
useful. By this assertion, we do not mean to deny that
semantic and syntactic aspects of language processing
are distinct and can be teased apart, but that given the
empirical evidence, this distinction does not seem criti-
cal to VLPFC operations. ERP studies have shown
that both syntactic violations (e.g., “at breakfast the
boys would eats. . .”) and certain semantic violations in
the absence of syntactic violations (“at breakfast the
eggs would eat. . .”) evoke a positivity called P600
(Kuperberg, 2007; Kuperberg, Caplan, Sitnikova, Eddy,
& Holcomb, 2006; Kuperberg, Holcomb, et al., 2003;
Kuperberg, Sitnikova, et al., 2003). Interestingly, even
though these two sentence types are different from
violations of world knowledge, such as “The Dutch
trains are white. . .” (Hagoort et al., 2004), or expected
events “. . .at breakfast the boys would plant. . .,” which
elicit N400 instead, all of these violations activate
VLPFC (Kuperberg, Sitnikova, & Lakshmanan, 2008).

What is the cognitvie explanation for this? Modern
theories of language comprehension (MacDonald,
Pearlmutter, & Seidenberg, 1994) propose that on
encountering a sentence, multiple sources of informa-
tion (syntactic, semantic, pragmatic, etc.) are triggered
and collaborate to derive the meaning. Activation of
information in each domain is probabilistic and fre-
quency-dependent, and convergence of information
from these multiple domains leads to proper compre-
hension of a sentence. Because the ultimate goal is to
arrive at a coherent meaning supported by all cues,
any type of information, if it creates a bias toward an
interpretation that clashes with other types of informa-
tion, leads to conflict, and this conflict requires top-
down control to be resolved. The source of initial
incorrect bias could be syntactic (e.g., in the case of
less frequent object-relative clauses without strong
semantic cues), semantic (e.g., when the world knowl-
edge is incongruent with the thematic roles, like cele-
braties photographing paparazzi), or perhaps other
(e.g., pragmatic and prosodic). Regardless, on encoun-
tering potential for multiple interpretations, VLPFC is
activated to use the existing information to create the
bias and continues to do so until conflict is minimized.

If VLPFC fails, due to lesion or temporary deactivation
via TMS, then top-down control is significantly
reduced and processing would follow bottom-up cues,
giving rise to the difficulty that VLPFC patients have
with sentences, the correct interpretation of which
requires overriding a strong semantic�syntactic cue.
Complementary to this picture are cases where
bottom-up cues are limited. Although a sentence bom-
bards the comprehension system with multiple exter-
nal cues, production is much more internally driven.
Thus, the speaker must use top-down control to suc-
cessfully initiate (and to fluently continue) the genera-
tion of concept/linguistic materials, except for cases
when a strong bottom-up cue is presented (e.g., a pic-
ture of an object with a unique label), eliminating the
need for top-down biasing.

46.4.2 A New “Broca’s” Aphasia

Earlier in this chapter we alluded to the fact that
Broca’s aphasia does not necessarily correspond to
pathology in Broca’s area. In this section, we present
other clinical profiles of aphasia that have stronger ties
to VLPFC lesions. First, we discuss the revival of an
old profile described by Alexander Luria, called
“dynamic aphasia” (Luria, 1970, 1973; Luria &
Tsvetkova, 1968), which has been directly linked to
VLPFC damage. Next, we discuss a syndrome called
Semantic Aphasia (SA), also seen in VLPFC patients,
although certain temporoparietal regions can induce
similar symptoms. Our goal is not to argue that these
two are distinct syndromes. In fact, it is quite likely
that the patients reported under these two labels have
similar clinical deficits; however, to date they have
been studied and discussed under different literature.

A typical dynamic aphasic profile is portrayed by a
patient described by Robinson, Blair, and Cipolotti (1998).
This patient had a frontal meningioma that impinged on
BA 45 and presented with no impairment in simple pic-
ture naming, word repetition, comprehension, or reading,
but who did have markedly decreased spontaneous
or propositional speech. In multiple experiments, the
authors showed that the patient was unimpaired in gen-
erating words or phrases given a strong cue that limited
the possible responses, and also was severely impaired
under conditions where the cue was not strongly associ-
ated with a unique response (see Robinson, Shallice, &
Cipolotti, 2005, for a similar report). It is worth mention-
ing that the patient reported in Robinson et al. (1998)
had a lesion that also impacted the dorsolateral PFC
(DLPFC). Alexander (2006) has also considered lesions of
DLPFC to be relevant to symptoms of dynamic aphasia.
To investigate exactly which aspect of the impairment in
dynamic aphasia was linked to the VLPFC, Robinson,
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Shallice, Bozzali, and Cipolotti (2010) extended their case
study to a group study. In this new study, patients with
VLPFC damage were compared with patients with fron-
tal lesions sparing VLPFC and patients with posterior
lesions. Compared with the other two groups, VLPFC
patients showed selective impairment in sentence genera-
tion tasks only when stimuli activated multiple concep-
tual propositions that competed with each other for
selection. For example, VLPFC patients were impaired in
generating sentences from high-frequency words, but not
from low-frequency words and proper nouns, because
the latter two are more constraining in their associations.
In contrast, when the lesion spared VLPFC (i.e., non-
VLPFC and the left temporal groups), the patients
did not show sensitivity to the number of possible
propositions.

Impairment in this experimental task was shown to
be predictive of the clinical problem. VLPFC patients’
scores in the high-frequency minus low-frequency
and in the high-frequency minus proper noun condi-
tions showed a reliable correlation with their sponta-
neous speech rate. In keeping with this, Blank, Scott,
Murphy, Warburton, and Wise (2002) found that BA
44 showed greater activation under conditions of
propositional compared with nonpropositional speech
(i.e., counting and overlearned nursery rhymes).
However, it must be pointed out that based on these
findings, Robinson et al. (2010) concluded that VLPFC
has a fundamental role in selection for conceptual
propositions, as opposed to selection during lexical
retrieval. Given the evidence reviewed in earlier sec-
tions, we are skeptical about the exclusivity of the
role of VLPFC to conceptual biasing. For instance,
under this account, it is unclear why VLPFC lesions
would cause impairment in naming a picture
COUCH/SOFA when the “concept” is right in front
of the patient. However, we concur that profile of
dynamic aphasia is compatible with the perspective
taken in this chapter on the role of VLPFC.

Another clinical syndrome that has been recently
linked to VLPFC is SA (Jefferies & Ralph, 2006), a defi-
cit that is meant to be contrasted with Semantic
Dementia (SD). SD, which generally results from bilat-
eral damage (often of the atrophic type) to anterior
temporal lobes, affects conceptual knowledge in verbal
and nonverbal domains across different sensory
modalities (Bozeat, Lambon Ralph, Patterson, Garrard,
& Hodges, 2000; Coccia, Bartolini, Luzzi, Provinciali, &
Lambon Ralph, 2004; Luzzi et al., 2007). Thus, the hall-
mark of SD is that failure to activate a concept is
stable across tasks and processing modalities (Bozeat
et al., 2000; Jefferies & Ralph, 2006). TMS studies on
healthy controls corroborate this assertion (Pobric,
Jefferies, & Ralph, 2007; Ralph, Pobric, & Jefferies,
2009). In contrast to SD, SA patients have intact

conceptual knowledge, but controlling that knowledge
has become dysregulated. These patients usually have
poststroke lesions in the VLPFC, although it has been
reported that lesions in inferior parietal cortex (i.e., BA
39/40) and posterior temporal (especially temporopar-
ietal junction) can create similar symptoms, suggesting
that semantic control is achieved through a distrib-
uted network (Whitney et al., 2012). Importantly, SA
patients differ from SD patients in their inconsistent
performance on the same items when the control
demands of the task change, and their picture naming
performance shows great sensitivity to constraining or
distracting cues.

Deficits of SA patients closely mirror what we dis-
cussed as VLPFC’s function. For example, Noonan,
Jefferies, Corbett, and Ralph (2010) performed four
experiments in a group of SA patients, three of which
are in line with the studies previously discussed in
this chapter. In Experiment 1, participants had to judge
which of three alternatives was closest in meaning to a
probe item. The semantic distance between the probe
item (CHIPMUNK) and the target was manipulated to
be low (e.g., SQUIRREL) in half of the trials and high
(e.g., BEE) in the other half, whereas the two distrac-
tors were kept the same (and unrelated to both the
probe and the target). In Experiment 2, they examined
synonym and antonym judgments when the associa-
tive strength between the probe (e.g., HAPPY/NEAT)
and one of the distractors was either stronger or weak-
er than the association between the probe and the
target (e.g., HAPPY�SAD [distractor] . HAPPY�
CHEERFUL [target]; NEAT�MESSY [distractor] ,
NEAT�TIDY [target]). Consistent with the past find-
ings, SA patients showed selective impairment when
the correct response required biasing towards the
weak association. In Experiment 4, participants were
asked to select which of four words was related in
meaning to a probe word presented at the top of the
page. In half of the trials, the target referred to the
dominant meaning of the probe word (FIRE - HOT).
In the remaining trials, the target word was related to
the subordinate meaning of the probe word (FIRE -
RIFLE) while distractors remained the same. Three cue
conditions preceded these trials: no cues, correct cues
(e.g., “I lit a fire” - HOT), or miscues (e.g., “Fire at
will” - HOT). SA patients showed great difficulty
activating the less frequent meaning, and this was the
condition that specifically benefitted from cueing.

On the production side, the cue/miscue para-
digm has been used to probe the sensitivity of SA
patients to constraining and distracting information.
Jefferies, Patterson, and Ralph (2008) showed that pho-
nological onset cues (e.g., /k/) when naming pictures
(e.g., a cup) were very useful in helping SA patients
overcome their difficulty in suppressing competing
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names (e.g., tea). Noonan et al. (2010; Experiment
3) showed that the opposite manipulation in the cuing
paradigm of Jeffries et al. (2008) does yield the oppo-
site effect. Miscuing the picture name (e.g., /t/ for the
picture of a cup) impaired the SA patients’ ability to
name the pictures correctly and elicited additional
semantic errors.

It is noteworthy that semantic control deficits in SA
patients are not restricted to the verbal domain.
Corbett, Jefferies, Ehsan, and Ralph (2009) compared
object use in SD and SA patients and found that SD,
but not SA, patients’ performance was sensitive to
item frequency and was consistent irrespective of task
demands. Straightforward object use demonstration,
for example, was relatively intact in SA patients
in comparison with much poorer performance on
an executively demanding, mechanical-puzzles task
(see also Corbett, Jefferies, & Ralph, 2009).

46.5 CONCLUDING REMARKS
AND FUTURE AVENUES

Although left temporal cortex is consistently impli-
cated in storing long-term representations of knowledge
(Binder, Desai, Graves, & Conant, 2009; Indefrey &
Levelt, 2004; Vigneau et al., 2006), VLPFC seems to
mediate processes necessary for controlling the use of
this knowledge. We reviewed evidence from multiple
sources in single-word and sentence production and
comprehension consistent with a crucial role of this
region in implementing top-down biasing at the
semantic/lexical level. It is important to point out that
this is not restricted to the language domain. VLPFC’s
involvement has been shown in selecting the target
among nontarget items in target detection tasks, even
when items are complex symbols without known lexical
labels (Hampshire, Duncan, & Owen, 2007). More gen-
erally, VLPFC has been proposed as a critical part of a
system involved in processing hierarchical structure of
goal-directed behavior (Koechlin & Jubault, 2006).

Although we have made considerable progress in
understanding the role of VLPFC in processing lan-
guage, much remains to be explored. We close by pos-
ing four main questions that we consider to be
excellent avenues for promoting our understanding of
the role of VLPFC in language:

1. How many stages are there in (controlled)
lexicosemantic retrieval, and which stage/stages
requires VLPFC? Badre and Wagner (2007)
proposed that VLPFC implements semantic control
in two steps. Step 1 constitutes controlled access to
stored representations when bottom-up input is not
enough. Step 2 operates postretrieval and is thought

to bias competition among representations that have
been activated during Step 1. A similar idea has
been expressed by Thompson-Schill and Botvinick
(2006) using a Bayesian framework. According to
Badre and Wagner (2007), both steps recruit VLPFC,
albeit different parts of it (BA 47 and BA 45,
respectively; Whitney et al., 2012). The exact
computations by which this is achieved are not
clear.

2. Are subdivisions of VLPFC specialized based on
different materials or different processes? An
example of a material-based parcellation in the
context of language is the semantic-phonological
distinction, born out of the differential sensitivity of
the posterior parts of VLPFC to phonological, and
the anterior parts to semantic processing (Devlin
et al., 2003; Gold, Balota, Kirchhoff, & Buckner,
2005; Gough et al., 2005; Poldrack & Wagner, 2004).
Studies of statistical mapping between speech errors
and lesion sites using Voxel-based Lesion-Symptom
Mapping also link damage to the posterior aspects
of VLPFC to phonological errors (Schwartz,
Faseyitan, Kim, & Coslett, 2012) and its anterior
aspects to semantic errors (Schwartz, Kimberg,
Walker, Faseyitan, & Brecher, 2009). Similarly, using
a version of the technique that maps lesions to
parameters in a computational model of language
production, Dell, Schwartz, Nozari, Faseyitan, and
Branch Coslett (2013) showed that lesions in the
more posterior parts of VLPFC correspond to the
phonological parameter of the model, whereas
lesions in the more anterior parts of VLPFC are
associated with semantic errors.

The semantic-phonological distinction, however,
does not negate a process-based organization.
Semantic and phonological processing may differ
not only in the materials they use but also in the
operations performed on those materials. One
dominant process-based view is that of a
rostrocaudal functional gradient of abstraction, with
more anterior regions processing more abstract
information (Badre, 2008; Badre & D’Esposito, 2009).
This view has found support in the dorsolateral
prefrontal cortex (Badre & D’Esposito, 2007;
Koechlin & Jubault, 2006; Koechlin, Ody, &
Kouneiher, 2003) and, more recently, also in the
VLPFC (Race, Shanker, & Wagner, 2009). It remains
to be seen if such a view is sufficient for explaining
the separation of semantic and phonological
processing in VLPFC.

3. Do the same regions in the prefrontal cortex that
support domain-general mechanisms also support
language processing? Although some have argued
for domain-generality (January et al., 2009), some
have contested this view (Fedorenko, Behr, &
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Kanwisher, 2011) and some have proposed a middle
ground, identifying both language-specific and
domain-general regions in the PFC (Sakai &
Passingham, 2002). A recent study tested whether the
rostrocaudal gradient of abstraction is sensitive to the
nature of the representations (spatial versus verbal).
Bahlmann, Blumenfeld, and D’Esposito (2014) found
an indistinguishable pattern of activity for the two
stimulus types along this rostrocaudal axis. However,
a task-sensitive topographic segregation was also
found in the dorsolateral axis, such that processing of
spatial information was localized to more dorsal
areas, whereas processing of verbal information
activated more ventral regions.

4. What other regions are in the control network that
VLPFC is part of, and what role do they play? As
pointed out, semantic control deficits of the SA type
can also arise from lesions to posterior temporal or
inferior parietal lobes. These two areas are heavily
connected to the prefrontal cortex via arcuate and
longitudinal fasciculi (Parker et al., 2005) and have
both been previously implicated in tasks requiring
controlled semantic access (Badre, Poldrack, Paré-
Blagoev, Insler, & Wagner, 2005; Gennari,
MacDonald, Postle, & Seidenberg, 2007; Lee &
Dapretto, 2006; Rodd, Davis, & Johnsrude, 2005;
Thompson-Schill et al., 1997; Wagner et al., 2001;
Whitney et al., 2012; Zempleni, Renken, Hoeks,
Hoogduin, & Stowe, 2007). It remains to be
demonstrated how labor is divided in this
frontotemporoparietal network that supports
semantic and lexical retrieval.
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The Role of the Anterior Temporal Lobe
in Sentence Processing

Corianne Rogalsky
Department of Speech and Hearing Science, Arizona State University, Tempe, AZ, USA

There are numerous computations necessary for
successful sentence comprehension; phonological,
semantic, syntactic, and combinatorial processes are all
critical. This chapter focuses on the syntactic and com-
binatorial operations involved in sentence comprehen-
sion. The neuroanatomy supporting these processes,
and perhaps even the definitions of these terms, are
hotly debated (Grodzinsky & Santi, 2008; Hickok &
Poeppel, 2004, 2007; Rogalsky & Hickok, 2011; Scott,
Blank, Rosen, & Wise, 2000). Although Broca’s area
has long been the focus of these debates, the anterior
temporal lobe (ATL) has emerged as a strong candi-
date for supporting sentence-level computations
because there is strong evidence that the ATL is sensi-
tive to the presence of sentence structure (Brennan
et al., 2012; Humphries, Binder, Medler, & Liebenthal,
2006; Humphries, Love, Swinney, & Hickok, 2005;
Humphries, Willard, Buchsbaum, & Hickok,
2001; Mazoyer et al., 1993; Rogalsky & Hickok, 2009;
Rogalsky, Rong, Saberi, & Hickok, 2011). Two hypoth-
eses regarding the ATL’s responsiveness to sentence
structure are: (i) the ATL supports basic syntactic
operations or (ii) the ATL supports combinatorial
semantic operations. In this chapter, we examine the
evidence in support of both of these hypotheses. First,
we discuss the historical framework and evidence for
the ATL being sensitive to sentence structure.

47.1 WHATABOUT BROCA’S AREA?

Broca’s area has traditionally been the focus of
sentence-level investigations, particularly regarding
syntactic processes (Bradley, Garrett, & Zurif, 1980;
Caramazza & Zurif, 1976; Grodzinsky, 2000). This
view originates from neuropsychological findings

involving individuals with Broca’s aphasia who often
produce syntactically simple constructions and exhibit
agrammatic production (i.e., speech that lacks function
words and inflections) (Gleason, Goodglass, Green,
Ackerman, & Hyde, 1975; Goodglass, 1968, 1976;
Goodglass & Berko, 1960). Those with Broca’s aphasia
also demonstrate sentence comprehension deficits that
similarly appear to implicate syntactic processes
because comprehension failures are common for
semantically reversible sentences that do not follow
canonical word order (which in English is sub-
ject�verb�object; e.g., “It was the boy that the girl
kissed”) (Bradley et al., 1980; Caramazza & Zurif,
1976). However, there is also evidence that those with
Broca’s aphasia do have access to syntactic knowledge
to some degree. For example, those with Broca’s apha-
sia are able to make grammaticality judgments of sen-
tences that they cannot completely comprehend
(Linebarger, Schwartz, & Saffran, 1983; Wulfeck, 1988).
It is also important to note that those with Broca’s
aphasia do not always have damage to Broca’s area
(Dronkers, Shapiro, Redfern, & Knight, 1992), and
damage to Broca’s area is not sufficient for Broca’s
aphasia (Mohr, 1976; Mohr et al., 1978). This lack of
correspondence further complicates the claims
that Broca’s area plays a fundamental role in syntactic
processing.

Functional imaging studies implicate Broca’s area in
aspects of syntactic processing, particularly in the com-
prehension of complex syntactic structures, such as
noncanonical compared with canonical structures
(Caplan, Alpert, & Waters, 1998, 1999; Dapretto &
Bookheimer, 1999; Just, Carpenter, Keller, Eddy, &
Thulborn, 1996; Stromswold, Caplan, Alpert, & Rauch,
1996). However, other functional imaging studies have
found that activation in Broca’s area does not track
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with the presence or absence of syntactic information
(Humphries et al., 2001, 2005, 2006; Mazoyer et al.,
1993; Rogalsky et al., 2011; Stowe et al., 1998), suggest-
ing that Broca’s area plays a restricted role in sentence
processing rather than a fundamental role in structure
building or combinatorial processes. This has led
researchers interested in syntactic processing to
explore the response properties of other brain areas,
including the ATL.

47.2 WHERE IS THE ATL?

The term “anterior temporal lobe” in this chapter is
used to refer to cortex anterior to Heschl’s gyrus in the
lateral temporal lobe. The ATL regions implicated in
sentence comprehension are in both the superior tempo-
ral gyrus and the middle temporal gyrus primarily,
including in the superior temporal sulcus (e.g., the
green areas in Figure 47.1). The approximate Brodmann
areas corresponding to these functionally defined ATL
regions include anterior BA 21 and BA 22 and posterior

BA 38 (Brodmann, 1909; Wong & Gallate, 2012). It is
worth noting that these ATL regions extend more poste-
riorly than the temporal pole (approximately BA 38),
which has been proposed to be a multimodal hub sup-
porting processes such as semantic memory, abstract
conceptualizations, object concepts, personal narratives,
and social concepts (Bonner & Price, 2013; Olson,
McCoy, Klobusicky, & Ross, 2013; Simmons & Martin,
2009; Wong & Gallate, 2012).

47.3 DOMAIN-GENERAL SEMANTICS

Across the field of cognitive neuroscience, the term
“anterior temporal lobe” is perhaps most associated
with semantic memory (Simmons & Martin, 2009).
Semantic dementia (SD), related to atrophy originating
in the temporal pole(s), is associated with domain-
general semantic deficits seen in naming, categorizing,
and discriminating objects (Hodges, Patterson,
Oxbury, & Funnell, 1992; Hodges et al., 1999;
Mummery et al., 2000). Semantic deficits are also

Left hemisphere

Right hemisphere

–39–45–51–57

35394549

Sentence structure Semantic tasks Overlap

Anterior temporal lobe response

FIGURE 47.1 Meta-analysis of neuroimaging studies implicating the ATL in sentence structure and semantic processing. Activation likeli-
hood estimations (ALEs; Eickhoff et al., 2009; Turkeltaub et al., 2012) derived from 17 studies reporting ATL activation to sentence structure
(green), and 18 studies reporting ATL activation during single-word or object semantic tasks (red) (totaling 569 subjects and 157 peak coordi-
nates); p, 0.05, false discovery rate (FDR)-corrected. The overlap between the sentence and semantic ALEs is shown in blue. The semantic
task studies are those described in the review by Wong and Gallate (2012) of ATL function that reported peak activation coordinates (Wong &
Gallate’s Table 1, labeled as domain-general and nondomain general semantic functions) and in articles referencing or referenced by these
studies. The sentence structure studies were identified by a PubMed.gov search using the terms “fMRI” or positron emission tomography
(“PET”) or “neuroimaging” and “sentence,” and then by including all studies reporting ATL coordinates in response to sentences compared
to stimuli without sentence structure (e.g., word lists). In addition, a dataset of Rogalsky et al. (submitted) was included. Four representative
slices for each hemisphere are shown (left to right5 lateral to medial). Only coordinates in the temporal lobes anterior to the posterior bound-
ary of Heschl’s gyrus were included. Included studies are denoted in the references by “�” for sentence structure and “��” for semantic tasks.
This figure is not intended to portray an exhaustive meta-analysis of ATL function, but rather the paucity of overlap between the significant
sentence structure and semantic activation estimates suggests that the ATL’s response to sentence structure cannot be accounted for by seman-
tic processing alone.
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reported in temporal lobe epilepsy patients who have
undergone anterior temporal lobectomies (Drane et al.,
2009; Ellis, Young, & Critchley, 1989). Functional imag-
ing data suggest that the ATL is engaged by a variety
of lexical and semantic tasks, including categorization,
naming, lexical decisions, and semantic knowledge
decisions (Bright, Moss, & Tyler, 2004; Devlin et al.,
2002; Ellis, Burani, Izura, Bromiley, & Venneri, 2006;
Kellenbach, Hovius, & Patterson, 2005; Noppeney &
Price, 2002; Peelen & Caramazza, 2012). The ATL is
also more activated by content versus function words,
and more by concrete versus abstract words (Diaz &
McCarthy, 2009; Kiehl et al., 1999). The “semantic
hub” hypothesis has recently been modified to include
the idea that the ATL is not amodal, but rather there
are modality-specific subregions (Olson et al., 2013;
Skipper, Ross, & Olson, 2011). Nevertheless, as is dis-
cussed and as can be seen in Figure 47.1, these
“semantic” ATL regions are physically dissociated
from the ATL’s activation during sentence comprehen-
sion. A meta-analysis of neuroimaging data by Visser,
Jeffries, and Lambon Ralph (2010) also indicates that
the activations in the ATL, across a variety of tasks, for
auditory sentences are more dorsal and lateral than the
ATL responses to pictures.

47.4 THE ATL RESPONDS TO
SENTENCE STRUCTURE

Functional imaging first implicated the ATL in sen-
tence processing. The Mazoyer et al. (1993) positron
emission tomography (PET) study found that the ATL,
and not Broca’s area, reliably activated to sentence
structure. Mazoyer et al. presented several types of
speech stimuli to participants: sentences in the partici-
pant’s native language; sentences in an unfamiliar lan-
guage; pseudoword sentences (sentences in which the
content words were replaced with nonwords); seman-
tically anomalous sentences; and word lists. The three
stimuli types containing syntactic information (native
language sentences, pseudoword sentences, and
semantically anomalous sentences) reliably activated
the ATL, whereas the remaining stimuli did not.
Several subsequent neuroimaging studies also found
the ATL to track sentence structure; sentences and
pseudoword sentences reliably activate the bilateral
ATL significantly more than scrambled sentences,
semantically related and unrelated word lists, spec-
trally rotated speech, and environmental sounds
sequences (Friederici, Kotz, Scott, & Obleser, 2010;
Humphries et al., 2001, 2005, 2006; Rogalsky &
Hickok, 2009; Rogalsky et al., 2011; Spitsyna, Warren,
Scott, Turkheimer, & Wise, 2006; Xu, Kemeny, Park,
Frattali, & Braun, 2005). The ATL’s response to

sentence structure is independent of input modality;
both listening to and reading sentences elicit greater
responses in the ATL than word lists in each modality,
respectively (Bemis & Pylkkanen, 2013a; Jobard,
Vigneau, Mazoyer, & Tzourio-Mazoyer, 2007; Stowe
et al., 1998; Vandenberghe, Nobre, & Price, 2002).

Lesion evidence also indicates that the ATL is
engaged in sentence-level processing. ATL lesions are
associated with sentence comprehension deficits for all
but the simplest of sentence structures (Dronkers,
Wilkins, Van Valin, Redfern, & Jaeger, 2004). Damage
to the left ATL has also been implicated in complex
syntactic processing deficits. Specific impairment of
noncanonical sentence comprehension was associated
with left ATL damage, whereas the comprehension of
canonically structured sentences implicated a large
temporoparietaloccipital network (Magnusdottir et al.,
2013). It is noteworthy that there are very few lesion
studies specifically addressing ATL function. This
may, in part, be due to the rarity of lesions from stroke
in the ATL. Typically, ATL damage from stroke coin-
cides with overall large left hemisphere damage and
strokes restricted to the ATL are rare (Holland &
Lambon Ralph, 2010).

In summary, the ATL responds to sentence struc-
ture. But is the ATL responding to sentence structure
per se or hierarchical structure more generally? The
ATL does respond significantly more to sentences than
environmental sound sequences portraying the same
event (Humphries et al., 2001), suggesting that the
ATL is not responding to auditory sound sequences
per se. However, a question still remains regarding
whether the ATL is responding to speech-specific hier-
archical structures or if it is involved in hierarchical
processing more generally. One way to test these pos-
sibilities is with music. Melodies, like sentences, can be
complex acoustic stimuli, with hierarchical structure,
tone, and rhythm, requiring combinatorial representa-
tions (Lerdahl & Jackendoff, 1983; Patel, 2007). There
are also behavioral findings of interactions between
structured speech and music processes, suggesting
that they may share neural resources (Fedorenko,
Patel, Casanato, Winawer, & Gibson, 2009; Patel, 2003).
Regarding the specificity of the ATL’s response to sen-
tence structure, one PET study does report that ATL
activity is modulated by structural complexity of the
melodies presented (Griffiths, Buchel, Frackowiak, &
Patterson, 1998). However, the only work, to our
knowledge, to directly compare sentences and melo-
dies has found that the ATL responds significantly
more to the sentences than melodies, and that the ATL
does not significantly activate for melodies compared
with rest (Rogalsky et al., 2011). This suggests that it is
not structural processing per se that is driving the ATL
response to sentences.
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47.5 SYNTAX

Now, we turn to the question of why the ATL is
responsive to sentence structure: is the ATL’s response
to sentences driven by compositional semantic proper-
ties (i.e., integrating lexical semantic information to
extract sentence meaning) or more basic syntactic (i.e.,
parsing) processes? There is evidence for both hypoth-
eses and, in fact, there is evidence to suggest that both
processes may be preferentially engaging subregions
of the ATL (Rogalsky & Hickok, 2009; Vandenberghe
et al., 2002). In this section, we discuss the evidence for
a syntactic account of the ATL’s role in sentence pro-
cessing. The three main lines of evidence that support
the syntactic account are: (i) the ATL is activated by
sentences lacking lexical semantic content; (ii) the ATL
is more responsive to syntactic errors than semantic
errors; and (iii) different grammatical constructions
elicit different activation patterns in the ATL. These
three points are described in more detail here.

As described in the previous section, the ATL shows
a greater response to sentences compared with scram-
bled sentences and word lists, suggesting that the ATL
is involved in sentence processing beyond lexical-
semantics. However, this finding does not rule out the
possibility that the ATL is involved in sentence-level
semantic processes, commonly referred to as combina-
torial semantics (Fodor, 1995; Partee, 1995;
Vandenberghe et al., 2002). Perhaps the strongest argu-
ment against this possibility, and for the hypothesis
that syntactic information drives ATL activation, is
how the ATL responds to pseudoword sentences (sen-
tences in which the content words have been replaced
by phonologically plausible nonwords). For example,
“The klib were frimming in swak,” or “A klinder
ghasted the nederopit.” The ATL consistently and
robustly activates to pseudoword sentences compared
with scrambled pseudowords and pseudoword lists,
suggesting that the ATL’s response to sentence struc-
ture is not necessarily driven by semantic information,
but rather it is in response to the syntactic structure,
which is preserved in pseudoword sentences
(Humphries et al., 2006; Rogalsky et al., 2011).
However, it could be argued that semantic combinato-
rial processes are driving this effect. Perhaps combina-
torial analyses are still being attempted for these
pseudoword sentences despite the lack of semantic
content because typically the presence of syntactic
structure correctly predicts the need to build a
sentence-level semantic representation, thereby engag-
ing the ATL.

Evidence that the ATL is responding to syntactic
information also comes from error detection para-
digms; sentences containing syntactic errors elicit more
of a response in the ATL than correct sentences or

those containing semantic errors (Friederici,
Ruschemeyer, Hahne, & Fiebach, 2003; Herrmann,
Maess, Hahne, Schroger, & Friederici, 2011; Herrmann,
Obleser, Kalberlah, Haynes, & Friederici, 2012).
Syntactic errors include case, number, or gender dis-
agreement, whereas semantic errors typically involve
thematic role incompatibility or semantic anomalies.
For example, an event-related potential study found
that syntactic (but not semantic) errors elicit an early
left anterior negativity, which is proposed to be associ-
ated with anterior superior temporal and inferior fron-
tal regions (Friederici & Kotz, 2003). fMRI data also
implicate the ATL in syntactic error detection; com-
pared with correct sentences, syntactic errors activated
a network of regions including the ATL, whereas
semantic errors did not activate the ATL (Friederici
et al., 2003; Herrmann et al., 2012).

Further evidence for the ATL supporting syntactic
processing is that under some conditions, ATL regions
respond differently to different grammatical construc-
tions, even when semantic content and complexity are
controlled (Allen, Pereira, Botvinick, & Goldberg, 2012;
Hammer, Jansma, Tempelmann, & Munte, 2011;
Newman, Supalla, Hauser, Newport, & Bavelier, 2010).
For example, the Allen et al. fMRI study found differ-
ing patterns of activation in the ATL for the English
dative construction (e.g., Mark gave the gift to Felix)
versus the English ditransitive (e.g., Mark gave Felix
the gift). The pattern of activation in the left ATL (in
conjunction with inferior frontal areas) was different
for these two grammatical constructions despite con-
taining essentially the same semantic content, thereby
suggesting that the syntactic structure is driving the
patterns of activation.

One piece of evidence complicating the syntactic
account of the ATL’s role in sentence comprehension
comes from work with SD patients. SD patients have
progressive atrophy originating in the ATLs and pres-
ent with progressive, selective deficits for lexical
semantic knowledge (Wilson, Galantucci, Tartaglia, &
Gorno-Tempini, 2012). Several studies report that SD
patients do not exhibit syntactic deficits once lexical
semantic deficits are accounted for (Gorno-Tempini
et al., 2004; Hodges et al., 1992; Warrington, 1975;
Wilson et al., 2011). However, Wilson et al. (2014)
found SD patients to have impaired performance on a
sentence comprehension task with minimal lexical
semantic demands, and to have different levels of acti-
vation than controls in their atrophied ATLs for the
sentence task compared with rest. This result is compli-
cated by the SD patients also having posterior temporal
atrophy in regions activated in controls during the sen-
tence task, but this study suggests that the link between
SD and lack of syntactic deficits is not as straightfor-
ward as previous behavioral studies would suggest.
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As discussed previously, the ATL is activated more
for sentences than for a variety of control conditions
(e.g., word lists, scrambled sentences, and acoustically
matched auditory stimuli). One may then wonder
whether the kinds of sentence comprehension manipu-
lations that implicate Broca’s area also implicate the
ATL (e.g., noncanonical versus canonical syntactic con-
structions). In fact, these types of “syntactic complex-
ity” comparisons that consistently implicate inferior
frontal regions do not activate ATL regions (Ben-
Shachar, Hendler, Kahn, Ben-Bashat, & Grodzinsky,
2003; Ben-Shachar, Palti, & Grodzinsky, 2004; Caplan
et al., 1998; Rogalsky & Hickok, 2011; Rogalsky,
Matchin, & Hickok, 2008; Stromswold et al., 1996; see
Santi & Grodzinsky, 2012 for one notable exception).
The ATL’s lack of sensitivity to different syntactic con-
structions could be interpreted as evidence against the
ATL’s involvement in syntactic processing. However,
given the ATL’s robust response to sentence structure
in general, it is more likely that the ATL is supporting
syntactic processes in both the canonical and nonca-
nonical sentences, and that additional resources (such
as in the inferior frontal lobe) are being recruited for
the more difficult constructions (Brennan et al., 2012;
Fiebach, Schlesewsky, Lohmann, von Cramon, &
Friederici, 2005; Rogalsky & Hickok, 2011).

47.6 COMBINATORIAL SEMANTICS

The ATL and temporal pole broadly speaking are
clearly involved in building semantic representations
across modalities and for a variety of stimuli, as find-
ings from SD and neuroimaging studies (Figure 47.1)
attest. Accordingly, semantic processing at the sen-
tence level has been suggested as a possible role of the
ATL in sentence comprehension (Wilson et al., 2014;
Wong & Gallate, 2012). Indeed, one could argue that
many of the observations that have linked ATL activity
to syntactic structure are attributable to combinatorial
processes, for example, the difference in activation
between sentences and word lists.

There are several pieces of evidence to suggest that
the ATL’s response to sentence structure is due to its
involvement in combinatorial semantics (i.e., combin-
ing the meanings of the words in a sentence into a
cohesive, meaningful unit) (Pallier, Devauchelle, &
Dehaene, 2011; Vandenberghe et al., 2002; but for a
notable exception, see Humphries et al., 2006). The evi-
dence supporting this claim mostly comes from the
fact that manipulating various semantic features of
sentences modulates ATL activity. Semantic anomalies
(e.g., “the excited students rode the trampoline to
school”) consistently modulate ATL activity, suggest-
ing that the unexpected word is making the formation

of a global meaning more difficult to construct and
thereby increasing activity in the ATL (Dapretto &
Bookheimer, 1999; Ferstl, Rinck, & von Cramon, 2005;
Vandenberghe et al., 2002). Even correct sentences in a
semantic anomaly detection task drive ATL activation
more than correct sentences in a syntactic error detec-
tion task, indicating that ATL regions are involved in
building the sentence-level semantic representations
necessary to complete the semantic anomaly detection
task (Rogalsky & Hickok, 2009).

A variety of other paradigms besides semantic
anomalies also implicate the ATL in combinatorial
semantic processes in sentence comprehension.
Idioms activate the ATL significantly more than lit-
eral sentences (Lauro, Tettamanti, Cappa, & Papagno,
2008), and narratives elicit greater activation in the
ATL than sentences (Xu et al., 2005). ATL activity has
also been found to increase as a function of combina-
torial semantic load; ATL activity increases as the
constituent size within word streams increases
(Pallier et al., 2011). This effect was not found for
pseudoword streams, suggesting that the ATL is
responding to the presence of lexical semantic infor-
mation but not the syntactic structure per se.
Similarly, adaptation paradigms produce effects in
the ATL for sentences with different syntactic struc-
tures but the same semantic content (Devauchelle,
Oppenheim, Rizzi, Dehaene, & Pallier, 2009), and
ATL activity is evoked more by minimal phrases (e.g.,
“blue car”) than comparable word lists (e.g., “car,
blue”) (Bemis & Pylkkanen, 2011, 2013a, 2013b).

47.7 PROSODY

Another component of the ATL’s contribution to
sentence comprehension may be prosody. Variations
in prosody and sentence structure are highly corre-
lated in natural environments (Herrmann, Maess, &
Friederici, 2011); the human brain has an expectation
that speech will contain both syntactic and acoustic/
prosodic information that will be informative regard-
ing the overall meaning and tone of the speech stimu-
lus (Frazier, Carlson, & Clifton, 2006; Herrmann,
Maess, & Friederici, 2011; Shattuck-Hufnagel & Turk,
1996; Weintraub, Mesulam, & Kramer, 1981). One com-
plication of the studies demonstrating that the ATL is
sensitive to sentence structure and/or combinatorial
semantics is that many of the auditory stimuli used
were spoken by talkers using sentence-like prosody
and compared with word lists or other baseline condi-
tions lacking sentence-like prosody (e.g., word lists
with list-like prosody; Humphries et al., 2001; Meyer,
Steinhauer, Alter, Friederici, & von Cramon, 2004;
Rogalsky & Hickok, 2009; Spitsyna et al., 2006). One

59147.7 PROSODY

H. SENTENCE PROCESSING



attempt to control for prosody was a study that
applied “list prosody” to sentences and compared acti-
vation to lists of words with list prosody (Humphries
et al., 2005). Sentences still activated portions of the
ATL more robustly, but it is possible that the prosodic
chimera sentences created a prosodic anomaly
response that drove the activation. So, is prosody, not
structure, driving ATL involvement?

Both functional imaging and lesion studies of pros-
ody clearly implicate the ATLs (Adolphs, Damasio, &
Tranel, 2002; Johnstone, van Reekum, Oakes, &
Davidson, 2006; Phillips et al., 1998). The right ATL is
implicated in perceiving a variety of emotional pro-
sodic manipulations (Gorelick & Ross, 1987; Heilman,
Scholes, & Watson, 1975; Hoekert, Bais, Kahn, &
Aleman, 2008; Phillips et al., 1998), for example, angry,
sad, or anxious tones of voice versus neutral tone
(Hoekert et al., 2008). The left ATL has not been impli-
cated in emotional prosody, but it does have subre-
gions that are responsive to normal sentence prosody.
The Humphries et al. (2005) fMRI study presented
subjects with sentences, scrambled sentences, and lists
of content words. All three stimulus types were pre-
sented in two ways, with sentence prosody and then
also with flat list prosody. A left ATL subregion
showed a main effect for syntactic structure, but both
left and right ATL subregions exhibited main effects
for sentence prosody (i.e., was activated by sentence
prosody even for the scrambled and list stimuli). These
findings may reflect the ATL’s involvement in pros-
ody, but it is also possible that the ATL is responding
because of its role in processing socio-emotional con-
tent in general (Olson et al., 2013; Wong & Gallate,
2012). The ATL and temporal pole are responsive to a
variety of social and emotional parameters (Burnett &
Blakemore, 2009; Reiman et al., 1997; Shin et al., 2000;
Zahn et al., 2007), so it may be that the ATL is engaged
by sentences, at least in part, to process the socio-
emotional information that prosody provides as one
component of a sentence-level representation.

47.8 THE ATL IS PART OF A LARGE
LANGUAGE NETWORK

This chapter focused on how the ATL is sensitive to
the various elements of sentence comprehension.
However, it is critical to understand that these ele-
ments (syntactic structure, prosody, combinatorial
semantics, lexical-semantics) engage large fron-
tal�temporal�parietal networks, of which the ATL is
one component (Hickok & Poeppel, 2000, 2004, 2007).
Notably, posterior temporal regions are also sensitive
to syntactic structure and sentence-level semantic
information (Griffiths, Marslen-Wilson, Stamatakis, &

Tyler, 2013; Humphries et al., 2006; Wilson et al.,
2014). Broca’s area, as discussed, is recruited during
sentence comprehension in high-load, difficult situa-
tions. The point of this chapter is not to identify the
ATL as the “site” of sentence processing, but rather
the point is to discuss how the ATL is sensitive to
sentence-level structure and semantics, and how the
ATL may be contributing to sentence comprehension
as part of a large network.

47.9 SUMMARY

The ATL is not a homogenous region with only one
specific function. Overall, the functionally diverse ATL
is involved in integrating information to form mean-
ingful representations from all modalities (Visser et al.,
2010; Wong & Gallate, 2012). The reliable activation of
ATL subregions to syntactic structure suggests that
portions of the ATL are particularly tuned to form
representations from a speech signal. Although it is
difficult to pinpoint the exact computations that the
ATL is providing for sentence comprehension, it is
clear that the ATL is engaged during the comprehen-
sion of sentences and is sensitive to syntactic, combina-
torial semantic, and prosodic information. The ATL is
one part of a large frontotemporoparietal network
engaged in sentence comprehension.
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48.1 INTRODUCTION

The functional neuroanatomy of sentence processing
is a major and, at the same time, one of the most
enduring topics of the cognitive neuropsychology of
speech and language processing. The present chapter
serves three purposes. First, we define the cognitive
processes necessitated by the processing of the two
sentence types most extensively studied by neuroimag-
ing research: noncanonical and embedded sentences.
To this end, we review extensive behavioral evidence
for the involved cognitive processes. In the second
step, we perform a meta-analysis on all neuroimaging
studies that directly contrasted either canonical with
noncanonical or nonembedded with embedded sen-
tences, identifying the brain regions that most likely
activate during the processing of noncanonical and
embedded sentences. Based on our meta-analysis, we
explain why the functional neuroanatomy of complex
sentence processing involves two core areas: the left
inferior frontal cortex and the left middle and superior
posterior temporal gyri. Finally, based on the resem-
blance in brain activations for noncanonical and
embedded sentences in our meta-analysis, we discuss
a possible common definition of the processing diffi-
culty associated with complex sentences.

48.2 WHY ARE WORD-ORDER
DEVIATIONS DIFFICULT TO PROCESS?

The increased processing difficulty of sentences
with word orders deviating from the canonical order is
a classical finding in psycholinguistics and neurolin-
guistics across languages—such as Chinese (Hsiao &
Gibson, 2003), Dutch (Frazier, 1987), English (King &

Just, 1991), Finnish (Hyönä & Hujanen, 1997), French
(Holmes & O’Regan, 1981), German (Friederici,
Fiebach, Schlesewsky, Bornkessel, & von Cramon,
2006), Hindi (Vasishth & Lewis, 2006), Hungarian
(MacWhinney & Pléh, 1988), Japanese (Mazuka,
Itoh, & Kondo, 2002), and Kaqchikel (Ohta, Koizumi,
& Sakai, 2014). Theoretical linguistics has long derived
the increased difficulty of word-order deviations from
their increased level of hierarchy and the according
necessity to reorder a noncanonical order of object and
subject into a canonical order of subject and object for
the integration with their verb (Bever, 1970; Chomsky,
1955; Fodor, 1978; see Figure 48.1).

Psycholinguistic research inspired by this theoretical
account has accumulated strong evidence that reorder-
ing can be translated into real-time processing reflec-
tions. Seminal work found that grammaticality
judgment slows not only for object-initial sentences but
also when transitive verbs are not followed by a prepo-
sitional phrase instead of their object, suggesting that
objects are expected at a fixed position (Clifton, Frazier,
& Connine, 1984; Holmes, 1987). In line with this inter-
pretation, Trueswell, Tanenhaus, and Kello (1993)
observed that in English, postverbal nouns are prefer-
entially interpreted as objects—even if they are the sub-
jects of a subsequent sentence. Complementary
evidence is provided by cross-modal priming work.
Tanenhaus, Carlson, and Seidenberg (1985) presented
words that rhymed with an object that occurred early in
the sentence at the canonical object position of an
English sentence. Processing of the rhyming words was
facilitated compared with control words, suggesting
that the remote object had been retrieved at the canoni-
cal object position—a finding that was replicated
numerous times (for review, see Nicol, Fodor, &
Swinney, 1994). Evidence that such priming effects are
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restricted to subject positions for subjects and to object
positions for objects was presented by Osterhout and
Swinney (1993). Besides the cross-modal priming stud-
ies, the evidence for fixed positions of subject and object
is extended by syntactic interference studies. The work
by Van Dyke (2007) used sentences with additional
nouns whose syntactic features overlapped with those
of a subject that occurred early in the sentence
and needed integration with its verb late in the sen-
tence. The results showed that processing at the verb’s
canonical subject position was exacerbated by feature
overlap.

As a recurrent motif, an alternative explanation to
the reordering mechanism is put forward time and
again (for a recent instance, see Rogalsky & Hickok,
2010). This explanation is based on the fact that
English noncanonical sentences are not only noncanon-
ical but also place the object further away from its
object position than the subject from its subject posi-
tion. The time interval between subject or object and
verb impedes processing (Behaghel, 1932; Frazier,
Clifton, & Randall, 1983; Yngwe, 1960). This is most
likely because of the decay of the subject or object in
working memory prior to verb encounter (Cowper,
1976; Lewis, Vasishth, & Van Dyke, 2006) and collater-
ally induced working memory storage and rehearsal
demands. Still, while some of the English results may
thus be ambiguous between a reordering and a work-
ing memory explanation, this is not the case for all lan-
guages that show noncanonicity effects. In German,
recent work has compared canonical and noncanonical
orders, keeping the time interval between either sub-
ject or object and their verb constant, finding that non-
canonicity still impedes processing over canonicity
(Friederici et al., 2006; Meyer, Obleser, Anwander, &
Friederici, 2012). In summary, the available evidence
supports the notion that sentences with noncanonical
orders are difficult to process because they necessitate
reordering into the canonical order.

48.3 WHY ARE EMBEDDED SENTENCES
DIFFICULT TO PROCESS?

When a subordinate clause is embedded into a
superordinate clause, the resulting sentence has a
hierarchical structure, and its processing becomes
difficult (Figure 48.2). Such effects have been reported
for Dutch (Bach, Brown, & Marslen-Wilson, 1986; Kaan
& Vasić, 2004), English (Miller & Isard, 1964),
German (Bach et al., 1986), Hindi (Vasishth, 2003),
Japanese (Babyonyshev & Gibson, 1999), and Russian
(Fedorenko, Babyonyshev, & Gibson, 2004). The associ-
ated difficulty can have drastic consequences. When
one of the three required verbs of a double-embedded
sentence is experimentally removed, participants do
not even realize the absence (Gibson & Thomas, 1999;
Gimenes, Rigalleau, & Gaonach, 2009).

One of the main cognitive challenges associated
with the processing of embedded sentences lies in their
hierarchy of multiple parallel syntactic dependencies
between multiple subjects and objects and their respec-
tive verbs (Bever, 1974; Gibson, 1998; Makuuchi,
Bahlmann, Anwander, & Friederici, 2009). Processing
of an embedded sentence temporarily requires the par-
allel storage of two or more subjects or objects until
their verbs occur. Although embedded sentences
whose multiple subjects or objects are highly distinct
along syntactic lines are processed relatively easily,
recent work has reported that an overlap of syntactic
features between the multiple subjects or objects
increases processing difficulty, likely as a result of
memory interference (Badecker & Kuminiak, 2007;
Gibson, 1998; Glaser, Martin, Van Dyke, Hamilton, &
Tan, 2013; Gordon, Hendrick, & Johnson, 2001; Lewis,
1996; Van Dyke & McElree, 2006). Initial behavioral
evidence for this explanation has been found in
Japanese. Babyonyshev and Gibson (1999) presented
embedded sentences in which the form of the case
markings of three subjects matched and contrasted

dass

(A) (B)

dass

der Mann
(subject)

der Mann
(subject)

den Jungen
(object)

den Jungen
(object)

[...]
(object position)

mag
(verb)

mag
(verb)

FIGURE 48.1 Simplified examples of (A) a canonical and (B) a noncanonical German subordinate clause. While the order of the subject
(red) preceding the object (green) is the canonical order in German sentences, the order of the object (green) preceding the subject (red) is the
noncanonical order in German sentences. Note also that the noncanonical sentence involves an additional level of hierarchy relative to the
canonical sentence, and that the dependency between the object and its verb in the noncanonical structure crosses the subject (indicated by
the arrow). Both sentences have the same meaning, translating to that the man likes the boy.
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these with embedded sentences in which only two
subjects’ case markings matched. The result was that
the sentences with three matching subjects were more
difficult to process, pointing to interference-induced
processing difficulty. Similar evidence has been found
in Russian. Fedorenko et al. (2004) used embedded
sentences in which the case marking of two objects
either matched or did not match, finding that sen-
tences with matching objects increased processing
demands. In summary, there is good behavioral evi-
dence that the difficulty of embeddings results from
their hierarchical nature and the involvement of multi-
ple dependencies between multiple subjects or objects
and their respective multiple verbs.

48.4 WHICH BRAIN REGIONS
ARE INVOLVED IN PROCESSING

COMPLEX SENTENCES?

The functional neuroanatomy of noncanonicity and
embedding has been extensively investigated by neu-
roimaging research. For this review, we conducted an
activation likelihood estimation (ALE) meta-analysis
on the left-hemispheric peak activation coordinates
from all published studies that tested for a main effect
of either noncanonicity or embedding, did not report
an interaction with other experimental factors, and did
report Talairach (Talairach & Tournoux, 1988) or
Montreal Neurological Institute (MNI) coordinates
(Table 48.1 and Figure 48.3A). We first converted
all non-MNI coordinates into MNI space (Brett,
Johnsrude, & Owen, 2002). The ALE analysis then gen-
erated a smoothed brain map from each study’s peak
coordinate map, applying an individual smoothing
kernel whose full width at half maximum was

calculated from each study’s sample size (Eickhoff
et al., 2009). The overlap of the individual study maps
results in a voxel-wise ALE value (Turkeltaub, Eden,
Jones, & Zeffiro, 2002; Turkeltaub et al., 2012), which is
then tested against the null distribution (P, 0.001).
The resulting whole-brain significance map is cor-
rected for multiple comparisons using a cluster statistic
(Eickhoff, Bzdok, Laird, Kurth, & Fox, 2012), which we
ran at 1,000 permutations and a conservative cluster-
level threshold of P, 0.001. The result of the ALE pro-
cedure (Table 48.2 and Figure 48.3B) showed a striking
likelihood for noncanonicity and embedding to acti-
vate two core regions: Brodmann area (BA) 44 of the
left inferior frontal gyrus (IFG), MNI peak coordinates
at maximum X5252, Y5 10, Z5 16; and, less consis-
tently reported across studies, BA 22 of the middle
and superior temporal gyri (MTG/STG), MNI peak
coordinates at maximum X5254, Y5252, Z524
(Figure 48.3 and Table 48.2).

Representative of the coordinate overlap in BA 44
among studies are seven functional magnetic reso-
nance imaging (fMRI) studies from languages that
allow for testing the factor syntactic complexity while
maximally controlling for confounding working mem-
ory storage and rehearsal demands—that is, keeping
the temporal interval between either the subject or the
object and their verb constant across experimental con-
ditions. These are languages as diverse as German
(Friederici et al., 2006; Meyer et al., 2012; Obleser,
Meyer, & Friederici, 2011; Röder, Stock, Neville, Bien,
& Rösler, 2002), Hebrew (Ben-Shachar, Hendler, Kahn,
Ben-Bashat, & Grodzinsky, 2003), and Japanese (Kim
et al., 2009; Kinno, Kawamura, Shioda, & Sakai, 2008).
First, despite the linguistic heterogeneity of these lan-
guages, all these studies used either a factorial or a
parametric design comparing sentences involving

the child
(subject #1)

(A) (B)

The juice
(subject #1)

that
(object #2)

the child
(subject #2)

enjoyed
(verb #2)

[...]
(object position #2)

[...]
(subject position #2)

Stained
(verb #1)

the rug
(object #1)

enjoyed
(verb #1)

the juice
(object #1)

that
(subject #2)

stained
(verb #2)

the rug
(object #2)

FIGURE 48.2 Simplified examples of (A) a nonembedded and (B) an embedded English sentence. In the nonembedded sentence, all sub-
jects (red) and objects (green) are in their canonical positions and can be linked to their verbs (blue) directly, whereas in the embedded sen-
tence, both the subject (red) of the superordinate clause and the object (green) of the subordinate clause form a dependency with their
respective canonical positions (indicated by the arrows). Note that the embedded sentence is hierarchically more complex, and that the depen-
dency between the superordinate-clause subject and its canonical position spans the subject and object of the subordinate clause. Both sen-
tences have the same meaning. Adapted from Caplan et al., 2000, with permission from the publisher.

59948.4 WHICH BRAIN REGIONS ARE INVOLVED IN PROCESSING COMPLEX SENTENCES?

H. SENTENCE PROCESSING



TABLE 48.1 Overview of all Left-Hemispheric Peak Activation Coordinates from Main Effects of Noncanonicity or Embedding in
Published Neuroimaging Studies on Reordering and Embedding

Coordinate (MNI) Coordinate (Talairach)

Study Contrasta X Y Z X Y Z Regionb

Amici et al. (2007) 234 39 6 234 38 4 IFG/IFS

Bahlmann et al. (2007) OF. SF 240 252 28 240 249 28 SMG

244 24 28 244 25 25 IFG

Ben-Shachar et al. (2003) OR. SC 245 23 9 245 23 7 IFG

254 244 5 253 242 7 pSTS

Ben-Shachar et al. (2004) (experiment 1) OF. SF 243 21 9 243 21 7 IFG

241 10 30 241 11 27 vPCS

257 244 5 256 242 7 pSTS

255 219 10 254 218 10 HC

Ben-Shachar et al. (2004) (experiment 2) OWh. SWh 244 21 10 244 21 8 IFG

245 7 28 245 8 25 vPCS

256 243 4 255 241 6 pSTS

Bornkessel et al. (2005) OF. SF 243 13 20 243 14 18 IFG

253 245 17 252 243 18 pSTG

247 261 23 247 258 24 pSTS

235 3 38 235 5 35 IFJ

235 24 54 235 21 50 vPMC

228 262 38 228 258 38 IPS

240 260 23 240 258 0 OTS

Bornkessel-Schlesewsky, Schlesewsky, and
von Cramon (2009)

OF. SF 254 11 6 253 11 5 IFG

234 23 7 234 23 5 AI

240 3 35 240 5 32 IFJ

27 22 46 27 23 41 pre-SMA

232 262 41 232 258 41 IPS

214 0 20 214 1 18 CN

Caplan et al. (2000) CE.RB 246 37 6 246 36 4 BA

214 221 3 214 220 4 Th

210 239 41 210 236 40 CG

244 5 17 244 6 15 IFG

Constable et al. (2004) OR. SR 252 260 0 251 258 3 PP

249 11 15 249 11 13 IF

236 267 30 236 264 31 ST/P

236 2 50 236 4 46 pre-M

22 4 36 22 6 33 AC

23 225 15 23 224 15 Th

Dapretto and Bookheimer (1999) P/pre-PP.A/post-PP 253 9 31 252 10 28 IFG

240 30 17 240 30 14 IFG

259 260 12 258 258 14 STG

261 238 15 260 236 16 TTG

(Continued)



TABLE 48.1 (Continued)

Coordinate (MNI) Coordinate (Talairach)

Study Contrasta X Y Z X Y Z Regionb

248 21 218 248 20 216 TP

242 260 38 242 256 38 SMG

Friederici et al. (2006) OF. SF 250 10 5 249 10 4 PO/IFG

Grewe et al. (2005) OF. SF 232 20 4 232 20 3 FO/AI

253 14 17 252 14 15 IFG

22 31 34 22 32 30 pre-SMA

238 6 42 238 8 38 IFJ

Kim et al. (2009) OF. SF 242 23 54 242 0 50 dPFC

255 26 23 254 26 20 IFG

Kinno et al. (2008) (comparison 1) OF. SF 239 0 45 239 2 41 lPMC

252 21 21 251 21 18 IFG

254 254 3 253 252 5 pSTG/MTG

Kinno et al. (2008) (comparison 2) (OF. SF). (SF.CS) 251 21 18 250 21 16 IFG

251 251 3 250 249 5 pSTG/MTG

Kinno et al. (2008) (comparison 3) P.A 248 24 21 248 24 18 IFG

Makuuchi et al. (2009) CE. SF 245 6 24 245 7 22 PO

Meyer et al. (2012) OF. SF 254 10 18 253 11 16 IFG

Michael et al. (2001) (visual) OR.CA 253 237 3 252 236 5 T

242 10 29 242 11 26 IFG

Michael et al. (2001) (auditory) OR.CA 253 230 4 252 229 5 T

243 14 27 243 15 24 IFG

Newman et al. (2010) (phase 1) OR.CA 240 14 24 240 15 21 IFG

258 236 2 257 235 4 T

Newman et al. (2010) (phase 2) OR.CA 254 8 16 253 8 14 IFG

Obleser et al. (2011) (experiment 1) OF. SF 250 16 220 250 15 218 STG

264 254 10 263 252 12 IFG

252 12 14 251 12 12 STS

Obleser et al. (2011) (experiment 2) OF. SF 248 10 18 248 11 16 IFG

Santi and Grodzinsky (2010) (comparison 1) OF. SF 248 19 17 248 19 15 IFG

241 9 34 241 10 31 IFG/IPCG

253 235 0 252 234 2 STG

Santi and Grodzinsky (2010) (comparison 2) CE.RB 241 9 34 241 10 31 IFG/IPCG

253 235 0 252 234 2 STG

Stromswold, Caplan, Alpert, and Rauch (1996) CE.RB 247 10 5 247 10 4 PO

aA, active; CA, conjoined active; CE, center-embedded; CS, conjoined-subject; OF, object-first; OR, object-relative; OWh, object-wh; P, passive; post-PP, postposed-prepositional-

phrase; pre-PP, preposed-prepositional-phrase; RB, right-branching; SC, sentential-complement; SF, subject-first; SR, subject-relative; SWh, subject-wh.
bAC, anterior cingulate; AI, anterior insula; BA, Broca’s area; CG, cingulate gyrus; CN, caudate nucleus; dPFC, dorsal prefrontal cortex; FO, frontal operculum; HC, Heschl’s
cortex; IF, inferior frontal; IFG, inferior frontal gyrus; lPCG, inferior precentral gyrus; IFJ, inferior frontal junction; IPS, intraparietal sulcus; lPMC, lateral premotor cortex;
OTS, occipito-temporo sulcus; PO, pars opercularis; PP, posterior parietal; pre-M, premotor; pre-SMA, pre-supplementary-motor area; pSTG, posterior superior temporal gyrus;
MTG, middle temporal gyrus; pSTS, posterior superior temporal sulcus; SMG, supramarginal gyrus; ST/P, superior temporal/parietal; STS, superior temporal sulcus;
T, temporal; Th, Thalamus; TP, temporal pole; TTG, transverse temporal gyrus; vPCS, ventral precentral gyrus; vPMC, ventral premotor cortex.



canonical and noncanonical orders of subject and
objects. Note also that all of these studies rigorously
controlled their experimental paradigms for the con-
founding influence of working memory storage and
rehearsal demands, which is crucial because BA 44
activity has been observed for working memory tasks
outside of the sentence processing domain as well
(Gerton et al., 2004; Paulesu, Frith, & Frackowiak,
1993). Conflicting working memory demands may ren-
der ambiguous some of the results of prior noncanoni-
city studies conducted in English (Ben-Shachar, Palti,
& Grodzinsky, 2004; Just, Carpenter, Keller, Eddy, &
Thulborn, 1996; Rogalsky, Matchin, & Hickok, 2008),
where noncanonicity induced a collateral increase in
working memory storage and rehearsal demands.
However, the credibility of the results from the non-
confounded paradigms is increased by a line of clinical

research that has demonstrated that reordering abili-
ties can be impaired independently of verbal working
memory as tested by standard working memory tests
(Caplan & Waters, 1999; Martin & Romani, 1994).
Although collateral working memory demands cannot
be fully ruled out as a confound in the three imaging
studies that compared embedded and nonembedded
sentences (Caplan, Alpert, Waters, & Olivieri, 2000;
Makuuchi et al., 2009; Santi & Grodzinsky, 2010), an
explanation of the observed IFG activations by work-
ing memory demands is unlikely. First, the study by
Rogalsky et al. (2008) on English crossed a canonicity
manipulation with an overt rehearsal task, but it did
not find activation in BA 44 under concurrent articula-
tion to selectively increase during the processing of
noncanonical sentences. Rather, BA 44 activation for
both canonical and noncanonical sentences increased
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FIGURE 48.3 (A) Overview of all left-hemispheric peak activation coordinates from main effects of noncanonicity or embedding in pub-
lished neuroimaging studies on noncanonicity (blue) and embedding (red). (B) Results of the ALE analysis (cluster-level P, 0.001; voxel-level
P, 0.001; 1,000 permutations) across the plotted coordinates, rendered onto the Colin 27 template brain (Holmes et al., 1998). It is visible that
two major regions are most likely activated during complex sentence processing, one in BA 44 of the IFG and one in the SMG/STG.

TABLE 48.2 Overview of Significant ALE Clusters Across Peak Coordinates from Neuroimaging Studies on Reordering and
Embedding (Cluster-Level p, 0.001; Voxel-Level p, 0.001; 1,000 Permutations); Coordinates Are in MNI Space

Coordinate (center) Coordinate (peak)

Anatomical label X Y Z X Y Z Volume (mm3) ALE (extremum)

Inferior frontal gyrus (BA 44) 2 45 12 23 252 10 16 13,128 0.037

Inferior frontal gyrus (BA 9) 244 8 28 0.025

Inferior frontal gyrus (BA 45) 244 22 10 0.021

Insula (BA 13) 234 22 6 0.015

Middle frontal gyrus (BA 6) 238 0 50 0.015

Middle temporal gyrus (BA 22) 2 54 2 42 4 254 242 4 3,184 0.024

Middle temporal gyrus (BA 37) 252 258 2 0.011

Superior temporal gyrus (BA 22) 254 244 16 0.008
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under concurrent articulation, suggesting that sentence
comprehension may interfere with a concurrent articu-
lation task in a canonicity-insensitive manner. Second,
the recent study by Ohta et al. (2014) on Kaqchikel
reports BA 44 activity to increase during the proces-
sing of noncanonical sentences even when these
exhibit a lower working memory storage and rehearsal
demand than their canonical counterparts. We could
not include the study by Ohta et al. (2014) in our
ALE analysis because no activation coordinates were
reported; only anatomical labels were reported.

Is this strong position on the involvement of BA 44
in the processing of noncanonicity and embedding war-
ranted by causal, that is, clinical, evidence? A strong
relationship between stroke lesions involving BA 44
and processing deficits on noncanonical sentences has
been proposed (Grodzinsky, 2001), but stroke lesions
are relatively large, associated comprehension patterns
are diverse, and a number of methodological concerns
about the studies have been raised (Bastiaanse &
van Zonneveld, 2006). However, voxel-based lesion-
symptom mapping work with glioma patients, lesion
patients, and nonfluent primary progressive aphasics
reported a processing decline on noncanonical sen-
tences after damage to the left IFG. Two studies involv-
ing Japanese glioma patients by Kinno et al. (2009),
Kinno, Ohta, Muragaki, Maruyama, and Sakai (2014)
indicated that glioma in BA 44, but also in superior
regions, predicts decreased performance on noncanoni-
cal sentences. In line with this, a study involving
Icelandic stroke patients by Magnusdottir et al. (2013)
indicates that damage to the IFG, among other left-
hemispheric regions, is significantly associated with
decreased performance on noncanonical sentences.
Additionally, in recent work involving nonfluent pri-
mary progressive aphasics, Wilson et al. (2010) further
reduced the localization variance, reporting both tissue
degeneration in the left posterior IFG and a focal lack of
activation increase in this region for noncanonical sen-
tences (for review, see Leyton et al., 2011). Thus, the
patient data do support the primary role of BA 44 in
the processing of noncanonicity and embedding.

In addition to BA 44, the present ALE analysis iso-
lated the MTG/STG as a second region to most likely
activate during the processing of noncanonicity and
embedding (Bahlmann, Rodriguez-Fornells, Rotte, &
Munte, 2007; Ben-Shachar et al., 2003, 2004; Bornkessel,
Zysset, Friederici, von Cramon, & Schlesewsky, 2005;
Constable et al., 2004; Dapretto & Bookheimer, 1999;
Friederici et al., 2006; Kinno et al., 2008; Michael,
Keller, Carpenter, & Just, 2001; Newman, Ikuta, &
Burns, 2010; Obleser et al., 2011; Santi & Grodzinsky,
2010). According to a meta-study by Vigneau et al.
(2006), the MTG/STG is involved in semantic integra-
tion across linguistic tasks. In the case of noncanonicity

and embedding, increasing brain activity in a semantic
integration region may result from increasing demands
for sentence-level semantic information, most likely in
accessing verb�argument structure representations
(Friederici, Rueschemeyer, Hahne, & Fiebach, 2003).
This interpretation is plausible considering a study by
Shetreet, Palti, Friedmann, and Hadar (2007), who
assessed the brain activation associated with increasing
numbers of possible verb�argument structures in
which a verb could be involved. The results show that
the number of possible verb�argument structures
associated with a verb parametrically increases activity
in the MTG/STG region, in close proximity to the
MTG/STG ALE maximum in the current meta-
analysis. Our comparably agnostic position regarding
the involvement of the MTG/STG with respect to the
primary mechanisms involved in the processing of
noncanonicity and embedding is in line with the stud-
ies enrolled in our meta-analysis. Although all studies
report at least one inferior frontal activation, not all
studies report posterior temporal activations.

48.5 WHAT DO WORD-ORDER
DEVIATIONS AND EMBEDDING HAVE

IN COMMON?

Our meta-analysis suggests that the processing diffi-
culty associated with the processing of noncanonicity
and embedding rely on a similar brain substrate. But
what is the similarity between the involved cognitive
processes? First, the difficulty associated with nonca-
nonicity lies in a mismatch between the incoming
order of object and the underlying canonical order of
the subject and object positions at their verb. The reso-
lution of this mismatch requires an assumed process
that we defined as reordering. This process, indepen-
dent of working memory storage and rehearsal, needs
to ensure that subject and object of a verb are retrieved
in the canonical order once the verb is reached.
Second, the difficulty associated with embedded sen-
tences lies in the multiple dependencies between mul-
tiple subjects and objects and their multiple verbs. This
requires a process independent of working memory
storage and rehearsal to keep items distinct, enabling
the retrieval of each item only at their appropriate
canonical position in relation to their appropriate verb.

Word-order deviations and embeddings are similar
along two isomorphic lines. Both sentence types
involve a syntactic structure that is more complex than
the structure of their canonical or nonembedded
counterparts—in formal terms—and both noncanonical
and embedded sentences involve an additional level of
hierarchy in the syntactic tree. However, both sentence
types involve the temporary storage of at least a first
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noun phrase (subject or object) across at least a second
noun phrase (subject or object) that may interfere—in
functional terms—and noncanonical and embedded
sentences necessitate the avoidance of an erroneous
premature subject or object retrieval (Figure 48.4).

We consider that the establishment of syntactic hier-
archy and the possible interference of elements in
working memory may contribute to the processing dif-
ficulty of noncanonical and embedded sentences. This
interpretation is in line with both classical assumptions
of syntactic theory (Chomsky, 1955), more recent pro-
posals of psycholinguistic sentence-processing research
(Gibson et al., 2013; Lewis, 1996), and a recent fMRI
study by Glaser et al. (2013) that reported BA 44 in the
IFG activates more strongly for the processing of
embeddings whose relative-clause subject interfered
with the matrix-clause subject as compared with non-
interfering embeddings. Thus, the available neurobio-
logical literature suggests that the main function of BA
44 during sentence processing is to establish the hierar-
chical dependencies between subjects and objects and
their verbs. There is now initial evidence for the neural
basis of the second processing aspect, that is, the dis-
tinctive temporary storage and retrieval of possibly
interfering subjects and objects from working memory;
the interference account needs further neurolinguistic
substantiation.

48.6 SUMMARY

The current chapter has outlined the cognitive
processes involved in the processing of noncanonical
and embedded sentences, for which cross-linguistic
psycholinguistic research has reported increased
processing difficulty relative to their canonical or
nonembedded counterparts, respectively. Likely, the
increased processing difficulty of noncanonicity results

from the need to reorder the noncanonical order of
object and subject into the canonical order of subject
and object at the verb; the increased processing diffi-
culty of embedding results from its hierarchical nature
and the need to distinctly track multiple dependencies
between multiple subjects or objects and their respec-
tive multiple verbs. Our ALE meta-analysis provides
strong evidence that both processes rely on a left-
hemispheric brain substrate consisting of BA 44 in the
IFG and the MTG/STG. Because only inferior frontal
regions are found to be active in all studies, including
in our meta-analysis, we suggest that BA 44 is primar-
ily involved in the processing of noncanonicity and
embedding. From our literature review and our meta-
analysis, we synthesized the common underlying
mechanism of BA 44 in complex sentence processing
to lie in the tracking of the multiple hierarchical
dependencies between subjects and objects and their
verbs, avoiding their interference to ensure that sub-
jects and objects are only retrieved from working
memory at their appropriate positions.
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49.1 PRELIMINARIES: CHALLENGES TO
A NEUROBIOLOGICAL PERSPECTIVE ON

THE TIMECOURSE OF SENTENCE
PROCESSING

Timecourse information has long held a special
significance for researchers interested in the cognitive
architecture of language processing. At the level of sen-
tence processing in particular, insights about timing
have played a central role in shaping the defining
debates of the field, such as the question of how differ-
ent information sources are utilized during the compre-
hension of a sentence. In this respect, modular models
maintain that distinct linguistic information sources are
processed in succession, typically with at least some
aspects of syntactic processing thought to take place
first and in an informationally encapsulated manner
(Frazier, 1987; Frazier & Clifton, 1996; Rayner, Carlson,
& Frazier, 1983). Other information sources (semantics,
plausibility, context, etc.) are not utilized until a later
point during processing. In contrast, (strongly) interac-
tive models posit that there is no priority for one partic-
ular information source over others and, thereby, that
all available sources of information interact from the
earliest stages of processing (MacDonald, Pearlmutter,
& Seidenberg, 1994; Trueswell & Tanenhaus, 1994).
Clearly, an evaluation of these competing architectural
concepts requires detailed timecourse measures.

A problem arises, however, when we attempt to
translate this classic cognitive view into a neurobiolo-
gically plausible perspective. In particular, what are
the relevant units and mechanisms to consider when

describing the timecourse of the neurobiology of sen-
tence processing? The heritage of cognitive models has
typically led us to pose this question in a particular
way: we tend to think of the relevant units as being
part of linguistic subdomains such as phonology, syn-
tax, and semantics, and of the relevant mechanisms as
being tied to cognitive metaphors such as the notion of
a mental lexicon (e.g., “lexical access,” “prelexical,” or
“postlexical” processing). However, the utility of such
concepts for the neurobiology of language is consider-
ably less clear. Consider the intuitively appealing and
cognitively plausible mental lexicon metaphor as an
example. It is generally accepted that conceptual infor-
mation is represented in the brain in a distributed
fashion (e.g., Patterson, Nestor, & Rogers, 2007, for a
review). Thus, the notion of a lexical “entry” that can
be activated and accessed cannot be translated
straightforwardly into neurobiological terms.
Moreover, the mechanisms suggested by terms such as
“lexical access” are unrevealing with respect to the
question of how the human brain actually implements
the processing of information thought to be encoded in
a lexical entry. In their recent review of the N400
event-related brain potential (ERP) component in lan-
guage processing, Kutas and Federmeier (2011) also
conclude that the notion of a mental lexicon and the
mechanisms suggested by it (such as prelexical or
postlexical processing) are empirically inadequate for
explaining the existing range of N400 results. In addi-
tion, the dissociation between the cognitive view and a
neurobiological perspective is underscored by the dis-
crepancy between timecourse estimates obtained using
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ERPs as opposed to eye movements during reading
(see Bornkessel & Schlesewsky, 2006; Rayner & Clifton,
2009; Sereno & Rayner, 2003; and Sections 49.3.1 and
49.4 in this chapter). In summary, advances in under-
standing the neurobiology of language will likely
require a new, neurobiologically plausible conception of
the timecourse of sentence processing.

The remainder of this chapter is organized as
follows. In Section 49.2, we discuss some neuro-
biological considerations with respect to timecourse
before turning to the major current perspectives on
the timecourse of sentence processing in the brain in
Section 49.3. Section 49.4 then attempts to relate these
approaches to behavioral timecourse measures obtained
using eye-tracking during natural reading. Finally,
Section 49.5 offers some conclusions and also discusses
open questions for future research.

49.2 NEUROBIOLOGICAL
CONSIDERATIONS

So far, we have suggested that it is not trivial to map
traditional cognitive perspectives on the timecourse of
sentence processing directly onto the neurobiology
of language. In this section, we briefly discuss some
neurobiological considerations related to timecourse
information.

With respect to the nature of the “units” or
“domains” of processing, it is important to keep in
mind that most neuroscientists do not consider the
purpose of the human brain to lie in the construction
of elaborate cognitive representations. Rather, there is
a relatively broad consensus that the brain implements
perception�action cycles (Fuster, 1997) and, hence,
that “the purpose of the human brain is to use sensory
representations to determine future actions” (Wolpert,
Doya, & Kawato, 2003, p. 593). Ultimately, a neurobio-
logically plausible perspective on language (including
sentence) processing should be compatible with these
insights. Perhaps somewhat reassuringly, however, a
commonality between these neurobiological considera-
tions and the classic cognitive perspective lies in the
notion of hierarchical organization as the basis for
stable complex systems (Simon, 1962).

In terms of neurobiological organization, neither the
strictly serial and encapsulated perspective of modular
models nor the “everything is connected to everything”

perspective of strongly interactive models (often with
connectionist implementations) is neurobiologically
plausible. Rather, perception�action cycles in vision and
audition (including the processing of speech and lan-
guage) involve information transfer along multiple
streams, with a hierarchical organization within streams
(Rauschecker & Scott, 2009; see also Bornkessel-
Schlesewsky & Schlesewsky, 2013 for discussion).
Hierarchical processing implies properties of both serial
and parallel organization. Ultimately, however, connec-
tivity is considerably more complicated. First, because
streams of information processing are inherently bidirec-
tional, anatomical feedback connections must be consid-
ered in addition to feedforward connections.1 Second,
hierarchical organization does not imply “serial” connec-
tivity in the sense that a level n of the hierarchy is only
connected to levels n1 1 and n2 1. Rather, long-range
(feedforward and feedback) connections can “skip” indi-
vidual levels of the hierarchy (for possible implications,
see Bar, 2003). Implications of these considerations for
associated timecourse scenarios include the following: (i)
information processing proceeds in a cascaded manner
incorporating both serial and parallel aspects (conse-
quence of hierarchical organization); and (ii) the inter-
pretation of observable effects must take into account
that processing comprises more than a feedforward
sweep, with feedback connections and top-down modu-
lations also playing an essential role (consequence of
bidirectional and long-range connectivity).

A further complication arises from the methods cur-
rently available to study the timecourse of language
processing in the brain. Electroencephalography (EEG)
and magnetoencephalography (MEG) have long been
the methods of choice for this purpose but, despite
their exquisite temporal resolution, provide rather
macroscopic measures of brain activity. Functional
magnetic resonance imaging (fMRI), by contrast, does
not offer the temporal resolution required for the ques-
tion under consideration. Electrocorticography (ECoG)
(i.e., the recording of electrophysiological activity
directly from the cortex using subdural electrodes) (see
Chang et al., 2010, for a recent application to language)
is a highly promising approach because it offers both
high temporal and high spatial resolution. However,
ECoG studies can only be performed with patients and
the electrode grids used typically only offer limited
coverage because electrode placement is determined
by clinical motivations.

1Feedback and feedforward connections may further be asymmetrical (i.e., connectivity between regions A and B may be bidirectional but

connectivity between regions A and C may not). For a detailed demonstration of this property for visual processing streams, see recent work

by Kravitz and colleagues (Kravitz, Saleem, Baker, & Mishkin, 2011; Kravitz, Saleem, Baker, Ungerleider, & Mishkin, 2013).

608 49. THE TIMECOURSE OF SENTENCE PROCESSING IN THE BRAIN

H. SENTENCE PROCESSING



These difficulties, which currently provide signifi-
cant challenges to a neurobiological perspective on the
timecourse of language processing, apply to all aspects
of language. They are, however, aggravated further by
the particular demands of sentence processing, which
necessarily involves more complex units2 than,
for example, sound or word processing and a more
complex interplay of different information sources.

In view of all of these considerations, it is virtually
impossible to provide a comprehensive picture of the
timecourse of sentence processing from a truly neuro-
biological perspective at this point. However, there
exist a number of approaches that have set out to
tackle these challenges from a variety of perspectives.
In what follows, we aim to provide an overview of the
different (types of) approaches that have been put for-
ward and their respective claims about the timecourse
of sentence processing in the brain.

49.3 DIFFERING PERSPECTIVES ON THE
TIMECOURSE OF SENTENCE
PROCESSING IN THE BRAIN

As is already the case in the cognitive domain, the
timecourse of sentence processing in the brain has
been debated intensely and it is not yet possible to out-
line a consensus view. Accordingly, we discuss a vari-
ety of different perspectives primarily based on ERP
data because this remains the most widely used
method by far for the examination of timecourse
questions from a neurobiological perspective.

49.3.1 Component Mapping/Absolute Timing

Originally, ERP-based research into the timecourse
of sentence processing closely mirrored the cognitive
perspective that had been developed on the basis of
behavioral results. Thus, ERP components such as the
N400 and P600 were viewed as correlates of linguistic
domains (semantic and syntactic processing, respec-
tively), and the relative timing of these components as
well as their interaction or mutual independence were
thus thought to shed light on the organization of the
language architecture (e.g., Friederici, Pfeifer, &
Hahne, 1993; Hagoort, Brown, & Osterhout, 1999;
Osterhout & Nicol, 1999, among many others).

This perspective forms part of two highly influential
models of sentence processing in the brain, Friederici’s

Neurocognitive Model of Auditory Sentence Processing
(Friederici, 1995, 1999, 2002, 2009, 2011) and Hagoort’s
Memory, Unification, and Control (MUC) Model (Hagoort,
2003, 2005, 2013). In the spirit of the classic modularity
versus interactivity debate, the Neurocognitive Model
posits that different information sources are processed in
several successive processing stages that are organized
serially, whereas the MUC model advocates an interac-
tive processing architecture. In each case, evidence for
the respective view was provided by an assessment of
ERP component timing. According to Friederici (see
Friederici, 2011, for a recent review), acoustic�phonetic
processing is followed by an initial stage of local syntactic
structure building (150�250 ms, indexed by the early left
anterior negativity [ELAN]). In a second processing
stage, semantic and morphosyntactic relations are pro-
cessed independently but in parallel, as evidenced by the
N400 and the left anterior negativity (LAN), respectively.
Finally, these separate information processing streams
are integrated with one another in stage 3 of processing
(correlating with the P600), which also comprises pro-
cesses of reanalysis and/or repair if necessary. In this
view, crucial evidence for the seriality of processing
stems from the observation that a disruption of early syn-
tactic processing (i.e., a word category violation that
engenders an ELAN, example 1a) can “block” semantic
processing (example 1b) because a double (both word
category and semantic) violation (example 1c) engenders
an ELAN-P600 pattern with no additional N400
(Friederici, 2002; Hahne & Friederici, 2002).

(1) Examples of the syntactic, semantic, and double
violations used by Friederici and colleagues to
infer a staged processing timecourse (examples and
ERP responses from Hahne & Friederici, 2002)
a. Syntactic (word category) violation (ELAN-P600

response in comparison with 1d)
�Das Eis wurde im gegessen
the ice cream was in-the eaten

b. Semantic violation (N400 response in
comparison with 1d)
Der Vulkan wurde gegessen
the volcano was eaten

c. Double violation (ELAN-P600 response in
comparison with 1d)
�Das Türschloss wurde im gegessen
the door lock was in-the eaten

d. Control condition
Das Brot wurde gegessen
the bread was eaten

2In view of the problem of distributed representations (see the discussion of the mental lexicon in Section 49.1), it is currently not at all clear

how anatomical considerations such as hierarchical organization actually map onto the kinds of cognitively inspired units that (at least

currently) appear to be unavoidable in the characterization of sentence processing (e.g., words, morphemes).
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In contrast, while also subscribing to the view
that the N400 and LAN/P600 are related to
semantic and syntactic aspects of processing,
respectively, the MUC model assumes that there is
no priority for any one information source over
another during sentence interpretation. Rather, the
relative timing of when a particular information
source is used depends on its availability in the
input signal (Hagoort, 2008). In addition, the model
posits a “one-step” interpretation process in which
all available information sources interact directly
irrespective of whether they are sentence-internal,
sentence-external (e.g., discourse context), or even
external to language (e.g., co-speech gestures,
identity of the speaker) (Hagoort & van Berkum,
2007). It thus rejects any notion of stages during the
comprehension process, including word
recognition; there is no separate stage of “lexical
access” that needs to precede integration into the
current sentence (Hagoort, 2008). Evidence for
timing based on availability stems, for example,
from a study by Van Den Brink and Hagoort (2004)
that used logic similar to that employed by Hahne
and Friederici (2002) but changed the temporal
availability of the syntactic and semantic
information sources by incorporating the semantic
violation into the word stem and the word category
violation into the suffix. In contrast to Friederici and
colleagues, they observed an N400 relative to word
onset and an early anterior negativity relative to the
category violation point (CVP), thus leading them
to reject the stages posited in Friederici’s model.

(2) Examples of the stimuli used by Van Den Brink
and Hagoort (2004) to infer that the relative timing
of syntactic and semantic processing depends on
temporal availability within the acoustic signal
a. Double violation (N400 followed by an ELAN

relative to the CVP in comparison with 2b)
�Het vrouwtje veegde de vloer met een oude
kliederde gemaakt van twijgen
The woman swept the floor with an old
messed made of twigs

b. Control condition
Het vrouwtje veegde de vloer met een oude
bezem gemaakt van twijgen
The woman swept the floor with an old broom
made of twigs

The second crucial assumption of the MUC
model (one-step interpretation) is supported by
results showing that sentence-internal and
sentence-external information all modulate the
N400 component, with no evidence for a different
timecourse depending on the source of the
information (see Hagoort & van Berkum, 2007 for a
detailed review of the relevant studies).

As in the cognitive domain, the debate between
modular and interactive neurocognitive models of
sentence processing remains unresolved even after
several decades of work on this subject.
Furthermore, continuing progress in the field has
revealed challenges to some of the basic
assumptions underlying the component mapping
approach:
(a) Absolute timing: Several observations have

called into question the assumption that ERP
component latencies provide absolute
estimates of timing information. The first
stems from measures of eye movements
during reading, which, as briefly noted,
sometimes provide different timing estimates
to ERPs. This is perhaps most readily
apparent with regard to the N400 component,
which typically shows an onset latency of
a little more than 200 ms in young adults
(Kutas & Iragui, 1998 report an average onset
latency of 236 ms for adults in their 20s) and
is highly stable in terms of its timing
(Federmeier & Laszlo, 2009). The N400 is
reliably modulated by word frequency
(at least for words occurring early on in a
sentence; Van Petten & Kutas, 1990), a factor
which is also known to affect the duration of
the first fixation on a word during reading
(Inhoff & Rayner, 1986). Because fixations last
approximately 200�250 ms on average for
English (Rayner, 1998), and because saccade
programming is thought to require
approximately 150�175 ms (Rayner,
Slowiaczek, Clifton, & Bertera, 1983), word
frequency appears to influence eye
movements at a point in time that precedes the
onset of the N400 (Rayner & Clifton, 2009;
Sereno & Rayner, 2003; for discussion, see
Bornkessel & Schlesewsky, 2006). This
suggests that latencies of components such as
the N400 and P600 may not be reliable
indicators of when a particular information
source first becomes available or when it is
first utilized during sentence processing.

A second and related observation stems
from the ERP domain itself. If components
such as the N400 do not provide absolute
timing information, perhaps markers of this
information should be sought earlier in the
ERP record. There have been a number of
reports of language-related ERP effects “before
the N400” (Dien, 2009). These include word
frequency-based modulations of the N100
(Sereno, Rayner, & Posner, 1998) and
modulations of the mismatch negativity
(MMN), which peaks between approximately
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100 and 250 ms poststimulus onset, by
morphosyntactic violations presented as part of
an oddball design (Hasting, Kotz, & Friederici,
2007). Recent MEG studies have also provided
converging evidence for early effects by
demonstrating a dissociation of brain responses
to words and pseudowords from as early as
50 ms (MacGregor, Pulvermuller, van Casteren,
& Shtyrov, 2012) or a modulation of the visual
M100 by syntactic (Dikker, Rabagliati, &
Pylkkänen, 2009) and lexical-semantic
violations (Dikker & Pylkkänen, 2011) in highly
predictive contexts. It is possible that findings
such as these should be taken to indicate that
ERPs and event-related magnetic fields (ERFs)
do provide absolute timing information once
early components—rather than “late”
components such as the N400—are taken into
account. We return to this perspective in
Section 3.2.

(b) 1:1 component mapping: Although highly
appealing, the notion that language-related
ERP components can be used as diagnostic
indicators of particular linguistic or cognitive
domains, such as the N400 as a correlate of
lexical-semantic processing or declarative
memory contributions to language (Ullman,
2001) versus the LAN/P600 as correlates of
morphosyntactic processing or procedural
memory, is now challenged by a continually
increasing number of findings. The occurrence
of monophasic P600 effects for certain types of
semantic violations—particularly violations
that a plausible sentence would obtain if
thematic role assignments to arguments were
reversed (example 3)—has been discussed
intensely in the literature on the
electrophsyiology of language over the past
decade (e.g., Hoeks, Stowe, & Doedens, 2004;
Kim & Osterhout, 2005; Kolk, Chwilla, van
Herten, & Oor, 2003; Kuperberg, Sitnikova,
Caplan, & Holcomb, 2003, among many others;
see Bornkessel-Schlesewsky & Schlesewsky,
2008; Brouwer, Fitz, & Hoeks, 2012; van de
Meerendonk, Kolk, Chwilla, & Vissers, 2009,
for reviews; for an account of “semantic P600”
effects that subscribes to a traditional
functional interpretation of language-related
ERP components, see Kim & Osterhout, 2005).
In addition, many studies using “traditional”
semantic violations in the style of Kutas and
Hillyard’s famous “He spread the warm
bread with socks” (Kutas & Hillyard, 1980)
have observed N400s followed by P600
effects, and P600 effects have also been
observed in response to other types of

incongruencies such as orthographic
violations (Münte, Heinze, Matzke, Wieringa,
& Johannes, 1998; Vissers, Chwilla, & Kolk,
2006), thus leading several groups to suggest
more general interpretations of the P600 (e.g.,
as a correlate of “conflict monitoring”; Kolk
et al., 2003; van de Meerendonk et al., 2009)
or an instance of the domain-general P300
(Bornkessel-Schlesewsky et al., 2011; Coulson,
King, & Kutas, 1998; Gunter, Stowe, &
Mulder, 1997; Sassenhagen, Schlesewsky, &
Bornkessel-Schlesewsky, 2014).

(3) Semantic reversal anomaly (from Kim & Osterhout,
2005)

The hearty meals were devouring. . .
Although less well-known than semantic

P600s, syntax-related or morphosyntax-related
N400 effects have also been reported in a range
of studies, such as for case violations
(Choudhary, Schlesewsky, Roehm, & Bornkessel-
Schlesewsky, 2009; Frisch & Schlesewsky, 2001;
Mueller, Hahne, Fujii, & Friederici, 2005),
gender incongruencies (Wicha, Moreno, &
Kutas, 2004), object case ambiguities (Hopf,
Bayer, Bader, & Meng, 1998), and word order
variations (Bornkessel, McElree, Schlesewsky, &
Friederici, 2004; Haupt, Schlesewsky, Roehm,
Friederici, & Bornkessel-Schlesewsky, 2008).
In summary, all of these results suggest that
ERP components do not reflect a clear-cut
functional divide between linguistic subdomains
and that somewhat more general explanations
may be required.
(c) Data interpretability: A final problem concerns

the ability of ERP or ERF data to conclusively
arbitrate between competing models. Consider
the ELAN/N400 debate, which we discussed in
relation to examples (1) and (2). As is apparent
from the discussion, these results have been
interpreted differently by proponents of
alternative models rather than helping to
conclusively settle the modularity versus
interactivity debate with respect to the
neurocognition of language.

In view of these conflicting interpretations, some of
us have previously proposed that the data may require
a third type of explanation that shares characteristics
with both a modular and an interactive view
(Bornkessel-Schlesewsky & Schlesewsky, 2008, 2009).
From this perspective, the processing architecture is
organized in a hierarchical and cascaded manner
(McClelland, 1979): whereas there are hierarchically
organized processing “stages”, processing stage n need
not be completed when processing stage n1 1 begins,
thus allowing for a certain degree of parallelism.
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Applied to the ELAN/N400 discussion, this proposal
assumes that although word category processing does
take hierarchical precedence vis à vis semantic proces-
sing, this does not mean that semantic processing can-
not be initiated until unambiguous word category
information is encountered. Rather, because the critical
word in sentence example (2a) occurs in a sentence
context that is highly predictive of a noun (a determi-
ner1 adjective sequence) and the initial several hun-
dred milliseconds of the acoustic signal from word
onset are compatible with this prediction, information
for a “noun” analysis quickly accrues and processing
can proceed. Accordingly, the semantic incongruity
leads to an N400 just as would be expected if there
were no additional word category violation. In con-
trast, when the word category violation is encountered
several hundred milliseconds later, it nevertheless eli-
cits an anterior negativity. An account along these
lines thus explains the asymmetry between the ERP
patterns for examples (1) and (2): when the word cate-
gory violation precedes a semantic violation in the
input signal, the ELAN “blocks” the N400, but not vice
versa (i.e., an N400 for a semantic incongruity that
temporally precedes a word category violation does
not block an ELAN). Note also in this context, how-
ever, that the experimental paradigms that have tradi-
tionally been used to elicit ELAN effects have recently
been criticized on a number of grounds (Steinhauer &
Drury, 2012). Thus, some of the claims based on the
ELAN literature may eventually require reevaluation.

Perhaps most importantly, irrespective of whether
one is willing to accept the cascaded view as a viable
alternative, these considerations at least highlight the
need to take into account issues such as prediction and
the interaction between top-down and bottom-up
information sources when attempting to account for
the timecourse of sentence processing in the brain.
These concepts play an important role in the accounts
discussed in the following sections.

49.3.2 Absolute Timing Revisited: Virtual
Parallelism and an Early Cascade

As already discussed in some detail in the preced-
ing section, there is considerable evidence to suggest
that the latency of classic language-related ERP compo-
nents such as the N400, LAN, and P600 does not pro-
vide an adequate estimate of absolute timecourse
information. Within the neurocognitive domain, this
perspective has been advocated for some time by
Pulvermüller and colleagues, drawing primarily on
experimental paradigms using the MMN. The MMN
typically occurs in response to deviant stimuli in odd-
ball paradigms, such as stimuli that occur infrequently

within sequences of high probability “standards.” The
processes underlying the MMN are thought to be pre-
attentive because it can be elicited even when partici-
pants are attending to something other than the critical
stimuli (see Kujala, Tervaniemi, & Schröger, 2007 for a
review of the MMN). Traditionally, MMN effects are
elicited using relatively simple stimuli (e.g., sequences
of tones) and their occurrence is explained in terms of
sensory memory: the sequence of standard stimuli is
assumed to comprise a sensory memory trace and
MMN results when a (deviant) stimulus produces a
mismatch with this memory representation (Näätänen,
Paavilainen, Alho, Reinikainen, & Sams, 1989).

Pulvermüller and colleagues have extended this line
of research to considerably more complex stimuli,
including minimal phrases such as “we come” or, as a
violation condition, “we comes” (Pulvermüller &
Shtyrov, 2003; Shtyrov & Pulvermüller, 2002). In com-
parison with the same word presented out of context
(i.e., “comes” preceded by a nonlinguistic noise mim-
icking the spectral envelope of the word “we”), the
ungrammatical string elicited a larger MMN than the
grammatical string between 100 and 150 ms after the
acoustic divergence point between the two strings.
MMN effects related to morphosyntactic information
have also been reported for German using both sub-
ject�verb agreement violations and word category vio-
lations (Hasting et al., 2007). Semantic effects in MMN
paradigms have also been observed (Menning et al.,
2005; Shtyrov & Pulvermüller, 2007).

On the basis of these results and other findings on
the processing of single written words, Pulvermüller
and colleagues argue for early “near simultaneity,”
with initial processing of different linguistic informa-
tion sources (phonological, lexical, syntactic, and
semantic information) taking place before 200 ms after
stimulus onset and in an almost simultaneous but nev-
ertheless cascaded fashion. The single word processing
studies contributing to this argument contrasted vari-
ous parameters (e.g., word frequency, word length,
phonological/orthographic typicality, word category
[considered a syntactic factor], semantic categories,
and affective parameters) and all have in common that
they observed effects that occurred considerably earlier
than the classic language-related ERP components (see
Pulvermüller, Shtyrov, & Hauk, 2009 for review and
references to the individual studies). Pulvermüller and
colleagues suggest that these very early effects may
have been missed in many studies because they are
focal and transient, thus requiring very tightly con-
trolled stimuli and appropriately narrow time win-
dows. In their account, the classic language-related
ERP effects such as N400, LAN, and P600 reflect either
a second stage of information processing or some type
of “postprocessing” that is not specified further. The
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early effects, in contrast, that are thought to reflect the
initial processing of the relevant information sources
are viewed as resulting from the activation of different
cortical circuits depending on the exact type of infor-
mation being processed. Although these circuits are
activated with similar latencies (i.e., nearly instan-
taneously), thus accounting for the near simultaneity
of the differing information sources, their internal con-
duction delays are assumed to differ, thus accounting
for the “fine-grained activation delays in the millisec-
ond range” (Pulvermüller et al., 2009, p. 89).

One problem that arises in this respect is that it is
not clear whether the effects observed under these cir-
cumstances (i.e., single word presentation, MMN para-
digms) generalize to more typical sentence processing
settings. With respect to the single word paradigms, it
is well-known, for example, that word frequency
effects interact with sentence context in EEG studies
(Van Petten & Kutas, 1990) and that word category
effects vary depending on whether words are pre-
sented in isolation or in sentence context (Vigliocco,
Vinson, Druks, Barber, & Cappa, 2011). Thus, although
the observation of ERP modulations “before the N400”
in response to various information sources is clearly an
important finding that needs to be pursued further, it
is not yet clear what conclusions should be drawn
from such findings for the timecourse of sentence pro-
cessing in the brain (for some initial reports of early
semantic context effects, see Penolazzi, Hauk, &
Pulvermüller, 2007; Sereno, Brewer, & O’Donnell,
2003; Tse et al., 2007).

Evidence from MMN paradigms is also sometimes
viewed as problematic because of the highly repetitive
nature of the stimuli and the lack of lexical variation
(i.e., an experiment may consist simply of a large num-
ber of repetitions of the two stimuli “he walks” and “he
walk,” with one the standard and one the deviant).
However, because syntactic or semantic violation
deviants are always contrasted against grammatical
deviants in these paradigms, the linguistic properties of
the stimuli obviously play at least some role in engen-
dering the larger MMN response to incongruous stimu-
li. Perhaps the first word in a minimal phrase such as
“he walks” creates certain expectations with regard to
possible continuations that are commensurate with the
prior experience of the language processing system.

The involvement of predictive processes in MMN
paradigms in language processing is supported by at
least two observations. First, context influences MMN
magnitude, as shown by larger MMN responses when
a deviant syllable or phoneme occurs in the context of
a real word as opposed to a pseudoword (see
Pulvermüller et al., 2009). Second, as argued by Friston
and colleagues (Friston, 2005; Garrido, Kilner, Stephan,
& Friston, 2009), the MMN response can be derived

very plausibly within a predictive coding account of
brain architecture. This view assumes a hierarchically
organized cortical architecture that attempts to mini-
mize prediction error for sensory stimuli by using
internal models of the world to infer the causes of sen-
sory events and, thereby, to formulate appropriate top-
down predictions. The MMN is thought to arise from
the prediction error that arises after sensory learning
has taken place within the context of an oddball para-
digm and the deviant stimulus does not match the pre-
diction for the upcoming stimulus. The prediction
error is subsequently propagated up the cortical hier-
archy and thereby leads to model adjustment.

In summary, a perspective advanced most promi-
nently by Pulvermüller and colleagues (among other
researchers) assumes that ERP/ERF components are
informative with regard to absolute timecourse infor-
mation but proposes that the relevant effects occur in a
time range prior to 200 ms and, therefore, precede typ-
ical language-related components such as the N400.
Because these early effects are thought to arise from
the near-simultaneous activation of word-specific corti-
cal circuits, with differences in conduction delays (i.e.,
speeds of information transfer) giving rise to the
apparent cascade of effects, this account essentially
abolishes the idea of component mapping. As we sug-
gested here, however, predictive processing may also
play an important role in engendering—or at least
modulating—the effects under discussion, and this
aspect may help to link the relevant explanations to
sentence-level processing.

49.3.3 The Crucial Role of Top-Down
Predictions

The importance of top-down predictions is empha-
sized more strongly in an approach that has been cham-
pioned by Dikker, Pylkkänen, and colleagues. Using
MEG, these researchers have repeatedly shown that
sentence-level (syntactic and semantic) incongruities
engender modulations of the visual M100, a component
that is typically localized to visual cortex (Dikker &
Pylkkänen, 2011; Dikker et al., 2009; Dikker, Rabagliati,
Farmer, & Pylkkänen, 2010; for an early report of audi-
tory N100 differences in response to semantic incongru-
ity in sentence processing, see Besson & Macar, 1987). In
the syntactic domain, these early effects have been
observed for word category violations such as those
known from the ELAN literature (see Section 3.1), such
as “The boys heard Joe’s about. . .” or “The tastelessly
soda. . .”. In the semantic domain, they have been demon-
strated using a picture�word matching paradigm (e.g.,
the noun phrase “the apple” following an image of an
apple (1predictive, 1match), a picture of a banana
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(1predictive, 2match), a picture of a shopping bag
with many items (2predictive, 1match), or a picture of
Noah’s ark with many animals (2predictive, 2match)).

The early latency of the M100 and its likely source
localization suggest that the effects in question may be
indexing prediction mismatches at a rather early sen-
sory level. In other words, if the predictive context is
strong enough, predictions extend not only to abstract
features of an upcoming linguistic item (e.g., word
class, semantic category) but also to its sensory proper-
ties (i.e., a concrete word form). Similar effects have
been observed in the auditory domain, as demon-
strated by the so-called phonological mapping negativ-
ity (PMN). The PMN, previously labeled phonological
mismatch negativity and analyzed by some as an
instance of the N200 component (van den Brink,
Brown, & Hagoort, 2001, 2006), is a negativity with a
peak latency of approximately 250�300 ms that occurs
in response to phonologically unexpected input
(Connolly & Phillips, 1994). As recently demonstrated
by Newman and Connolly (2009), the PMN is indepen-
dent of whether the current input item is a word or a
nonword, thus suggesting that it reflects a purely
form-based expectation mismatch. At least to some
degree, an account of language-related ERP compo-
nents that focuses on sensory predictability shifts the
burden of explanation for observed ERP or ERF effects
from the current input item to the preceding linguistic
context. In other words, when evaluating timecourse
information, the properties of the current stimulus
item may be less important than the predictive capac-
ity of the context in which it is encountered.

This perspective is highly compatible with a hierar-
chically organized predictive coding architecture in
which predictions are passed from higher to lower
areas within the cortical hierarchy and, depending on
their specificity, can lead to prediction errors at any
hierarchical level. Thus, the prediction error signal
itself is not necessarily diagnostic of any particular
functional interpretation, but rather varies as a
function of where within the overall architecture the
prediction error is registered.

49.3.4 Integrating Multiple Information
Sources During Multimodal Language
Processing

The notion of prediction also plays a crucial role in
an account of language-related ERP components—and
specifically the N400—that abstracts away from time-
course information to a relatively large degree (Kutas
& Federmeier, 2011). This perspective builds on the
observation that the N400 is not parsimoniously
described in relation to lexical (and prelexical,

postlexical, etc.) processing because, for example, it
also responds to nonword stimuli as long as they are
meaningful in a given context (Federmeier & Laszlo,
2009, for an overview), and that the N400 is remark-
ably stable with respect to its latency. Accordingly,
Federmeier, Kutas and colleagues argue that the N400
should be viewed as indexing a period of convergence
between multiple, multimodal information sources,
during which meaning is constructed in a dynamic
and context-dependent manner. In other words, the
N400 indexes the “transition from unimodal to multi-
modal processing (e.g., from word form to the concept
that word brings to mind)” and “reflect[s] the activity
in a multimodal long-term memory system that is
induced by a given input stimulus during a delimited
time window as meaning is dynamically constructed”
(Kutas & Federmeier, 2011, p. 640).

This perspective, too, emphasizes the crucial role of
prediction during language processing, because
linguistic context is assumed to preactivate particular
linguistic features as well as their combination. This
preactivation process modulates the dynamic construc-
tion of meaning as described and hence impacts N400
amplitude. Like the perspectives discussed in the pre-
ceding sections, it thus de-emphasizes the notion of
component mapping and, although it does not focus
on early language-related ERP components, it shares
with Pylkkänen and colleagues the assumption that
predictive processing plays a crucial role in language
comprehension. In view of the focus on the N400 and
the fixed latency of this component, however, detailed
timecourse considerations do not feature as part of this
account.

49.3.5 The Interplay Between Top-Down
and Bottom-Up Information Sources

In addition to the focus on prediction that has been
central to the discussion in the preceding subsections,
a range of findings now demonstrate that top-down
predictability or “preactivation” is not the sole deter-
minant of neurophysiological effects during sentence
comprehension. Rather, the “balance” between top-
down and bottom-up influences needs to be taken into
account. Once again, a great deal of the relevant evi-
dence stems from the N400 ERP component. A recent
finding that shows that N400 amplitude is modulated
by properties of the current stimulus rather than the
preceding context was reported by Laszlo and
Federmeier (2011). They showed that N400 amplitudes
are higher for input items—both words and letter
strings—with more or higher frequency orthographic
neighbors and lexical associates. This result also pro-
vides compelling evidence against a view of the N400
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as a correlate of lexical access or postlexical processing
because accounts along these lines should predict
differences between word and nonword stimuli.

The need to consider the integration of top-down
and bottom-up information was further emphasized by
Lotze, Tune, Schlesewsky, and Bornkessel-Schlesewsky
(2011), who found that an unpredictable physical
change from normal orthography to a capitalized
sentence-final word almost completely neutralized an
implausibility-based N400 effect on that word, whereas
a change from all capitalized input to a lower case
sentence-final word had no effect on the N400. Clearly,
the attenuation of the N400 must be attributable to
bottom-up stimulus features in this study, because top-
down factors did not change between conditions. A
somewhat similar result was reported by Delaney-
Busch and Kuperberg (2013), who found that N400
effects for incongruous scenarios were neutralized
when the critical word was an emotion word (of either
positive or negative valence). A possible explanation for
these results is that, in line with Bar’s assumptions con-
cerning visual object recognition (Bar, 2003 and see
Section 2), very basic and salient stimulus features (e.g.,
sudden capitalization as a visual “pop out” or high
emotional valence) are rapidly projected to prefrontal
cortex (or other higher-level regions within the cortical
hierarchy) via long-range feedforward connections, thus
enabling these features to lead to a top-down modula-
tion of plausibility or congruity effects.

If this proposal turns out to be viable, it could provide
the basis for a new approach for inferring the organiza-
tion of the neural language architecture. Rather than bas-
ing arguments on temporal precedence, investigations
should focus more closely on functional precedence (see
also our interpretation of the ELAN/N400 debate in
Section 3.1): if an information source A can “block” the
effects typically associated with a second information
source B, this suggests that A takes functional (hierarchi-
cal) precedence over B. Depending on the particular type
of manipulation examined, further inferences can be
drawn regarding the likely nature of the blocking effect,
that is, whether it results from a feedforward influence
(as is likely the case for concurrent word category and
semantic violations) or from a combination of long-range
feedforward and feedback connections (as may be the
case for the orthographic and emotional influences on
semantic congruity effects).

49.3.6 The Emerging Picture

Although, as already noted at the outset of this chap-
ter, our understanding of the timecourse of sentence
processing in the brain is still woefully incomplete, and
although we have a long way to go in advancing

toward a truly neurobiologically grounded perspective,
the preceding discussion shows that substantial prog-
ress has been made. Here, we attempt to summarize
some of the insights emerging from this overall picture:

(a) ERP components appear to be less specific for
particular cognitive—and, specifically, particular
linguistic—representations and/or operations than
was once thought. Accordingly, more and more
accounts are adopting more general mechanistic
interpretations of the components and are no
longer emphasizing the distinction between them
as much as used to be common.

(b) The importance of top-down versus bottom-up
information has emerged as a major topic in the
literature on sentence processing (Federmeier,
2007; Federmeier & Laszlo, 2009; Kutas &
Federmeier, 2011; Lotze et al., 2011; Newman &
Connolly, 2009; Tune et al., 2014). This view
includes a critical role for prediction (DeLong,
Urbach, & Kutas, 2005; Dikker & Pylkkänen, 2011;
Dikker et al., 2010; Federmeier, Kutas, & Schul,
2010) and is also highly compatible with the
assumption of a hierarchically organized neural
(cortical) architecture with predictive coding and
asymmetric forward and backward connections
(Friston, 2005, 2010).

What are the consequences of these insights for our
understanding of the timecourse of sentence proces-
sing in the brain? While the question remains difficult,
we can draw at least the following minimal conclusion:
if we want to think in cognitive terms, there is a high
likelihood of a cascaded architecture (although an
“imperfect” one due to the feedback connections and
long-range feedforward connections described
throughout this chapter). This also means that specific
information sources are less important than was long
thought for the processing of the current input item in
comparison with their predictive capacity for upcom-
ing input. This view essentially allows for a new syn-
thesis of the classic modular and interactive views: it
suggests that modular models placed too much
emphasis on bottom-up information and a feedfor-
ward information flow, whereas interactive models
placed too much emphasis on top-down information
and a parallel information flow between all available
information sources or representations.

49.4 BEHAVIORAL INSIGHTS

Before turning to some open questions arising from
synthesis, we first briefly discuss how the neurophysio-
logically determined picture outlined relates to behav-
ioral insights. To this end, we focus particularly on
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measures of eye movements during natural reading for
several reasons: eye-tracking has long been the most
influential behavioral method for inferring timecourse
information during sentence processing; like neuro-
physiological measures, it does not require an ancillary
task; and eye movement measures have challenged
timecourse estimates provided by ERP components
such as the N400 by demonstrating earlier influences of
parameters such as word frequency. Furthermore, from
a neurobiological perspective, it has been suggested
that eye movements play a crucial role in probing our
environment to test hypotheses arising from the current
internal model about that environment (Friston,
Adams, Perrinet, & Breakspear, 2012). It appears plausi-
ble that eye movements during reading may play a sim-
ilar role. Accordingly, eye movement data appear
highly relevant for informing our understanding of the
timecourse of sentence processing, and for allowing us
to gain a better understanding of the link between brain
and behavior during language processing.

Recent results appear to emphasize the problems
regarding absolute timing and ERP/ERF effects briefly
discussed in Section 49.3.1. A range of recent stu-
dies has investigated in fine detail the question of
when exactly factors such as frequency, predictability,
and stimulus quality influence the eye movement
record (Reingold, Reichle, Glaholt, & Sheridan, 2012;
Sheridan & Reingold, 2012a, 2012b; Staub, 2011; Staub,
White, Drieghe, Hollway, & Rayner, 2010; White &
Staub, 2012) and has led to the conclusion that factors
such as frequency and predictability manifest themselves
even earlier than previously thought. For example,
effects of word frequency were found in fixations as
short as 140 ms (Reingold et al., 2012), as were effects of
predictability (Sheridan & Reingold, 2012a, 2012b) and of
sentence context on the processing of homographs such
as bank (Sheridan & Reingold, 2012a, 2012b). Recall from
Section 49.3.1 that, for fixation effects, the time needed
for saccade planning must also be taken into account.
Thus, these effects are exceedingly early, even from
the perspective of possible neurophysiological effects
“before the N400” (see Section 49.3.2).

However, the fact that these different information
sources appear to have an equally early influence on
the eye movement record during natural sentence
reading does not necessarily mean that they should be
viewed as playing functionally identical roles in the
language processing architecture. As demonstrated by
Staub et al. (2010) using distributional analyses of fixa-
tion durations, word frequency affects both the mean
of the distribution and its skew, with low frequency
words shifting the distribution to the right but also
leading to a more pronounced right tail (Staub et al.,
2010). However, Staub (2011) found that low predict-
ability shifts the distribution of first-fixation and

single-fixation durations to the right but has little effect
on the shape of the distribution. This may amount to a
“head start” in the word recognition process for
predictability (Balota, Yap, Cortese, & Watson, 2008),
which also affects skipping rates for a critical word
and thus has an impact even before that word is fix-
ated. In this regard, recent eye movement results are
consistent with the conclusions drawn regarding the
crucial role of prediction (or, more broadly speaking,
top-down expectation) for our understanding of the
timecourse of sentence processing. Intriguingly, how-
ever, the top-down/bottom-up balance manifests dif-
ferently in the eye movement record than in ERP
measures: although the effect of word frequency on
the N400 is correlated negatively with the position of
the critical word in the sentence (Van Petten & Kutas,
1990), frequency effects on fixation durations are reli-
ably observed even in late positions within a sentence
and many eye-tracking studies have failed to find a
frequency by predictability interaction (Kennedy,
Pynte, Murray, & Paul, 2013; Rayner, Ashby, Pollatsek,
& Reichle, 2004). This suggests that eye movements
reflect different aspects of the timecourse of sentence
processing than neurophysiological measures, placing
a stronger emphasis on bottom-up factors such as
word frequency.

Regarding this possible functional discrepancy, we
advance the following speculation. If Friston and
colleagues are correct in their assumption that eye
movements reflect experiments designed to test hypothe-
ses arising from the current internal model about the
external world (Friston et al., 2012), and if this perspective
is also applicable to reading, then it appears entirely
plausible that fixations during reading should be more
sensitive to bottom-up characteristics of the input. If this
were not the case, eye movements would be poorly suited
to hypothesis testing. This assumption appears compati-
ble with recent claims that eye movements during
reading should be considered an “input system” rather
than directly reflecting the cognitive processes associated
with language comprehension (Kretzschmar, 2010;
Kretzschmar, Bornkessel-Schlesewsky, & Schlesewsky,
2009). Clearly, however, this currently speculative hypoth-
esis will need to be tested explicitly in future research.

Regarding absolute timecourse measures and the
dissociation between fixation durations and ERP
latencies, a few considerations are also in order. First,
the very early effects for parameters such as fre-
quency are only applicable with a valid parafoveal
preview of (the) upcoming word(s). As shown by
Reingold and colleagues (2012), without a valid pre-
view, the earliest effects of frequency on fixation
times were observed in fixations of 250 ms in length.
Because parafoveal preview is not available in most
visual EEG or MEG studies, which typically use rapid
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serial visual presentation (RSVP), this reduces the dis-
crepancy between the methods somewhat. As demon-
strated (Kretzschmar, 2010; Kretzschmar et al., 2009)
using concurrent EEG and eye-tracking measures
during natural reading, ERP patterns appear, under
certain circumstances, to be qualitatively different
during natural reading as opposed to RSVP, and this
difference appears directly attributable to the pres-
ence versus absence of parafoveal preview. Second,
as first proposed in Bornkessel and Schlesewsky
(2006), if ERPs are viewed as resulting from phase
resets within ongoing oscillatory activity in different
frequency bands (Dogil, Frese, Haider, Roehm, &
Wokurek, 2004; Makeig et al., 2002; Roehm,
Bornkessel-Schlesewsky, & Schlesewsky, 2007), then
it is possible that eye movements reflect (or are in
some sense “triggered by”) the initial point of reset,
whereas the latency of the corresponding ERP compo-
nent will depend on the frequency band involved.
This proposal, while potentially promising, requires
integration within a more comprehensive neurobiolo-
gically grounded model of sentence reading for it to
generate testable predictions. Such a model is cur-
rently lacking, with all existing neurobiological mod-
els of reading focusing on the single word level
(Dehaene & Cohen, 2011; Price & Devlin, 2011; see
also Carreiras, Armstrong, Perea, & Frost, 2014).

49.5 OPEN QUESTIONS/PERSPECTIVES
FOR FUTURE RESEARCH

This chapter has perhaps raised more questions
than it has answered. Nevertheless, we hope to have
provided some insights into what we view as the cur-
rent state of the art with regard to the timecourse of
sentence processing in the brain.

One of the central points discussed in this regard is
that we are currently unable to make absolute claims
about the timecourse of sentence processing from a
neurobiological perspective; rather than being able to
label particular information sources or mechanisms as
becoming accessible or applying at x ms, we have
argued that we can currently only make assumptions
about the overall structure of the processing architec-
ture and the relative functional role of different infor-
mation types or mechanisms within that architecture.
A central goal for future research thus appears to lie
in the development of appropriate experimental
approaches to map out absolute timecourse informa-
tion. However, in view of the fact that this may not
be possible with noninvasive methods, it is not clear
at present whether this is an entirely realistic goal.

A second crucial point within this chapter concerned
the role of predictions and the interaction of top-down

and bottom-up information sources. Again, some of the
crucial pieces to the puzzle are still missing in our under-
standing of these influences. First, future research must
determine more definitively why some cues appear to be
more highly predictive (top-down) or salient (bottom-up)
than others, and under which circumstances bottom-up
cues can “override” top-down cues. We have suggested
here that the key to explaining at least the latter phenome-
non may lie in the hierarchical organization of the neural
language processing architecture, but this remains to be
tested in detail. Second, with regard to the top-down/bot-
tom-up balance, a number of influencing factors appear
to contribute, including the properties of the specific
language under consideration (Bornkessel-Schlesewsky
et al., 2011; Tune et al., 2014). How these system-wide
properties interact with more phasic influences—and
how they are learned during development—is currently
unknown.

Finally, given that top-down influences from previ-
ous input appear to play a particularly important role
in influencing the timecourse of sentence processing in
the brain, we clearly need to develop an understand-
ing of the appropriate “cycles” of processing, which
determine the influence of top-down processing from
one input item to the next. Although words appear to
be a natural and intuitive choice, they may not neces-
sarily be the appropriate one. For example, approaches
to sentence parsing in computational linguistics sug-
gest that, in morphologically rich languages such as
Turkish or Hindi, the use of morphologically based
units smaller than the word improves parsing perfor-
mance (Eryiğit, Nivre, & Oflazer, 2008). This observa-
tion raises the intriguing complication that the relevant
units may prove to be language-specific. From a neuro-
biological perspective, the notion of integration win-
dows has also played an important role in several
approaches. For example, Pulvermüller and colleagues
argue for a window of approximately 200 ms as a “dis-
crete processing step [. . .] in perceptual, motor, and
cognitive processes” (Pulvermüller et al., 2009, p. 87).
This claim is partially compatible with the long tempo-
ral integration window (approximately 150�250 ms)
proposed by Poeppel (2003) as the basis for right hemi-
sphere auditory processing (in contrast to the short
temporal integration window of approximately
20�40 ms, which, according to this account, better
describes auditory processing in the left hemisphere).
The longer window, which aligns with theta oscilla-
tions, represents a timescale at approximately the syl-
lable level (Giraud & Poeppel, 2012), an idea that
appears potentially compatible with the assumption
that units at a level below the word may ultimately
prove appropriate for a more comprehensive under-
standing of the timecourse of sentence processing from
a truly neurobiological perspective.

61749.5 OPEN QUESTIONS/PERSPECTIVES FOR FUTURE RESEARCH

H. SENTENCE PROCESSING



References

Balota, D. A., Yap, M. J., Cortese, M. J., & Watson, J. M. (2008). Beyond
mean response latency: Response time distributional analyses of
semantic priming. Journal of Memory and Language, 59(4), 495�523.

Bar, M. (2003). A cortical mechanism for triggering top-down facilita-
tion in visual object recognition. Journal of Cognitive Neuroscience,
15(4), 600�609.

Besson, M., & Macar, F. (1987). An event-related potential analysis of
incongruity in music and other non-linguistic contexts.
Psychophysiology, 24, 14�25.

Bornkessel, I., McElree, B., Schlesewsky, M., & Friederici, A. D.
(2004). Multi-dimensional contributions to garden path strength:
Dissociating phrase structure from case marking. Journal of
Memory and Language, 51, 495�522.

Bornkessel, I., & Schlesewsky, M. (2006). The extended argument
dependency model: A neurocognitive approach to sentence com-
prehension across languages. Psychological Review, 113, 787�821.

Bornkessel-Schlesewsky, I., Kretzschmar, F., Tune, S., Wang, L.,
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Kujala, T., Tervaniemi, M., & Schröger, E. (2007). The mismatch neg-
ativity in cognitive and clinical neuroscience: Theoretical and
methodological considerations. Biological Psychology, 74(1), 1�19.

Kuperberg, G. R., Sitnikova, T., Caplan, D., & Holcomb, P. (2003).
Electrophysiological distinctions in processing conceptual relation-
ships within simple sentences. Cognitive Brain Research, 17, 117�129.

Kutas, M., & Federmeier, K. D. (2011). Thirty years and counting:
Finding meaning in the N400 component of the event-related
brain potential (ERP). Annual Review of Psychology, 62, 621�647.

Kutas, M., & Hillyard, S. A. (1980). Reading senseless sentences: Brain
potentials reflect semantic incongruity. Science, 207, 203�205.

Kutas, M., & Iragui, V. (1998). The N400 in a semantic categorization
task across 6 decades. Electroencephalography and Clinical
Neurophysiology, 108, 456�471.

Laszlo, S., & Federmeier, K. D. (2011). The N400 as a snapshot of interac-
tive processing: Evidence from regression analyses of orthographic
neighbor and lexical associate effects. Psychophysiology, 48, 176�186.

Lotze, N., Tune, S., Schlesewsky, M., & Bornkessel-Schlesewsky, I.
(2011). Meaningful physical changes mediate lexical-semantic
integration: Top-down and form-based bottom-up information
sources interact in the N400. Neuropsychologia, 49, 3573�3582.

MacDonald, M. C., Pearlmutter, N. J., & Seidenberg, M. S. (1994).
The lexical nature of syntactic ambiguity resolution. Psychological
Review, 101, 676�703.

MacGregor, L. J., Pulvermuller, F., van Casteren, M., & Shtyrov, Y.
(2012). Ultra-rapid access to words in the brain. Nature
Communications, 3, 711.

Makeig, S., Westerfield, M., Jung, T. P., Enghoff, S., Townsend, J.,
Courchesne, E., et al. (2002). Dynamic brain sources of visual
evoked responses. Science, 295, 690�694.

McClelland, J. L. (1979). On the time relations of mental processes:
An examination of systems of processes is cascade. Psychological
Review, 86, 287�330.
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The ultimate goal of the cognitive neuroscience of
language is to fully characterize the computations by
which complex meanings are constructed from sensory
input in comprehension and the way such meanings
are externalized as motor commands in language pro-
duction. Thus, a complex semantic representation is
the end product of comprehension and the starting
point of production. What are the neural computations
that construct these complex semantic representations
from smaller, stored units of meaning? Addressing
this question must begin with a definition of the
relevant computations.

The simplest way to define semantic composition is
as the process by which the meaning of a lexical item
combines with its context. In a simple case, the com-
prehension of the noun phrase black cat requires us to
create a mental representation of an entity that is both
black and a cat. However, at least descriptively, com-
position clearly has a variety of forms, for example, to
interpret the verb phrase banks money, we do not con-
struct a mental representation of an entity that is both
a bank and money, but rather take money to be an
object affected by banking. Even if we keep the syntac-
tic categories of the composing items constant, compo-
sition plays out in many different ways. For example,
although a black cat is an individual that is both black
and a cat, a possible murderer is not an individual
who is both “possible” and a murderer—in fact, that
person may not be a murderer at all. Or, if your col-
league reports that an occasional student walked into
their office, you do not take this to mean that a person
who is occasionally a student visited the office, but

rather that the office was occasionally visited by stu-
dents. In sum, the composition of natural language
meanings is complicated. Nevertheless, our formal
understanding of the nature of the relevant representa-
tions is highly detailed, thanks to decades of research
within formal semantics, a sub-branch of linguistics
with origins in philosophical logic and generative
grammar (Portner & Partee, 2008).

If the empirical phenomena within natural language
semantics are this complex and multifaceted, then we
should consequently expect the brain profile of seman-
tic processing to exhibit similar intricacies. However,
the state of the art within the cognitive neuroscience of
sentence level semantics is that we barely understand
the composition of even the simplest of cases, such as
black cat. How can this be at a time when a search for
“brain” and “semantic integration” yields thousands
of Google Scholar hits?

At least partly, the answer lies in the fact that
instead of starting with the simplest cases, such as the
composition of two simple elements, a major focus in
the field has been to investigate rather complex phe-
nomena, such as the processing of semantically anom-
alous expressions or ones containing complex
embeddings. These large bodies of research have been
inspired by the seminal and highly replicable findings
of Kutas and Hillyard (1980) and Stromswold and col-
leagues (1996), who reported the electrophysiological
N400 as a response sensitive to semantic incongruity
and Broca’s area as a region supporting the compre-
hension of center-embedded structures, respectively.
Although this work has provided invaluable insight to
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our understanding of the interface between linguistic
meaning and neighboring components of the mind,
such as world knowledge and working memory, these
rather complex phenomena have been addressed
before developing a basic understanding of how
words compose into larger meanings within simple
well-formed expressions.

A second limiting factor for our understanding of
the brain basis of meaning representation has been
that the cognitive neuroscience of semantics, especially
at the sentence level, has not been tightly connected
with linguistic theory or psycholinguistics; thus, the
brain science of meaning has not substantially benefit-
ted from the large bodies of results within these older
disciplines. In fact, among the various representational
and processing levels within language, semantics
arguably exemplifies the starkest disconnect between
brain research and corresponding theoretical work.
Although sizeable bodies of cognitive neuroscience
research have investigated the brain basis of theoreti-
cally motivated constructs such as phonological cate-
gories (Dehaene-Lambertz, 1997; Näätänen et al., 1997)
or syntactic displacement (Grodzinsky & Friederici,
2006), terms from the semanticist’s basic tool kit such
as “function application” or “variable binding” (Heim
& Kratzer, 1998) do not figure within the cognitive
neuroscience of semantics.

In this chapter I first describe in more detail what
“semantics” is typically taken to mean in cognitive
neuroscience on the one hand, and in linguistics on the
other. Within mainstream hemodynamic research on
sentence processing, one popular paradigm, the so-
called sentence versus list paradigm, arises as the most
relevant for identifying brain activity related to basic
composition; I discuss this experimental design from
the point of view of formal semantics. Although it is
unlikely that any type of composition would be accom-
plished by a single brain region—even experiments
examining the composition of just two words have
implicated at least three regions as sensitive to such
composition, namely the left anterior temporal lobe
(LATL), the ventromedial prefrontal cortex (vmPFC),
and the angular gyrus (Bemis & Pylkkänen, 2011, 2012,
2013; Pylkkänen, Bemis, & Blanco Elorrieta, 2014; for
relevant reviews, see also Binder & Desai, 2011;
Friederici, 2012; Hagoort & Indefrey, 2014;
Lau, Phillips, & Poeppel, 2008)—there is a single
region, namely the LATL, within which combinatory
effects have had a very high rate of replicability across
studies, labs, and techniques. This has enabled a pro-
ductive incremental research program aimed at charac-
terizing the computational contribution of LATL
activity in a way that has been harder for other regions
whose contribution has been less systematic (Bemis &
Pylkkänen, 2011 vs. 2012)—clearly, the absence of an

effect even in an interaction setting can only be mean-
ingful if the activity in question is known to generate
few false negatives. At large, a combined body of
hemodynamic and magnetoencephalography (MEG)
results strongly implicate the LATL as a basic combi-
natory region supporting incremental sentence inter-
pretation. In particular, MEG studies have enabled the
characterization of the temporal profile of this activity,
demonstrating that combinatory effects in the LATL
peak relatively early, at 200�250 ms. However, in the
latter half of the chapter, I review a body of recent
results suggesting that this activity, despite its timing,
is fundamentally semantic as opposed to syntactic in
nature.

Given that this chapter mainly discusses MEG
research, in which spatial resolution is fuzzier than in
PET or fMRI, my primary focus is on time rather than
precise spatial details. The MEG localization of LATL
combinatory effects has varied somewhat, most consis-
tently implicating the temporal pole and immediately
adjacent tissue (Bemis & Pylkkänen, 2011, 2012, 2013;
Del Prato & Pylkkänen, 2014; Leffel, Lauter,
Westerlund, & Pylkkänen, 2014; Pylkkänen et al.,
2014), conforming to relevant hemodynamic data
(Baron & Osherson, 2011), but sometimes also localiz-
ing on the more lateral surface of left anterior temporal
cortex (Westerlund & Pylkkänen, 2014). A similar and
somewhat variable picture arises from hemodynamic
LATL research on single concepts (see Section 50.6.1),
where semantic effects have occurred at least within
the temporal pole (Gauthier, Anderson, Tarr,
Skudlarski, & Gore, 1997), on the ventral surface of the
anterior temporal lobe (Binney, Embleton, Jefferies,
Parker, & Ralph, 2010; Visser et al., 2012), and more
medially (Clarke, Taylor, & Tyler, 2011; Tyler et al.,
2013). For the purpose of this chapter, the reader can
assume that LATL refers to a somewhat large region
covering the temporal pole (BA 38) and anterior por-
tions of middle and inferior temporal gyri (BAs 20 and
21), because this is the area within which the LATL
combinatory response systematically localizes in MEG.
Thus, there is obviously more to be said about the
internal organization of this large area, but such an
understanding will likely come from techniques other
than MEG.

50.1 “SEMANTICS” IN THE BRAIN
SCIENCES VERSUS LINGUISTICS

The word “semantics” can be used in many differ-
ent ways and, in particular, this term means something
different for most cognitive neuroscientists than what
it does for linguists. Traditionally, within the brain
sciences, “semantics” has meant more or less what the
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“man-on-the-street” might mean by it: the conceptual
content of words and their combinations. Although
one would not usually find this definition in publica-
tions, it is deducible from the nature of the stimulus
manipulations that have been considered “semantic.”
At the word level, relevant distinctions have included
contrasts such as tools versus animals (Devlin et al.,
2002; Ilmberger, Rau, Noachtar, Arnold, & Winkler,
2002; Vitali et al., 2005), living versus nonliving (Tyler
et al., 2003), and abstract versus concrete (Noppeney &
Price, 2004). Commonly, this literature has also aimed
to modulate “semantics” by keeping the stimuli con-
stant and varying the task; for example, an abstract
versus concrete judgment might count as a semantic
task and syllable counting might be considered as a
phonological task (Poldrack et al., 1999). At the sen-
tence level, semantic manipulations have mostly var-
ied factors such as coherence—word salad sentences
such as the freeway on a pie watched the house and a win-
dow counting as incoherent expressions (Humphries,
Binder, Medler, & Liebenthal, 2006)—or plausibility, a
similar variable that typically refers to the plausibility
of a single lexical item in its context (Kutas &
Federmeier, 2000). The origin of this approach to
sentence semantics straightforwardly dates to Kutas
and Hillyard’s (1980) pioneering discovery of the
electrophysiological N400, a brain response to anoma-
lous sentence endings such as socks as in their much-
cited example he spread the warm bread with socks.

While this lexical-level literature has significantly
advanced our understanding of the neural underpin-
nings of long-term semantic memory (in the sense of
Tulving, 1972; for reviews see Binder & Desai, 2011;
Kutas & Federmeier, 2000) and the sentence-level
research has significantly advanced our understanding
of the interface between sentence meaning and world
knowledge (Hagoort, Hald, Bastiaansen, & Petersson,
2004; Pylkkänen, Martin, McElree, & Smart, 2009;
Pylkkänen, Brennan, & Bemis, 2010), there is a crucial
level of processing that has remained largely unad-
dressed by the majority of brain research on semantics:
the computations that create the complex meanings of
well-formed sentences. Characterizing the rule system
that enables such computations is the primary subject
matter of formal semantics in linguistics; thus, linguists
typically find little of relevance to their research in the
vast cognitive neuroscience literature on semantics.
Specifically, the distinctions that dominate the lexical
level literature in the brain sciences (i.e., differences
such as the contrast between fruits and vegetables, or
tools and animals) are precisely the types of factors that

are thought not to matter for the generative procedures
that compose meanings together. Rather, the variables
that do matter for these routines include contrasts such
as the mass/count distinction (Chierchia, 1998; Link,
1983), the relationality of nouns (Barker, 1995), the inter-
nal temporal structure of the events described by verbs
(Dowty, 1979), and the gradability of adjectives
(Kennedy, 2007) (i.e., factors that matter for the possible
distributions of lexical items within well-formed expres-
sions). The majority of such variables have no corre-
sponding cognitive neuroscience associated with them,
with the mass/count distinction perhaps standing
out as somewhat of an exception, having inspired
several brain investigations (Chiarelli et al., 2011;
Fieder, Nickels, Biedermann, & Best, 2014; Steinhauer,
Pancheva, Newman, Gennari, & Ullman, 2001; Taler,
Jarema, & Saumier, 2005).

In sum, the brain sciences have focused on the more
conceptual aspects of meaning and formal semantics
on the more grammatical ones. Consequently, the
more grammatical aspects of meaning constitute a large
and mostly uninvestigated terrain for the neurobiology
of language.

50.2 THE SENTENCE VERSUS LIST
PARADIGM

To characterize the brain basis of the computations
that create complex meanings, one should vary the
presence, number, or difficulty of those computations.
One line of hemodynamic literature on sentence proces-
sing, situated outside the majority paradigms focused
on anomaly, has in fact directly aimed to do this,
although from the perspective of formal semantics; it is
not entirely obvious whether and how the manipulation
in question achieves this. In these studies, the critical
contrast is always between a fully structured sentence
and an unstructured list of words (Friederici, Meyer, &
von Cramon, 2000; Humphries, Love, Swinney, &
Hickok, 2005; Humphries et al., 2006; Jobard, Vigneau,
Mazoyer, & Tzourio-Mazoyer, 2007; Mazoyer et al.,
1993; Rogalsky & Hickok, 2009; Snijders et al., 2009;
Stowe et al., 1998; Vandenberghe et al., 2002; Xu,
Kemeny, Park, Frattali, & Braun, 2005), with the idea
being that the sentence engages all the computations
involved in sentence processing whereas the list does
not, which of course should, at least in most cases, be
true1 (for discussion, see Brennan & Pylkkänen, 2012).

The version of this paradigm that is most relevant
for semantic composition is one that also includes

1The only hesitation arising from possibly divergent processing strategies when encountering a stimulus such as the do the accept shopkeeper

napkin (from Vandenberghe, Nobre, & Price, 2002); it seems at least possible that the participant might still attempt to construct some kind of

meaning from this.
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conditions in which all the open class words within the
stimuli are replaced by pseudowords, intended as a
way to remove semantics from the experimental materi-
als (Friederici et al., 2000; Humphries et al., 2006;
Mazoyer et al., 1993; Pallier, Devauchelle, & Dehaene,
2011). This results in a contrast between pseudoword
sentences and pseudoword lists, such as the solims on a
sonting grilloted a yome and a sovir (pseudoword sen-
tence) versus rooned the sif into lilf the and the foig aurene
to (pseudoword list) from Humphries et al. (2006). On a
descriptive level, this particular pseudoword sentence
of course includes many constituents, and the first five
words of the stimulus have the structure of a well-
formed sentence in an informal register of English with
subject dropping (e.g., turned the water into wine). This is
common in the sentence versus word list literature; the
list stimuli are usually not completely void of structure
(though see Brennan & Pylkkänen, 2012) and therefore
should be thought of as the stimulus that involves less
structure (as opposed to no structure). More relevant
for the current discussion is the extent to which the
pseudoword sentence is free of meaning. If it does not
engage the semantic combinatory machinery, which
could be true if that machinery only took as its input
existing words, then any effects elicited for the real-
word sentence versus list contrast that were absent for
pseudoword sentences would be good candidates for
neural correlates of semantic composition.

However, formal semantic theories of the generative
tradition make almost the opposite prediction: the
semantic combinatory system operates to a large extent
without caring much about the conceptual details of
its input items. In other words, the meanings of the
sentences the cat chased the mouse and the mouse ate the
cheese compose exactly in the same way even though
the direct objects in the two sentences differ in ani-
macy. Further, the same routines could just as easily
be applied to the solim grilloted the yome, yielding an
assertion of the existence of a grilloting event with the
solim as a likely agent (and less likely experiencer)
and the yome as the affected party. This pseudoword
sentence is void of actual conceptual content, but it is
not void of meaning. It asserts the existence of
an eventuality in the past and relates two event
participants to that eventuality (Parsons, 1990).

50.3 AN EMPIRICAL QUESTION: DO
CONCEPTS MATTER FOR

COMPOSITION?

As the previous discussion illustrates, semantic
composition within the formal semantics tradition
refers to the logical aspects of meaning construction,
accomplishing computations such as the saturation of

arguments (as in when a verb takes its direct object as
an argument), the intersection of properties (the black
cat type examples), or the binding of variables (assur-
ing that in expressions such as every diver defended him-
self, “himself” refers to the divers) (Heim & Kratzer,
1998). The empirical question then is: is the brain as a
composer of meaning like the linguist’s combinatory
system, abstract and indifferent to the conceptual con-
tent of its input items, or do the types of contrasts tra-
ditionally used in the brain imaging literature in fact
tap into the construction of complex meaning, contrary
to what most formal semantic theories would necessar-
ily predict? Although we do not have a definitive
answer to this, a recent line of research approaching
the brain basis of semantic composition from the lin-
guist’s perspective has uncovered that the brain activ-
ity that is affected by composition, as linguists would
define this notion, is in fact remarkably sensitive to the
conceptual content of the input words. In what follows,
I first define some prerequisites for a research program
addressing composition and then summarize the main
results of this body of work, relating it to the prior
hemodynamic literature as well as neuropsychological
research on semantic dementia (SD).

50.4 METHODOLOGICAL STARTING
POINTS FOR THE COGNITIVE
NEUROSCIENCE OF SEMANTIC

COMPOSITION

Isolating brain activity that specifically reflects
semantic composition is highly challenging given that
semantic composition correlates with many other com-
putations, all of which occur within a few hundred
milliseconds on the introduction of a new word into
an expression. Lexical access, syntactic composition,
and pragmatic inferencing is a short list of such com-
putations, and all of these are themselves complex
processes.

Given this challenge, one can imagine two rather
different starting points for an investigation aimed at
revealing the brain basis of semantic composition:
either one could design clever experiments that some-
how only vary semantic composition or one could ini-
tially conduct simpler, more confounded experiments
to extract a broader network of regions and then pro-
ceed to try to unpack that network. The sentence ver-
sus word list literature discussed could exemplify the
latter approach, although few studies have taken steps
toward the “unpacking” of the implicated network.
One line of research pursuing this goal has focused on
delineating the network of “sentence processing
regions” into domain general versus more language-
specific regions (Fedorenko, Duncan, & Kanwisher,
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2012, 2013). More relevantly for semantic composition,
Rogalsky and Hickok (2009) used the sentence versus
list manipulation as an initial localizer and then exam-
ined what activity within the regions sensitive to this
contrast showed an enhanced signal when subjects
attended to either syntactic or semantic aspects of
well-formed sentences. Their focus was on the LATL,
where sentence over word list effects have localized
the most consistently, but the results indicated only a
subtle task effect. Although most of the left anterior
temporal cortex responded similarly during the syntac-
tic and semantic attentional demands, an anterior sub-
region within the general region of interest responded
more when semantics was attended to. As acknowl-
edged by these authors, this experimental design
clearly did not vary the presence of syntactic or seman-
tic computations; rather, both types of composition
played out fully for all stimuli. Thus, the rather subtle
effects are perhaps not surprising.

Importantly, all the literature cited so far has used
hemodynamic brain imaging techniques such as PET
or fMRI, which only have temporal resolution in the
order of seconds. This is clearly too slow for character-
izing the rapid dynamics of linguistic computations,
which happen at the millisecond scale. For example, it
is not inconceivable that a single combinatory region
could combine both syntactic and semantic inputs but
at slightly different times. This type of result would
not be obtainable without both detailed timing and
spatial information. Of currently available noninvasive
cognitive neuroscience techniques, the best combina-
tion of both is offered by MEG, which measures the
magnetic fields associated with neural activity.
Although its spatial resolution is worse than that of
PET or fMRI, it is at the centimeter scale and, crucially,
MEG offers millisecond temporal resolution. This
makes MEG ideal for research aimed at characterizing
language processing not simply as a static brain image
but also as a dynamic process unfolding over time.

50.5 THE LATL AS A COMBINATORY
REGION: EVIDENCE FROM MEG

Decades of behavioral research have shown that
sentence interpretation proceeds incrementally
(Altmann & Kamide, 1999; Altmann & Steedman,
1988; Chambers, Tanenhaus, Eberhard, Filip, &
Carlson, 2002; Kamide, Altmann, & Haywood, 2003;
Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy,
1995). Thus, we should expect syntactic and semantic
combinatory operations to occur word-by-word as a
sentence unfolds. Electrophysiological research using
violations at various representational levels has con-
formed to this prediction (Friederici, 2002; Kutas &

Hillyard, 1980, 1984; Neville, Nicol, Barss, Forster, &
Garrett, 1991), but measuring responses to violations
does not necessarily address the computations that
serve to build well-formed structure. As already dis-
cussed, from hemodynamic research we have learned
that when the brain activity elicited by sentences and
unstructured lists is compared, the most consistent
activity increase for sentences systematically localizes
to the LATL. To address whether this activity reflects
some aspect of incremental combinatory operations, as
opposed to some computation occurring at a different
time scale (e.g., clause-final wrap-up effects; Aaronson
& Scarborough, 1976; Just & Carpenter, 1980; Rayner,
Sereno, Morris, Schmauder, & Clifton, 1989), it is cru-
cial to address whether LATL effects of sentential
structure are a component of the usual brain response
to words within a structured context. To investigate
this, Brennan and Pylkkänen (2012) imported the sen-
tence versus word list manipulation into a MEG set-
ting and found that the LATL effect was reliable at the
word level, alongside increases in a broad distributed
network covering much of left temporal and frontal
cortex. Thus, the LATL does in some way appear to
participate in incremental sentence comprehension.

The distributed nature of the sentence versus list
effect is not surprising given the coarseness of this con-
trast, which manipulates more or less every process-
related sentence interpretation. As a more focused
approach, a series of recent MEG studies has adopted
a more controlled experimental paradigm aimed at
contrasting conditions only in the presence of a single
phrasal combinatory step (Bemis & Pylkkänen, 2011,
2012, 2013; Del Prato & Pylkkänen, 2014; Pylkkänen
et al., 2014, Westerlund & Pylkkänen, 2014). As an ini-
tial case study, a simple manipulation of adjectival
modification was chosen, with color adjectives modify-
ing nouns denoting concrete objects, as in red boat
(Bemis & Pylkkänen, 2011). MEG activity was always
measured at the noun, which in the control conditions
was either presented without a linguistic context (the
color word was replaced by an unpronounceable con-
sonant string) or preceded by a noun that could not
combine with it semantically, given the nature of the
experimental task. Specifically, subjects engaged in
both a combinatory task, where they matched the just
presented verbal stimulus (red boat or xtp boat) to a pic-
ture of a colored object, eliciting natural combinatory
processing, and a noncombinatory list task, where the
stimulus was either a pair of nouns (cup, boat) or a sin-
gle noun (xtp boat), and the participants indicated
whether a subsequent picture of a colored object was a
match to any noun within the verbal stimulus. The
intention in this latter task was to elicit a maximally
noncombinatory list-like interpretation (despite the
logical possibility for interpreting any noun�noun
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sequence as a noun�noun compound), and thus the
design was in a sense a mini-version of the traditional
sentence versus list contrast. Given this design, any
neural effect that was unique to the adjective�noun
phrases was considered a potential correlate of basic
combinatory processes. The LATL showed such an
effect, with responses showing a reliable increase only
for the phrasal condition. The effect occurred relatively
early, at approximately 200�250 ms after noun onset;
according to a follow-up study, it was automatic in the
sense that it was elicited even when adjective�noun
combinations were presented within a task that dis-
couraged composition (Bemis & Pylkkänen, 2013). The
same effect in a somewhat later time window was eli-
cited auditorily (Bemis & Pylkkänen, 2012) as well as
during language production (Pylkkänen et al., 2014),
conforming to the hypothesis that this activity reflects
a modality general stage of processing where the basic
building blocks of language are combined into a com-
plex, structured representation.

50.6 DELVING DEEPER: WHAT TYPES
OF REPRESENTATIONS DOES THE

LATL COMBINE?

50.6.1 Composition Versus Conceptual
Specificity

None of the MEG results discussed yet speak to the
computational details of LATL activity, such as
whether it reflects syntactic or semantic composition,
given that the processing of adjective�noun combina-
tions obviously involves both. At the heart of a syntac-
tic hypothesis is the prediction that for syntactically
uniform structures, LATL effects should pattern simi-
larly. However, this prediction has been disconfirmed
by a study aimed at relating the LATL literature on
composition to a thus far disconnected literature on
the LATL and SD (Westerlund & Pylkkänen, 2014). SD
is a progressive neurodegenerative disorder character-
ized by loss of semantic memory and, crucially, the
most common locus of cerebral atrophy in this popula-
tion is in the LATL (Chan et al., 2001). SD patients
have trouble recognizing and naming concepts
(Hodges, Graham, & Patterson, 1995; Hodges,
Patterson, Oxbury, & Funnell, 1992; Mummery et al.,
1999, 2000; Patterson et al., 2006; Patterson, Nestor, &
Rogers, 2007; Rogers et al., 2004) and, in particular,
more “specific” concepts (e.g., swallow as compared to
bird) are disproportionately affected (Done & Gale,
1997; Hodges et al., 1995; Rogers et al., 2004, 2006;
Warrington, 1975). Additionally, when the types of
tasks that SD patients struggle with have been con-
ducted on healthy participants using fMRI or PET, the

LATL has shown increased activation for more specific
category labels (Bright, Moss, Stamatakis, & Tyler,
2005; Moss, Rodd, Stamatakis, Bright, & Tyler, 2005;
Rogers et al., 2006; Tyler et al., 2004). Because these
results implicate the LATL for the processing of indi-
vidual concepts, with no obvious combinatory compo-
nents, the question arises whether the phrasal LATL
effects could in fact be explained as conceptual speci-
ficity effects, given that adjectival modification typi-
cally increases the conceptual specificity of the noun. If
this was the case, then the role of the LATL would
clearly not be syntactic.

To test this, Westerlund and Pylkkänen (2014) inves-
tigated the relationship between the composition and
single word specificity effects in MEG by combining
the basic composition paradigm of Bemis and
Pylkkänen (2011) with a manipulation of the concep-
tual specificity of the nouns. As before, participants
read nouns with and without adjectival modifiers, but
now the nouns were further divided into more and
less conceptually specific classes (e.g., blue canoe/boat).
If the previously observed composition effects in the
LATL reflected the increased conceptual specificity
associated with adjectival modification, then a similar
conceptual specificity effect should have been elicited
for the single nouns and, potentially, the combinatory
and single word specificity effects could have been
expected to add up in a somewhat linear fashion (caus-
ing the highest amplitudes for the adjectivally modi-
fied specific nouns). Alternatively, the conceptual
specificity effect of the hemodynamic literature could
be temporally and/or spatially distinct from the LATL
composition effect; given that neither PET nor fMRI
have sufficient time resolution to attribute an effect to
a particular subpart of relatively quick trials, the prior
literature does not yet tell us whether the specificity
effects are associated with the processing of the noun
itself or some other part of the trial, such as the
match/mismatch judgment on the subsequently pre-
sented pictures. Although the spatial resolution of
MEG is not sufficient to detect subtle differences in
localizations, it is an ideal technique for assessing
whether the two effects are timed similarly.

Single word specificity did affect LATL amplitudes
at the nonmodified nouns in a way consistent with the
hemodynamic literature, but statistically this was not a
very robust finding. Instead, the strongest result was
an interaction between the two variables: adjectival
modification reliably increased LATL amplitudes only
when the modified noun was less specific. In other
words, adding a feature to a noun that was already
conceptually quite specific, such a canoe, did not result
in a boost in LATL activity; rather, an amplitude
increase was only elicited when the noun itself did not
convey a very specific meaning.
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Although this result does not yet definitively settle
the question of whether the composition effect might
“reduce” to a specificity effect—the single word
specificity effect was too weak for this to follow
straightforwardly—it does demonstrate that the two
variables are fundamentally connected: as a composer
of new concepts, the LATL is not insensitive to the
conceptual make-up of its input items. This simple
finding strongly rules out a syntactic account of the
LATL composition effect: no theory of phrase structure
building would draw a difference between blue boat
and blue canoe. More interestingly, no theory of seman-
tic composition within formal semantics would either.
In these systems, the composition of blue with either
boat or canoe would yield an intersection of the two
properties, picking out a set of entities in one’s mental
model that have both the properties of being blue and
being a boat/canoe (Heim & Kratzer, 1998). Thus,
there is no combinatory routine within contemporary
linguistic theories that would adequately model the
function of the LATL, at least as it is implicated by the
currently available MEG data.

50.6.2 Composition Versus Conceptual
Combination

Although the sensitivity of the LATL’s combinatory
response to conceptual specificity does not straightfor-
wardly fit into theories of formal semantics, this func-
tional profile of the LATL is potentially less surprising
if approached from the perspective of classic psycho-
logical research on so-called “conceptual combination”
(Hampton, 1997; Murphy, 1990; Smith & Osherson,
1984). Like work in formal semantics, research on
conceptual combination has aimed to explain the
meanings of linguistically complex expressions; unfor-
tunately, these two approaches to meaning composi-
tion have had little contact [with the notable exception
of Kamp and Partee’s (1995) extensive response to
Osherson and Smith (1981)]. Compared with research
in formal semantics, which explicitly aims to address
the entire grammar (Bach, 1989; Chierchia &
McConnell-Ginet, 1990; Gamut, 1991; Heim & Kratzer,
1998; Montague, 1970a, 1970b, 1973) with hopefully
substantial crosslinguistic coverage (Bittner, 1994;
Matthewson, 2001), work on conceptual combination
has been quite focused on one particular domain, the
modification of nouns (Costello & Keane, 2000;
Hampton, 1997; Medin & Shoben, 1988; Murphy, 1990;
Wisniewski, 1996), with little discussion on exactly
what phenomena should more generally fall under the
notion of “conceptual combination” (but see Hampton,
2011). Nonetheless, it is possible that the psychologist’s
notion of conceptual combination may model the

function of the LATL better than the linguist’s notion
of semantic composition, although this is still nothing
but the crudest starting point. Importantly, the term
conceptual combination has already been linked to the
LATL in an fMRI study showing that the LATL activa-
tion elicited by a concept such as “boy” is correlated
with the product of activations for concepts represent-
ing features that contribute to the meaning of “boy,”
such as “male” and “child” (Baron & Osherson, 2011).
Whereas the methodology of this work was very dif-
ferent from the MEG studies discussed here, it is clear
that, like Westerlund and Pylkkänen’s (2014) findings,
Baron & Osherson’s results are also neither syntactic in
nature nor accountable in terms of semantic composi-
tion of the formal, conceptually blind kind.

If the input to the LATL function is something like a
“concept” as opposed to a syntactic category or a
semantic type, modulations of its activity by variables
such as typicality or feature diagnosticity obviously
become more expected (Costello & Keane, 2000; Medin
& Shoben, 1988). For example, the lesser LATL effect
of adjectival modification when combined with more
specific nouns may relate to a lesser diagnostic value
of adjectival modifiers in this context (Westerlund &
Pylkkänen, 2014). However, for this functional hypoth-
esis of the LATL to actually gain some predictive
power, we must develop some understanding of the
bounds and generality of the relevant LATL-housed
computation: exactly what types of representations
does it combine and how?

One task is to significantly expand the range of con-
structions under investigation. Initial steps toward this
were taken by Westerlund, Kastner, Al Kaabi, and
Pylkkänen (under revision), who tested for LATL com-
position effects in multiple different types of two-word
phrases covering both cases of modification and argu-
ment saturation, results suggesting robust generality
not only across constructions but also cross-
linguistically. In contrast, computational limits on the
function of the LATL have been established by a
simple extension of the basic composition paradigm
contrasting color modifications with numeral quantifi-
cations as in red cups versus two cups (Del Prato &
Pylkkänen, 2014). Given that combinatory effects in the
LATL had already been shown to extend to language
production (Pylkkänen et al., 2014), the study was con-
ducted as a production task because this allowed a
manipulation of composition type while keeping the
physical stimulus constant: subjects named pluralities
of colored objects (e.g., a picture of two red cups)
using either color modifiers (e.g., red cups) or numeral
quantifiers (two cups), depending on task instruction.
Noncombinatory list productions served as control
conditions. It is clear that any version of semantic
composition as construed in formal semantics would
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predict both the color and number phrases to elicit a
composition effect, because clearly both types of
phrases involve semantic composition. However,
whether two cups is an instance of conceptual combina-
tion because this notion is construed within the psy-
chology literature is much less clear. The MEG results
indicated that the LATL discriminates between the two
cases: only adjectival modification, and not numeral
quantification, increased LATL amplitudes. Thus,
whereas the addition of a color feature to an object
concept increased LATL amplitude, the enumeration
of tokens belonging to a set did not. This provides fur-
ther evidence that the LATL’s combinatory role may
be limited to some version of “conceptual combina-
tion,” the details of which are yet to be defined.

50.6.3 Absence of LATL Effects in Semantic
Mismatch Configurations: Studies on Coercion

One notable manipulation that is semantic in
nature but has systematically not elicited LATL
effects is studies on coercion (i.e., configurations
where a type mismatch triggers an inference for an
implicit meaning). For example, although verbs such
as begin describe the beginnings of eventualities, they
do not necessarily require a direct object describing
an event, as in begin to write an article, but rather they
are perfectly well-formed when combined directly
with an entity-describing noun phrase: the author
began an article. When the object describes an entity,
there is a strong intuition, supported by a sizeable
psycholinguistic literature (Frisson & McElree, 2008;
McElree, Pylkkänen, Pickering, & Traxler, 2006;
Traxler, Pickering, & McElree, 2002), that the interpre-
tation of the sentence nevertheless involves a covert
activity (i.e., “the author began some activity involv-
ing a book”). Because the computation of the covert
meaning is a combinatory semantic process not corre-
sponding to steps in syntactic processing, a series of
MEG studies used constructions such as this one as a
starting point for identifying activity related to
semantic composition (Brennan & Pylkkänen, 2008,
2010; Pylkkänen, 2008; Pylkkänen & McElree, 2007;
Pylkkänen Oliveri, & Smart, 2009). A systematic find-
ing arose from these studies implicating MEG activity
at approximately 400 ms localizing in vmPFC as sen-
sitive to the construction of covert meaning. The
LATL, however, showed no such effects, a finding
that is somewhat at odds with the hypothesis that the
LATL is a semantic combinatory site. As for frame-
works that would account for this null finding, one
possibility is that semantic composition proceeds in

several stages, with the LATL at approximately
200 ms representing a very early stage during which
only the most readily available features combine,
whereas the computations at the vmPFC stage are
more clearly post-lexical. Given that coercion config-
urations always involve an initial mismatch between
the semantic requirements of two composing constitu-
ents, it is then conceivable that an early stage of com-
position would not be able to operate on such input;
rather, composition would only succeed at a later
stage, after the semantic mismatch has been resolved.
Crucially, even when LATL effects are observed for
seemingly simple expressions such as red boat, they
are typically accompanied by later vmPFC effects,
suggesting that, in the usual case, shallow early com-
position is followed by a later stage potentially incor-
porating more semantic detail. In production, we
would expect the reverse, because the detailed mes-
sage to be conveyed at least logically precedes more
abstract levels of linguistic computation, a prediction
that was born out in the production results of
Pylkkänen et al. (2014). This type of proposal con-
forms to many extant theories, including old schema
models of conceptual combination where an initial
filling of feature slots is followed by an elaboration of
the composed representation on the basis of world
knowledge2 (Cohen & Murphy, 1984; Murphy, 1988),
good-enough parsing theories in psycholinguistics
(Ferreira et al., 2002; Ferreira & Patson, 2007), as well
as recent models within cognitive neuroscience pro-
posing semantic activation to be gradient (Binder &
Desai, 2011).

50.7 CLOSING REMARKS

In this brief chapter, I have aimed to illustrate that
identifying a brain region as sensitive to composition
is only a starting point. The real work lies in trying to
characterize the details of the computation performed
by the region. The rather vast hypothesis space capable
of explaining any initial “combinatory effect” can only
be narrowed by systematic, incremental investigation
replicating the initial, basic finding over and over
again. In this endeavor, temporal information is crucial
because, in the absence of a motivating hypothesis,
one would not want to call, say, a LATL effect occur-
ring at 200 ms the “same” as one occurring at 600 ms.
Further, in the spirit of the initial mission statement of
cognitive neuroscience, our hypothesis generation
should take advantage of the vast bodies of results
developed in older disciplines addressing the proces-
sing and representation of language. Without this

2Thanks to Masha Westerlund for pointing out this connection.
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knowledge base to help us carve out the space of pos-
sibilities, characterizing the neural underpinnings of
something as complex as semantics would simply be
too hard.
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C H A P T E R

51

Working Memory and Sentence
Comprehension

David Caplan
Neuropsychology Laboratory, Department of Neurology, Massachusetts General Hospital, Boston, MA, USA

Sentence comprehension requires memory over
time scales ranging from deciseconds through several
seconds and more. Even adjacent words must be
assigned a syntactic relationship, and syntactic rela-
tions often span many words. For instance, in (1), the
subject and object of grabbed, the subject of lost, and the
antecedent of his must be retrieved at the points at
which grabbed, lost, and his are encountered (or later, if
parsing and interpretation is deferred):

1. The boy who the girl who fell down the stairs grabbed
lost his balance.

Historically, the memory system that has been most
often connected to parsing and interpretation is “short-
term memory (STM).” The hypothesis that the memory
system that supports parsing and interpretation uti-
lizes STM is intuitively appealing because the temporal
intervals over which parsing and interpretation usually
apply are approximately the same as those over which
STM operates. In addition, STM is an appealing con-
struct to apply to sentence memory because it is
thought to have capacity and temporal limitations that
might account for the difficulty of comprehending cer-
tain sentences. This chapter reviews research on the
relation of STM and comprehension, focusing on syn-
tactic processing, beginning with theories that relate
components of models of STM to this process, then
turning to studies of the retrieval mechanisms in STM
tasks and STM capacity limits and their relation to
parsing and interpretation. Throughout the presenta-
tion, I critique the evidence supporting the view that
STM is the memory system that supports parsing and
interpretation. I end this chapter by presenting an out-
line of an alternative model.

51.1 EARLY STUDIES OF STM/WM AND
ITS RELATION TO COMPREHENSION

Baddeley’s model of ST-WM, an influential model of
short-term and working memory, was one of the first
that was related to comprehension. Baddeley’s initial
model of ST-WM (Baddeley, 1986) contained two major
components. A “Central Executive (CE)” maintained
multidimensional representations and was also consid-
ered to have some computational functions. Some
authors suggested these computational functions con-
sisted, in part, of operations needed to activate and trans-
form representations, particularly functional domains
(such as syntactic proceedures; Just & Carpenter, 1992);
others suggested that these functions schedule the entry
and removal of information in the limited-capacity cen-
tral store (Engle & Kane, 2004). Visuo-spatial and verbal
“slave systems” maintained domain-specific representa-
tions. The verbal slave system, the “Phonological Loop
(PL),” consists of two components—a “Phonological
Store (PS)” that maintains information in phonological
form subject to rapid decay and an articulatory mecha-
nism that rehearses items in the PS and transcodes writ-
ten verbal stimuli into phonological form. Baddeley
(2000) introduced a third type of store—the episodic
buffer (EB)—that retained integrated units of visual,
spatial, and verbal information marked for temporal
occurrence. The slave systems and the EB had no compu-
tational functions themselves.

From approximately 1980 to 2000, a number of
researchers sought to relate the memory system that
supports aspects of sentence comprehension to compo-
nents of the model of ST-WM developed by Baddeley
and his colleagues. The main question that was consid-
ered was what component(s) of the ST-WM system,
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if any, supported aspects of sentence memory; as
noted, our focus is on the sentence memory that sup-
ports syntactic comprehension. Either the CE or the PL
could play this role (the role of the EB, which had not
been introduced at the time when much of this work
was done, has not been investigated). The CE main-
tains abstract representations that could include syn-
tactic and semantic information, making it suitable for
this purpose. The PL maintains phonological represen-
tations that are linked to lexical items that contain the
needed semantic and syntactic information, and it
might be easier for the memory system to maintain
such representations in the PL as pointers to the
needed information than to maintain what are argu-
ably more complex representations in the CE.1

Data regarding these possibilities come from several
sources: interference effects of concurrent tasks that
required the CE or the PL on parsing and interpretation
(King & Just, 1991; Waters, Caplan, & Hildebrandt, 1987);
tongue twister effects (Acheson & MacDonald, 2011;
Ayres, 1984; Keller, Carpenter, & Just, 2003; Kennison,
2004; McCutchen, Bell, France, & Perfetti, 1991;
McCutchen & Perfetti, 1982; Zhang & Perfetti, 1993);
effects of homophones on comprehension (Coltheart,
Patterson, & Leahy, 1994; Waters, Caplan, & Leonard,
1992); correlations between measures of the capacity
of the CE and performance in parsing and interpretation
(Just & Carpenter, 1992; King & Just, 1991; MacDonald,
Just, & Carpenter, 1992; Miyake, Carpenter, & Just, 1994;
Waters & Caplan, 1996); associations and dissociations
of effects of brain damage on the CE or the PL and
parsing and interpretation (Caplan & Waters, 1996;
Emery, 1985; Grossman et al., 1991; Grossman, Carvell,
Stern, Gollomp, & Hurtig, 1992; Kontiola, Laaksonen,
Sulkava, & Erkinjuntti, 1990; Lalami et al., 1996;
Lieberman, Friedman, & Feldman, 1990; Martin, 1990;
Natsopoulos et al., 1991; Rochon & Saffran, 1995;
Rochon, Waters, & Caplan, 1994; Stevens, Kempler,
Andersen, & MacDonald, 1996; Tomoeda, Bayles,
Boone, Kaszniak, & Slauson, 1990; Waters, Caplan, &
Hildebrandt, 1991; Waters, Caplan, & Rochon, 1995);
and neural evidence in the form of differences in neural
activation in high-span and low-span participants
during parsing and interpretation and overlap or nono-
verlap of brain areas activated in tasks that involve
the CE and ones that involve parsing and interpretation
(Fiebach, Schlesewsky, & Friederici, 2001; Fiebach, Vos,
& Friederici, 2004).

Caplan and Waters (1990) argued that these sources
of data suggested that the PL did not support the
memory requirements of the initial assignment of the
preferred structure and interpretation of a sentence
(what we called “first pass” parsing and interpreta-
tion), but they may play a role in supporting review
and reanalysis of previously encountered information
and in using the products of the comprehension pro-
cess to accomplish a task (e.g., in maintaining a sen-
tence in memory to later answer a question about its
meaning). There is a general consensus that this view
is correct; in an article relating the memory system that
supports syntactic comprehension to ST-WM, Just and
Carpenter (1992) explicitly say they are not advocating
a role for the PL, only the CE, in this process.

The role of the CE in parsing and interpretation has
been more controversial. Caplan and Waters (1999)
argued that evidence of the sort described indicated
that, like the PL, the CE does not support first-pass
parsing and interpretation, but other researchers dis-
agreed. Just and Carpenter (1992), for instance, devel-
oped a parsing model that included a limit on
combined storage and processing capacity that they
argued was derived from the CE.

51.2 CHANGES IN MODELS OF STM/WM

As noted, Baddeley’s model of the CE includes
both a limited-capacity memory store of multidimen-
sional representations and a computational capacity.
However, aside from work by Engle and his collea-
gues on how representations are entered and
removed from ST-WM, recent work in ST-WM has
largely ignored the computational functions of the CE
and has focused on its storage capacity. A second line
of research has studied the nature of retrieval of items
in STM tasks, a topic that had been studied prior to
the Baddeley model but that had become less the
focus of work since the advent of that model.

Seen as a storage system devoid of a computational
function, the CE generally goes by the name “Central
Store (CS)” (Cowan, 2000; Ricker, AuBuchon, &
Cowan, 2010). The capacity of the CS has been esti-
mated based on accuracy and speed of recall data.
Using tasks that prevent the persistence of sensory
stores and the use of rehearsal, the capacity of the CS
based on accuracy has been estimated at between three

1A store that is not part of Baddeley’s formulation of ST-WM but that has been argued to play a role in sentence comprehension is a “short-

term semantic store” postulated by Martin, Shelton, and Yaffee (1994). Caplan, DeDe, Waters, Michaud, and Tripodis (2011) raise questions

about the existence of this store. If it exists, then its role in generating STM phenomena has not been examined in detail. Martin and He (2004)

have argued that the “short-term semantic store” is used when items in a sentence are not assigned propositional meaning, as in prenominal

sequences of adjectives (the old, rusty, twisted. . .N). If this store exists, then this would be, at most, a minor role in sentence comprehension,

given the incremental nature of comprehension.
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and five items (see Cowan, 2000 for review). For
instance, Saults and Cowan (2007) exposed partici-
pants to four spoken digits presented in four different
voices by loudspeakers in four spatial positions, and
four colored spots presented at four different locations
in a recognition task. Participants recognized three to
four items regardless of whether only the visually pre-
sented colors or both the visually presented colors and
the auditorily presented digits had to be remembered.
Temporal data result in a similar, but more subtle, pic-
ture. Based on data from Verhaeghen and Basak (2005)
regarding reaction times (RTs) in the n-back task,
Verhaeghen et al. (2007) argued one item was main-
tained in the focus of attention but that this could be
expanded to four items in highly practiced tasks.

The capacity of ST-WM has also been studied through
the analysis of speed�accuracy trade-offs (SAT), which
also provide information about the nature of retrieval. In
the SAT approach, participants are presented a stimulus
followed by a probe at a variable lag and are required to
make a two-alternative forced new�old choice within a
very short time (usually less than 200 ms; responses less
than 100 ms are discarded as anticipations). Asymptotic d’
is considered to be a measure of the availability of an item,
the temporal point at which d’ rises above 0 (the intercept),
and the slope of the rise of d’ from the point at which it
rises above 0 to its asymptotic level to reflect how an item
is accessed. McElree and Dosher (1989) found that set size
(3 and 5) affected asymptotic accuracy but not temporal
dynamics, except for the set-final item, even when the
probe was presented in a different font. McElree (1998)
found that there were different retrieval speeds for probes
drawn from the last and all other categories when
triads of words in different semantic categories were
presented. McElree (1996) found that recognizing rhyming
words and semantically related words resulted in uni-
formly slower dynamics than recognizing previously pre-
sented words as wholes. McElree (2006) argued that ST-
WM consisted of a focus of attention with one item, which
was accessed by a “matching” procedure based on
abstract (nonsensory) features of the retrieval cue, and
items outside the focus of attention, in long term memory
(LTM), that were accessed by a content-addressable
retrieval mechanism, with “chunking” of the memory set
in accordance with semantic features. Based on an analysis
of the distribution of RTs in the n-back task, Verhaeghen
et al. (2007) also argued that items outside the focus of
attention are content-addressable, although only under
what they called “ideal” circumstances—precisely
predictable switching out of the focus of attention on the
part of high-functioning individuals.

These two features of memory mechanisms in mod-
ern models of STM/WM have been considered for their
possible relation to sentence comprehension: (i) the
possibility that retrieval of information in parsing and

interpretation is content-addressable and (ii) the possi-
bility that a small number of items—at most four or
five—are maintained in a highly accessible form and
that this number of available items sets a capacity limit
in parsing and interpretation. I review the work on
these topics in turn.

51.3 RETRIEVAL MECHANISMS
IN PARSING

A productive approach to modeling parsing is
“retrieval-based parsing.” In retrieval-based parsing,
words serve as retrieval cues for previous portions of a
sentence. In one well-known model (Lewis & Vasishth,
2005), parsing begins with lexical access, which places
a new word and its features in a lexical buffer. The
syntactic features of the current lexical entry combine
with the structure in a control buffer that contains the
categories that are needed to complete phrase markers
already constructed to form retrieval cues, which may
retrieve previously constructed constituents or sym-
bols in long-term memory. Based on the retrieved item
and the current lexical content, a production creates a
new syntactic structure and attaches it to the retrieved
constituent. This structure replaces the one in a prob-
lem state buffer that contains the existing constructed
syntactic representation, the categories that are needed
to complete phrase markers in this buffer are updated
in a control buffer, and a production rule guides atten-
tion to the next word.

In this model, the retrieval process for lexical items
and syntactic symbols is content-addressable. It con-
sists of matching features of a retrieval cue to features
of items in the memory set. Retrieval success is deter-
mined by the ratio of the match of the retrieval cue
with the retrieved item divided by its match with
other items in the memory set (Nairne, 1990a; Ratcliff,
1978), subject to noise. This model has two features:
(i) items in the memory set that share features with a
retrieval cue interfere with retrieval of a target and (ii)
shared features of items in the memory set do not
affect retrieval unless these features are part of the
retrieval cue.

Evidence for this model comes from interference
effects in online measures of parsing and interpreta-
tion, and from the SAT paradigm applied to sentence
comprehension.

If retrieval success is determined by the ratio of the
match of the retrieval cue with the retrieved item
divided by its match with other items in the memory
set, then retrieval difficulty will increase as a function
of the extent to which nontarget and target items share
features of the retrieval cue. This has been found for
semantic and syntactic features of items.

63551.3 RETRIEVAL MECHANISMS IN PARSING

H. SENTENCE PROCESSING



Effects of the semantic similarity of noun phrases on
online sentence processing measures have been
described for both sentence-internal and sentence-
external noun phrases. An example of sentence-internal
interference is the report of Gordon, Hendrick, and
Johnson (2001) regarding self-paced reading times in
subject-extracted and object-extracted relative clauses
(2a, b) and clefts (3a, b) with common nouns (definite
descriptions), proper nouns, or pronouns:

2a. The banker that praised the barber/Sue/you climbed
the mountain. . .

b. The banker that the barber/Sue/you praised climbed
the mountain. . .

3a. It was the banker/Sue that praised the barber/Dee. . .
b. It was the banker/Sue that the barber/Dee praised. . .

The verb of an object relative creates a retrieval cue
for its subject and object, and the verb of a subject rela-
tive creates a retrieval cue for its subject only, leading
to more interference at the verb of the object than the
subject relative clause. This was confirmed. In the rela-
tive clauses (2a, b), the sentence type effect was
reported as being greater in the definite description
(the barber) than either the pronoun (you) or the proper
name (Sue) conditions. In clefts (3a, b), there was a
greater sentence type effect in sentences in which the
noun phrases (NPs) were matched for noun type (both
definite descriptions or both proper nouns) than in
sentences in which they differed.

An example of sentence-external interference is
shown in the Van Dyke and McElree (2006) report of
self-paced reading times for object clefts with or with-
out concurrent recall of sets of three words that could
or could not be integrated into the sentence, as in (4):

4: Word list: table-sink-truck
Sentence: It was the boat that the guy who lived by the sea

sailed/fixed in two sunny days.

If verbs create retrieval cues that include informa-
tion about semantic features of their arguments, there
should be more interference from the integrated than
the nonintegrated sets of words. The authors found
that reading times were longer in the integrated than
the unintegrated conditions.

Syntactic interference effects would be expected to
arise when intervening items have syntactic properties
shared by the retrieval cue and the to-be-retrieved
item. Lewis and his colleagues (Lewis, 1996, 2000;
Lewis & Vasishth, 2005; Lewis, Vasishth, & Van Dyke,
2006; Van Dyke & Lewis, 2003; Vasishth & Lewis,
2006) have shown such effects in online processing.
For instance, Van Dyke and Lewis (2003) presented
sentences such as (5) and (6). Words in parentheses
were omitted in half the presentations of the sentences

to produce ambiguities; we have annotated some
words with subscripts for ease of reference.

5. Low interference
The secretary forgot (that) the student who was waiting for

the exam was standing in the hallway.
6. High interference
The secretary forgot (that) the student who knew (that) the

exam was important was standing in the hallway.

If was standing is a retrieval cue for a subject, then
there should be more syntactic interference with
retrieval of the student in (6) than in (5) because the exam
is a subject in (6) and an object in (5). Van Dyke and
Lewis presented four studies of accuracy and self-paced
reading times in an acceptability judgment task with
these sentences. In three of the four studies in which
unambiguous versions of these sentences were pre-
sented, there was greater acceptance of well-formedness
of (5) than (6) and longer self-paced reading times for
the critical segment was standing in (6) than in (5).

Retrieval of information in sentences has also been
studied using the speed-accuracy trade-off (SAT) tech-
nique. In applying paradigm to sentences, participants
make judgments about the acceptability of sentences. The
last word in the experimental sentence serves as a
retrieval cue for an earlier word, and the position of the
retrieved word and the number and type of potentially
interfering items are varied across sentence types.
Asymptotic d’ is taken as a measure of the availability of
the earlier word, and d’ dynamics are taken as the mea-
sure of its accessability.

McElree and his colleagues have used the SAT tech-
nique to study many types of sentences and found that
d’ measures are not affected by the number of poten-
tially distracting items. For instance, Martin and
McElree (2008, 2009) varied the distance between a verb
phrase ellipsis and its antecedent (6a/b), the length and
complexity of the antecedent (7c/d), and the amount of
proactive or retroactive interference (7e/f).

7a. The editor admired the author’s writing but the critics
did not.

b. The editor admired the author’s writing but everyone
at the publishing house was shocked to hear that the
critics did not.

c. The history professor understood Roman mythology
but the principal was displeased to learn that the
over-worked students attending the summer school
did not.

d. The history professor understood Rome’s swift and
brutal destruction of Carthage but the principal knew
that the over-worked students attending the summer
school did not.

e. Even though Claudia was not particularly angry, she
filed a complaint. Ron did too.

f. Claudia filed a complaint and she also wrote an angry
letter. Ron did too.
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None of these variables affected SAT dynamics,
indicating that retrieval is unaffected by the amount of
proactive or retroactive interference or the complexity
of the retrieved item. This implies that retrieval uses a
content-addressable mechanism, similar to findings in
ST-WM reviewed.

Despite these results, the effort to relate retrieval-
based parsing models of STM/WM faces a number of
challenges. One issue is how certain results are to be
interpreted. For instance, the semantic similarity effects
in studies such as those of Gordon et al. (2001) cannot
be due to the interference-generating mechanism out-
lined, because the verb of an object relative clause can-
not generate a cue to retrieve two noun phrases that
share a common semantic property or an aspect of
form such as being a common or proper noun. An
alternative, suggested by Lewis et al. (2006), is that the
semantic similarity effects in the studies by Gordon
and his colleagues arose during encoding. If so, then
encoding of words into memory during sentence pro-
cessing appears to differ from encoding of words in
ST-WM, where similarity effects appear to arise during
retrieval (Baddeley, 1968; Neath, 2000).

The comparison of the effects of semantic similarity in
parsing/interpretation and in SAT studies also leads to a
problem. Similarity of list items does not affect, and may
slightly improve, retrieval of item information (Baddeley &
Hitch, 1974; Nairne, 1990b; Nimmo & Roodenrys, 2004;
Poirier & Saint-Aubin, 1996; Postman & Keppel, 1977,
exp 2; Underwood & Ekstrand, 1967; Watkins, Watkins, &
Crowder, 1974; Wickelgren, 1965, 1966). Therefore, if
semantic similarity effects arise at retrieval, then what
must be retrieved is item and order information, as
Gordon et al. (2001) suggest. However, the content-
addressable retrieval suggested by the SAT dynamics
results is consistent only with retrieval of item information
in ST-WM, not order information (Hockley, 1984, exp 3;
McElree & Dosher, 1993). Because both the interference
and SAT studies involve retrieval of NPs in the same struc-
tures (relative clauses), they must be characterizing the
same retrieval process. If both sets of results arise during
retrieval, then the difference between the two studies
reflects strategic effects of task or other factors on retrieval
mechanisms.

An issue that has been emphasized in recent litera-
ture is the absence of expected effects of potentially
interfering items in situations where such effects
would be expected if content-addressable retrieval
occurs. One phenomenon that has been studied is the
selective absence of illusions of grammaticality. For
instance, many readers initially find sentence (8) gram-
matical (Eberhard, Cutting, & Bock, 2005), but readily
report the ungrammaticality of (9) (Dillon, Mishler,
Sloggett, & Phillips, under review, cited in Phillips,
Wagers, & Lau, 2011).

�8. The key to the cabinets are on the table
�9. The diva that accompanied the harpists on stage pre-

sented themselves with lots of fanfare.

Phillips et al. (2011) suggested that the difference
between (8) and (9) is due to the nature of the retrieval
cues established by the agreement markers on verbs
and reflexives. They proposed that reflexives retrieve
their antecedents using only structural cues, whereas
verbs create retrieval cues that specify the features of
the subject. In their view, this difference is due to the
fact that a sentence subject reliably predicts a verb and
its agreement features, whereas a reflexive cannot be
reliably predicted.

Items in certain syntactic positions appear not to be
contacted during the retrieval process even when the
retrieval cue specifies their features. For instance, NPs
in certain positions do not appear to be contacted
when a verb of an object relative clause retrieves its
object. Traxler and Pickering (1996) found evidence for
a retrieval cue that specified semantic features of the
object of the verb of a relative clause (similar to Van
Dyke & McElree, 2006) in (10) in the form of longer
reading times for shot in the anomalous version of that
sentence (with the NP garage), but no prolongation of
reading times for wrote in the version of (11) with the
NP city:

10. That’s the pistol/garage with which the heartless killer
shot the hapless man.

11. We liked the book/city that the author who wrote
unceasingly saw while waiting for a contract.

This suggests that the city/book are not in the list of
items contacted by the retrieval cue established by
wrote in (11). It has been suggested that this is because
of the syntactic environment in which the city/book and
wrote occur; the book/city is outside a syntactic “island”
that contains wrote.

The implication of the last two sets of results is that
there are several retrieval mechanisms in sentence
comprehension. At times, items are retrieved on a
content-addressable basis. At other times, a search pro-
cess applies. In addition, there are mechanisms that
are reasonably well-established in the ST-WM litera-
ture, such as Weber-compressed temporal intervals
from retrieved item to retrieval cue or response
(Brown, Neath, & Chater, 2007), positional activation
gradients measured from both list-initial and list-
terminal items (Henson, 1998), temporal oscillators
that estimate list length (Brown, Preece, & Hulme,
2000; Henson & Burgess, 1997), and others (for review,
see Henson, 1998) that are not plausible candidates for
mechanisms that support the memory requirements of
parsing and interpretation. If there are mechanisms
found in ST-WM and not in parsing and interpretation,
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then parsing and interpretation at most select from
memory mechanisms found in ST-WM.

Altogether, the relation between the memory
mechanisms that have been documented in sentence
comprehension and those that apply in STM/WM
tasks is not clear.

51.4 CAPACITY LIMITS IN STM/WM
AND SENTENCE COMPREHENSION

The idea that parsing is capacity-limited has been
part of thinking about sentence comprehension for
decades (Miller & Chomsky, 1963). If it is correct that
capacity limitations of the parser/interpreter are those
found in the capacity-limited portion of ST-WM, then
this would tie a major feature of parsing and interpre-
tation to a property of ST-WM. Lewis and his collea-
gues have proposed several such relations.

Lewis (1996) developed a model in which lexical
items can be either heads or dependents (or both) in
structural relations. Parsing consists of connecting
heads and dependents under higher nodes. Lewis
(1996) argued that capacity limits on parsing arise
because the buffer can contain only two constituents of
the same type. For instance, in an object relative clause
such as (1b), when the clerk is encountered, the buffer
contains the structure [DEPENDENT—SPEC-IP—the
manager; the clerk], which is within the capacity of
the buffer. However, in the double-center embedded
structure (12):

12. It was the book that the editor who the secretary who
quit married enjoyed at the secretary, the buffer contains
the structure [DEPENDENT—SPEC-IP—the book; the
editor; the secretary] and the sentence becomes difficult
because three NPs in the buffer are assigned the value
[DEPENDENT—SPEC-IP].

In a related vein, Lewis and Vasishth (2005) sug-
gested that the structure of their retrieval-based pars-
ing model with three buffers (a control buffer, a
problem state buffer, and a retrieval buffer) “has much
in common with conceptions of working memory and
STM that posit an extremely limited focus of attention
of one to three items, with retrieval processes required
to bring items into focus for processing. (Lewis &
Vasishth, 2005, p. 380).”

The relation of capacity and temporal limits in pars-
ing and interpretation to ST-WM is also subject to
question. Lewis’s (1996) limit of two on the number of
items with the same relation that can be maintained in
a buffer does not correspond to any suggestion about
the size of a fixed-capacity, capacity-limited portion of
ST-WM, which has been estimated as one by McElree

(2006) and as four or five by Cowan (2000). Lewis and
Vasishth’s three buffers differ from the ST-WM
concept of a single CS, and triple the capacity limit of
the CS.

Another consideration is that Lewis’ (1996) model
requires that the contents of buffers remain accessible,
because new items must be able to attach within them.
The transparency of chunks in Lewis’ model differs
from applications of models of capacity limits of the
CS to other cognitive phenomena. For instance,
Halford, Cowan, and Andrews (2007) argued that the
limits of the CS restrict human reasoning to problems
with relational complexity (“arity”) of no more than
four, but their model requires that the reasoning pro-
cess cannot access items within a chunk. If the capacity
limits in processing in various domains are to be
explained because of capacity limits in the CS, then the
characterization of how chunks are processed must
apply universally.

A third issue is that capacity limits and content-
addressable retrieval apply to different stores in mod-
els of ST-WM; capacity limits are features of the CS or
an expanded focus of attention, and content-
addressable retrieval applies to items outside the
capacity-limited portion of ST-WM (i.e., to items in
LTM). If capacity limits exist in parsing and interpreta-
tion, then this would require that they are due to items
being stored in a store from which they are not
retrieved by a content-addressable mechanism, a
noticeable discrepancy across the models we have
been discussing. A model of STM/WM that recognizes
only a focus of attention, such as McElree’s, cannot
maintain that parsing and interpretation retrieves
items in STM/WM (the focus of attention), but
requires that memory limits in parsing and interpreta-
tion arise because of interference effects during
retrieval of information from LTM (see Van Dyke &
Johns, 2012, discussion).

51.5 AN ALTERNATIVE FRAMEWORK
FORVIEWING THE MEMORY SYSTEM
FOR PARSING AND INTERPRETATION

A central feature of the memory system that sup-
ports parsing and interpretation that emerges from
this discussion of the recent literature is the domain-
specificity of many aspects of memory in parsing and
interpretation. Retrieval cues, aspects of retrieval
processes, and any capacity limits that may apply
in parsing and interpretation all have important
domain-specific features. Domain-specific aspects of
memory are characteristic features of cognitive skills
that have been related to a different postulated mem-
ory system—“long-term working memory (LT-WM).”
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The concept of LT-WM was proposed and devel-
oped by Ericsson and Kintsch (1995) as a response to
two phenomena: (i) the greatly expanded working
memory capacity of experts and skilled performers
and (ii) the fact that skilled activities can be inter-
rupted and later resumed without major effects on per-
formance. Examples of activities supported by LT-WM
in individuals with established expertise include using
an abacus, mental calculation, memory of servers for
orders, and memory of chess players for chessboard
arrays, and examples of activities supported by LT-
WM in individuals after training include expansion of
span (to as much as 80 items). Considerable resistance
of these memory performances to interruption has
been documented in studies such as Chase and
Ericsson (1982), who found only a small decrement in
recall of 30 item lists due to proactive interference
from other lists in a trained subject. Ericsson and
Kintsch argue that several capacities are required for
these memory performances. The individuals who
show these memory skills must have a large body of
relevant knowledge that allows them to store the
incoming information in LTM, the activity must be
familiar, and the encoded information must be associ-
ated with a “retrieval structure”—a domain-specific
complex set of retrieval cues.

The phenomena that led to the concept of LT-WM
are seen in parsing and interpretation: a large capacity
for memory of items; domain-specific knowledge; and
a high degree of familiarity on the part of performers.
The imperviousness of parsing and interpretation to
temporal interruption is unknown; the few available
results (Wanner & Maratsos, 1978) suggest it is unex-
pectedly robust. Applying Ericsson and Kintsch’s
model to parsing and interpretation would lead to a
model in which input activates items in long-term
memory; these items are related by knowledge-based
associations, patterns, and schemas to establish an inte-
grated memory representation, and what is maintained
in a STM system are retrieval cues for these items. It is
of interest to reexamine the model of Lewis and collea-
gues with this perspective in mind. The representation
of syntactic knowledge in declarative memory in the
model of Lewis and colleagues corresponds to the
“knowledge-based associations, patterns, and sche-
mas” that are the basis for establishing an “integrated
memory representation” in Ericsson and Kintsch’s
model. Both Lewis and Ericsson and Kintsch maintain
that the application of “knowledge-based associations,
patterns, and schemas” to the creation of an “inte-
grated memory representation” is a domain-specific
process. As noted, the operations of Lewis’ model
involve procedural memory and declarative long-term
memory; ST-WM is only invoked, questionably (I have
argued), to account for capacity limits on parsing. Van

Dyke and Lewis (2003) say that “cues in the retrieval
context are combined multiplicatively to produce a sin-
gle retrieval probe. . .all cues are combined into a
retrieval probe, which gives the strength of the rela-
tionship between each possible probe cue (Q1, . . ., Qm)
and the memory trace.” This process has many similar-
ities to the formation of cues in LT-WM, as described
by Ericsson and Kintsch.

Placing the memory system that supports parsing
and interpretation within the LT-WM/skilled perfor-
mance framework captures the facts that much of
encoding, storage, and retrieval of information in
parsing and interpretation is unconscious and subjec-
tively undemanding, and that the retrieval cues used
in parsing and interpretation are domain-specific.
The domain specificity of retrieval cues and aspects
of the retrieval process contributes toward the degree
of independence of skills in individual domains from
skills in others (great servers are not particularly
likely to be great chess players). This predicts that the
skill of parsing and interpretation will not necessarily
covary with other skills, and it accounts for the
findings that measures of memory use in parsing and
interpretation—such as online processing times
at points at which parsing and interpretation require
retrieval from memory—correlate poorly or not at
all with memory performance on ST-WM tasks
(Caplan & Waters, 1999). However, overlap of
components of skills or their utilization of a common
functional architecture for memory might lead to cor-
relations between measures of online effects in pars-
ing and interpretation and online implicit memory
effects in selected implicit memory tasks, as has been
shown for statistical learning tasks (Conway,
Karpicke, & Pisoni, 2007; Conway & Pisoni, 2008;
Misyak, Christiansen, & Tomblin, 2010) and to corre-
lation of measures of online effects in parsing and
interpretation with elementary speed of processing
(Caplan et al., 2011), which is common to many skills.

I have suggested that LT-WM supports skilled pars-
ing and interpretation. However, skilled parsing and
interpretation occasionally breaks down. Caplan and
Waters (2013) suggested that ST-WM plays a role in
supporting memory demands of processes that occur
at points of incremental comprehension failure. At
these points, comprehenders at times review previ-
ously presented material that is held in memory. In
spoken language comprehension and noncumulative
self-paced or externally paced reading, the verbatim
representation of the input must be retrieved from
memory; no matter what the presentation method, the
constructed representations exist only in memory (they
are not part of the literal input), where they must be
accessed and manipulated. Even when the input is
available in written form, items appear to be accessed
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in memory at times, rather than by visual reinspection
of the text. Regressive eye movements that are targeted
to within one word of an item that is relevant to the
clarification of the structure and meaning of the
sentence (Frazier & Rayner, 1982; Inhoff & Weger, 2005;
Meseguer, Carreiras, & Clifton, 2002; Mitchell, Shen,
Green, & Hodgson, 2008; von der Malsburg &
Vasishth, 2011; Weger & Inhoff, 2007) have been taken
as being controlled by a representation in memory
of the words in a sentence that is linked to memory
of their spatial coordinates (Inhoff & Weger, 2005;
Weger & Inhoff, 2007).

Caplan and Waters (1999, 2013) argued that retrieval
of items under these circumstances directly utilizes
mechanisms that apply to STM/WM tasks involving
retrieval of items in lists. One argument that this is the
case is that immediate serial recall of words in sen-
tences with two clauses shows serial position effects
on word recall in each clause (Marslen Wilson & Tyler,
1976), pointing to an interaction of recall based on lin-
guistic structures (reconstruction from a conceptual
representation; Lombardi & Potter, 1992; Potter &
Lombardi, 1990) and mechanisms that support recall
of words in lists. Theoretically, retrieval in the service
of reanalysis occurs when the input is incompletely
structured syntactically and/or semantically, and
therefore has structural properties more akin to those
of words in lists, which is the case during successful
comprehension.

Assuming this framework is basically correct, an
important question is, “when does the specialized LT-
WM memory support comprehension and when do
mechanisms directly tied to retrieval of information in
lists apply?” In Caplan and Waters (1999), we sug-
gested that ST-WM supported retrieval of information
when syntactic structures had to be revised. This sug-
gests that one could identify points in sentences at
which ST-WM supports retrieval on the basis of syn-
tactic features and parsing considerations. The litera-
ture provides many hypotheses about structural and/
or processing determinants of points of possible incre-
mental parsing failure, such as very high surprisal
values (Hale, 2001; Levy, 2008; Staub 2010), high inte-
gration costs (Gibson, 1998), the need for nonmono-
tonic parsing during revisions (Sturt & Crocker, 1996),
memory capacity limits (as discussed), and others.
However, Caplan and Waters (2013) argued that no
purely structural or processing theory can determine
points at which ST-WM may support retrieval because
these points are determined by incremental comprehen-
sion failure, not incremental parsing and interpretation
failure. An important determinant of the success of
sentence comprehension is intentional context—the
comprehender’s task and the criterion she/he sets for
accomplishing the task. Tasks that require superficial

comprehension or low criteria for task performance
can allow comprehension to succeed even if the
parser/interpreter fails to generate a grammatically
licensed meaning (e.g., if all that the comprehender
needs to know is who participated in an action and
not what thematic roles different participants played),
and, conversely, comprehenders may not have achieved
adequate comprehension when the parser�interpreter
generates a well-formed, semantically coherent represen-
tation if criteria for successful comprehension are set
high (as seen in “wrap-up” effects at clause and sentence
boundaries). This view is closely related to Lewis’s idea
of bounded optimality (Howes, Lewis, & Vera, 2009)
and Ferreira’s views on “good enough parsing”
(Ferreira, Engelhardt, & Jones, 2009; Ferreira & Patson,
2007). Models of structural and processing load can
provide an upper bound to what can be comprehended
by most individuals, but this only partially determines
incremental comprehension failure.

To investigate the possible role of ST-WM in sup-
porting processing that arises after incremental compre-
hension failure, it is therefore necessary to identify
empirical markers of incremental parsing success and
failure. Because comprehenders have great freedom
with respect to their behaviors, it is not clear that there
are any behaviors that are inevitably triggered by either
of these two states. However, the converse may be the
case: certain behaviors, if present, may reliably indicate
incremental comprehension failure. Caplan and Waters
(2013) suggested two such behaviors: (i) in whole
sentence reading, regressive eye movements “targeted”
to within one word of an item that is relevant to the
clarification of the structure and meaning of the
sentence (discussed above) and (ii) in noncumulative
self-paced reading and listening, positive correlations
between reading and listening times for segments and
task performance mark points at which comprehension
is incrementally unsuccessful and controlled processing
occurs. The basis for this latter suggestion is that longer
self-paced reading and listening times result from the
reader doing more “work” at a point in a sentence and
therefore will occur in less efficient parsers, leading to a
negative correlation of self-paced reading and listening
times and comprehension accuracy across individuals
if the extra work done by less efficient processors does
not fully compensate for their inefficiency, or no rela-
tion between self-paced reading and listening proces-
sing times and task performance if the extra work done
by less efficient processors does fully compensate for
their inefficiency. If longer self-paced reading and
listening times are positively correlated with task
performance across individuals, then some process
other than less efficient processors working harder to
accomplish the comprehension task to the average level
must have applied. These processes include controlled
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problem-solving operations such as deliberate applica-
tion of “rules of grammar” that a comprehender
has learned, readers’ revisions of mental intonation
contours to help determine constituent boundaries, and
others that require accessing representations of a
presented sentence in memory (for discussion and rele-
vant results, see Caplan et al., 2011).

51.6 A COMMENT ON THE NEURAL
BASIS OF PROCEDURAL (LT-WM)

MEMORY MECHANISMS UNDERLYING
SENTENCE COMPREHENSION

The suggestion that parsing and interpretation rely
on LT-WM has much in common with the suggestion
that parsing utilizes procedural memory (Ullman,
2004). There is evidence that neural structures that
support procedural memory include a network that
includes the basal ganglia and cerebellum and likely
frontal lobe structures (Mizumori, Puryear, & Martig,
2009; Nagao & Kitazawa, 2008), and Ullman and
others have suggested that these structures—especially
the frontal-basal ganglionic portion of the network—
support retrieval of information from memory in
skilled parsing and interpretation.

The appeal of this hypothesis on theoretical grounds
is tempered by the fact that, as reviewed, many features
of memory in skilled parsing and interpretation are
“domain-specific.” Rick Lewis (personal communica-
tion) has suggested that it might be most profitable to
view the memory mechanisms that support parsing and
interpretation as being tokens of types of mechanisms
used more generally, pointing to the many memory phe-
nomena to which the ACT-R architecture has been
applied (list memory: Anderson & Matessa, 1997;
sentence memory: Budiu & Anderson, 2004; expertise:
Anderson & Fincham, 1994; Anderson, Fincham, &
Douglass, 1999). However, even if memory mechanisms
that support different domain-specific skills are variants
and specializations of a common functional architecture,
there are substantial differences in the memory systems
that support different tasks and skills. In Lewis’ terms,
the “tokens” of a common memory system “type” differ
significantly because of domain-specific representations
in the set of to-be-recalled items, the nature of the task
that creates the need for retrieval, the extent to which
encoding, storage, and rehearsal are performed in isola-
tion or while other operations (such as comprehension
or applying the products of comprehension to a task) are
performed (Humphreys, Bain, & Pike, 1989). Domain-
specific procedural memory systems arise because dif-
ferent sets of mechanisms are used to satisfy the memory
needs of performance under the conditions found in dif-
ferent domains. Skilled, incrementally successful parsing

and interpretation have a unique set of properties that
are supported by one such domain-specific adaptation of
memory mechanisms. It is therefore theoretically con-
ceivable that aspects of the memory processes that are
deployed during comprehension involve specialized
areas of the brain, such as those that store lexical syntac-
tic information in LTM or maintain transiently activated
phrase markers during online comprehension.

The neural structures that support the memory pro-
cesses that apply during skilled sentence comprehen-
sion need to be investigated empirically. To date,
studies of the localization of comprehension of sen-
tences that require parsing and interpretation have
yielded contradictory results. For one structure—the
contrast of object and subject relative clauses—a wide
variety of patterns of activation have been reported:
L inferior frontal gyrus (IFG) (Stromswold, Caplan,
Alpert, & Rosch, 1996), Broca’s area and Wernicke’s
area, and, to a lesser degree, in their right hemisphere
homologues (Just, Carpenter, Keller, Eddy, & Thulborn,
1996), bilateral inferior temporal lobe (Cooke et al.,
2002), medial anterior structures (cingulate, middle
frontal and superior frontal gyri) and left thalamus, left
superior parietal lobe, and right inferior frontal lobe
(Caplan, Alpert, & Waters 1998, 1999; Caplan, Alpert,
Waters, Olivieri, 2000; Chen, West, Waters, & Caplan,
2006; Waters, Caplan, & Yampolsky, 2003), and super-
ior temporal gyrus (STG) (Ben-Shachar, Hendler, Kahn,
Ben-Bashat, & Grodzinsky, 2003; Just et al., 1996;
see Grodzinsky and Freiderici, 2006; and Caplan 2006,
2007 for review). Chen et al. (2006) found that some
effects attributed to processing syntactic structure were,
in reality, due to semantic factors, and Caplan, Chen,
and Waters (2008) and Caplan (2010) have provided
evidence showing that how syntactic structure is
processed depends on the task, which influences neural
responses. The areas that are activated by encoding,
storing, and retrieving information in memory during
the process of skilled sentence comprehension, as
well as controlled processing that applies when skilled
comprehension fails, require more study.
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52.1 INTRODUCTION

Current neuroscientific models of sentence proces-
sing recognize the coordinate labor between perisyl-
vian language areas in the frontal and temporo-parietal
cortices and supportive brain networks supplying
short-term memory and other executive functions.
Together, they subserve the reversible mapping of
phonological lexical forms onto semantic and syn-
tactic information in language comprehension and
production, respectively (Friederici, 2012; Kemmerer,
2015). The involvement of left-hemispheric middle and
superior temporal, inferior-posterior parietal, as well as
inferior frontal brain regions in various sentence
comprehension tasks has been revealed by a host of
neuropsychological and neuroimaging studies
(Dronkers, Wilkins, Van Valin, Redfern, & Jaeger, 2004;
Pallier, Devauchelle, & Dehaene 2011; Vigneau et al.,
2006). Part of this supportive brain network is also the
left-hemispheric lateral premotor cortex, sometimes
extending more posteriorly into the primary motor
area and more anteriorly into the middle frontal gyrus
(Kemmerer, 2015; Vigneau et al., 2006). The involve-
ment of the motor system in sentence processing is not
only due to phonological and articulatory mapping
(Pulvermueller & Fadiga, 2010)—aspects that are not
dealt with in this chapter—because it also provides a
grounding node for certain kinds of conceptual-
semantic information. The motor system involvement
in conceptual-semantic language processing has partic-
ularly intrigued researchers over the past decade and
led to hotly debated divergent positions in the field.
Activations in the sensory-motor system during proces-
sing of action-related conceptual knowledge have been
interpreted in epiphenomenal terms or in “embodied”

terms. Although several variants of embodiment have
been formulated (Meteyard, Cuadrado, Bahrami, &
Vigliocco, 2012), here we refer to a more general
assumption formalized within the theoretical frame-
work of grounded cognition, namely that concepts are
represented in multiple, distributed brain networks
reflecting the quality of experience that is characteristic
for the concepts’ referents. In contrast to other
accounts, the grounded cognition framework makes
explicit that evidence about action-related conceptual
representations is just one instance regarding the much
broader domain of conceptual-semantic representa-
tions, including object-related, emotion-related, and
other types of even more abstract concepts. Following
this more general perspective, the theoretical construct
of “grounded cognition” incorporates not only bodily
(embodied) states but also the physical, social, and
linguistic environment, affective, and internal states
(Barsalou, 2010; Pezzulo et al., 2013).

Grounded cognition provides a coherent and scien-
tifically testable theoretical framework to account for
the involvement of the sensory-motor and other experi-
ential brain systems in conceptual-semantic processing.
Research on grounded cognition has provided an
increasing amount of empirical data in favor of the
involvement of these brain systems in conceptual-
semantic processing (Kiefer & Pulvermueller, 2012;
Meteyard et al., 2012). Most studies focused on proces-
sing words in isolation, either nouns or action verbs
(Hauk & Tschentscher, 2013), whereas much less atten-
tion has been given to multi-word utterances such as
phrases and sentences. In this respect, it has been
observed that the meaning of a word presented in
isolation is often underspecified and is, in many
cases, prone to different interpretations. Desai, Binder,
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Conant, and Seidenberg (2010) claimed that the mean-
ing of a verb like “to use” is closely related to its argu-
ments, with “use the hammer” and “use the
opportunity” conveying an action-related and an
abstract meaning, respectively. Moreover, processing a
verb in isolation involves not only its meaning but also
the information conveyed by its syntactic structure,
such as the arguments it takes and their typical mean-
ings. Ferretti, McRae, and Hatherell (2001) found that
verbs prime typical agents and patients (to arrest—cop,
criminal), or typical instruments (to stir—spoon),
but not location (to swim—ocean). Similar results
have been found for nouns (McRae & Jones, 2013).
Providing verbs and nouns within a sentence structure
can thus be considered as a linguistically more con-
strained access to conceptual knowledge that disam-
biguates the meaning of a word by the sentential
context and that, by keeping the syntactic form con-
stant, allows for controlling the information conveyed
by the syntactic structure of a word.

A further important aspect to be considered is that
only at the multi-word level do certain aspects emerge,
such as how the meanings of individual words embed-
ded within a phrase or a sentence are compositionally
combined into complex meanings. Only recently has
the question of the compositional mechanisms of lan-
guage understanding been addressed from a grounded
perspective. A first, still poorly investigated issue
regards the role of grammatical/morpho-syntactic
information, not only in assembling the meanings of
lexical-semantic units but also in modulating grounded
representations of action meanings by giving focus to
different aspects of the linguistically described action
(e.g., verb tense and aspect, or affirmative versus nega-
tive sentences). A second issue regards the role of the
sentential semantic context in which action-related
words are embedded in modulating motor resonance,
such as literal (e.g., “Grasp the hammer”) versus
figurative metaphorical (e.g., “Grasp the idea”) or idio-
matic (e.g., “Grasp the nettle”) language.

Thus, the experimental manipulation of multi-word
compositional parameters cannot but extend the discus-
sion on the flexible nature of conceptual-semantic
grounded representations (Kiefer & Pulvermueller,
2012) by emphasizing the modulatory role of the sen-
tential linguistic context.

In this chapter, we cover and review the fundamen-
tal observations that have demonstrated the grounding
of action-related sentence processing in the sensory-
motor system and the debate on its causal, necessary
role (see Section 52.2). Furthermore, we address
increasing evidence about context-dependent flexible
modulations with respect to the modulatory role of
grammar/syntax in grounded conceptual-semantic
representations at the multi-word level (see Section 52.3)

and about action-related figurative language (see
Section 52.4). Finally, we deal with attempts to provide a
more overarching framework for the neural mechanisms
underlying the conceptual-semantic processing of
emotion-related (see Section 52.5) and other abstract con-
cepts (see Section 52.6) that may be grounded not only in
action and perception but also in other experiential brain
systems.

52.2 GROUNDING OF ACTION-RELATED
SENTENCE PROCESSING IN THE

SENSORY-MOTOR SYSTEM

The idea rooted in philosophy and psychology that
the coding of conceptual information in semantic
memory is tied to inherent sensory-motor properties of
real-world objects and to the kind of sensory-motor
experience we maintain with those objects eventually
begun being supported by neuroscientific observations,
particularly with seminal studies using neuropsycho-
logical patients (Patterson, Nestor, & Rogers 2007;
Warrington & McCarthy, 1987). Neuroimaging studies
using healthy normal subjects further demonstrated
that passive viewing or naming of manipulable tools
activates the lateral frontal cortex in or in proximity of
the premotor cortex (Martin, 2007). From the point of
view of language processing, one of the first ideas to be
tested with functional magnetic resonance imaging
(fMRI) was that linguistic descriptions of motor actions
evoke activations of the neural motor system (Hauk,
Johnsrude, & Pulvermueller, 2004): somatotopically
arranged activations in the primary motor and premo-
tor cortex were found for reading mouth-, hand-, and
leg-related motor verbs presented in isolated, infinitive
forms. Other fMRI studies closely replicated these find-
ings at the multi-word level, using either Italian
subject-verb-object sentences (Tettamanti et al., 2005) or
English verb-object phrases (Aziz-Zadeh, Wilson,
Rizzolatti, & Iacoboni, 2006). Several methodological
differences confound the comparison between the
results of these three studies, such as reading (Aziz-
Zadeh et al., 2006; Hauk et al., 2004) versus passive
listening tasks (Tettamanti et al., 2005), and the syntac-
tic structure of action-related linguistic stimuli. These
ranged from having both the predicate’s subject and
object unspecified (Hauk et al., 2004), to only the object
specified (Aziz-Zadeh et al., 2006), to both subject and
object specified (Tettamanti et al., 2005). This may, at
least in part, explain why only in the latter study the
activations in motor areas were clearly accompanied
by the activation of a broader left-hemispheric net-
work, including the supramarginal and the posterior
middle temporal gyri. The involvement of a left-
hemispheric premotor-parieto-temporal network for
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listening to action-related, subject-verb-object sentences
was confirmed by other studies (Boulenger, Hauk, &
Pulvermueller, 2009; Desai et al., 2010), with some also
showing effective connectivity interactions between
these brain regions (Ghio & Tettamanti, 2010;
Tettamanti et al., 2008). One likely advanced possibility
is that this premotor-parieto-temporal network reflects
the involvement of action representation processes
known to involve the same brain regions. In this view,
the linguistic specification of both the subject and the
object of a goal-directed, action-related verb predicate
appears to lead to functional interactions between pre-
motor areas, coding for the action motor program,
anterior parietal regions, coding for the object’s affor-
dance features, and posterior temporal regions close to
visual areas coding for biological motion (Arbib, 2012).
It is possible that using isolated words or simple
phrases, leaving one or more thematic roles unspeci-
fied, leads to a more restricted activation spread within
the action representation network. This may be either
because some properties of the action’s agents and reci-
pients are not being represented or because activity
reverberation within the broader network is hindered
by compensatory activation in some network nodes for
reconstructing the unspecified thematic role informa-
tion. Compatibly with these lines of reasoning, an
earlier fMRI study on action observation (Buccino
et al., 2001) reported premotor-parietal activations for
viewing transitive actions (i.e., directed toward a visi-
ble object goal), but only premotor activations and no
parietal activations for viewing intransitive actions (i.e.,
pantomimes, lacking an object goal).

Whereas all these studies have regarded sentence
processing as an integrated unitary process over time,
mainly due to the coarse temporal resolution of fMRI,
other techniques with higher temporal resolution may
allow the breakdown of the specific neural dynamics
that are instantiated as the processing of the sentence
grammatical and thematic roles unfolds. Along these
lines, Scorolli et al. (2012) delivered transcranial mag-
netic stimulation (TMS) to the left primary motor cor-
tex while participants read action-related verbs
followed by concrete nouns, together forming verb-
object phrases. Semantic acceptability response times
for experimental phrases, compared with nonsense
control phrases, were faster when the TMS pulse was
delivered during verb than during noun presentation.
This facilitation effect suggests that the semantic
processing of action-related verbs, but not that of the
associated concrete object nouns, rapidly activates the
left-hemispheric motor system. A limitation of this
study is the lack of additional TMS target anatomical
loci, for instance, to test the hypothesis of parietal
involvement in the processing of manipulable object
nouns in verb predicates.

More indirect (lacking any measurements or modu-
lations of neural activity targeted anatomically to the
motor cortex) evidence of the involvement of the motor
system in sentence processing at the conceptual-
semantic level came from behavioral studies testing the
so-called action-sentence compatibility effect (ACE).
Because the processing of action-related word mean-
ings and congruent motor actions are thought to be
subserved by partially overlapping neural networks,
several experimental studies have tested whether the
temporal proximity/overlap between language proces-
sing and action execution tasks can lead to facilitatory/
interference effects. For example, Glenberg and
Kaschak (2002) showed that hand movements toward
or away from the body were facilitated by sentences
describing a congruent (e.g., “He opened/closed the
drawer,” respectively) compared with an incongruent
action. Boulenger et al. (2006) found that the processing
of action-related verbs presented before a signal
prompting for an upper-limb grasping movement facil-
itated movement kinematics, an effect that was
ascribed to residual activation of motor areas by verb
processing that lowered the amount of activation
required by the subsequent grasping movement to
reach threshold. In turn, when the action-related verbs
were presented simultaneously to the start of the
grasping movement, interference in kinematic para-
meters was observed; this interference effect was
ascribed to language and action processing simulta-
neously competing for the same neural resources.

However, whether sensory and motor representa-
tions play a causal (i.e., necessary) role in conceptual
processing is still a matter of debate between defenders
of the epiphenomenal (Mahon & Caramazza, 2008) and
strong embodiment views (Gallese & Lakoff, 2005).
Somewhat in between, moderate and weak versions of
embodiment proposed that semantic representations
are at least partly constituted by sensory-motor infor-
mation, although with a certain degree of abstraction
(Binder & Desai, 2011; Meteyard et al., 2012) and with
flexible dynamic modulations according to tasks, con-
text, and situations (Kiefer & Pulvermueller, 2012).

The choice of experimental approaches to test the
necessary role of sensory-motor representation is con-
troversial. fMRI and electroencephalography/magne-
toencephalography evidence of fast and automatic
activations of grounded systems during semantic pro-
cessing (Kiefer & Pulvermueller, 2012; Pulvermueller
& Fadiga, 2010) is not considered to be conclusive,
because these methodologies do not allow establishing
whether the observed correlations between brain
activities and cognitive functions are causal. More
decisive evidence is generally thought to be provided
from neuropsychological studies involving patients
with various disorders involving the motor system.

64952.2 GROUNDING OF ACTION-RELATED SENTENCE PROCESSING IN THE SENSORY-MOTOR SYSTEM

H. SENTENCE PROCESSING



For instance, a sentence processing study by Ibáñez
et al. (2013) showed that, relative to healthy control
subjects, the ACE effect is reduced in Parkinson’s
disease patients. Similarly, Fernandino et al. (2013)
showed that Parkinson’s disease patients were slower
than healthy subjects in a comprehension task with
hand action�related sentences. However, motor and
premotor brain regions do not appear to play a
necessary role in sentence comprehension because
their damage does not incontrovertibly lead to
massive comprehension deficits in large patient cohorts
(Kemmerer, 2015). Altogether, neuropsychological studies
have provided conflicting results, leaving the causality
debate from this perspective still open.

An alternative approach to argue against a merely
epiphenomenal influence of motor system activity on
language processing, but one that does not deny its
flexible modulatory nature, is to demonstrate that the
processing of word meaning involves the activation of
sensory-motor brain areas at a varying degree that
determines the efficiency of conceptual-semantic lan-
guage understanding. Two studies on sentence proces-
sing have substantially contributed advances in this
direction. Beilock, Lyons, Mattarella-Micke, Nusbaum,
and Small (2008), in a combined fMRI and behavioral
study, showed that individual sensory-motor expertise
can improve the comprehension of related concepts in
a semantic language task. Expertise was positively
correlated with higher activation of the left dorsal pre-
motor cortex, a brain region supporting the selection of
well-learned action plans. Locatelli, Gatti, and
Tettamanti (2012) showed that sensory-motor expertise
gained by training naive subjects to perform specific
manual dexterity actions (e.g., origami, knot-tying) can
lead to an improvement of cognitive-linguistic skills
related to the specific conceptual-semantic domain
associated with the trained actions. More specifically,
the authors observed, after manual dexterity training, a
speeding of reaction times in a sentence-picture seman-
tic congruency judgment task that was selective for
sentence-picture pairs semantically related to the
trained manual actions versus unrelated sentence-
picture pairs.

In sum, the investigation of sentence processing
can substantially contribute to the debate on the
grounding of action-related semantic processing in
the sensory-motor system. Specifically, action-related
sentences may help clarify the specific neural
mechanisms for representing the subject and object
thematic roles of an action’s verb predicate. The
debate regarding whether the involvement of the
motor system in action-related sentence processing is
obligate or optional continues, but researchers
increasingly recognize—against a strictly epiphenom-
enal view—that the most relevant question is to

clarify when and how this flexible involvement occurs
(Willems & Francken, 2012) and whether this involve-
ment can be beneficial to language processing.

52.3 FLEXIBLE MODULATIONS
OF SENSORY-MOTOR GROUNDING

BY GRAMMATICAL AND SYNTACTIC
ASPECTS

As discussed, the investigation of conceptual-
semantic processing at the sentence level can help
gain a better control over the polysemous and the-
matic ambiguities that individual words in isolation
leave unspecified. However, when it comes to
sentence-level language processing, as opposed to sin-
gle words, a set of nonlexical variables markedly
comes into play, including combinatorial and compo-
sitional semantics, verb tense and aspect, and syntactic
structure. These variables could, in principle, influ-
ence the kind of grounded conceptual-semantic repre-
sentations reviewed (Bergen & Wheeler, 2010). In this
respect, some behavioral evidence has been provided
showing that grammatical parameters, such as verb
aspect or temporal markers, affect the ACE. Zwaan,
Taylor, and de Boer (2010) asked subjects to read
action sentences embedded in a text describing an
event as ongoing (e.g., “He opened the bottle”), about
to happen (e.g., “He was about to open the bottle”), or
completed (e.g., “He had opened the bottle”) while
performing a knob rotation task. Results revealed
ACEs (longer reading and longer knob rotating times)
for both ongoing and completed action sentences, but
not for about to happen sentences. Bergen and
Wheeler (2010) investigated the role of verb aspect in
modulating the motor representations in language
comprehension. Based on simulations, they argued
that progressive sentences (e.g., “Ashley is stretching
her arms”) result in the detailed simulation of the
described action (and should yield ACEs), whereas
perfect sentences (e.g., “Ashley stretched her arms”)
result in the simulation of the action end-state (and
should not yield ACEs). Accordingly, they found evi-
dence for ACEs in progressive sentences, but not in
perfect sentences. Thus, it seems that the activation of
the motor system can be modulated by grammatical/
syntactic information related to verb tense and aspect.

Among the more straightforward instances of com-
positional semantic integration at the sentence level
that have contributed to the view of the flexible nature
of conceptual-semantic sensory-motor representations
is the case of sentential negation. In sentential nega-
tion, an interaction occurs between a syntactic element
(i.e., the negation operator not) and conceptual-
semantic information (i.e., the scope of sentential
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negation containing the negated information)
(Tettamanti & Moro, 2012). Building on psycholinguis-
tic evidence (Kaup, Zwaan, & Lüdtke, 2007) indicating
reduced speed in the access to lexical-semantic infor-
mation under the scope of sentential negation, the ini-
tial experimental question addressed by Tettamanti
et al. (2008) in an fMRI study was the following: given
that the semantic processing of action-related sentences
like “I grasp an apple” activates the left-hemispheric
action representation system, can we measure any
kind of modulations of such an activation when pro-
cessing sentences with reversed negation polarity like
“I do not grasp an apple”? They observed reduced
activation and reduced effective connectivity within
the left-hemispheric premotor-parieto-temporal action
representation system for negative versus affirmative
action-related sentences. This effect was interpreted as
a reduced grounding in the sensory-motor system
for the conceptual-semantic processing of negative
action-related sentences, possibly driven by a drain of
neuro-computational resources in favor of syntactic
processing, given the greater syntactic and computa-
tional complexity of negative versus affirmative sen-
tences (Christensen, 2009; Kaup et al., 2007).

Several other studies using different experimental
techniques have yielded compatible observations.
Tomasino, Weiss, and Fink (2010) showed that fMRI
activations in the hand region of the primary motor
and premotor cortices were reduced for negative hand
action�related imperatives (e.g., “Don’t grasp!”) com-
pared with affirmative counterparts (e.g., “Grasp!”).
By means of TMS of the hand motor cortex and a con-
current reading task, Liuzza, Candidi, and Aglioti
(2011) showed that the suppression of motor-evoked
potentials (MEPs) from hand muscles observed for
affirmative hand action�related sentences was
reduced for negative sentences. A similar reduction of
motor cortex activity for negative sentences was
observed by Aravena et al. (2012) in a study in which
they measured hand grip force continuously after tar-
get verb presentation; they found an enhancement of
grip force for affirmative but not for negative hand
action�related sentences.

On the basis of this motor cortex activity reduction
due to sentential negation, Bartoli et al. (2013) postu-
lated a “disembodiment” mechanism of sentential
negation, by which the reduced grounding of
conceptual-semantic processing in the sensory-motor
system for negative action-related sentences leads to a
computational load reduction in these brain regions,
yielding a reduced interference in concurrent motor
tasks. This mechanism was verified in a kinematic
study in which participants listened to affirmative or
negative action-related subject-verb phrases and imme-
diately afterward performed a congruent upper-limb

movement (Bartoli et al., 2013). Negative sentences
were found to interfere less with the movement kine-
matic parameters than matching affirmative sentences.

Foroni and Semin (2013) measured electromyo-
graphic recordings from zygomatic muscles continu-
ously after the presentation of face action-related
subject-verb phrases (e.g., “I am smiling”/“I am not
smiling”) and found muscle activation for affirmative
sentences and muscle inhibition for negative sentences.
These results suggest a possible neurophysiological
mechanism by which the semantic comprehension of
negative action-related sentences is encoded in terms of
an inhibition of the muscles whose activation is
negated.

Another sentence-level linguistic construction that is
related to but distinct from sentential negation is that of
counterfactuals—a linguistic combination of semantic
and grammatical elements to express a given modality
of the declarative state of affairs, namely that something
does not occur but could have occurred under some
hypothetical plausible circumstances. Evidence limited
to one fMRI study (Urrutia, Gennari, & de Vega, 2012)
using complex action-related sentences such as “If
Pedro had decided to paint the room, he would have
moved the photograph” showed higher activation of
the fronto-medial cortex extending into the supplemen-
tary motor area for counterfactuals versus factuals (e.g.,
“Since Pedro decided to paint the room, he is moving
the photograph”). Thus, the conceptual-semantic com-
prehension of counterfactuals appears to be grounded
in the motor system in a manner that differs from that
of sentential negation with respect to direction (higher
versus lower activation) and anatomical location (fron-
to-medial versus premotor and primary motor cortex).
The fronto-medial cortex has been implicated in the
programming of actions that are withheld or not
executed (Brass & Haggard, 2007).

All these instances of multi-word grammaticality
underline the fact that future studies on sentence pro-
cessing shall more and more disentangle relevant
dimensions of sentence structure with reference to sen-
tence processing anatomo-functional models and not
treat anymore sentences as unitary blocks. As already
discussed in the previous section, time-resolved neuro-
imaging techniques can provide a crucial complemen-
tary contribution in this respect.

52.4 FIGURATIVE LANGUAGE
AS AN ABSTRACT

SENTENTIAL-SEMANTIC CONTEXT
FOR ACTION-RELATED VERBS

Figurative language forms still another traditional
research topic within the domain of grounded
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cognition having a focus on sentence processing,
because figurative language is typically instantiated at
the sentence level. Metaphors are linguistic utterances
in which the intended conceptual meaning differs from
the meaning conveyed by the literal combination of the
individual lexical-semantic constituents, thus forming a
conceptual-semantic representation at a somewhat
more “abstract” level. Some proponents of embodied
cognition theories (Gallese & Lakoff, 2005; Gibbs,
2006) have proposed that these more abstract
concepts, particularly when formed by lexical-semantic
constituents with a physical, sensory-motor meaning
(e.g., “Grasp the idea”), are grounded in the sensory-
motor, premotor-parietal system. In metaphoric expres-
sions, the motivations for using a certain literal image
or meaning are generally manifest to the communica-
tion recipients. On the contrary, more conventionalized
figurative expressions, such as idioms, can present
varying degrees of semantic transparency, ranging
from transparent ones (e.g., “Smell a rat”) to more opa-
que ones (e.g., “Kick the bucket”). It is debated whether
the comprehension of idioms compositionally entails
the literal comprehension of the individual lexical-
semantic constituents until some (e.g., contextual) cues
prompt the idiomatic interpretation, or whether it is
directly gained by retrieving a morphologically com-
plex entry in the mental lexicon (Papagno & Caporali,
2007). Most empirical evidence suggests that idiom pro-
cessing involves, to some extent, a decomposition into
individual lexical units, even in the case of more opa-
que idioms (Papagno & Caporali, 2007; Romero Lauro,
Tettamanti, Cappa, & Papagno, 2008). If so, then we
should expect that figurative expressions of different
sorts containing action-related verbs activate motor
areas, and this should reveal the extent to which the
motor system involvement in the processing of action-
related words is lexically bound, independently of the
global conceptual-semantic representation formed, or
flexibly modulated depending on the type of literal ver-
sus figurative sentential context.

Evidence in support of either hypothesis until now
has been somewhat inconsistent, although overall the
number of studies that found an association between
the motor system and specific types of figurative
action-related language probably exceeds the number
of those that did not (for an earlier review, including a
coordinate meta-analysis, see Rapp, Mutschler, & Erb,
2012). An early fMRI study (Aziz-Zadeh et al., 2006)
found no significant motor system activations for
idiomatic phrases related to mouth, hand, or foot
actions, despite a somatotopic effect for literal
sentences. Negative fMRI evidence for idiomatic, but
not for literal, sentences were also supplied by Raposo,
Moss, Stamatakis, and Tyler (2009). Other fMRI stud-
ies, however, found a significant involvement of the

motor and/or premotor cortex in the processing of fig-
urative action-related sentences. Boulenger et al. (2009)
found arm/leg somatotopic effects for both idiomatic
and literal sentences, effects that were confirmed in a
magnetoencephalography study (Boulenger, Shtyrov, &
Pulvermueller, 2012), showing a fast spread of activity
in the motor cortex within 250 ms of latency. Desai,
Binder, Conant, Mano, and Seidenberg (2011) found
larger activations for idiomatic versus literal sentences
in the motor cortex, as well as in the posterior superior
temporal sulcus coding for biological motion; these
effects displayed an inverse correlation with familiarity,
such that unfamiliar sentences showed the strongest
activation in these brain regions. An fMRI study by
Romero Lauro, Mattavelli, Papagno, and Tettamanti
(2013) included metaphoric and fictive motion (e.g.,
“The road runs through the valley”) sentences in addi-
tion to idiomatic and literal ones. Left premotor cortex
activations were found for processing both literal (arm
and leg somatotopy) and fictive motion sentences
(only leg, because fictive motion cannot involve
upper-limb verbs by definition); arm-related but not
leg-related metaphoric sentences induced significant
activations in the left premotor cortex, whereas idio-
matic sentences only presented a trend toward signifi-
cant left premotor activations when an upper-limb
verb was involved. This gradient of the motor effects
from literal to figurative conditions was also con-
firmed by another fMRI study (Desai, Conant, Binder,
Park, & Seidenberg, 2013) and by an earlier TMS study
(Cacciari et al., 2011) that found significant effects for
literal, fictive motion, and metaphoric sentences, but
not for idiomatic sentences. An ACE study by
Santana and de Vega (2011) showed faster reaction
times in the action-sentence matching condition for
both literal and metaphoric sentences. Finally, a study
on action-related figurative language in Parkinson’s
disease patients (Fernandino et al., 2013, already dis-
cussed in Section 52.2) reported slower reaction times
compared with healthy control subjects for literal and
idiomatic sentences, as well as worse accuracy for
metaphoric sentences.

Overall, multiple complementary techniques
provide some convergent positive evidence for an
involvement of the motor system in figurative action-
related language processing. This conclusion can be
drawn with somewhat greater confidence for figurative
expressions that, as we have seen, undergo decomposi-
tion into individual lexical-semantic components, such
as metaphors and fictive motion expressions. Idioms,
although at least partially undergoing lexical decompo-
sition, appear to activate motor areas in a less consis-
tent manner, possibly inversely correlated with idiom
familiarity. Therefore, at least to some extent, the literal
versus figurative contexts in which action-related verbs
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appear flexibly modulates the degree of grounding in
the sensory-motor system.

As already discussed in relation to Desai et al. (2011)
study, a quite consistent finding of action-related lan-
guage fMRI studies, distinct from the activation of the
motor cortex, is the involvement of the posterior tem-
poral cortex coding for biological motion. Accordingly,
fMRI studies on action-related figurative expressions,
whether idiomatic, metaphoric, or more frequently
involving fictive motion, have found consistent activa-
tion in posterior temporal brain regions (Romero Lauro
et al., 2013; Saygin, McCullough, Alac, & Emmorey,
2010; Wallentin, Lund, Ostergaard, Ostergaard, &
Roepstorff, 2005; Wallentin et al., 2011). Chen, Widick,
and Chatterjee (2008) reported a similar result for pred-
icate metaphors (e.g., “The man fell under her spell”)
but importantly distinguished this activation effect as
being located more anteriorly along the posterior mid-
dle temporal cortex compared with the activation eli-
cited by literal motion sentences. This gradient was
interpreted as evidence that increasingly abstract
motion knowledge progressively involves more ante-
rior portions of the lateral temporal cortex.

The recent neuroscientific literature has shown that
the tight functional link between sensory-motor con-
ceptual knowledge conveyed by language and neural
circuits mediating sensory-motor experience related to
the concepts’ referents extends more in general to vir-
tually every aspect of the perceptual domain (Kiefer &
Pulvermueller, 2012; Patterson et al., 2007). Within the
realm of figurative language studies, a notable example
of these more general grounded associations is an
fMRI study on metaphors based on concepts related to
object texture (e.g., “She had a rough day”), which
showed a specific activation in the texture-selective
somatosensory cortex in the parietal operculum (Lacey,
Stilla, & Sathian, 2012).

52.5 EMOTION-RELATED LANGUAGE:
ABSTRACT BUT PARTIALLY GROUNDED

IN THE SENSORY-MOTOR SYSTEM

The use of multi-word expressions opens the
possibility of combining concrete words to convey
more abstract meanings, as we have illustrated.
Abstract meanings, however, can also be conveyed by
words or sentences referring to entities, events, or
states that cannot be experienced through senses in the
external world. The controversial possibility of
grounding the processing of abstract knowledge in the
sensory-motor system is best illustrated by emotion-
related knowledge.

Emotion meanings (e.g., happiness, sadness) are
generally considered abstract concepts because they

mainly refer to internal states and have no obvious
referents in sensory-motor experience. From a
grounded perspective, internal states can be as much
the object of experience as external states and actions
(Kousta, Vigliocco, Vinson, Andrews, & Del Campo,
2011). In addition to internal experiences—including
affective states, introspection, interoceptions, and
mentalizing—emotion concepts are also believed to be
grounded in situations in which people experienced
them—including settings, agents, objects, events, and
even motor actions (Barsalou, 2010; Wilson-
Mendenhall, Barrett, Simmons, & Barsalou, 2011). The
relative contribution of the internal and external
sensory-motor experiences associated with a given
emotion concept may vary (Wilson-Mendenhall et al.,
2011). Accordingly, retrieving and processing abstract
emotion knowledge conveyed by language should acti-
vate a distributed brain circuitry including (in addition
to language areas) neural networks processing emotion
and introspection and the sensory-motor system in a
context-dependent manner (Binder & Desai, 2011;
Kiefer & Pulvermueller, 2012). As far as motor repre-
sentations are concerned, it has been observed
(Winkielman, Niedenthal, & Oberman, 2008), for exam-
ple, that covert emotional states (e.g., anger) are often
associated with overt motor behaviors, such as facial
expressions (e.g., frown) and emotional hand/arm
gestures (e.g., clenched fists).

Neuroimaging studies (for a review, see Citron,
2012) have provided evidence of activations in emotion
brain networks during the processing of linguistic
utterances conveying an emotional content, be it words
denoting a specific emotion (e.g., sadness) or character-
ized by some emotional connotations (e.g., flower,
war). On the contrary, data about the involvement of
the sensory-motor system in emotion-related language
are scant. Initial evidence came from an fMRI study
(Moseley, Carota, Hauk, Mohr, & Pulvermueller, 2012)
in which participants silently read single words denot-
ing either emotions (e.g., “mock”) or sensory-motor
emotional actions (e.g., “frown”), plus mouth- and
hand-related words (e.g., “bite,” “pinch”) as a control.
Both types of emotional words activated (in addition
to emotion circuitries) the same motor areas activated
by hand- and mouth-related verbs. These findings are
compatible with the idea that processing emotion-
related meanings is grounded in motor areas, even if
words denote emotional states (“mock”), without
explicitly referring to emotionally charged objects and
actions (as in “frown”). At the sentence level, neuroim-
aging data are still lacking. In a rating study, we pro-
vided initial evidence that emotion-related sentences
(e.g., “She mocks the disappointment”), although
judged as abstract on a concreteness scale, exhibited a
specific involvement of body parts and were more
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associated with mouth, hand, and leg movements rela-
tive to other types of abstract-related meanings (Ghio,
Vaghi, & Tettamanti, 2013).

One alternative (but partially compatible) view
stresses the grounding of emotion meanings in
sensory-motor systems, arguing that language and
emotion are mutually related through action
(Glenberg, Webster, Mouilso, Havas, & Lindeman,
2009; Niedenthal, 2007). Glenberg et al. (2009) showed
that language understanding induces emotion-specific
changes in the facial muscles. Participants read sen-
tences describing angry, sad, and happy situations
while recording electromyographic activity from the
facial muscles involved in producing expressions of
happiness (zygomatic major and orbicularis oculi) versus
anger and sadness (corrugator supercilii). The muscles
used in smiling were more active during reading of
happy sentences, whereas the frowning muscle was
more active during reading of sad and angry sen-
tences. Havas, Glenberg, Gutowski, Lucarelli, and
Davidson (2010) tested whether action simulations
play a causal role in emotional sentence processing by
evoking a reversible paralysis of the corrugator supercilii
muscle used in expressing negative emotions through
the injection of the botulinum toxin. During sessions
before and after injections, participants read sentences
describing angry, happy, and sad situations and then
pressed a button. A sentence-by-session interaction
was found, with reading times for sad and angry sen-
tences being longer during sessions before injections
than after injection, and there were no differences for
happy sentences.

In sum, limited evidence supports the view of a
grounding of emotion language processing in the
sensory-motor system. More clearly, the broadening of
the grounded cognition perspective to account for the
linguistic processing of “abstract” emotion-related con-
ceptual knowledge seems to require the involvement
of distributed brain networks beyond the sensory-
motor system.

52.6 ABSTRACT SENTENCE
PROCESSING IS GROUNDED IN

EXPERIENTIAL NEUROCOGNITIVE
SYSTEMS

Contrary to traditional accounts positing that abstract
knowledge relies on verbal representations only (Paivio,
1971; Schwanenflugel, Harnishfeger, & Stowe, 1988),
grounded accounts postulate that, also in the abstract
domain, the storage of conceptual knowledge may
reflect the type of experience maintained with the con-
cepts’ referents (Barsalou, 2010; Kiefer & Pulvermueller,
2012), as exemplified by emotion concepts. Among

grounded accounts, different nuances exist with respect
to the type of experience considered characteristic for
abstract concepts (Meteyard et al., 2012). According to a
strong embodied view, abstract concepts are grounded
in sensory-motor experience via conceptual metaphors
(Gallese & Lakoff, 2005; Gibbs, 2006). However,
criticisms have been raised about the generalizability of
conceptual metaphors as foundational mechanisms to
all abstract concepts (Barsalou, 1999; Vigliocco,
Meteyard, Andrews, & Kousta, 2009; Tettamanti &
Moro, 2012), and empirical evidence is limited to a set
of specific conceptual domains (Boroditsky & Ramscar,
2002; Casasanto & Boroditsky, 2008). Another influential
embodied view proposed that, in addition to sensory-
motor information, abstract meanings rely on emotional
and introspective information about internal states, such
as interoception, mentalizing, beliefs, affects, self-
thoughts, and intention recognition (Barsalou, 2008;
Ghio & Tettamanti, 2010; Kiefer & Pulvermueller, 2012;
Wilson-Mendenhall et al., 2011; Wilson-Mendenhall,
Simmons, Martin & Barsalou, 2013). Also, linguistic
information has been considered relevant for abstract
meanings, either in the form of word associations result-
ing from co-occurrence patterns and syntactic informa-
tion (Simmons, Hamann, Harenski, Hu, & Barsalou,
2008; Vigliocco et al., 2009) or in the form of social and
normative linguistic boundaries in which words may
express previous experiences (Prinz, 2002) but may also
constitute actions/experiences in their own right
(Borghi & Cimatti, 2012; Sakreida et al., 2013).

In general, a shared assumption of grounded
accounts is that multiple experiential representations
contribute to the processing of both concrete and
abstract meanings, although in different proportions.
Concrete meanings may more heavily rely on sensory-
motor information, whereas abstract meanings may
rely on affective and linguistic information, depending
on context and tasks (Barsalou, 2008; Kiefer &
Pulvermueller, 2012; Vigliocco et al., 2009).

Despite the existing variety of abstract meanings,
the abstract domain has generally been regarded as an
undifferentiated whole (Cappa, 2008; Wang, Conder,
Blitzer, & Shinkareva, 2010). In this respect, grounded
accounts seem to have a great potential in explaining
such variety of abstract meanings, encompassing vari-
ous entities and processes such as social relationships
or facts, events, and introspective states (Cappa, 2008).
Depending on the particular abstract concept, a spe-
cific combination of modalities and systems that pro-
cess perception, action, language, emotions, and
internal states may be more or less relevant. By extend-
ing this line of reasoning, recent theoretical advance-
ments proposed that distributed neural representations
of experiential information related to the concepts’
referents might distinguish concepts with fine-grained
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specificity in the abstract domain by analogy to what
has been demonstrated for action-related and object
knowledge (Ghio et al., 2013; Wilson-Mendenhall
et al., 2013). For example, as the processing of affective
concepts conveyed by language appears to involve the
emotion processing network—as discussed in the pre-
vious section—similarly, the processing of introspec-
tive concepts referring to mental states might activate
the mentalizing neural network, and the processing of
abstract social meanings (i.e., meanings referring to
social behaviors like “convince” or psychological traits
like “ambitious”) might activate brain regions underly-
ing mentalizing and social cognition. Consistently,
fMRI studies using either single words (e.g., Zahn
et al., 2007) or sentences (e.g., Simmons, Reddish,
Bellgowan, & Martin, 2010) referring to abstract social
meanings have found comparable activations in brain
regions typically implicated in social cognition (partic-
ularly the anterior temporal lobe, but also the temporal
poles, the medial prefrontal cortex, the posterior super-
ior temporal sulcus, and the precuneus/posterior
cingulate).

Similarly, for the semantic processing of mathematical-
related concepts, the grounded framework posited an
involvement of the same brain areas involved in the
actual processing of numbers and quantities, such as the
horizontal intraparietal sulci (Piazza, Pinel, Le Bihan, &
Dehaene, 2007). In an fMRI study, Wilson-Mendenhall
et al. (2013) showed that the processing of the concept
“arithmetic” compared with “convince” relies on the
same brain regions activated by a numerical localizer
task. Another line of research suggests that number cogni-
tion is grounded in the sensory-motor system, with num-
ber processing involving hand representations related to
finger-counting, for example. Developmental, behavioral,
and neuropsychological studies seem to indicate that
finger-counting habits have an effect on numerical and
arithmetic processing (Hauk & Tschentscher, 2013). At
the neural level, several neuroimaging studies provided
evidence of an anatomical overlap between activations
in parietal and precentral areas for numerical and
arithmetic processing and activations for grasping
and pointing movements (Tschentscher, Hauk, Fischer, &
Pulvermueller, 2012). Such overlap, however, has been
differently interpreted as resulting either from the
invasion of evolutionary older brain circuits by the
more recent cultural invention of numeracy (Dehaene &
Cohen, 2007) or from hebbian learning mechanisms
(Tschentscher et al., 2012).

Altogether, the empirical evidence of grounding
abstract knowledge expressed linguistically is still
quite limited. What seems to emerge, however, is a
more general grounded framework in which (in addi-
tion to sensory-motor representations) different kinds
of experience-based representations tied in distributed

neural networks may contribute to abstract semantic
processing to different degrees.

52.7 CONCLUDING REMARKS

Convergent experimental evidence has demon-
strated that conceptual-semantic sentence processing
is flexibly grounded in sensory-motor and experience-
based brain networks. Further research should
better clarify how the neural activity in experience-
related brain systems is functionally coordina-
ted with that of language perisylvian and other
supportive brain regions and the impact of inter-
individual differences in the quality and quantity of
experience in modulating experience-based neural
representations.
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Ibáñez, A., Cardona, J. F., Dos Santos, Y. V., Blenkmann, A.,
Aravena, P., Roca, M., et al. (2013). Motor-language coupling:
Direct evidence from early Parkinson’s disease and intracranial
cortical recordings. Cortex, 49(4), 968�984.
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Here is the opening to a story no one would ever
write:

“Over to the Indian camp.” The Indian who was rowing
them was working very hard, but the other boat moved fur-
ther ahead in the mist all the time. “Oh,” said Nick. Uncle
George sat in the stern of the camp rowboat. It was cold on
the water. “There is an Indian lady very sick.” Nick lay back
with his father’s arm around him. The Indians rowed with
quick choppy strokes. Nick and his father got in the stern of
the boat and the Indians shoved it off and one of them got in
to row. Nick heard the oarlocks of the other boat quite a way
ahead of them in the mist. The young Indian shoved the camp
boat off and got in to row Uncle George. The two boats started
off in the dark. The two Indians stood waiting. “Where are we
going, Dad?” Nick asked. At the lake shore there was another
rowboat drawn up.

What is wrong with this passage? All the sentences
were written by Ernest Hemingway in his iconic spare
style. The vocabulary should be accessible to most
readers. However, because we have rearranged the
order of the sentences, the passage as a whole is proba-
bly quite difficult to comprehend.

Here is the original as Hemingway wrote it
(Hemingway, 2007):

At the lake shore there was another rowboat drawn up.
The two Indians stood waiting. Nick and his father got in the
stern of the boat and the Indians shoved it off and one of
them got in to row. Uncle George sat in the stern of the camp
rowboat. The young Indian shoved the camp boat off and got
in to row Uncle George. The two boats started off in the dark.
Nick heard the oarlocks of the other boat quite a way ahead
of them in the mist. The Indians rowed with quick choppy
strokes. Nick lay back with his father’s arm around him. It
was cold on the water. The Indian who was rowing them was
working very hard, but the other boat moved further ahead in
the mist all the time. “Where are we going, Dad?” Nick asked.
“Over to the Indian camp. There is an Indian lady very sick.”
“Oh,” said Nick.

In Hemingway’s opening to “Indian Camp,” a situa-
tion and a sequence of events are described. A skilled
reader appreciates the setting and the events without
apparent effort. The rearranged version preserves the
words, grammatical structure, and sentence-level orga-
nization, but it is much less comprehensible. In this
chapter we give an account of those processes that
allow readers to make sense of discourse not just at the
level of the sentence but also at the level of a connected
sequence of sentences that describe settings and events.

When readers and listeners comprehend a narrative
prose passage, van Dijk and Kintsch (1983) proposed
that they construct three types of representation. The
surface representation is the reader’s mental representa-
tion of the specific wording and structure of the text.
The textbase is the reader’s representation of the items
of information, called propositions, that the text
asserts, independent of their form. The situation model
is a structured mental representation of a situation and
set of events. For example, consider the sentence “Nick
heard the oarlocks of the other boat quite a way ahead
of them in the mist.” If the end was changed to “in the
mist quite a way ahead of them” or “quite a way
ahead of them in the fog,” then this would probably
change the surface representation but not affect the
textbase or the situation model; neither of those repre-
sentations depends substantively on exact word
choices or word order. If “heard the oarlocks” were
changed to “heard the oars,” then this would likely
change the surface representation and also the text-
base, because the object of the proposition is “oar-
locks” in the former case but “oars” in the second.
However, this probably would not change the situa-
tion model because the sound in both cases comes
from the oars working in the oarlocks, so the two pro-
positions give alternate descriptions of the same
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situation. Finally, changing “quite a way ahead of
them” to “quite a way behind them” would change all
three representations, because it changes the word
itself, the information asserted, and the situation
described by that assertion.

These three types of representation differ in the
mechanisms that produce them, in their fidelity, and
in the timecourse with which they are forgotten.
Surface representations are notably incomplete and
fleeting. After short delays, readers are quite poor at
answering questions such as whether “in the mist” or
“in the fog” was Hemingway’s choice of words (for a
review, see Fletcher, 1994). Surface representations of
the sentences in Hemingway’s opening should not be
much affected by the scrambling we did in the
example. However, scrambling sentence order should
substantially disrupt the textbase and the situation
model.

In this chapter, we consider mechanisms by which
comprehenders construct representations of discourse,
and, in particular, how comprehenders establish con-
nections among components of a text at each of the
three levels. We take a cognitive neuroscience perspec-
tive in which we view the construction of discourse
representations as resulting from mechanisms that
have both information-processing aspects and neuro-
physiological aspects, and we try to present both
aspects in an integrated fashion. Neuroscientific
methods lend themselves to the study of discourse
processes because they enable the researcher to disen-
tangle linguistic and cognitive components of compre-
hension. Furthermore, because they do not always
require an explicit experimental task, they allow
researchers to study language comprehension more
naturalistically.

The most important methods are event-related poten-
tials (ERPs) and functional magnetic resonance imaging
(fMRI). ERPs are averaged electro-encephalograms,
time-locked at the onset of stimuli of interest. They
provide excellent temporal resolution and a dissocia-
tion of qualitatively distinct processes (see Kaan, 2007
for an introduction.). For example, it has been shown
that the N400 component is sensitive to the semantic
fit of a word in the context, whereas the P600, a later
positivity, can be found, for example, when the inte-
gration or reanalysis of syntactically difficult materials
is needed (Kutas & Federmeier, 2011). These compo-
nents are an important tool in language processing
research, which has been successfully applied to
research on discourse comprehension and contextual
integration (van Berkum, 2004).

Neuroimaging methods, in contrast, are useful for
specifying the brain regions and networks involved
during comprehension. Using quite extensive knowl-
edge of the functional neuroanatomy accumulated to

date, it is possible to associate activation patterns with
specific cognitive or linguistic processes. Although
neuroimaging of discourse comprehension is a young
field, several reviews are available (Bornkessel-
Schlesewsky & Friederici, 2007; Ferstl, 2007, 2010; Mar,
2004; Mason & Just, 2006). In a meta-analysis, Ferstl,
Neumann, Bogler, and von Cramon (2008) identified
an extended language network of candidate regions
involved during discourse comprehension, which is
discussed in depth later in the chapter; however,
briefly, in addition to the perisylvian language regions
(left inferior frontal lobe and posterior temporal/
inferior parietal lobe), bilateral anterior temporal lobe,
and dorso-lateral prefrontal cortex play a role. Most
importantly, the dorso-medial prefrontal and parieto-
medial cortex have been shown to be active during
processing of coherent language.

Although not included in the meta-analysis at the
time (due to a relatively small database of studies), the
question of right-hemisphere contributions to language
comprehension is also crucial. Based on observations
from clinical linguistics, it has been proposed that
discourse processing requires the language-dominant
left hemisphere right hemisphere homologues (Brownell
& Martino, 1998; Jung-Beeman, 2005).

Although there are still open questions regarding
the processes involved (Goldman, Golden, & van
den Broek, 2007), the key psycholinguistic concepts
used to organize this chapter are useful for describ-
ing the processes involved in comprehending dis-
course beyond the sentence level. It should be noted,
however, that the comprehension of nonliteral lan-
guage (e.g., idioms, metaphors, irony or verbal
humor) is related to discourse comprehension but
falls outside the scope of what we can cover in this
chapter (for further readings see Papagno & Lauro,
2010; Schmidt & Seger, 2009).

53.1 COHESION

Connections between text elements at the surface
level produce cohesion (Halliday & Hasan, 1976).
Cohesion can be distinguished coherence, which refers
to connections at the level of the text base or situation
model. Cohesive markers, or “cohesive ties,” are
words that directly signal the relationship between
parts of sentences or between successive sentences. For
example, in “The birthday girl unwrapped her presents
before the guests ate the cake,” both the possessive pro-
noun her as well as the conjunction before help the
reader to understand the relationships between the
two actions (eating and opening), as well as between
the concepts girl and presents. In addition, even the def-
inite article “the” in “the cake” provides cohesion,
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because it presupposes a given cake (the one that is
usually part of a birthday celebration)—rather than
introducing “a cake” as a novel concept in the dis-
course. Note that these relationships can easily be
inferred in the absence of lexical markers just by using
the order of the statements or by drawing on general
world knowledge: presents, cakes, and guests are usu-
ally parts of birthday parties.

Psycholinguistic studies confirm that lexical cohe-
sion facilitates comprehension when it is used
appropriately. One of the first investigations of the
comprehension of cohesion using neuroimaging was a
study by Robertson et al. (2000). Short paragraphs with
indefinite articles were compared with the same para-
graphs with definite articles, which rendered the sen-
tences more cohesive (i.e., more story-like). The
indefinite article sentences included the following: “A
grandmother sat at the table. A child played in the
garden. . .A grandmother promised to bake cookies.”
The corresponding definite article sentences were
included: “The grandmother sat at the table. The child
played in the garden. . .The grandmother promised to
bake cookies.” Despite the subtlety of this manipula-
tion, there were differential activations in the frontal
lobes. The cohesive condition elicited more activation
in right prefrontal regions. Ferstl and von Cramon
(2001) used a 23 2-design, crossing cohesion (connec-
tions at the surface level) with coherence (connections
at the level of the text base). When cohesive ties were
falsely used in incoherent sentence pairs, thus render-
ing the sentences infelicitous, activation in bilateral
inferior prefrontal regions was observed. This result
was interpreted as reflecting task management pro-
cesses, which are required for resolving the in-
consistency between knowledge-based coherence and
lexically signaled cohesion. In this study, both pro-
nouns and conjunctions were used as cohesive ties.

Using electroencephalographic ERPs, Münte,
Schiltz, and Kutas (1998) studied the use of conjunc-
tions during sentence processing. Connecting two
events with the conjunctions before and after renders
the temporal order either consistent (“After x happens,
y happened”) or inconsistent (“Before y, x happened”)
with the order of mention. The latter sentence type
elicited a slow negative shift, indicating higher
cognitive demands. Converging evidence was
provided by Ye, Habets, Jansma, and Münte (2011) in
an fMRI study. Using similar sentences in a production
task, they found extensive left middle temporal activa-
tions for before compared with after sentences.
Prefrontal and hippocampal activations suggested that
the cognitive demands are related to memory
processes needed for rearranging the temporal
sequence. These results show that cohesion plays a
role both during comprehension and production.

The processing of pronouns has been investigated
in a number of imaging studies. Very similar to the
manipulation used by Robertson et al. (2000), Almor,
Smith, Bonilha, Fridriksson, and Rorden (2007) com-
pared short sentence sequences in which the discourse
referent was repeated (e.g., “Anna went shopping.
Anna wore a scarf. Anna liked ice cream”) with the
same sentences using pronouns after the first mention
(e.g., “Anna went shopping. She wore. . .”). The pro-
nouns clearly signal continuity of reference, whereas
repetition is less felicitous in natural discourse.
A rather extended temporo-parietal network showed
higher levels of activation for the repetition condition
compared with the pronoun condition. This result con-
firms the sensitivity of the language processing system
to these subtle pragmatic cues.

Using a distinction between grammatical and natu-
ral gender, Hammer, Goebel, Schwarzbach, Münte,
and Jansma (2007) found that a mismatch of grammati-
cal gender induced activation increases in left perisyl-
vian regions including the left inferior frontal gyrus
(IFG) and the superior temporal sulcus. In contrast,
when both natural and grammatical gender were vio-
lated (e.g., “The woman was popular because he was
attractive”), extensive right hemisphere activation
emerged, particularly in the IFG and the inferior parie-
tal lobe. Interestingly, very similar results were
obtained in a study using gender stereotype nouns in
English (Ferstl, Manouilidou, & Garnham, 2010),
strengthening the interpretation that these regions are
important for the processing of natural gender infor-
mation, rather than for the integration of explicit gram-
matical gender marking.

Similarly, Nieuwland, Petersson, and van Berkum
(2007) used simple sentences of the form “X told Y that
he/she. . .”. Varying the gender of the two noun
phrases, they created coherent (one unique referent),
ambiguous (two possible referents—e.g., two women
followed by “she”), and violation conditions (no possi-
ble referents—e.g., two women followed by “he”).
Activations for the referential failure condition
included bilateral inferior prefrontal regions, whereas
ambiguity elicited activations in the posterior cingulate
cortex (PCC) and the medial prefrontal cortex. This lat-
ter result suggests increased inference demands for the
ambiguous sentences when pronoun reference is
attempted in the absence of lexical cues (see next
section).

Some evidence for a successful interaction of seman-
tic and syntactic cues to reference comes from ERP
studies on gender stereotype referents of reflexive pro-
nouns (Osterhout, Bersick, & McLaughlin, 1997).
Consider a sentence containing a cataphoric refer-
ence—a reference to a word that has not yet been
mentioned—such as “After she thought about the
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letter, the minister left London.” Readers encountering
the word “she” in this sentence incur a processing
cost when they are unable to find a referent yet men-
tioned for the pronoun. However, reflexive pronouns
such as himself or herself are syntactically bound to the
sentence subject, as in “After reminding herself about
the letter, the minister left London.” This syntactic
binding eliminates the need to search based on
semantic fit for a referent, and thus when readers
encounter them they do not incur processing costs
(Kreiner, Sturt, & Garrod, 2008).

Taken together, these and similar findings suggest
that cohesive ties are an important cue to discourse
coherence. Articles, pronouns, and conjunctions have
been shown to influence processing immediately.
Because these different ties have dissociable functions,
there is no unique set of brain regions specialized for
establishing cohesion. However, it has been shown
that fronto-parietal regions are important for the pro-
cessing of gender information, and the inferior frontal
cortex is important for the sequencing of events based
on conjunctions in sentences. Furthermore, the use of
cohesive markers directly influences the inference
demands in text comprehension, which are required to
derive semantic coherence.

53.2 COHERENCE

Even in the absence of cohesive ties, readers and lis-
teners attempt to establish coherence. Coherence is a
content-based connection between successive phrases,
sentences, or utterances, manifest at the level of the
text base or situation model. For example, readers
might assume co-occurrence in time or space, as in the
sentences from Robertson and colleagues described
previously: After reading “A grandmother sat at the
table. . .A grandmother promised to bake cookies,”
readers might represent these as occurring continu-
ously in time at the same location. Readers also might
infer a causal relationship, as in the following example:
“Dorothy poured the bucket of water on the fire. The
fire went out” (Singer, Halldorson, Lear, & Andrusiak,
1992). These inference processes have been extensively
studied in psycholinguistic research on text compre-
hension. Questions of interest are whether inferences
are drawn automatically and online, if and how they
depend on the comprehenders’ goals, and whether
inference types can be classified into qualitatively dif-
ferent categories (such as bridging, causal, elaborative,
or predictive inferences).

Neuroscientific studies on inferencing are usually
less concerned with the fine-grained temporal resolu-
tion of these processes. Here, the assumption is that,
due to the human drive to make sense of the world,

inferences are a core component of comprehension.
Interestingly, specific deficits have been observed in
patients with right hemisphere or frontal brain lesions,
rather than in aphasic patients (e.g., Baumgärtner,
Weiller, & Büchel, 2002; Beeman, 1993; Ferstl, Guthke, &
von Cramon, 2002). Thus, one of the most important
issues is the question of domain specificity. Do
language-based inferences elicit activation in the peri-
sylvian language cortex of the left hemisphere? Do
they engage prefrontal regions related to problem-
solving and executive functions? What is the role of
the right hemisphere? Do the neuronal signatures of
inferences during language comprehension resemble
those of processes such as evaluation, reasoning, or
social judgments?

To investigate these questions, the aforementioned
study by Ferstl and von Cramon (2001) used sentence
pairs a coherence judgment task. Participants eval-
uated whether the sentences were connected or unre-
lated. Coherent compared with incoherent sentence
pairs elicited activations not in fronto-temporal lan-
guage regions, but in left medial areas, particularly the
dorso-medial prefrontal cortex (dmPFC) and the PCC,
reaching into the precuneus (pCC/prec). This finding
has since been replicated numerous times (e.g., Chow,
Kaup, Raabe, & Greenlee, 2008; Ferstl, 2010; Ferstl
et al., 2008; Friese, Rutschmann, Raabe, & Schmalhofer,
2008), but the dmPFC has also been implicated in a
number of other cognitive functions. Most notably, it
has been considered part of the “default” network that
is active in the absence of an overt task, or an engaging
activity (Raichle et al., 2001). Of course, this overlap
might be due to self-guided thinking when task
demands are low. Other functions include Theory-of-
Mind, that is, the process of making sense of other
people by inferring their intentions and emotions (cf.
Ferstl & von Cramon, 2002), aesthetic judgments, or
the processing of self-relevant stimuli (see Ferstl et al.,
2008 for more detail). Although it is beyond the scope
of this overview to attempt to dissociate these propo-
sals, it is clear that the dmPFC cannot be specific for
language processes, but that its function is rather gen-
eral. The most parsimonious account is that it is
involved whenever someone needs to make a judg-
ment based on their own background knowledge and
self-calibrated evaluation criteria.

Several studies manipulated the degree of related-
ness to vary inference demands gradually, rather than
in an all-or-none fashion. Adopting a classical para-
digm, Mason and Just (2004) used three conditions in
which causal relationships were varied. For example, a
target sentence “The next day he was covered in
bruises” was preceded by a direct cause “Jane
punched Larry,” by an intermediate condition (“Jane
got angry at Larry”), or by a distantly related one
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(“Larry went to Jane’s house”). Using region-of-
interest analyses, they reported right-sided activation
for the intermediate condition and bilateral frontal acti-
vation with decreasing relatedness of the sentences.
Kuperberg, Lakshmanan, Caplan, and Holcomb (2006),
again using an explicit judgment, showed an extended
network of regions to vary with inference difficulty,
including both medial and right hemisphere regions.
With an individually defined empirical criterion (using
participants’ ratings of relatedness), Siebörger, Ferstl,
and von Cramon (2007) also confirmed that dmPFC
activation was related to the inference process, rather
than to stimulus properties.

Finally, a number of studies used mid-length stories
and tested activation patterns at certain inference
points within the stories. For example, a story about
someone getting ready for a wedding contained the
sentences “The shirt was all wrinkled. He started
work/ironing. . .The shirt was all smooth” (Virtue,
Haberman, Clancy, Parrish, & Jung-Beeman, 2006).
When the specific term “ironing” is used, inference
demands are low. However, when the vague term
“work” is used, the reader needs to infer that the per-
son is probably ironing. If this inference is made, then
the subsequent “smooth” is as easy as in the first con-
dition, whereas it again elicits a backward inference
when the earlier inference is missing from the dis-
course representation. Brain regions involved in these
inferences included left-sided and right-sided temporal
regions. With these longer stories, working memory
demands increase. In a follow-up study (Virtue,
Parrish, & Jung-Beeman, 2008), comprehenders with a
high working memory capacity engaged the right-
sided regions to a larger extent than readers with low
working memory capacity.

Distinguishing the content of inferences (emotional,
physical, intentional), Mason and Just (2009, see also
2006) argued that the dmPFC activation reflects a pro-
tagonist monitoring process during narrative compre-
hension. Inference processes are important for
establishing local coherence. In the next section, we go
beyond local coherence, that is, the connections
between the current sentence or utterance and the
immediately preceding context. Global coherence, that
is, the overall structure and gist of connected text,
requires setting up a situation model of the text.

53.3 SITUATION MODEL
CONSTRUCTION

When one hears or reads a moderately coherent
prose passage, one can construct a situation model
representing the setting and events described by the
passage. To the extent the text makes it easy to create a

situation model reading is faster, comprehension is
easier and memory is better. These effects were first
established in a famous series of studies of long-term
memory conducted by Bransford and his colleagues.
In one set of experiments, the memory of readers for
sentences was tested using a recognition memory
test that included previously read sentences and
sentences that were altered to affect only the surface
structure or the situation model (and textbase) along
with the surface structure (Bransford, Barclay, &
Franks, 1972). For example, a reader might encounter
the sentence, “Three turtles rested on a floating log,
and a fish swam beneath them,” and then be tested
with “Three turtles rested on a floating log, and a
fish swam beneath it.” This lure is very difficult to
reject, presumably because changing “them” to “it”
does not change the situation described. However, if
the encoded sentence began “Three turtles rested
beside a floating long. . .”, then changing “them” to
“it” changes the situation—and such a change is
more easily detected during the memory test.
(Of course, none of the words were italicized in the
experiments.)

Another set of experiments manipulated the ability
of the readers to construct a situation model during
reading (Bransford & Johnson, 1972; see also Dooling &
Lachman, 1971). For these studies, the researchers
created passages for which it was difficult to form a
situation model without the addition of a key element
of context. For example:

If the balloons popped, the sound wouldn’t be able to
carry since everything would be too far away from the correct
floor. A closed window would also prevent the sound from
carrying, since most buildings tend to be well insulated. Since
the whole operation depends on a steady flow of electricity, a
break in the middle of the wire would also cause problems.
Of course, the fellow could shout, but the human voice is not
loud enough to carry that far. An additional problem is that a
string could break on the instrument. Then there could be no
accompaniment to the message. It is clear that the best situa-
tion would involve less distance. Then there would be fewer
potential problems. With face to face contact, the least number
of things could go wrong. (p. 719).

This passage makes little sense without the picture
provided in Figure 53.1. As expected, readers found
the passage much easier to read if it was preceded by
the picture. Moreover, pre-exposure to the picture dra-
matically increased the amount that readers were able
to recall from the passage. Interestingly, presenting the
picture after reading had little effect.

How do situation models influence online reading?
One thing they do is render relevant information more
accessible for further processing. This was shown viv-
idly in a study by Glenberg, Meyer, and Lindem
(1987). Glenberg et al. asked participants to read
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passages that could be manipulated to change the situ-
ation such that a critical item was either associated
with the main character or dissociated from her or him
while controlling how recently the item was men-
tioned. An example passage follows: “John was pre-
paring for a marathon in August. After doing a few
warm-up exercises, he put on his sweatshirt and went
jogging. He jogged halfway around the lake without
difficulty. Further along his route, however, John’s
muscles began to ache.” In this passage, the critical
word is “sweatshirt,” and it is associated with John. In
the dissociated condition, “put on his sweatshirt” was
replaced with “took off his sweatshirt.” Memory for
the critical object was tested using a yes�no recogni-
tion test, with probes placed immediately right after
the sentence containing the critical word, or one or
two sentences later. When tested immediately after
presentation, recognition was fast independent of the
associated/dissociated manipulation. After one or two
sentences, however, responses were faster for words in
the associated condition than in the dissociated
condition.

As a narrative evolves, information about various
dimensions of the situation changes. Comprehenders
track these changes, incorporating the new information

into their situation model. The event-indexing model
(Zwaan, Langston, & Graesser, 1995) gives an account
of how readers monitor dimensions of the situation
described by the discourse and update their situation
models when these dimensions change. According to
the model, updating a model takes time and cognitive
resources, and information that is no longer in a situa-
tion model as a result of updating is less accessible. As
a result, signatures of updating can be seen in reading
time and in memory accessibility. For example, Scott
Rich and Taylor (2000) asked participants to read short
narrative passages that contained changes in the main
character, in the spatial location, or in temporal loca-
tion. In the first experiment, readers were asked about
the overall coherence of the narrative. In the second
experiment, readers were asked about the local cohe-
sion of the sentences (“how well the sentence fits with
the previous sentence”). In the third experiment, parti-
cipants’ memory for recently presented actions was
probed using a recognition test. In that experiment, it
was also possible to measure reading time for the sen-
tences that contained shifts and for control sentences.
Changes in character, space, or time led readers to rate
the text as less coherent and less cohesive. Actions
from before a shift were responded to less quickly and
less accurately than actions from since a shift. The
three shifts did not function equivalently. Character
changes produced the largest reductions in coherence
and cohesion ratings, and led to memory responses
that were more accurate but slower than the other
changes. These results suggest that participants
were putting more effort into tracking character
information and incorporating it into long-term mem-
ory. This is surely not always the case, but tracking
characters may be important under many reading con-
ditions. Causality is another dimension that appears to
be important for discourse comprehension under
many conditions (van den Broek, Young, Tzeng, &
Linderholm, 1999). For example, when the current sen-
tence being read is more causally connected to the
previous sentences, it is read more quickly (Myers,
Shinjo, & Duffy, 1987). In contrast to characters and
space, there is good evidence that comprehenders pay
relatively less attention to the spatial dimension during
normal reading for comprehension (see Radvansky &
Zacks, 2014, Chapter 4 for a review).

Situation model updating can be conceptualized
using a propositional—or language—like representa-
tional format, as originally proposed by Kintsch and
van Dijk (1978). However, as van Dijk and Kintsch
(1983) stressed, other domain-dependent representa-
tional formats (e.g., a map encoding spatial relation-
ships) are perfectly plausible. Thus, approaches to
situation model updating including the event-
indexing model are commensurable with approaches

FIGURE 53.1 Picture specifying the appropriate context for the
passage in Experiment 1 of Bransford and Johnson (1972).
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to representation that emphasize the embodied
nature of conceptual representations. Embodied cog-
nition theories propose that comprehension depends
on representations that use the same format and rep-
resentational elements as those for basic perception
and motor control (Barsalou, 2008; Glenberg, 2007;
Zwaan, 2004).

What mechanisms does the brain bring to bear to
construct a situation model? Neurophysiological data
have helped to answer this question. First, when a
comprehender can construct a situation model,
mechanisms that build coherence may be more active
or more effective. This is associated with activity in the
medial prefrontal cortex, consistent with the previous
section. Second, the data suggest that constructing a
situation model brings online unique processing,
which is associated with increased activity in posterior
medial regions, the PCC and the precuneus. An early
proposal stemming from neuropsychological case
studies was that the right hemisphere is selectively
involved in situation model construction. The strongest
support for this proposal comes from the Robertson
et al. (2000) study described previously (see Cohesion
noted previously), which varied whether sentences
began with the indefinite article (e.g., “A grand-
mother”) or the definite article (“The grandmother”).
Because the definite article indicates that the same
grandmother is referred to in both sentences, this
should encourage construction of an integrated situa-
tion model, whereas the indefinite article discourages
this. Comparing these two conditions led to greater
activation in the right IFG and inferior frontal sulcus.
However, the right-hemisphere hypothesis has received
mixed support in other studies (Ferstl, 2010).

One of the earliest neuroimaging studies to compare
conditions that did or did not afford situation model
construction was aimed at studying the comprehen-
sion of social information, or “theory of mind”
(Fletcher et al., 1995). In this experiment, participants
read paragraphs comprising unconnected sentences,
narratives describing physical interactions among
objects, or narratives describing social interactions.
Comparing the social interaction paragraphs with the
unconnected sentences revealed increased activity in
the left dmPFC, the PCC, the left superior temporal
gyrus, and the temporal poles bilaterally. A more
recent study used a similar design to specifically inves-
tigate components of discourse comprehension.
Yarkoni, Speer, and Zacks (2008) asked participants to
read paragraphs interspersed with periods of rest. The
paragraphs either were intact narratives or were com-
posed by combining sentences from multiple narra-
tives selected at random. Activity in the dmPFC
bilaterally increased for the intact narratives but not at
all for the scrambled narratives. This pattern was also

observed in the posterior cerebellum. Compared to the
resting baseline, the PCC and precuneus were
observed to decrease for both scrambled sentences and
for intact stories, and were observed to do so more for
the stories (note that this effect in the opposite direc-
tion as that reported by Fletcher et al.).

Several studies have used the confusing passage
developed by Bransford and Johnson (1972). The
first used ERPs (St. George, Mannes, & Hoffman,
1994). In this study, participants read confusing
paragraphs with or without titles while the ERP to
each word was recorded. The authors found that the
N400 associated with processing each content word
was larger when reading the untitled paragraphs,
and they concluded from this that the readers had
more difficulty integrating the words into the
ongoing discourse.

An fMRI study using the same design found greater
activity in the right temporal pole when reading
paragraphs with titles (St. George, Kutas, Martinez, &
Sereno, 1999). However, this work reported analysis
only of inferior parts of the brain, so neither the dmPFC
nor the precuneus/PPC was examined. Another fMRI
study used the picture version of the Bransford and
Johnson paradigm (Maguire, Frith, & Morris, 1999).
Comparing reading a story preceded by a relevant pic-
ture to reading the same story without the picture led
to greater activity in the precuneus/PCC.

In summary, studies comparing intact stories with
unconnected sentences and studies comparing confus-
ing stories with disambiguated stories converge in
implicating medial frontal and posterior regions as
important for constructing a situation model. The ERP
results flesh out this picture, suggesting that word-by-
word integration is easier when one can construct a sit-
uation model.

We have seen that local inconsistencies in language
processing produce time-locked electrophysiological
responses—a larger N400—and corresponding responses
in fMRI. What about language that is locally consistent
but inconsistent at the level of the larger situation?
Such inconsistencies also produce N400-like
responses. van Berkum, Hagoort, and Brown (1999)
had participants listen to the beginning of a short nar-
rative and then read the last sentence word-by-word.
The final sentences were set up to contain a word that
could be either consistent or inconsistent with the pre-
ceding story context. For example, in one story the con-
text established that a boy had gotten out of bed and
dressed earlier than expected; the final sentence then
had his sister telling him he was either quick (consistent)
or slow (inconsistent). Processing the inconsistent words
led to an N400-like ERP. Subsequent studies found simi-
lar results when the critical sentences were heard rather
than read (van Berkum, Zwitserlood, Hagoort, & Brown,
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2003), and suggested that this effect reflects a specific
influence of the discourse-level constraints rather than
just priming of words related to the critical word (Otten
& van Berkum, 2007).

Bicknell, Elman, Hare, McRae, and Kutas (2010)
developed a paradigm to examine situation-level viola-
tions of expectation within a single sentence. They
used agent/verb/patient triples such that the verb was
held constant and the patient was either expected or
unexpected given the noun. For example, following
“journalist checked,” the noun “spelling” would be
expected and “brakes” would be unexpected, but fol-
lowing “mechanic checked” the reverse would be true.
They found that the unexpected nouns were read
more slowly and produced a larger N400.

One important method to study situation model
building is the inconsistency paradigm, in which the
global fit of a locally acceptable word is varied. For
example, Ferstl, Rinck, and von Cramon (2005)
generated stories for an fMRI study that could be
manipulated such that changing a word produced
either a temporal inconsistency (e.g., “early” would be
expected but “late” would be unexpected) or an emo-
tional inconsistency (e.g., “happy” would be expected
but “sad” would be unexpected). Activity time-locked
to the inconsistent words was greater, compared with
consistent words, in the right anterior temporal lobe.
They also observed a sustained response in the dmPFC
from the onset of the inconsistency until the end of the
story as participants read the conclusions of the
inconsistent emotional stories. This suggests that parti-
cipants attempted to “fix” the inconsistency by an
inference; a conclusion was strengthened by the fact
that activity in the dmPFC was greater for those
participants whose ratings agreed less well with the
consensus of the group, suggesting they were working
harder to integrate the inconsistent information. Using
a similar paradigm, Hasson, Nusbaum, and Small
(2007) showed that the extent of the medial activations
was related to subsequent recognition memory for the
stories.

More recent studies investigated the interactions
between consistency on the local and global levels
(Egidi & Caramazza, 2013). In an ERP study,
Boudewyn, Long, and Swaab (2013) showed that the
local effects of lexical association (a reduced N400)
were delayed by an inconsistent global context.

Together, studies using the inconsistency paradigm
suggest that how well a word fits into the larger dis-
course contributes uniquely to how much work it takes
to process that word and to update the situation model
accordingly. The fMRI results reinforce the importance
of the dmPFC for this level of integration and also pro-
vide some support for a right-hemisphere role. Some
studies also speak to how the process of assembling a

situation model makes contact with neural systems
that are specialized for representing different kinds of
knowledge. In the study by Ferstl, Rinck, and von
Cramon (2005), emotional stories elicited activations in
limbic regions, including the amygdala, and temporal
stories were processed in a bilateral fronto-parietal net-
work. In another study, Ferstl and von Cramon (2007)
once more found evidence for content-specific activa-
tions. With shorter stories consisting of two sentences
only, they again found that temporal information
selectively activated frontal and parietal areas, whereas
emotional stories selectively activated the left anterior
temporal lobes. In addition, selective activation for
spatial information was found in the parahippocampal
cortex. Such results support the view that situation
model construction depends on semantic networks
that localize different types of knowledge in different
brain areas.

53.4 SHIFTING AND MAPPING

Discourses are dynamic structures, not static scenes,
and the processes of discourse comprehension reflect
this. As one proceeds through a narrative, one con-
structs a series of situation models corresponding to
the events in the story (Zwaan & Radvansky, 1998).
Gernsbacher (1990) distinguished between two qualita-
tively different phases in this dynamic process. During
the mapping phase, the comprehender has an estab-
lished situation model that provides a good fit to the
incoming information. New information is incremen-
tally incorporated into the situation model, resulting in
a series of small changes. For example, suppose you
were reading a biography of the pianist Glenn Gould
and found yourself in the middle of a description of a
recording session. As you incorporate information
about Gould’s repeated takes and conversations with
the recording engineer, you would likely map the
descriptive features and dialog into your current situa-
tion model. However, when the situation in the narra-
tive changes substantially, it would be more adaptive
to abandon one’s current model and construct a new
one; this is called shifting. For example, if you were to
read that Gould left the studio, this would be likely to
prompt a shift. The dynamics of comprehension, then,
consist of relatively extended periods of mapping
punctuated by briefer periods of shifting. If a narrative
presents a sequence of event descriptions, then this is
an efficient processing strategy. Zacks and colleagues
have argued that this pattern of stable situation model
maintenance punctuated by new model construction
not only is a feature of discourse processing but also is
carried over from real-life event comprehension
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(Zacks, Speer, Swallow, Braver, & Reynolds, 2007;
Zacks & Tversky, 2001).

Ditman, Holcomb, and Kuperberg (2008) studied
shifting using a time-shift paradigm. Consider the
following excerpt: “Kelly scolded the child. After one
second, the child whimpered to his mother.” The
phrase “one second” denotes essentially continuous
passage of time and is plausible in this context. In
the sentence context, “one second” produced a larger
N400 than “one day.” Ditman and colleagues also
were able to test for the immediate consequences of
shifting. They predicted that if readers were estab-
lishing a new situation model at “one day later,” the
second instance of the direct noun anaphor “the
child” would be pragmatically awkward, resulting in
a larger N400 at the onset of “child.” That is exactly
what they found.

Two studies have studied shifting using event-related
fMRI. Whitney et al. (2009) asked participants to listen to
a short novella during MRI scanning. They coded the
text for changes in characters, time, spatial location, and
action. They hypothesized that at such changes,
participants would be likely to update their situation
models. Comparing sentences with any of these
changes to sentences without changes revealed activity
in midline posterior cortical regions—specifically, the
PCC and precuneus.

Speer, Reynolds, and Zacks (2007) asked partici-
pants to read short narratives presented one word at a
time during scanning. The narratives were coded for
changes in spatial location, objects, characters, causes,
and goals. (The narratives used did not have changes
in time, but the mention of time also was coded.)
Following the scanning session, each participant
was shown the narratives again and asked to segment
them into meaningful events. Each participant
segmented the narratives twice, once to identify fine-
grained event boundaries and once to identify
coarse-grained boundaries. Speer and colleagues, like
Whitney et al., hypothesized that readers would be
likely to shift to building a new situation model when
changes in space, objects, characters, causes, and goals
occurred. Behaviorally, this was evident in readers’
segmentation: event boundaries were more likely
when more features changed (see also Zacks, Speer, &
Reynolds, 2009). The fMRI results also provided evi-
dence for shifting. Event boundaries were associated
with increases in the precuneus and posterior cingu-
late, as reported by Whitney et al. (2009), and also in
the right lateral temporal lobe (posterior superior tem-
poral gyrus and anterior middle temporal gyrus) and
in the right middle frontal gyrus. These regions also
responded to changes on two or more of the situation
dimensions, and the posterior cingulate/precuneus
regions showed parametric increases such that they

responded more strongly when more features changed
(Speer, Reynolds, Swallow, & Zacks, 2009).

Like the data from the inconsistency paradigms,
data on situation model shifting suggest that situation
model construction depends on semantic representa-
tions that localize different sorts of information in dif-
ferent brain areas. For example, in the Speer et al.
(2009) study, changes in characters selectively acti-
vated the left temporo-parietal junction, left anterior
temporal lobe, and the dmPFC, changes in goals selec-
tively activated the lateral middle frontal gyrus bilater-
ally, changes in objects selectively activated the left
premotor cortex, and changes in time selectively acti-
vated the left insula.

The ERP and fMRI results both provide evidence
for transient neural processing at those points during
comprehension at which shifting would be predicted
to occur. The fMRI data suggest that midline posterior
cortical regions may be particularly important for this
processing. However, they leave an important question
unanswered: Do these transient effects reflect shifting
or mapping? Recall that shifting is proposed to be a
global updating mechanism that results in the crea-
tion of a new situation model, whereas mapping is
proposed to reflect the incremental incorporation of
new information as features in the narrative change.
The effects reported in these studies could reflect
global shifting, happening concurrent with some or
all of the feature changes coded, incremental map-
ping, or a mixture of both. In one behavioral study,
Kurby and Zacks (2012) tested for both shifting and
mapping using a think-aloud task. Participants read
short narratives and paused after each sentence to
describe what they were thinking. Their responses
indicated that when a particular feature changed
(e.g., a change of spatial location), readers were more
likely to mention that feature dimension. Above and
beyond this, at event boundaries readers were more
likely to mention features that changed and features
that did not change. This result argues that both shift-
ing and mapping can occur in response to feature
changes. An important question for future research is
whether the neurophysiological responses correspond
to shifting, mapping, or both.

53.5 CONCLUSION

The short review shows promising first steps
toward a neurobiological theory of language proces-
sing at the discourse level. Based on a well-founded
tradition of psycholinguistic models (Kintsch, 1998)
and the formulation of novel approaches (e.g., Zwaan,
2004), a creative set of experimental tools for construct-
ing and manipulating narrative structure is available.
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Supplementing the rich set of behavioral data, the
beginnings of an empirical database of neurophysio-
logical results are emerging. Let us summarize the
major theoretical and empirical results.

Cohesion and local coherence are the most basic
means to connect successive utterances. Both fMRI and
ERP experiments have provided evidence for the use
of even subtle cohesive cues during comprehension.
The findings confirm the comprehenders’ sensitivity to
these cues. However, it is less clear whether the activa-
tion differences reflect the processing of the function
words (e.g., in left frontal lobe) or the result of the
cohesive markers, that is, the increase in coherence
induced by them (e.g., right temporal activations).

Inference processes required for setting up a locally
coherent text representation engage regions extending
beyond the left perisylvian language cortex (see, e.g.,
Ferstl et al., 2008). In particular, right-hemisphere areas
and medial regions—particularly the dmPFC—are
important. In line with studies on situation model pro-
cessing, inference studies suggest that the right hemi-
sphere activations are observed whenever local,
semantically based connections are set up, whereas
medial regions become important whenever nonau-
tomatic, evaluation-based inferences are drawn.
Furthermore, there is evidence for individual differ-
ences with respect to right hemisphere involvement.
Further research is needed to evaluate these
hypotheses.

Both behavioral measures and neurophysiological
measures support the idea that situation model con-
struction is a crucial component during the compre-
hension of narrative language. Constructing a situation
model appears to depend particularly on the medial
prefrontal cortex and the medial PCC and precuneus.
It may sometimes be associated with differential activ-
ity in the right hemisphere; the data on this point are
mixed. When a text affords construction of a situation
model, this facilitates sentence-by-sentence reading.
This can be seen in reductions in the N400 ERP com-
ponent. Situation model construction is valuable—it
supports better subsequent memory for the contents of
the text.

The distinction we have made between cohesion,
coherence, and situation model construction is a sub-
stantive one, and it reflects how the field has parsed
the computations the brain performs during discourse
comprehension. However, it is important to note that
cohesion, coherence, and situation model construction
are closely interwoven: inferences are needed estab-
lishing local coherence, and also for setting up a situa-
tion model, and the prior discourse model facilitates
later inference processes. Furthermore, not only long

texts but also even short sentences can elicit a situation
model representation.

When we read longer texts, a single situation model
is not enough to represent the contents of the narra-
tive. In this case, we need to construct a series of mod-
els, mapping information into the existing model when
we can and shifting to a new model when we must.
Shifting to a new model takes cognitive work, and we
can see its signature in slowing in reading and in
increased activity in multiple cortical areas. After we
shift to a new model, some information that was main-
tained in the previous model becomes less accessible.

One important conclusion from the neuroscientific
studies reported here is that theoretical approaches of
text comprehension need to encompass cognitive
mechanisms that are not specific to language. Whereas
psycholinguistic models traditionally focus on the lin-
guistic properties of text and the processes needed for
interpreting them, the overlap of activation patterns
with results from social cognitive neuroscience sug-
gests that we need a more holistic approach to commu-
nication. Intentions, implications, Theory-of-Mind, and
emotional connotations all need to be taken into
account when studying language comprehension in
context (see also Hasson and Tremblay, Chapter 43).

What will it take to move the field from this impres-
sive but incomplete set of empirical regularities to a
real theory? One useful approach is formal modeling
that can make predictions about online reading pro-
cesses and subsequent memory at the discourse level,
sentence by sentence, clause by clause, and perhaps
even word by word (Kintsch, 1988; van den Broek
et al., 1999). Building such models is a great scientific
challenge because, as the other sections of this volume
illustrate, “lower-level” mechanisms of language com-
prehension are fantastically complex in their own
right. However, a number of frameworks are available
to support developing such models, including produc-
tion systems (Anderson & Lebiere, 1998; Goldman,
Varma, & Coté, 1996) and connectionist modeling
systems (Christiansen & Chater, 1999; O’Reilly &
Munakata, 2000). It will be a challenge to utilize such
models for making specific predictions about the func-
tional neuroanatomy of discourse comprehension (cf.
Anderson et al., 2008).

A second means to make considerable progress is
the development of experimental designs that allow us
to study reading closer to how it occurs “in the wild”
(Bailley & Zacks, 2011). Many of the studies described
in this chapter utilized what Graesser and colleagues
have dubbed “textoids”—brief, contrived texts that
allow an experimenter to manipulate discourse struc-
ture at a fine grain (Graesser, Millis, & Zwaan, 1997).
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Such studies are valuable and, indeed, necessary. We
agree with Graesser et al. that this approach needs to be
complemented by approaches that use longer, more
natural texts. In short, what is needed is data on situa-
tions in which people read narratives that are like the
ones they read in real life, in a manner similar to how
they read in real life. There is a major downside to
using naturalistic materials and tasks: variables of inter-
est are confounded with each other and with other vari-
ables. For example, at the single word level the number
of meanings associated with a word (e.g., “box” can
mean a container or what one does with gloves in a
ring) is confounded with its length and frequency (Yap
& Balota, 2009). At the discourse level, changes in char-
acters’ goals are confounded with changes in spatial
and temporal location (Zacks et al., 2009). The good
news is that these confounds can be dealt with
statistically—provided one has enough data. This sug-
gests to us that a productive way forward will be to
construct corpora of data from naturalistic comprehen-
sion tasks that are larger than the datasets typically
collected to test individual hypotheses. Thankfully, nat-
uralistic materials and tasks lend themselves to reuse.
In our own research, we have been encouraged by the
ability to mine naturalistic comprehension data to test
novel hypotheses and language comprehension and
perception (Magliano & Zacks, 2011; Speer et al., 2009;
Yarkoni, Speer, Balota, McAvoy, & Zacks, 2008).

In short, processing discourse is a fascinating chal-
lenge. Our understanding of how the brain does so has
benefited from a generation of behavioral research,
which is now being complemented by neurophysiolog-
ical measures. We look forward to much progress in
the years to come.
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54.1 COMMUNICATIVE INTENTION:
THE CORE FEATURE OF PRAGMATIC

PHENOMENA

Cognitive theories of human communication are
often theories of competence, that is, theories specified
in terms of the mental states involved in communica-
tion independently of the means used to communicate.
Examples of such theories were proposed by Strawson
(1964), Schiffer (1972), Sperber and Wilson (1986),
Airenti, Bara, and Colombetti (1993), Clark (1996),
Tirassa (1999), and Bara (2010, 2011). Although differ-
ent in many respects, these theories share the same
logical assumptions as the pioneering work of Grice
(1957) and Austin (1962), who proposed that human
communication should be analyzed in terms of the
role of mental states, such as intentions, beliefs, emo-
tions, and desires, and the cognitive dynamics leading
from one mental state to another. In particular, Grice
(1957) described successful communication as the rec-
ognition of a specific set of mental states, including the
intention to affect the communication partner and the
higher-order intention that this intention is recognized.
Although such conditions were subsequently strength-
ened by Strawson (1964) and Schiffer (1972), they
remain at the core of the investigation of pragmatic
phenomena (i.e., understanding the speaker’s intention
within a communicative exchange).

The key aspect of the approach proposed by Grice
(1957, 1975) is that in communication, sentences are
often underspecified with respect to what speakers
intend to convey and, in a variety of pragmatic phe-
nomena, there is a discrepancy between the literal and
intended meanings, such as in indirect speech acts,
conversational implicatures, sarcasm, metaphor, and

irony. In other words, successful pragmatic under-
standing of an utterance depends on recognizing the
intention of the speaker within a social context (Grice,
1975). Starting from this theoretical standpoint, Airenti
et al. (1993) and, more recently, Bara (2010) proposed
that the key concept of communicative intention is a
primitive mental state (i.e., communicative intention
that is not reducible to simple intentions).

The importance of communicative intention for
the study of pragmatics lies in the fact that this
concept permits the clear distinction between two sepa-
rate phenomena: communication in and of itself, and
information extraction (or information attribution).
Communication is a social activity that requires the
combined effort of at least two participants who con-
sciously and intentionally cooperate to construct the
meaning of their interaction. When people use language
(spoken or written), they intrinsically convey communi-
cative intentions simply by using this expressive mean.
Likewise, a key concept in the process of information
extraction is the sign (Hauser, 1996). A sign is a parame-
ter that can take on different values. It is produced by
the individual, sometimes with a precise aim, but with
no communicative goal. The concept of signs is intrinsi-
cally ambiguous, given that any evidence of human
activity may become communication. For example, an
unmade bed may be a sign that a person has slept in it.
However, in certain circumstances, this sign could be
fully communicative, that is, a symbol that has been
deliberately left to let the observer know that the bed
has been slept in. Thus, signs may easily become sig-
nals, as long as they are left intentionally.

Accordingly, genuine communication and informa-
tion extraction are two distinct but equally important
phenomena. Confusing these phenomena and, hence,
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being unable to distinguish between them has a long
tradition in communication sciences. The well-known
first axiom of communication proposed by Watzlawick,
Bevin, and Jackson (1967)—“one cannot not communi-
cate”—is the manifesto of this confusion, because it
denies the possibility of information extraction in which
an agent influences the mental states of another agent
through his/her behavior or by manipulating the mate-
rial surroundings without any intention to do so. In sum,
we speak of fully communicative phenomena when
reciprocal intentionality is involved and of extracting
information when one of the actors does not possess the
intention to communicate but is simply moving and act-
ing in the world based on private intentions.

54.2 NEURAL SUBSTRATES OF
COMMUNICATIVE INTENTION: THE
INTENTION PROCESSING NETWORK

According to our perspective, human communica-
tion is a cooperative activity among social agents who
jointly and intentionally construct the meaning of their
interaction within a shared context. Communication is
a social action used to affect and modify the mental
states of others, and communicative intention is the pri-
mary mental state involved in explaining other people’s
communicative actions. For the study of the neurobiol-
ogy of pragmatics, this means that full analysis of the
processes involved in a communicative exchange can-
not be limited to the study of the cognitive and neural
mechanisms for coding and decoding words and
phrases generated by actors, but should also include
the context-based inferential processes involved in com-
prehending the agents’ communicative intentions.
Thus, the process involved in understanding this form
of intentions connects human communication and a
more general type of social competence, such as Theory
of Mind (ToM) ability (Baron-Cohen, 1995; Premack &
Woodruff, 1978). ToM is the ability to: (i) acknowledge
that human beings possess mental states; (ii) attribute
mental states to one’s self and to others; (iii) recognize
that the mental states of others do not necessarily corre-
spond to one’s own; (iv) understand that mental states
can determine external behavior, such as decisions and
actions; and (v) predict, describe, and explain behavior
on the basis of these mental states.

Considering the role that the ToM neurocognitive
system plays in understanding the communicative
intentions underlying pragmatic phenomena, it is sur-
prising that relatively few studies have investigated
the neural substrates of the human ability to process
this kind of social intention. In contrast, the study of
the neural correlates of ToM for individual mental
states, such as beliefs and desires, is a prosperous area

of research. To bridge this gap, in the past decade we
have performed a series of neuroimaging studies and
proposed the Intention Processing Network (IPN)
model, according to which a set of brain areas are dif-
ferentially involved in comprehending different types
of intention, including communicative intentions. The
IPN model introduces a theoretical distinction that
differentiates private versus social dimensions of inten-
tion and the temporal dimension (present or pros-
pective) of the social interaction. Private intentions only
involve the actor satisfying a particular goal (e.g., pick-
ing a bunch of grapes to eat them). Conversely, in
social intentions, the goal of the actor is satisfied only
if at least one other person is involved. For social
intentions, we can distinguish between present and
prospective (future) interactions. When two agents
interact, the social intention is shared in the present
(e.g., asking the waiter for a mojito). The prototypical
example of a social intention shared in the present is a
communicative intention. When a given social interaction
is not present at the moment but the action of a single
agent preludes to it, the social intention is potentially
shared in the future (e.g., preparing a flower bouquet
to give it to someone). We define this type of social
intention as prospective social intention.

In two fMRI studies (Ciaramidaro et al., 2007; Walter
et al., 2004), we used a story completion task presented
in the form of a comic strip to show the progressive
recruitment of the ToM network according to these theo-
retical dimensions. The brain areas associated with the
IPN are shown in Figure 54.1 and include the complex
formed by the medial prefrontal cortex (MPFC) and pre-
cuneus, and by the bilateral posterior superior temporal
sulcus (pSTS) and adjacent temporoparietal junctions
(brain areas referred to collectively as TPJ in this work,
for simplicity, but see Gobbini, Koralek, Bryan,
Montgomery, & Haxby, 2007; Saxe, 2006 for the dissocia-
tion between the pSTS as a part of the action understand-
ing system and the TPJ as a part of the ToM system). In
particular, we demonstrated that the whole IPN was
only activated during communicative intention proces-
sing, when two characters were depicted in a communi-
cative interaction within a pragmatic context. In contrast,
the activated network was limited to the right TPJ and
precuneus, when the depicted character was acting
according to a private intention, or when two characters
were acting independently according to their own pri-
vate intentions without any shared context. For prospec-
tive social intentions, our data show that although both
private and prospective social intentions involve single
agents acting by themselves, the recruitment of the right
TPJ and precuneus does not suffice when an agent is
manifesting a social intention to be shared in the future.
We explain this result by the widely recognized fact that
MPFC activation is observed whenever a social
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dimension is involved. For these reasons, we define the
IPN model as the progressive recruitment of different
brain areas (i.e., the precuneus and right TPJ, MPFC, left
TPJ) according to, respectively, private, prospective
social, and communicative intentions.

Different studies have provided independent evi-
dence for the specific role of the IPN brain areas in
social intention recognition and comprehension. For
example, a meta-analysis (Van Overwalle & Baetens,
2009) suggested that the precuneus is crucial for elabo-
ration of contextual information and identification of
situational structure, and the TPJ is involved during
the identification of end state behaviors. In particular,

the TPJ along with the precuneus and MPFC take part
in a larger process of goal identification in a social con-
text. Van Overwalle (2009) showed impressive consis-
tency in the empirical evidence demonstrating MPFC
engagement in social inferences, specifically its crucial
role in understanding social scripts that do not concern
a single actor, but that describe adequate social actions
for all the actors involved in a particular context.

More interesting for the purpose of the present dis-
cussion, the IPN model has received support from
neuroimaging studies aimed at investigating the neu-
ral correlates of processing different pragmatic phe-
nomena. Specifically, phenomena in which the literal
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and intended meanings do not coincide, and inferences
about the speaker’s intended meaning are required.

It is unanimously agreed on that ironic remarks are
typical examples of a high-level, pragmatic form of
communication in which the literal and intended
meaning do not coincide and, in fact, the communica-
tive intention often corresponds to the opposite of lit-
eral meaning. Recently, Spotorno, Koun, Prado, van
der Henst, and Noveck (2012) reviewed the neuroim-
aging work on irony and proposed a new methodolog-
ical approach that overcomes the experimental
problems in these studies, which show surprisingly lit-
tle evidence for ToM network involvement in irony
comprehension. In fact, although all of the studies
reviewed found MPFC activation, none of them found
TPJ activation, and only one reported precuneus activ-
ity. The main aim of Spotorno et al. (2012) was to

uncover a direct, online link between language proces-
sing and ToM through neuroimaging, and they chose
to test irony for the reasons stated previously. The
authors compared participants’ comprehension of brief
stories in which a target sentence (e.g., “Tonight we
gave a superb performance”) was made either ironi-
cally or literally based on the context in which it was
expressed (e.g., a terrible performance in the ironic
condition and an impressive performance in the literal
condition). They found that the ToM brain areas of the
IPN model were active when participants understood
verbal irony (Figure 54.2).

The key role that both the anterior (particularly the
MPFC) and posterior (particularly the right TPJ) corti-
ces play in understanding a speaker’s intended mean-
ing was recently confirmed in other pragmatic
phenomena. For example, Prat, Mason, and Just (2012)
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demonstrated the involvement of these brain areas in
understanding metaphors, and Bašnáková, Weber,
Petersson, van Berkum, and Hagoort (2014) demon-
strated their involvement in understanding indirect
replies in spoken dialogue. In particular, Prat et al.
(2012) manipulated figurativeness in metaphor com-
prehension (using three figurative conditions of
increasing difficulty); they showed increased right
TPJ and superior medial frontal activation for all figu-
rative conditions compared with a literal condition.
Bašnáková et al. (2014) demonstrated that compared
with direct control utterances (in which the speaker’s
meaning was explicitly stated and corresponded to the
literal meaning), indirect replies (in which the speak-
er’s meaning was implicit and a pragmatic inference
was necessary) engage a set of brain areas including
mainly the MPFC and right TPJ.

Although neuroimaging evidence seems to support
the IPN model as a neural substrate for the pragmatic
comprehension of a speaker’s intended meaning, it is
important to note that neuroimaging findings are not a
“smoking gun” when we want to ascribe a functional
role to a specific brain area or brain network, such as
the IPN. Neuroimaging techniques provide relevant
information about the involvement of a brain area in a
given task, but these methods are silent with respect to
whether the brain structure is necessary for the task.
Despite the inherent weaknesses of the neuropsycho-
logical approach, it continues to play an important role
in complementing functional imaging techniques and
in testing theoretical hypotheses about cognitive archi-
tecture (Rorden & Karnath, 2004).

A recent study by Cavallo et al. (2011) provided
converging evidence for the role of the IPN in compre-
hending communicative intentions. The main aim of
this study was to find neuropsychological evidence to
complement neuroimaging findings that the MPFC, a
key node of the IPN brain network, plays a crucial role
in comprehending social situations in general and in
comprehending communicative intentions in particu-
lar. To this end, they investigated how patients with
amyotrophic lateral sclerosis (ALS) performed in an
experimental protocol previously used in neuroimag-
ing settings (Bara, Ciaramidaro, Walter, & Adenzato,
2011; Ciaramidaro et al., 2007; Walter et al., 2004,
2009). Although ALS was traditionally considered a
neurodegenerative condition that exclusively affects
the motor system with no cognitive repercussions,
numerous studies have challenged this view demon-
strating the presence of cognitive impairment in signif-
icant proportion of ALS patients (Abrahams, Leigh, &
Goldstein, 2005). Accordingly, neuropathological inves-
tigations have shown the pathological involvement
of prefrontal cortices (Maekawa et al., 2004). For
this reason, the hypothesis driving the work by

Cavallo et al. (2011) was that ALS patients should per-
form significantly worse than healthy controls on tasks
requiring comprehension of social and communicative
intentions, whereas performance should be compara-
ble for patients and healthy controls on tasks that do
not require comprehension of social intentions (i.e.,
private intentions). The results confirmed this hypothe-
sis was in line with the following neuropsychological
findings: (i) people with MPFC lesions show deficits
in inferring speaker intentions (Lee et al., 2010) and
(ii) people with neurodegenerative diseases that affect
the functioning of the frontal cortex, such as the fronto-
temporal dementia, Tourette syndrome, and progres-
sive supranuclear palsy (Eddy, Mitchell, Beck,
Cavanna, & Rickards, 2010; Ghosh et al., 2012; Shany-
Ur et al., 2012, for a review see Adenzato & Poletti,
2013; Poletti, Enrici, & Adenzato, 2012), show impaired
comprehension of nonliteral language, such as sar-
casm, metaphors, and indirect requests.

Other convergent evidence comes from patients with
lexico-semantic impairments, such as in aphasia. These
patients present profound language impairments with
extensive damage to the traditional fronto-temporal
language network, but without specific ToM deficits
(see Willems & Varley, 2010, for a review). Accordingly,
using alternative communicative resources, such as
drawing, facial expression, and gesture, these patients
are able to convey quite sophisticated messages
(Siegal & Varley, 2006; Varley & Siegal, 2006). If language
is crucially involved in communicative intention genera-
tion, then aphasic patients should not perform well on
pragmatic tasks. However, patients with aphasia exhib-
ited communication strategies that were comparable
with those observed in the neurologically healthy popu-
lation (Willems, Benn, Hagoort, Toni, & Varley, 2011).

54.3 COMMUNICATION IS MORE THAN
LANGUAGE

To explain other people’s communicative actions,
communicative intention processing relies on different
sources of information (i.e., linguistic or extralinguistic
gestural means) to infer the underlying intended
meaning. Viewed in this light, communication does
not correspond with language competence, and lexico-
semantic processing can be distinguished from com-
municative intention processing (Enrici, Adenzato,
Cappa, Bara, & Tettamanti, 2011; Noordzij et al., 2009;
Vicari & Adenzato, 2014; Willems et al., 2010; for a
review see Willems & Varley, 2010). Thus, information
acquired by different communicative modalities is
equivalent from a mental processing standpoint, par-
ticularly when the actor’s communicative intention
has to be reconstructed.
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Although different aspects of linguistic encoding
(e.g., semantic and syntactic processes; see Bookheimer,
2002; Kaan & Swaab, 2002) and gestural encoding pro-
cesses (Goldin-Meadow, 1999) have been widely inves-
tigated, few studies have focused on the level at which
a communicative intention is reconstructed within a
specific pragmatic context. Moreover, although studies
have investigated the reciprocal influences and cross-
modal interactions between speech and emblem ges-
tures (where the prevailing view is that speech and
gesture share a unified decoding process at the seman-
tic level; see Willems & Hagoort, 2007 for a review),
very few studies have addressed whether speech and
gestures involve common processes at the pragmatic
level, such as in communicative intention processing.

To answer this question, Enrici et al. (2011) per-
formed an fMRI study that combined factorial and con-
junction analyses to test two sets of predictions: (i) a
common brain network is recruited for the comprehen-
sion of communicative intentions independently of the
modality through which they are conveyed and
(ii) additional brain areas are specifically recruited
depending on the communicative modality, reflecting
distinct sensorimotor gateways. Results clearly showed
that the IPN is engaged in communicative intention pro-
cessing, independently of the modality used, and that
additional brain areas are specifically engaged by the
particular communicative modality, for example, the
peri-sylvian language network for the linguistic modal-
ity and the sensorimotor network for the extralinguistic
gestural modality. Thus, communicative intention con-
stitutes a shared pragmatic representation accessed
by modality-specific gateways, which are distinct for
linguistic versus extralinguistic expressive means.

Obviously, the IPN model does not exclude other
levels of communicative processes (e.g., the lexico-
semantic level) or other forms of shared representations
(e.g., semantic representations). For example, Xu,
Gannon, Emmorey, Smith, and Braun (2009) demon-
strated that a shared semantic representation is
accessed by distinct modality-specific sensory gateways
by showing that communicative symbolic gestures and
corresponding spoken glosses proposed by a single
agent activated distinct modality-specific areas, but
both engaged the left inferior frontal cortex and the pos-
terior temporal cortex bilaterally to the same extent.
The authors suggested that the peri-sylvian areas might
function as a modality-independent semantic network
linking meaning with symbols (both words and gestures).
Similarly, we argue that the IPN might function as a
modality-independent network, linking shared meaning
with the actor’s intended meaning.

Ferstl, Neumann, Bogler, and von Cramon (2008)
have proposed an extended language network over
and above the linguistic processes realized in left

peri-sylvian areas. Their meta-analysis found that
brain areas belonging to the IPN take part to an extend
language network (i.e., a variety of additional cogni-
tive processes recruited in language comprehension in
written form). Even though we agree that language
entails more than the traditional semantic, syntactic,
and phonological processes, we are sympathetic with
Willems and Varley (2010) who reported that incor-
porating ToM abilities into an extended language
network is not a helpful conceptualization: “the sepa-
ration of linguistic and communicative abilities seems
a more fruitful characterization rather than calling
both language, and allows for some forms of commu-
nication that are not linguistic” (Willems & Varley,
2010, p. 6).

Another important question concerns the roles of
IPN brain areas and the mirror neuron system
(MNS)—a system that allows action understanding
without any explicit reflective mediation (Gallese,
Keysers, & Rizzolatti, 2004)—in intention processing.
Work to date suggests a dual-process model of the
brain systems underlying action understanding and
social cognition, where the MNS supports a bottom-
up process for automatic behavior identification and
the ToM system supports top-down processes for
controlled social causal attribution (Keysers &
Gazzola, 2007; Spunt & Lieberman, 2013). For exam-
ple, in an interesting study, the kind of request the
experimental subject had to respond to—namely
what, how, or why an observed behavior was pursued
(e.g., describing what an actor is doing, why he is
doing it, or how he is doing it)—was manipulated.
The results showed parametric variation in MNS and
ToM network involvement in action identification
(Spunt, Satpute, & Lieberman, 2011). These results
suggest that the complex actions of others can be
represented at multiple levels of an action hierarchy,
and that ToM involvement varies parametrically: as
the requested explanation for why an action is
being performed becomes more plausible, the more
ToM brain areas are recruited. Conversely, as the
requested explanation for what or how an action is
being performed becomes more plausible, the more
MNS brain areas are recruited. Similarly, Van
Overwalle (2009) and Van Overwalle and Baetens
(2009) discussed which brain areas are responsible
for understanding the actions of others and their
underlying goals. These authors proposed a model
in which actions and goals are organized hierar-
chically according to level of abstractness and that
distinguishes between immediate goals that reflect
the understanding of basic actions and long-term
intentions that reflect the why of an action in a social
context. The results of their meta-analysis provided
additional evidence consistent with the role of the
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IPN: although understanding basic actions requires
the MNS, understanding social actions requires con-
current activation of the pSTS and TPJ areas as well
as the precuneus and MPFC.

Different neuroimaging data support the assump-
tion that both the MNS and IPN brain areas con-
tribute to communicative comprehension particularly
when extralinguistic communication ranging from
imitation of social gesture (i.e., emblematic gesture;
Mainieri, Heim, Straube, Binkofski, & Kircher, 2013)
to hand sign recognition (Nakamura et al., 2004) is
involved. Using magnetoencephalography, Nakamura
et al. (2004) clearly showed that different systems
are involved in symbolic (emblematic) hand sign rec-
ognition. These authors emphasized well-orchestrated
regional electrical activity in multiple brain areas
from the primary visual system to the object recogni-
tion system, as well as the MNS and IPN, indicating
the involvement of a series of complex processes
starting from visual gesture recognition and ending
with inference of the underlying intended meaning.
Different studies (Andric et al., 2013; Liew, Han, &
Aziz-Zadeh, 2011; Noordzij et al., 2009, Schippers,
Gazzola, Goebel, & Keysers, 2009; Spunt & Lieberman,
2013; Willems et al., 2010) found similar results sug-
gesting that 1) the observation of communicative
gestures relies on a combination of both MNS and
IPN, 2) that there is a clear distinction between these
systems on both neural and cognitive levels, and 3)
that actual data do not support the view that the
MNS alone provides the foundations for human
communication.

Finally, Ciaramidaro, Becchio, Colle, Bara, and
Walter (2014) investigated how mirror and ToM
regions contribute to the implicit encoding of commu-
nicative intentions and whether activity in these
regions is shaped and modulated by self-involvement.
Their results revealed that the MPFC and bilateral
premotor cortex are more active for second-person
communicative intention (directed towards us) than
for third-person communicative intention (directed
toward others). Most importantly, they indicate that
self-involvement may result in changes in functional
connectivity between MNS and IPN regions.

In sum, data from recent neuroimaging research
show that comprehending and generating communica-
tive action is cognitively and neurally distinct from
core linguistic processes (Willems & Varley, 2010). The
information acquired by different communicative
modalities is equivalent from a mental processing
standpoint, particularly when the actor’s communica-
tive intention has to be reconstructed. Thus, communi-
cative intention processing may build on different
sources of information, such as language and gestures,
to infer the underlying intended meaning.

54.4 COMMUNICATIVE EXCHANGE

Hamlet: Now, mother, what’s the matter?
Queen Gertrude: Hamlet, thou hast thy father much offended.
Hamlet: Mother, you have my father much offended.

Hamlet, W. Shakespeare, Act III, Scene IV.

Communicative exchange involves constructing an
acceptable interpretation of the reciprocal communica-
tion acts at all levels that participants consider signifi-
cant. Although we may speak of a single agent when
we refer to actions in general, we must always refer to
at least one actor and a partner to whom the act is
directed in the domain of communication. As well-
known by Shakespeare, in this domain the meaning of
a communicative exchange emerges from the mutual
interplay of interactive agents embedded in their envi-
ronment (Adenzato & Bucciarelli, 2008; Adenzato &
Garbarini, 2006).

Very few neuroimaging studies have examined full
communicative exchanges that include the action pro-
posed by an actor and the concurrent reaction from a
partner. Vice versa, most studies have focused on the
comprehension of the early signals that convey an inten-
tion to communicate (Materna, Dicke, & Thier, 2008)
(e.g., following someone’s eye gaze or a pointing finger
directed to the subject) or attempts to engage a communi-
cative interaction (Kampe, Frith, & Frith, 2003) (e.g., look-
ing directly at someone or calling their name). Moreover,
other studies asked subjects to passively observe commu-
nicative actions (e.g., a gesture directed toward someone)
performed by a single actor (Andric et al., 2013; Tylén,
Allen, Hunter, & Roepstorff, 2012), such as placing a cup
in front of them. Interestingly, in these studies, different
areas of the IPN (such as MPFC or right TPJ)—but not
necessarily the whole network—were recruited accord-
ing to the kind of signal used to trigger a communicative
interaction. It is important to underscore that within these
experimental situations a communicative exchange
between agents is merely put forward by the actor or
character but does not actually take place.

Other studies focused on experimental tasks where
the interaction between subjects consisted of different
kinds of interaction by imitation, particularly gestural
imitation (Nagy et al., 2010). For example, a recent
study (Mainieri et al., 2013) required motor imitation
of social (e.g., a “well-done” gesture with the thumbs
up, or “wave a greeting”), nonsocial (e.g., gestures/
mimes that depict common actions in the physical
world, such as “take a note” or “cut something with
scissors”), or meaningless gestures shown in short
video clips with no speech. Neuroimaging results dur-
ing both observation and execution (imitation)
revealed activation in the core areas of the MNS, as
well as in areas related to the IPN (e.g., middle frontal
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regions and TPJ), suggesting that imitating social ges-
ture requires both MNS and IPN. According to
Maineri and colleagues, the representation of commu-
nicative intentions might require a capacity mediated
by the MPFC and related to ToM, although other net-
works, such as the MNS, might play an additional role
in extracting motoric meaning.

Many studies have used interactive paradigms that
represent a communicative interaction situation, for
example, competitive games in which participants are
directly involved in social interaction. McCabe, Houser,
Ryan, Smith, and Trouard (2001) scanned participants
while they played two-person decision-making games
in which they could either cooperate or compete with
human or computer opponents. Participants who coop-
erated with their opponent showed increased MPFC
activity when playing against a human compared with
the computer, a differentiation that was not seen when
participants did not cooperate with their opponent.
Gallagher, Jack, Roepstorff, and Frith (2002) used a ver-
sion of the rock-paper-scissors game where participants
played against three different opponents: a human
competitor, a computer following a simple rule, and a
computer making random choices. The human condi-
tion evoked activity in frontal regions different from
both computer conditions, including the MPFC. Kircher
et al. (2009) applied an adapted variation of the
Prisoner’s Dilemma Game, with subjects instructed to
play either a putative human or computer partner (in
actuality both were programmed to use a random
sequence). Neuroimaging results showed MPFC and
right TPJ activations in both conditions compared with
a low-level baseline (relax condition), although activa-
tion was significantly stronger when participants
thought they were playing with a human partner.
Noordzij et al. (2009) required experimental subjects to
engage in a communicative interaction using the tacit
communication game, where two players, a sender
and receiver, move a token on a game board displayed
on a computer monitor. Participants communicated
the position and orientation of a visual token to
another individual using limited visuo-spatial means.
Neuroimaging data were collected for both sender and
receiver. Interestingly, results showed that activation in
right TPJ increased when the sender designed a com-
municative act for another person, as well as when the
receiver interpreted the communicative act; moreover,
TPJ was more co-activated with MPFC compared with
a control condition (asking the sender to completely
ignore the receiver’s token). Finally, Schippers et al.
(2009) required experimental subjects to play Charades.
In this game, participants were presented with a word
on the screen and instructed to communicate this word
to his or her partner using gestures. Activation in a
combination of MNS and ToM brain areas was found.

Lastly very few studies have used real interactive
communicative situations in which a full communica-
tive exchange was presented. Calarge, Andreasen, and
O’Leary (2003) proposed an imaginative communica-
tive scenario and asked participants to invent and say
aloud stories describing imaginary encounters with
strangers. The results showed that compared with a
control condition in which participants read stories
requiring no mental state attribution aloud, the imagi-
native communicative scenario was associated with
brain activations quite similar to those of the IPN. The
fMRI work by Sassa et al. (2007) was the first to use a
linguistic interaction paradigm, even though the inter-
action was one-sided. The authors used short video
clips of daily actions in which an actor who was using
a tool or handling an object (e.g., playing guitar)
glanced at the camera. Participants responded to these
movie clips in two conditions as follows: in the com-
municative condition, they talked to the person on
the screen in a casual communicative manner; and in
the descriptive condition, they verbally described the
actor’s situation. It is important to note that both con-
ditions involved speech production, but there was
only specific and explicit communicative intent
directed to the actor in the communicative condition.
Comparison of communicative and descriptive trials
showed increased activation in MPFC, and bilateral
TPJ and temporal poles in the communicative condi-
tion (Figure 54.3). Moreover, MPFC and precuneus
activations were stronger for video clips in which the
actor was a close friend of the subject compared with
clips in which the actor was unfamiliar. Finally, com-
pared with baseline (where a picture of a tool or object
that appeared in the action video clips was presented
on a moving mosaic), both experimental conditions led
to activation in parts of the traditional language pro-
duction network (i.e., the left inferior frontal gyrus)
but, interestingly, these regions were not sensitive to
the communicative/descriptive manipulation.

To the best of our knowledge, the study by Willems
et al. (2010) is the only study that considered a full
communicative exchange in which both the communi-
cative action proposed by an actor and the concurrent
reaction from a partner are considered. Participants
were engaged in a communicative interaction through
an interactive game (Taboo). The subject inside the MR
scanner generated verbal descriptions of target words
without using predetermined "taboo" words, whereas
the other player outside the MR scanner listened to
these descriptions and guessed the target word.
Interestingly, manipulating communicative intent, that
is, changing whether the listener already knew the tar-
get word or not, and linguistic difficulty, that is, modi-
fying the semantic relationship between the Taboo
words and the target word, influenced activation
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patterns in different brain regions. Although MPFC
activation was sensitive to the communicative inten-
tion manipulation, irrespective of linguistic difficulty,
activation of the left inferior frontal cortex, a key
region of language network, was sensitive to manipu-
lations of linguistic demands but not communicative
intention. In accordance with the aim of this work, this
study provides an interesting neural evidence for a
dissociation between communicative message genera-
tion and lexico-semantic language processes.

Taken together, we argue that these results reflect an
experimental setting where a real interactive communi-
cative situation occurred. Considering the complexity
of the pragmatic dimension being investigated—
communicative exchange between at least two people
using different expressive modalities—we think that
the more ecologically valid the study, the more prag-
matic ability that is recruited. Hence, we argue that the
most interesting findings in terms of the neurobio-
logical bases of communicative comprehension compe-
tence will come from a more careful analysis of and
ecological approach to the experimental setting.

54.5 STEPS TOWARD AN ECOLOGY
OF COMMUNICATION

Communicative intentions are a core feature of any
pragmatic phenomenon and, as mental states, they are
irreducibly subjective entities (Searle, 1992). The intrin-
sic subjective nature of communicative intentions has
relevant implications for the study of the neurobiology
of pragmatics: the only judge of the intentionality of a

behavioral act is the actor who performs that act; some-
times the observer has no way of determining whether
an act was intentional and, thus, communicative or not.
Searle (1983) distinguished between prior intention and
intention-in-action: prior intention represents the aim of
the action, whereas intention-in-action is the cause of
bodily movement. Bearing this difference in mind, we
note that in typical ToM experimental paradigms the
causal order of prior and motor intention is reversed
from a first-person to a third-person perspective. A
prior intention logically and temporally precedes the
motor intention in the first-person perspective (e.g., in
Dante’s Inferno, Minos intends to send the damned to
their circle of Hell and, hence, girds himself with his
tail), whereas prior intentions in the third-person per-
spective are inferred after an action has been observed
(e.g., based on the fact that Minos girds himself with his
tail, Dante infers that Minos intends to send the
damned to their proper circle).

These considerations require overcoming the artificial
separation between speaker/hearer or actor/partner to
move toward a communal construction of meaning
(Chatel-Goldman, Schwartz, Jutten, & Congedo, 2013;
Konvalinka & Roepstorff, 2012; Pickering & Garrod,
2004). The first revolution in the study of the neurobiol-
ogy of pragmatics should involve devising experimental
paradigms in which the agent involved is constantly
changing roles, and where the perspective continuously
switches between first person (I am saying something to
you) and second person (you are saying something to
me). The second ecological revolution will be the study of
normal conversation, where each participant voluntarily
takes his/her turn and freely expresses goals through
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cooperative sharing of reciprocal mental states; only in
this way will researchers gain access to the capacity for
generating and comprehending effective communicative
intentions. A technology that is able to monitor the brains
of two agents online while they spontaneously interact is
necessary for pragmatics concerned with ecological
contexts.

Acknowledgments

This work was supported by a MIUR grant (FIRB 2012, protocol
number: RBFR12F0BD) and by the University of Torino (Ricerca
scientifica finanziata dall’Università “Cognizione sociale e attacca-
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55.1 INTRODUCTION

For most of us, the production of speech appears to be
effortless. And, yet, it is a multifaceted and complex pro-
cess that requires access to different components of the
language processing system. Although articulation of a
word (i.e., patterns of articulatory movements of the
vocal tract) may be the endpoint, the process begins with
the conceptualization of a word, the selection of its lexi-
cal representation and corresponding sound properties
from the mental lexicon, and the mapping of these pho-
nological representations onto articulatory planning and
implementation stages. Additionally, the speaker does
not simply passively articulate speech, but rather he or
she constantly monitors it on a moment-to-moment basis
to adapt his/her output in either the short-term or the
long-term based on both auditory and somatosensory
feedback received from the production itself.

Although the details may vary, current models of the
functional architecture of speech production typically
identify these different aspects of speech production in
terms of different stages of production. These stages are
considered to be functionally distinct and hierarchically
organized, with both feedforward and feedback mechan-
isms at each stage of processing (Figure 55.1). It is the
goal of this chapter to examine current data and models
of the speech production process, drawing from both
neuropsychological and neurophysiological studies. To
this end, we first provide a brief historical perspective
drawn from the aphasia literature that has served as a

framework for much of the neurophysiological research.
We then consider the proposed stages of production out-
lined, first reviewing phonological stages of production
and then phonetic/articulatory stages of production,
integrating results based on lesion and neurophysio-
logical studies. Together, they indicate that speech
production recruits a neural network that encom-
passes the language network, including temporal,
parietal, and frontal structures.

55.2 HISTORICAL PERSPECTIVE:
SPEECH PRODUCTION DEFICITS

IN APHASIA

Early research from the 1970s and 1980s suggested
that the patterns of production in patients with aphasia
reflected different stages of the speech production pro-
cess. Patients with lesions to frontal structures displayed
articulatory planning and implementation deficits, and
patients with lesions to posterior structures displayed
phonological deficits. One of the presenting clinical fea-
tures long recognized in defining the aphasia syndromes
is the nature of speech production output (Goodglass &
Kaplan, 1972) (for discussion of clinical syndromes of
aphasia, see Chapter 73). In particular, patients present-
ing with Broca’s aphasia or apraxia of speech typically
have nonfluent speech output characterized by distorted
speech production, sound errors of various types, and a
diminution of the prosodic range of speech. In contrast,

689Neurobiology of Language. DOI: http://dx.doi.org/10.1016/B978-0-12-407794-2.00055-9 © 2016 Elsevier Inc. All rights reserved.



patients presenting with Wernicke’s and conduction
aphasia show fluent, well-articulated speech output.
Nonetheless, these patients, and particularly those clini-
cally diagnosed with conduction aphasia, make speech
production errors characterized by sound substitutions
and the misordering and transposition of sounds within
and across words.

Studies examining the acoustic patterns of speech pro-
duction of these patients largely supported this dichot-
omy. Acoustic measures of a number of parameters of
speech, including voice-onset time (VOT) in stop conso-
nants (Blumstein, Cooper, Goodglass, Statlender, &
Gottlieb, 1980; Gandour & Dardarananda, 1984; Kent &
Rosenbek, 1983), amplitude of voicing in fricative conso-
nants (Kurowski, Hazen, & Blumstein, 2003), murmur
duration, amplitude of the first harmonic at consonant
release in nasal consonants (Kurowski, Blumstein,
Palumbo, Waldstein, & Burton, 2007), and temporal para-
meters of consonant and vowel production (Baum,
Blumstein, Naeser, & Palumbo, 1990) showed that
patients with frontal lesions displayed deficits. They also
displayed deficits in laryngeal control as shown by
impairments in amplitude properties of nasals, fricatives,
and prosody. In contrast, patients with posterior lesions
showed normal patterns of production in the analysis of
these parameters.

Although this dichotomy between phonological and
phonetic stages of speech production is supported by
more recent neuropsychological and neurophysiological
studies, early on, studies of speech production in aphasia
indicated that the picture was more complicated. These
studies showed that in addition to phonetic (articulatory)

deficits, those with Broca’s aphasia and patients with
apraxia of speech produced phonological errors similar
to those made by those with fluent aphasia with poste-
rior lesions (Blumstein, 1973; Canter, Trost, & Burns,
1985; Haley, Jacks, & Cunningham, 2013). For example,
the patterns of phoneme substitution errors (e.g., pipe-
bipe) made by those with Broca’s, conduction, and
Wernicke’s aphasia were similar across groups, as were
the distributions of different error types such as pho-
neme substitutions (e.g., teams - keams), deletions
(e.g., brown - /bawn/), additions (e.g., papa -
/paprə/), and transpositions (e.g., degree - /gədri/).
Acoustic analysis revealed that both Wernicke’s and con-
duction aphasics showed increased variability in the
implementation of a number of acoustic parameters of
speech, despite the fact that they showed normal pat-
terns of articulatory implementation (Baum et al., 1990;
Ryalls, 1986; Vijayan & Gandour, 1995). Taken together,
these findings indicate that speech production recruits
an integrated functional and neural system, one in which
damage to one area has consequences throughout the
system affecting stages of production both upstream and
downstream from it.

55.3 PHONOLOGICAL PROCESSES
IN SPEECH PRODUCTION

There is a rich literature that has examined the
representations and processes involved in accessing
words from the lexicon in spoken word production.
Results from this research generally support the view
that words are represented in terms of abstract, con-
text-independent, phonological (phonemic and/or
syllable-sized) units and that the mental lexicon and
access to it is influenced by the phonological proper-
ties of individual words and the network of word
representations that share structural properties with
the word candidate (Dell, 1986; Gaskell & Marslen-
Wilson, 1999). Information flow throughout the speech
production system is considered to be interactive.
Activation of a lexical candidate activates its associated
phonological units, and these phonological units, in
turn, boost the activation of the word candidate as
well as those shared phonological units of other words
in the lexicon. With this view, the selection of the pho-
nological representation of a word is modulated by the
number of phonological “neighbors” a word may have
(Dell & Gordon, 2003), and this has a cascading effect
on its articulatory implementation (Baese-Berk &
Goldrick, 2009; Goldrick & Blumstein, 2006).

Evidence from aphasia has generally supported
this view. Although these studies provide evidence
in support of many of the theoretical claims about
the functional architecture of spoken word

Concept

Lexicon

Selection

Planning

Articulatory implementation

Feedback
auditory/somatosensory

FIGURE 55.1 Functional architecture of stages of speech produc-
tion processes. Colors in pink indicate phonological processes; those
in blue indicate phonetic processes.
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production, most fail to provide information about
or focus on the underlying neural substrates.
Additionally, there have been surprisingly few func-
tional neuroimaging studies examining these issues.
With this limitation in mind, we now turn to a brief
review of the extant neuropsychological and neuro-
physiological findings examining phonological pro-
cesses in speech production.

55.3.1 Nature of Representations

Similar to individuals without brain damage,
patients with aphasia show sensitivity to the sound
structure properties of the lexicon in spoken word pro-
duction. In a study of the production of speech errors
in picture description and picture naming tasks in 43
aphasic patients (unselected for syndrome or lesion),
Gordon (2002) showed that there were fewer errors
produced for word targets that had many lexical
neighbors than words that did not. These facilitative
effects occur presumably because words from dense
neighborhoods share phonological structure with the
target, and the phonological similarities among the tar-
get word and its neighbors provide a further boost to
the activation of the lexical target. That the effect is
driven by lexical factors is further supported by the
fact that errors were more likely to result in words (of
similar sound shape) than in nonwords (see also
Laganaro, Chetelat-Mabillard, & Frauenfelder, 2013).

As indicated, the general consensus in the spoken
word production literature is that words are represented
in terms of abstract phonological units. These units may
include both sound segments and properties of sound
segments (i.e., phonological/phonetic features).
Evidence suggesting that these units are segmental
comes from detailed analyses of the patterns of phono-
logical errors produced by aphasic patients in spontane-
ous speech as well as in more controlled tasks such as
repetition and naming (Blumstein, 1973; Lecours &
Lhermitte, 1969). Results show that phoneme substitu-
tions, the most common error produced by those with
Broca’s, conduction, and Wernicke’s aphasia involve the
replacement of a single phoneme by another; whether
this happens within a word, such as teams - /kimz/, is
the result of misordering of sounds within a word, such
as “degrees” - /gədriz/, or is a sound substitution
between words, such as roast beef- /rof bif/.

Additionally, the pattern of substitution errors sug-
gests that phonological features of sounds are funda-
mental representational units. In particular, the large
majority of substitution errors reflect the replacement of
a single phonetic feature, with very few errors occurring
between sounds distinguished by two or more features.
For example, there are more voicing, place of

articulation, or manner errors than combinations of these
features. These findings are consistent with early work
by Jakobson, Halle, and Fant (1967), who proposed that
a finite set of distinctive features can be used to charac-
terize the phonological systems of language and the
acquisition or dissolution of language (Jakobson, 1968).

Although it may be the case that phonological units
may be abstract and are represented independent of
the phonetic context in which they occur, there must
be a processing stage where the abstract sound shape
is coded into fine “episodic” details that take into
account the context in which the sounds appear. These
details are ultimately used for motor planning and exe-
cution. Evidence from aphasia supports this two-stage
process (Blumstein, 1973).

Consider the words “pill” and “spill” in English. The
abstract representation of the /p/ in these two words is
the same. However, their phonetic realization differs;
/p/ in initial position in English is aspirated and has a
long VOT (i.e., [ph]), whereas /p/, following /s/ is unas-
pirated and has a short VOT (i.e., [p]). It is of interest to
determine what happens when an aphasic patient sim-
plifies a consonant cluster, particularly what happens
when a patient deletes the /s/ in a word like “spill.”
Will the resultant production of the /p/ be produced
with an aspirated and long VOT, consistent with the
notion that the deletion of the /s/ occurred during pho-
nological processing (i.e., before motor plans for a cluster
are implemented), or will it be produced with an unaspi-
rated and short VOT, consistent with the notion that the
production reflected the contextually determined pho-
netic realization of the cluster /sp/ followed by the dele-
tion of the initial fricative? A study by Buchwald and
Miozzo (2011) measured the VOT productions of two
aphasic patients who deleted /s/ in /sp/, /st/, and
/sk/ clusters and compared these with the phonetic real-
ization of correctly produced stop consonants in both
singleton and cluster environments (i.e., “pill” and
“spill”). Results showed two different patterns of pro-
duction, with one patient producing the initial stop con-
sonant of the word with a long VOT (similar to the
realization of /p/ in “pill”) and the other producing it
with a short VOT (similar to the realization of /p/ in
“spill”). These findings suggest that the errors of the for-
mer patient were phonologically based and the errors of
the latter patient were phonetically based. Similar find-
ings were shown examining duration properties of nasal
consonants when deleted in /sn/ and /sm/ clusters
(Buchwald & Miozzo, 2012).

55.3.2 Cascading Activation

During the stages of speech production, information
flows from the more abstract properties of speech to
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more detailed phonetic representations required for
articulatory planning and articulation. Recent research
with normal individuals has suggested that there is a
cascading flow of information with phonological prop-
erties of words influencing their fine-grained phonetic
realization (Goldrick, 2006). For example, it has been
shown that the implementation of voicing in stop con-
sonants is influenced by whether the words have a
voicing minimal pair (Baese-Berk & Goldrick, 2009;
Goldrick & Blumstein, 2006). There is a longer VOT for
initial voiceless stop consonants in words having a
voiced minimal pair (e.g., “tart” versus “dart”) com-
pared with words that do not (e.g., tar versus �dar).

A recent neuroimaging study (Peramunage,
Blumstein, Myers, Goldrick, & Baese-Berk, 2011) exam-
ined the neural substrates of this lexically conditioned
phonetic effect. While in the scanner, participants read
words with initial voiceless stop consonants that either
had or did not have a voiced minimal pair. None of
the voiced minimal pairs were included in the set of
words produced by the participants. Filler words
beginning with a variety of consonants were also
included. Acoustic analysis of the productions repli-
cated the behavioral effects showing longer VOTs for
voiceless stop consonants in words that had a minimal
pair compared with words that did not. fMRI results
revealed reduced activation for minimal pair words
compared with nonminimal words in a neural net-
work, including the left posterior superior temporal
gyrus (STGp), supramarginal gyrus (SMG), inferior
frontal gyrus, and precentral gyrus.

These findings suggest that lexically driven differ-
ences in the activation of phonological representations
in temporoparietal areas (posterior superior temporal
and supramarginal gyri) modulate subsequent articu-
latory processes in frontal areas (the inferior frontal
and precentral gyri). Moreover, they are consistent
with the view that reduced activation for minimal pair
words is a facilitatory process reflecting the overlap in
shared phonological properties between the target
word and its minimal pair (MP) neighbor. Of interest,
a subsequent study (Bullock-Rest et al., 2013) examin-
ing the effects of lesions to the SMG extending into the
STGp or to the inferior frontal gyrus on the production
of minimal pair and nonminimal words using the
Peramunage et al. (2011) stimuli showed that both
groups of patients demonstrated the minimal pair
effect. Of importance, this effect emerged for correct
productions, suggesting that despite damage to the
network, Broca’s and conduction aphasic participants
were still sensitive to the lexical properties of the target
words and this, in turn, affected their phonetic output.
Nonetheless, both groups showed a pattern of errors
consistent with the view that they had a deficit in the
spoken word production system. They made more

errors on nonminimal pair words than minimal pair
words and made phoneme substitution errors on the
target words that were largely single-feature substitu-
tions, and when such errors occurred, the production
was more likely to be a word than a nonword.

Perhaps more compelling evidence comes from a
recent study examining the origin of phonemic para-
phasias (i.e., phoneme substitution errors) in aphasic
patients (Kurowski & Blumstein, in preparation). The
question asked here was whether phonemic substitu-
tion errors (e.g., [s] -[z]) reflect a planning error,
where the wrong phoneme is selected and ultimately
implemented correctly, or whether it reflects the simul-
taneous selection and activation of a mis-selected pho-
neme and the original target phoneme. In this latter
case, the resulting production, although perceived by
the listener as a phonemic paraphasia (i.e., a clear-cut
substitution error), is a hybrid, realized acoustically as
a phoneme substitution but with an acoustic trace of
the original target phoneme. To examine this question,
acoustic measures were performed of voicing in the
fricative consonants [s z] produced in a conso-
nant�vowel (CV) environment by seven aphasic parti-
cipants, three clinically diagnosed with Broca’s
aphasia, three with conduction aphasia, and one with
Wernicke’s aphasia. Results showed that the phonemic
paraphasias of the patients left traces of the original
target phoneme. These findings suggest that the
production of phonemic paraphasias reflect the
simultaneous selection and activation of competing
phonemes that subsequently influence articulatory
planning and implementation stages downstream from
it (see also Baum & Slatkovsky, 1993; Buckingham,
1992; Buckingham & Yule, 1987).

55.4 PHONETIC PROCESSES
IN PRODUCTION

55.4.1 Articulation

Identifying the neurostructural and neurofunctional
correlates of speech production at the articulatory pho-
netic level requires an understanding of both speech
motor programming and sensorimotor integration.
Until relatively recently, the majority of work on the
neural networks underlying overt speech production
relied primarily on evidence from studies of patient
populations. In early years, symptomatology exhibited
by stroke patients was coarsely correlated with lesion
sites based on CT scans (Baum & Boyczuk, 1999;
Blumstein et al., 1980; Blumstein, Cooper, Zurif, &
Caramazza, 1977). As imaging technology improved,
so did the accuracy with which symptoms were associ-
ated with lesion sites (Baum et al., 1990). In what has

692 55. NEUROBIOLOGY OF SPEECH PRODUCTION: PERSPECTIVE FROM NEUROPSYCHOLOGY AND NEUROLINGUISTICS

J. SPEAKING



become a landmark study, Dronkers (1996) compared
the lesions of 25 individuals diagnosed with apraxia of
speech (in a chronic state) in an effort to identify a
common area of infarct responsible for the phonetic
implementation deficit. The only lesion site common to
all patients was in the precentral gyrus of the insula,
leading to the suggestion that this region was impor-
tant in articulatory coordination and control
(Dronkers, 1996; see also Dogil et al., 2002; Wise,
Greene, Buchel, & Scott, 1999). However, more recent
studies have implicated the pars opercularis, suggest-
ing that the insula is part of a network involved in
articulatory control (Hillis et al., 2004; Leonardo et al.,
2006). Easier access to high-quality functional neuroim-
aging has permitted a far more detailed and broadly
encompassing understanding of the neural substrates
of speech production to emerge.

It is self-evident that the networks implicated in
speech production include the cortical and subcortical
regions involved in motor control more generally (i.e.,
primary motor cortex, supplementary motor area
[SMA], regions within the basal ganglia, and the cere-
bellum). Numerous investigations over the past 15
years have attempted to identify the specific roles of
each of these regions and others, including areas
within auditory and somatosensory cortices, because
each contributes to the neural network subserving
speech production. We first review studies focused on
the production of syllables and syllable sequences, and
then we turn to sensorimotor integration in speech
production.

In comparison with the vast literature on word pro-
duction (e.g., as reviewed in Indefrey & Levelt, 2000)
and a growing literature on covert speech production
(e.g., Price, 2012, for review), far fewer neuroimaging
studies have investigated overt articulation. Based on
his well-developed DIVA model of speech production
(Guenther, 1994, 1995), Guenther and colleagues have
proposed and begun testing the neural bases of certain
aspects of the model (e.g., Bohland & Guenther, 2006;
Guenther & Ghosh, 2003; Guenther, Ghosh, &
Tourville, 2006; and others). Broadly speaking, the
DIVA model consists of two primary control systems—
a feedforward system including areas involved in artic-
ulatory implementation (speech sound system and
stored motor programs, hypothesized to be represented
in left ventral premotor cortex [PMC]), articulatory
positioning commands generated in motor cortex, and
timing coordinated in the cerebellum, and a feedback
system that allows for error detection and monitoring
and sensorimotor integration based on both auditory
(temporal cortex) and somatosensory (inferior parietal
cortex) input, with bidirectional links between the two
control systems (Guenther et al., 2006). In one of the
first tests of the hypothesized neural correlates of the

model’s components, Guenther et al. (2006) conducted
an event-related sparse sampling fMRI study in which
10 speakers produced monosyllabic or bisyllabic
stimuli based on orthographic representations (i.e.,
reading aloud). Scans were acquired during silent inter-
vals after syllable production, timed to co-occur with
the idealized peak of the associated hemodynamic
response function (HRF), and activation was compared
with passive viewing of a string of Xs. Activation was
found in a widespread bilateral network including pri-
mary motor cortex, primary auditory and sensory corti-
ces, the cerebellum, left inferior prefrontal gyrus, SMA,
SMG, and area Spt (Hickok & Poeppel, 2004)—all areas
in keeping with the predictions of the model (see also
Blank, Scott, Murphy, Warburton, & Wise, 2002; Price,
Crinion, & MacSweeney, 2011; Price, Moore, &
Frackowiak, 1996).

In a related study focused on the production of syl-
lable sequences, Bohland and Guenther (2006) com-
pared patterns of activation during production of
syllables varying in complexity based on number of
onset consonants (in this case, syllable length was also
modified) and syllable sequences of varying complex-
ity (i.e., the same CV repeated three times or three dif-
ferent CVs appended to one another). Subjects were
required to overtly produce the stimuli for a subset of
trials and to prepare to produce (but not actually do
so) in others (through use of a go/no go task). A con-
junction analysis of all speech conditions again yielded
a broad bilateral network, including the bilateral cen-
tral sulcus, precentral and postcentral gyri, anterior
insula, superior temporal cortex, medial premotor
areas (SMA and pre-SMA), the basal ganglia, thala-
mus, cerebellum, and left frontal operculum (Bohland
& Guenther, 2006; see also Peeva et al., 2010). The
increase in syllable complexity (which inherently
entailed an increase in length) yielded increased acti-
vation in medial premotor regions, the frontal opercu-
lum bilaterally, and the left posterior parietal lobe. The
increase in sequence complexity yielded increased acti-
vation in bilateral medial premotor regions, left frontal
cortex, anterior insula bilaterally, left posterior parietal
lobe, bilateral inferior posterior temporal lobe, bilateral
cerebellum, anterior thalamus, and caudate nucleus
(Bohland & Guenther, 2006; but see Dogil et al., 2002
for data suggesting that increased complexity yields
reduced activation).

Based on these findings, the authors suggest that
the inferior frontal sulcus may be the region where the
motor programs required for the production of phono-
logical units or syllables are represented. Given the
increase in activation during complex sequences in the
left IFGpo (see also Papoutsi et al., 2009; Park, Iverson,
& Park, 2011; Soros et al., 2006), the authors suggest
that this region houses the “speech sound map”—the
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phonetic codes for specific phonemes or syllables. The
anterior insula—the region identified by Dronkers
(1996) as common to all her patients who presented
with apraxia of speech—was active in all overt speech
tasks, but activation was not modulated by sequence
or syllable complexity (Bohland & Guenther, 2006;
see also Ackermann, Mathiak, & Ivry, 2004, but
see Frenck-Mestre, Anton, Roth, Vaid, & Viallet, 2005;
Riecker et al., 2000; Soros et al., 2006 for studies show-
ing an absence of anterior insula activation during
speech production). According to Bohland and
Guenther (2006), the anterior insula may have a role in
speech initiation (see also Shuren, 1993) but is not
likely to be involved in the representation or imple-
mentation of syllable sequences (for yet a different per-
spective, see Moser et al. (2009) for data suggesting
that the anterior insula has a role in speech implemen-
tation for novel motor programs). A nearby region that
did show sensitivity to complexity was between the
anterior insula and the frontal operculum; the authors
conclude that this region is involved in syllable
sequence representation, perhaps as a site of integra-
tion of lower and higher level representations of
speech (Bohland & Guenther, 2006).

Other investigators have made similar but slightly
different claims about the role of the IFGpo. For
instance, based on a positron emission tomography
(PET) study comparing silent speech to oral (non-
speech) movements, Price et al. (2011) suggest that the
IFGpo (along with posterior superior temporal sulcus
[STS]) is involved in predicting acoustic and motor
consequences of speech articulation, that is, in the
feedforward (internal model) system—not altogether
different from Bohland and Guenther’s (2006) speech
sound map, but with a somewhat different precise
localization. This predictive coding would then, hypo-
thetically, be passed on to temporal regions (posterior
STS and planum temporale) where it could be used in
an optimization loop to limit both perceptual and pro-
duction errors. The authors admit that functional con-
nectivity analyses would be required to confirm this
hypothesis. In this study, activation of the superior
temporal plane region was not found to be specific to
speech production (i.e., it emerged during oral, non-
speech movements as well), suggesting this region
may play a more general role in sensorimotor integra-
tion (Price et al., 2011; see Hickok & Poeppel, 2004;
Hickok, Okada, & Serences, 2009; Peschke, Ziegler,
Eisenberger, & Baumgaertner, 2012).

In a meta-analysis of 19 fMRI and PET studies of
overt speech production, Eickhoff, Heim, Zilles, and
Amunts (2009) reported consistent activation in left
inferior frontal gyrus (IFG), the face region of primary
motor cortex, the anterior insula, lateral premotor cor-
tex, the cerebellum, and the basal ganglia. They

propose that the anterior insula is involved in prepara-
tion for speech, possibly in translating a phonetic “con-
cept” obtained from left IFG into articulatory motor
patterns, whereas the left IFG represents the site of the
final stages of lexical retrieval that initiates the articu-
latory process. They further suggest that the basal gan-
glia and cerebellum are involved in the selection and
implementation of motor programs, including timing
and the incorporation of sensory feedback, whereas
the premotor cortex combines the information from
these two sources (basal ganglia and cerebellum) to
convert into a specific movement (muscle contraction)
plan. The involvement of primary motor cortex relates
to actual execution via connections to lower motor
neurons (Eickhoff et al., 2009).

As suggested in the description of the meta-analysis
reported by Eickhoff and colleagues, additional
regions that have been the focus of intense investiga-
tion regarding their role in speech production include
several premotor regions, notably the pre-SMA, SMA
proper, and dorsal and ventral premotor regions
(Ackermann & Ziegler, 2010; Guenther et al., 2006;
Hartwigsen et al., 2013; Peeva et al., 2010; Saur et al.,
2008; Soros et al., 2006; Tremblay & Gracco, 2006). The
pre-SMA has long been claimed to be important for
speech initiation, based, in part, on evidence from
lesion studies (Ackermann & Ziegler, 2010; Ziegler,
Kilian, & Deger, 1997) and data from investigations of
nonspeech motor control highlighting its role in move-
ment initiation (Shima & Tanji, 2000). Dorsal and ven-
tral premotor areas have frequently been found to be
activated during speech production and are presumed
to be implicated in the conversion of phonetic codes to
articulatory implementation or execution (Guenther
et al., 2006; Hickok, Houde, & Rong, 2011). Using
dynamic causal modeling (DCM) to explore effective
connectivity and diffusion tensor imaging (DTI) to
examine anatomical connectivity, Hartwigsen et al.
(2013) investigated the roles of these frontal premotor
areas during real-word and pseudoword repetition.
The investigators hypothesized that if pre-SMA is truly
important in speech initiation, then the DCM model
with the best fit to the data should include “driving
input” into pre-SMA, with a strong influence of pre-
SMA on dorsal and ventral premotor areas. The effec-
tive connectivity analyses did demonstrate such a pat-
tern, with a stronger influence of pre-SMA on the
dorsal premotor region for pseudowords relative to
real words. DTI analyses revealed direct fiber connec-
tions between pre-SMA and both dorsal and ventral
premotor cortex. Based on their findings, the authors
propose that the pre-SMA is involved in the sequenc-
ing of motor programs for articulatory initiation, the
dorsal premotor cortex is implicated in conversion of
an abstract sequencing plan to an actual motor-
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articulatory plan (see also Alario, Chainay, Lehericy, &
Cohen, 2006), and the ventral premotor cortex pro-
vides predictions of the auditory representations of
common speech sounds and syllables (Hartwigsen
et al., 2013; see also Guenther et al., 2006).

One final brain region that clearly plays an impor-
tant role in speech production is the cerebellum, which
has connections to both basal ganglia and sensorimotor
cortex, as well as to premotor regions and the insula
(Ackermann, 2008). Unfortunately, it has received sub-
stantially less attention in the literature. However,
based on studies of patients with cerebellar lesions,
some recent neuroimaging data, and studies of non-
speech motor control, the cerebellum has been argued
to be involved in the temporal organization and
sequencing of syllables, as well as the control of speech
rate (beyond a certain speed) (e.g., Ackermann, 2008;
Ackermann, Mathiak, & Riecker, 2007; see also Ivry &
Keele, 1989; Ivry, Spencer, Zelznik, & Diedrichsen,
2002). Interestingly, parts of the cerebellum have also
shown to be sensitive to speech perceptual demands,
particularly in temporal discrimination (Ackermann,
2008; Mathiak, Hertrich, Grodd, & Ackermann, 2002,
2004; Petacchi, Laird, Fox, & Bower, 2005). The precise
integration of cerebellar processing with cortical and
subcortical processing for speech production remains
to be determined.

55.4.2 Sensorimotor Integration

The integration of sensory and motor signals is a
crucial component in sensorimotor learning and the
establishment of perceptuo-motor representations.
Speech production is, by nature, a sensorimotor behav-
ior. Such behaviors require monitoring of input from
one or more sensory systems to update or modify
motor plans, either on a moment-by-moment compen-
satory basis (online sensorimotor control) or via
longer-term adaptation (sensorimotor learning). In
most models of speech production, sensorimotor feed-
back is compared with a predicted outcome to control
ongoing movement and program future articulation;
this process of internal feedforward models (efference
copy) is proposed in one form or another in the DIVA
model of Guenther (1995) and in the state feedback
control model of Houde and Nagarajan (2011), among
others (Price et al., 2011).

One means of addressing questions of sensorimotor
integration is through empirical studies of imposed
sensory-based manipulations. For example, it has fre-
quently been demonstrated that the speech production
system is able to compensate for many perturbations to
the vocal tract—both predictable and unexpected—to
achieve phonetic goals (e.g., Abbs, 1986; Lindblom,

Lubker, & Gay, 1979, among many others); nonetheless,
the extent of compensation varies depending on the
nature of the perturbation and the specific speech
sounds targeted (Aasland, Baum, & McFarland, 2006;
Baum & McFarland, 1997, 2000). These findings suggest
that speakers are generally able to adapt to modifica-
tions of somatosensory (kinesthetic or proprioceptive)
feedback to produce perceptually adequate speech.
Recently, a great deal of attention has been focused on
speech adaptation to alterations of auditory feedback as
well. As in the visual modality in studies of prism
adaptation (Redding, Rossetti, & Wallace, 2005;
Redding & Wallace, 1996; Rossetti, Koga, & Mano,
1993), investigations have demonstrated adaptive
speech motor output in the face of auditory feedback
that has been modified to yield what is perceived as a
production error on the part of the speaker (Houde &
Jordan, 1998, 2002; Jones & Munhall, 2005; Larson,
Altman, Liu, & Hain, 2008; Larson, Burnett, Kiran, &
Hain, 2000; Purcell & Munhall, 2006; Shiller, Sato,
Gracco, & Baum, 2009). Adaptation in this context is
not complete, in that the speech output does not fully
compensate for the perceived target error (Jones &
Munhall, 2005). The reasons for incomplete adaptation
are complex (Shiller et al., 2009), but the limited adap-
tive response indicates online sensorimotor integration
and suggests a recalibration of perceptual and motor
responses (Baum & McFarland, 1997, 2000; Houde &
Jordan, 1998, 2002; Jones & Munhall, 2005; Nasir &
Ostry, 2009). Functional neuroimaging studies that
investigate the neural mechanisms involved in such
sensorimotor adaptation for speech are only beginning
to emerge (Baciu, Abry, & Segebarth, 2000; Guenther
et al., 2006; Ito, Kimura, & Gomi, 2005; Tourville,
Reilly, & Guenther, 2008); thus far, they support a
broad cortical and subcortical network, including both
left and right hemisphere regions underlying the adap-
tation process, as detailed here. Other approaches to
exploring the integration of perceptual and production
processes have also been undertaken. For instance,
Hickok and colleagues (Buchsbaum, Hickok, &
Humphries, 2001; Hickok, Buchsbaum, Humphries, &
Muftuler, 2003; Hickok et al., 2009, among others) have
used nonword repetition tasks to tap into sensorimotor
integration processes. These studies have identified the
Spt, a region in the planum temporale, as a critical hub
to this process (see also Hickok, 2014, for an overview).

In one of the earliest neuroimaging investigations to
use feedback manipulations to examine sensorimotor
integration for speech, Tourville et al. (2008) made use
of an auditory feedback manipulation in the produc-
tion of a series of consonant�vowel�consonant (CVC)
stimuli, all of which included the vowel /ε/. Within a
string of productions, an unexpected shift (up or
down) of the F1 frequency in the vowel was induced

69555.4 PHONETIC PROCESSES IN PRODUCTION

J. SPEAKING



(following Purcell & Munhall, 2006; Houde & Jordan,
1998). Speakers compensated for the unexpected per-
turbations, as expected. The neural regions that dem-
onstrated increased activation under conditions of
auditory perturbation and resulting compensation
included bilateral STGp, planum temporale, left ven-
tral motor and premotor cortex, and antero-medial cer-
ebellum. Activation in these regions is consistent with
a role for both secondary auditory and motor areas in
the compensatory process. In another recent fMRI
study investigating the neural substrates invoked dur-
ing speech adaptation (i.e., speech motor learning) to
consistent auditory feedback perturbation, Gracco,
Sato, Shiller, and Baum (in preparation) found
increased activation during the adaptation (hold)
phase in bilateral IFG, premotor gyrus (PM), STS, pos-
terior STG, posterior inferior temporal gyrus (pITG),
right angular gyrus/posterior parietal gyrus (rAG/
pPG), and left inferior parietal lobule/supramarginal
gyrus (IPL/SMG).

Based on these findings, coupled with results in
prism adaptation studies implicating a role for inferior
parietal cortex in the control of adaptive movements
(Redding et al., 2005), Gracco and colleagues (Dangler,
Shiller, Baum, & Gracco, in prep; Shum, Shiller, Baum,
& Gracco, 2011) conducted two rTMS studies stimulat-
ing this region prior to an auditory feedback manipu-
lation/speech adaptation task. In a first study in which
inhibitory stimulation was applied to left SMG (Shum
et al., 2011), results revealed that those participants
who had undergone transcranial magnetic stimulation
(TMS) to this region produced a significantly reduced
adaptive response as compared with individuals who
had undergone sham stimulation. In contrast, Dangler
et al. (in preparation) applied inhibitory TMS to the
right hemisphere IPL and found a faster adaptive
response subsequent to stimulation that was, however,
of comparable magnitude in both experimental and
control (sham) participant groups. The findings of
both experiments were interpreted to suggest that the
left inferior parietal region plays an important role in
sensorimotor adaptation and integration, whereas the
right hemisphere homologue seems to normally inhibit
activity in the left IPL; in other words, when right IPL
was inhibited, adaptation occurred more quickly
(Dangler et al., in preparation; Gracco et al., 2012;
Shum et al., 2011).

There have also been several recent investigations of
the neural bases of sensorimotor integration with a
focus on alteration of somatosensory feedback, rather
than auditory feedback. For instance, Baciu et al.
(2000), as reviewed in Golfinopoulos et al. (2011),
made use of a lip tube to inhibit lip movement during
rounded vowel production in an fMRI study. The
static perturbation yielded increased activation in a

bilateral distributed network that included frontal,
parietal, and temporal areas, as well as the cerebellum;
interestingly, there was an increase in the role of the
right hemisphere during the perturbed trials. Using
TMS to the left primary motor cortex, Ito et al. (2005)
examined responses to unexpected jaw perturbation
during speech and, not surprisingly, found an impor-
tant role for that region in the compensatory response.
Also, examining compensation to unexpected blocking
of jaw movement via a pneumatic device,
Golfinopoulos et al. (2011) reported increased activa-
tion in right anterior SMG, pre-SMA, SMA, IFG, pre-
central gyrus, thalamus, and cerebellum under
perturbed speaking conditions. They also investigated
effective connectivity and found increased connectivity
between left and right anterior SMG, as well as
between left anterior SMG and right ventral premotor
cortex in the perturbed relative to the unperturbed
conditions. Similarly, increased connectivity was found
between right anterior SMG and right IFGpt, as well as
bidirectionally between right ventral premotor cortex
and right ventral primary motor cortex. The authors
conclude that bilateral anterior SMG is involved in
somatosensory error detection and correction (in keep-
ing with the DIVA model of Guenther (1995); see also
Golfinopoulos, Tourville, & Guenther, 2010, and a
recent study by Schwartz, Faseyitan, Kim, and Coslett
(2012), a voxel-based lesion symptom mapping analy-
sis supporting the role of SMG in phonological error
production in aphasia). Golfinopoulos et al. (2011) fur-
ther suggest that whereas left IFG may be important
for prelearned or automatized phonetic coding, right
IFGpt may serve to maintain sensorimotor representa-
tions and assist in the adjustment of ongoing speech
movements in response to sensory feedback
(Golfinopoulos et al., 2011). This latter suggestion
appears inconsistent with that proposed by Gracco
and colleagues (2012); however, it must be borne in
mind that the experiments were investigating different
types of compensatory responses, in one case in
response to unexpected somatosensory perturbation
(Golfinopoulos et al., 2011) and in the other in
response to static auditory feedback perturbation
(Gracco et al., 2012; Shum et al., 2011).

55.5 SUMMARY

It has been the goal of this chapter to review neuro-
psychological and neurophysiological studies of
speech production. Together, this research has shown
a complex tapestry that includes different stages of
production that ultimately map abstract phonological
structures onto articulatory commands. This produc-
tion system is integrated with both auditory and
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somatosensory systems, allowing it to maintain stabil-
ity, and to adapt, as necessary, based on both immedi-
ate and longer-term perturbations. Speech production
then requires both feedforward and feedback mechan-
isms where information flow is bidirectional. Not sur-
prisingly, then, the speech production system recruits
a large frontotemporoparietal cortical and subcortical
network of left and right hemisphere regions, many of
which have also been identified in language processing
more generally. Future research holds much promise
to provide further insights into the processes and
mechanisms involved in speech production and their
underlying neural mechanisms as ever-increasing
sophisticated techniques become available for mapping
lesions in neuropsychological studies and for examin-
ing the neural substrates of speech production in parti-
cipants with and without lesions.
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A common strategy for understanding the inner
workings of a complex system is to study the ways in
which it breaks down. Research in naturally occurring
speech errors (“slips of the tongue”) and research in
aphasia both take advantage of this strategy. Language
scientists study speech errors for insight into the work-
ings of the cognitive system that enables the skilled
production of words and sentences. Neuroscientists
study language deficits in aphasia to learn how the
mechanisms of language processing are represented in
the brain. This chapter presents research that falls at
the intersection of these two historical traditions. The
studies we highlight use computational models to sim-
ulate the cognitive mechanisms responsible for speech
errors in aphasia and large-scale lesion-symptom map-
ping to link those cognitive mechanisms with brain
regions.

Naturally occurring speech errors are the product of
momentary, functional disruption within a normal lan-
guage system. Aphasia causes structural damage that
has persistent functional consequences. The most
important of these, for the present purposes, is exacer-
bation of the normal tendency to occasionally select
the wrong word or the wrong phonological segments
when speaking (Dell, Schwartz, Martin, Saffran, &
Gagnon, 1997; Ellis, 1985; Freud, 1953). Aphasia creates
vulnerability to speech errors in spontaneous speech
and in single word production tasks, such as spoken
object naming and auditory word repetition. The high
degree of experimental control afforded by naming
and word repetition tasks has made them the vehicle
of choice for studying how patients’ error types and
error frequencies vary in relation to target properties
(Cuetos, Aguado, Izura, & Ellis, 2002; Kittredge, Dell,
Verkuilen, & Schwartz, 2008; Nickels & Howard, 1994,

1995) and clinical profiles (Blumstein, 1973; Jefferies &
Lambon Ralph, 2006; Romani & Galluzzi, 2005).
Furthermore, computational models of word produc-
tion have been used to simulate lesions in aphasia and
test competing theories of how errors arise. We exem-
plify this strategy with our own computational studies
of naming and repetition.

56.1 SPEECH ERRORS IN APHASIA: THE
NEUROLOGICALTRADITION

The long history of neurological research in aphasia
has been dominated by the classical syndromes or sub-
types. These include, but are not limited to, Broca’s
aphasia (BA), Wernicke’s aphasia (WA), Conduction
aphasia (CA), and Anomic aphasia (AA). Patients are
assigned to subtypes based primarily on how they per-
form on clinical examination of expressive language
(fluency, grammar, naming), receptive language (com-
prehension of spoken words and sentences), and repe-
tition (of words and sentence). Within this framework,
BA is considered primarily a disorder of expressive
speech, featuring dysfluency, altered and inconsistent
articulation (“apraxia of speech”), and simplified
grammar. WA is primarily a disorder of speech com-
prehension, CA is primarily a disorder of repetition,
and AA is primarily a disorder of word retrieval.

Speech error tendencies also enter into the diagnosis
of WA and CA. Patients with WA characteristically
produce speech that is fluent but replete with errors
(historically, “paraphasias”) that particularly distort
the semantic and also phonological content, sometimes
to a degree that obscures the intended meaning. CA
patients are less compromised in their functional
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communication. Their comprehension is quite good
and their speech is more semantically coherent. Their
primary deficits are inability to repeat spoken speech,
reduced auditory-verbal short-term memory span, and
vulnerability to phonemic errors in all types of produc-
tion tasks. Whereas WA patients are generally
unaware of their errors, errorful productions in CA are
often accompanied by successive repair attempts,
referred to as “conduit d’approache.”

The following speech samples exemplify paraphasic
speech production in WA (Ex. 1) and CA (Ex. 2). The
patients were asked to describe the Cookie Theft picture,
which shows a woman washing dishes at an overflow-
ing sink while a girl and boy, the latter perched on a
tipping stool, grab cookies from a cabinet (Goodglass
& Kaplan, 1983).

(1) “So the two boys work together an one is sneakin’
around here, making his. . .work an’ his further funnas
his time he had.”

(2) “Well this um. . .somebody’s. . .ah mather is takin
the. . .washin’ the dayshes [material deleted] and
there’s a. . .then the girl. . .not the girl. . .the boy who’s
getting the cooking is on this ah. . .strool and’ startin’ to
fall off.”

The aphasia syndrome classification is rooted in the
19th century Broca�Wernicke�Lichtheim model of
language and brain. The well-known claims of the
model are that motor and auditory speech engrams
localize to the left inferior frontal gyrus (IFG) and left
posterior superior temporal gyrus (pSTG), respectively;
these sensory and motor engrams are interconnected
through the arcuate fascisculus. IFG lesions give rise to
the expressive deficit in BA, pSTG lesions to the com-
prehension deficit in WA, and arcuate lesions to the
repetition deficit in CA. The paraphasic speech pat-
terns of WA and CA patients arise because the intact
motor speech engrams are deprived of governing
input from the speech comprehension center due to
direct damage (WA) or disconnection (CA)
(Compston, 2006; Geschwind, 1965).

The aphasia syndromes and classical model have an
enduring legacy. The contemporary Dual Stream the-
ory of auditory language processing (Hickok &
Poeppel, 2004, 2007) bases its characterization of the
dorsal stream on neuroimaging data and evidence con-
cerning CA. The theory assigns to the dorsal stream
the function of mapping between auditory and articu-
latory representations in speech. It identifies an area in
the posterior Sylvian fissure at the temporoparietal
boundary (area Spt) that plays a central role in this
dorsal stream specialization and postulates that lesions
here give rise to the CA symptom complex. Phonemic
paraphasia in the speech of CA patients features
importantly in the theory, providing evidence that

normal speech depends on the integrity of the
auditory-articulatory mapping served by the dorsal
route (for discussion and evidence, see Buchsbaum
et al., 2011).

Apart from the Dual Stream theory, the legacy of
the classical aphasia model is seen in modern empiri-
cal studies of the relationship between aphasia syn-
dromes and speech error patterns. This issue was
featured in Blumstein’s (1973) seminal monograph, “A
phonological investigation of aphasic speech.” The
monograph’s linguistic analysis of phonemic parapha-
sias in the speech of those with Broca’s, Wernicke’s
and Conduction aphasia revealed surprising unifor-
mity in the patterns of phonological breakdown. For
example, in all three groups, phonemes were substi-
tuted more often than they were added or deleted,
substitutions were strongly constrained by similarity
in acoustic-articulatory features, and errors tended to
replace marked structures (i.e., more complex, less fre-
quent, and later acquired) with less marked ones.

Blumstein (1973) recognized that the mechanism for
paraphasia might well be different in the three aphasic
groups, notwithstanding their linguistic similarities. In
line with this, researchers who study phonemic errors
in WA often start from the assumption that these
patients suffer from a central lexical deficit that
impacts the retrieval of phonological and semantic
information in language production, as it does in com-
prehension. In contrast, researchers who study phone-
mic errors in CA tend to emphasize that such errors
occur even in tasks with an optional or obligatory
“direct” route that bypasses the lexicon (e.g., repeating
and reading words). On this basis (and others), it has
been argued that phonemic paraphasia in at least some
CA patients arises subsequent to lexical processing
(i.e., at a postlexical phonological or phonetic stage of
word production) (Caplan, Vanier, & Baker, 1986;
Garrett, 1984; Goldrick & Rapp, 2007; Pate, Saffran, &
Martin, 1987).

The notion that different mechanisms underlie the
phonemic paraphasias of CA, WA, and BA patients is
difficult to reconcile with the homogenizing impact of
partial recovery. Experience suggests that some
patients who are diagnosed in the acute phase with
WA or BA in time evolve either to the CA profile, with
its characteristic pattern of phonemic paraphasia and
conduit d’approache, or to AA. This reminds us that
what looks to be a difference in kind (e.g., phonemic
errors, which resemble a plausible target, vs. neolo-
gisms, which do not) may actually be one of degree.
Moreover, a particular diagnostic feature may become
salient only on resolution of another symptom that ini-
tially masked or distorted its expression, as when the
resolution of apraxia of speech reveals the presence of
phonemic paraphasia in BA.
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In our own cognitive studies of phonological and
other errors in aphasia, we classify and interpret errors
without regard to the speaker’s aphasia subtype by
applying a theoretical model that ascribes word-level
substitutions to the lexical-semantic stage of lexical
access and sublexical deviations to the lexical-
phonological stage. The following section explains this
further.

56.2 TWO STAGES OF LEXICAL ACCESS
IN PRODUCTION

In the 1970s and 1980s, linguistic analysis of normal
speech errors gave rise to a seminal psycholinguistic
theory of sentence production (Dell, 1980; Fromkin,
1971; Garrett, 1975, 1980; MacKay, 1972; Shattuck-
Hufnagel, 1979; Stemberger, 1985). The theory holds
that planning a sentence involves the construction of
multiple successive representations. A conceptual
semantic representation is constructed first, followed
by two linguistic levels that use syntactic and phono-
logical information, respectively. Construction of the
two linguistic levels involves building structure-
representing frames and inserting content that is
retrieved from the mental lexicon. The lexical units
that fill slots in the syntactic frame are semantically
and syntactically specified words. The units that
fill slots in the phonological frame are phonological
segments. It follows that entries in the mental lexical
have multilevel representations and are retrieved in
stages. Speech errors, according to the theory, arise
when the wrong word/segment is retrieved from the
lexicon, or the right word/segment is retrieved but
inserted into the wrong slot.

The application of this theory to aphasia followed
quickly. Researchers used the sentence planning
framework to explain grammatical deficits (Saffran,
1982; Schwartz, 1987) and the multistage lexical
retrieval model to explain aphasics’ errors in word
production (Buckingham, 1980, 1987; Butterworth,
1979; Ellis, Miller, & Sin, 1983; Garrett, 1984; Miller &
Ellis, 1987; Pate et al., 1987; Schwartz, Saffran, Bloch, &
Dell, 1994). The incorporation of interactive activation
principles into multistage lexical models added to their
range and power for explaining aphasic production
errors. An early, excellent example is Ellis’ (1985) pro-
posal for how disruption of lexical dynamics could
give rise to phonemic errors.

Ellis’s informal (i.e., nonimplemented) model of
word retrieval featured three cognitive components: a
conceptual semantic system; a speech output lexicon

with units or nodes representing known words1; and a
component that represents articulable phonemes. He
hypothesized that damage-induced reduction in the
flow of activation between the lexical-semantic system
and the speech output lexicon would compromise the
competitive dynamics among nodes in the speech out-
put lexicon. This would impact the spread of activa-
tion down to the phoneme level, resulting in
utterances comprising “correct phonemes intermingled
with inappropriate ones” (p. 132). Addressing the
sources that contribute to the activation of inappropri-
ate phonemes, Ellis discussed top-down, cascading
activation from the lexical-semantic layer, feedback
loops between phonemes and output lexicon, and per-
sistence of activation from prior utterances.
Addressing why some neologisms have strong overlap
with the target while others are more remote, he spec-
ulated that the mix of inappropriate and appropriate
phonemes might be related to patient factors (i.e.,
severity of the lexical access deficit) as well as target
factors (long, infrequent targets more likely to yield
remote neologisms).

Ellis’ informal model laid the groundwork for later
computational models that implemented many of its
features. The basic architecture of several such models
is shown in Figure 56.1 (from Rapp & Goldrick, 2000).
This is a generic two-stage account of spoken naming,
in which distributed semantic concepts map onto lexi-
cal nodes, and these, in turn, map onto phonemes. The
first stage of naming is about selecting the lexical node
that corresponds to the semantic concept; the second
stage is about selecting the phonemes. The many-to-
one mapping from distributed semantics to lexical
units creates competition among semantic neighbors

Semantics
Semantic
activation

L-Level
selection

Phoneme
selectionPhonemes

L Level

FIGURE 56.1 The generic two-stage account of spoken naming.
Distributed semantic concepts map onto lexical nodes, which, in
turn, map onto phonemes. (From Rapp and Goldrick (2000). Reprinted
with permission from the publisher (American Psychological Association)).

1Ellis (1985) chose to remain agnostic on the question of whether the units in the “speech output” lexicon are the same lexical units that are

accessed in comprehension. This was an important issue at the time (Allport, 1984) and it remains so today (Gow, 2012; Hickok, 2012).
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and sets the stage for semantic and other lexical substi-
tution errors to arise during step 1. Competition at the
phoneme level, induced by processes described by
Ellis (1985), invites phoneme substitution errors, most
of which create nonwords. Models that use a noisy
activation function can produce errors even in the
unlesioned (default) state. Models that simulate apha-
sia do so by altering parameters of the model to reduce
the efficiency of activation spreading and thus increase
the impact of noise.

56.2.1 The Interactive Two-Step Model of
Lexical Access in Naming

The generic model glosses over important differ-
ences in how alternative models formalize the seman-
tic level and the lexical level, and how much they
integrate or separate the processing that goes on at
each level (for discussion, see Rapp & Goldrick, 2000).
Dell’s interactive two-step model of normal and apha-
sic naming (Dell & O’Seaghdha, 1991; Dell et al., 1997;
Foygel & Dell, 2000) occupies a middle ground

between discrete-stage theories, which do not allow
any cross-stage influences (Levelt, Roelofs, & Meyer,
1999) and highly interactive models in which the map-
ping between meaning and the output of lexical forms
is achieved in a single settling step (Plaut & Shallice,
1993).

In its current form, the interactive two-step model
assumes that aphasia affects naming by weakening
connections between semantics and L-level (s-weight
lesion) and/or those between L-level and phonemes
(p-weight lesion). S-weight lesions instantiate a lexical-
semantic disorder; p-weight lesions instantiate a
lexical-phonological disorder. Most patients have both,
but the severity of each lesion can vary independently
of the other, and the two together determine what
types of errors are seen and in what proportions.

Our evaluations of the model have mostly used
computational case series methods (Dell et al., 1997;
Foygel & Dell, 2000; Schwartz, Dell, Martin, Gahl, &
Sobel, 2006). This starts with systematic collection of
behavioral measures from a large sample of chronic
left hemisphere stroke survivors representing all the
major subtypes. All have self-reported language defi-
cits confirmed by the Western Aphasia Battery (WAB;
Kertesz, 1982) or other language evaluation. Among
the battery of tests that each participant performs is
the 175-item test Philadelphia Naming Test (PNT)
(Roach, Schwartz, Martin, Grewal, & Brecher, 1996),
which assesses basic-level naming of line-drawn
objects. PNT responses are categorized into six catego-
ries: correct responses and the five error types shown
in Table 56.1, which are expressed as proportions (rela-
tive to all responses). For each patient in the series, the
model is fit by finding the values of the s-weight and
p-weight parameters that give the best match to the
patient’s actual response proportions (see Table 56.2
for example). The model is evaluated for the goodness
of the quantitative fits and whether there are patients
with particular response patterns that the model can-
not fit well (called “deviating patterns”).

A study performed in 2006 fits the interactive
two-step model to the naming response proportions
of 94 patients with diverse aphasia presentations

TABLE 56.1 Taxonomy of Error Typesa,b

Semantic: Real word response that is a synonym, category
coordinate, superordinate, subordinate, or strong associate of the
target (e.g., bus for van; leash for dog)

Mixed: Real word response that qualifies as a semantic error and
that meets the criterion for phonological similarity (e.g., snake for
snail)

Formal: Real word response that meets the criterion for phonological
similarity (e.g., shaft for fish)

Unrelated: Real word response that is neither semantically nor
phonologically similar to the target (e.g., camp for banana)

Nonword: String of phonemes that does not constitute a word in the
language. Most such errors pass the phonological similarity criterion,
and, depending on the study, this can be a requirement for inclusion
(e.g., goath for goat (phonologically similar); tuss for cane (dissimilar)

aRoach et al. (1996).
bThe criterion for phonological similarity is that response and target share at least one

phoneme in corresponding syllable or word position or two phonemes in any position,
not counting unstressed vowels.

TABLE 56.2 Naming Response�Category Proportions from a Sample Patient from the Moss Databasea and
the Model’s Simulated Proportions Generated When Best Fitting Parameters Are Chosen

Response categories Correct Semantic Formal Mixed Unrelated Nonwords

Examples “cat” “dog” “cabin,” “mat” “rat” “log” “cag,” “gat”

Patient naming 0.49 0.07 0.04 0.05 0.04 0.30

Model naming 0.52 0.07 0.08 0.02 0.04 0.26

aMirman et al. (2010).
Best fitting parameter values: s5 0.020; p5 0.016 (root mean squared deviation5 0.03).

The example responses assume that the target is a picture of a cat.
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(Schwartz et al., 2006). The model explained 94.4% of
the total variance in naming proportions. There were
two deviating patterns. One was attributable to the
model’s failure to account for perseverations. The
other deviant pattern featured low rates of correctness
with errors largely restricted to the categories of
semantic errors and omissions. This “pure semantics”
pattern of deviation highlights limitations in the mod-
el’s treatment of semantic errors (Dell et al., 1997;
Foygel & Dell, 2000; Rapp & Goldrick, 2000). We con-
sider this further in the following section.

56.3 MODEL-INSPIRED LESION
ANALYSIS OF SEMANTIC ERRORS

The case series methods we used in the model-
fitting studies is well-suited to group-level voxel-based
lesion-symptom mapping (VLSM: Bates et al., 2003; for
discussion of case series methods, see Schwartz & Dell,
2010). VLSM aims to identify brain voxels anywhere in
the brain that carry a correlation between lesion status
and symptom severity of sufficient strength to pass a
statistical threshold that corrects for the thousands of
voxels tested. VLSM was inspired by functional neuro-
imaging, and the resulting brain maps resemble those
produced in fMRI studies. Where fMRI maps tell us
which areas activate during a particular cognitive task
or process, VLSM maps tell us where lesions cause
derailments in that task or function. We used this tech-
nique to address controversies surrounding the cogni-
tive and neural basis of semantic error production.

The interactive two-step model associates all seman-
tic errors with the transmission of activation from
semantic to lexical representations (i.e., the error locus
is postsemantic and production-specific). Many, ourselves
included, have questioned the adequacy of this
account. Studies have shown that some patients,
including some with the “pure semantics” naming pat-
tern, exhibit semantic difficulties in comprehension as
well as production (Cloutman et al., 2009; Gainotti,
Miceli, Caltagirone, Silveri, & Masullo, 1981; Hillis,
Rapp, Romani, & Caramazza, 1990; Rapp & Goldrick,
2000; Schwartz et al., 2006). This raises the possibility
that in stroke aphasia, as in some degenerative demen-
tias, semantic naming errors might be due to compro-
mised semantic representations. A second possibility is
that aphasics’ semantic errors result from an executive
function disorder that affects the regulation of com-
petition in the semantic system or more generally
(Badre & Wagner, 2007; Corbett, Jefferies, & Lambon
Ralph, 2011; Hamilton, Martin, & Burton, 2009; Jefferies &
Lambon Ralph, 2006; Noonan, Jefferies, Corbett,
& Lambon Ralph, 2010; Schnur, Schwartz, Brecher, &
Hodgson, 2006; Schnur et al., 2009; Thompson-Schill,

D’Esposito, Aguirre, & Farah, 1997; Whitney, Kirk,
O’Sullivan, Lambon Ralph, & Jefferies, 2012).

Although most of the evidence for an executive-
deficit account of semantic errors comes from experi-
mental paradigms that exaggerate semantic competi-
tion and, hence, the need for executive control,
Jefferies and Lambon Ralph (2006) argued that an
executive deficit may be responsible for semantic
errors in conventional naming as well. They supported
this with evidence that the naming errors of stroke
aphasics included semantic errors like apple -
“worm,” where target and error are related to one
another thematically rather than taxonomically, as is
typical of most semantic errors (e.g., apple - pear).
Jeffries and Lambon Ralph hypothesized that thematic
error production in conventional naming is symptom-
atic of failure to access semantic representations in
accordance with task goals—an executive function def-
icit they attributed to damage in left frontal and/or
temporoparietal regions (Corbett et al., 2011; Noonan
et al., 2010).

We examined these alternative accounts in a study
that used VLSM to map the lesions that correlated
with rates of taxonomic and thematic semantic errors
on the PNT (Schwartz et al., 2011). As noted, taxo-
nomic errors are the most common type of semantic
error in naming; such errors are categorically related
to the target as coordinate, superordinate, or subordi-
nate. Much rarer is the thematic semantic error in
which the target and error are from different categories
but often play complementary roles in events and sen-
tences. Most error-coding schemes combine taxonomic
and thematic errors into a general semantic error cate-
gory; this is also true of the PNT coding scheme
(Table 56.1). For the 2011 study, we subdivided the
semantic error corpus by means of expert and norma-
tive judgments.

Separate counts of taxonomic and thematic errors
were derived for the 86 aphasic individuals who par-
ticipated, and their shared variance was regressed out
of each measure. For both measures, we also regressed
out the shared variance attributable to performance on
a semantic comprehension test with a high require-
ment for semantic control (Camel and Cactus Test or
CCT; Bozeat, Lambon Ralph, Patterson, Garrard, &
Hodges, 2000; Jefferies & Lambon Ralph, 2006). We
then conducted separate VLSM analyses on each of the
dependent measures.

As expected, taxonomic errors (N5 645) predomi-
nated over thematic errors (N5 134). Many patients
made all or mostly taxonomic errors, but none did the
reverse. Anatomically, however, there was a clear
taxonomic-thematic double dissociation (Figure 56.2).
Taxonomic errors localized to the left anterior tempo-
ral lobe, including clusters of supra-threshold voxels in
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temporal pole (BA 38) and anterior portions of the
middle and inferior temporal gyri (BA 20 and BA 21).
Thematic errors, in contrast, localized to left temporo-
parietal cortices (TPCs), with the largest concentration
of supra-threshold voxels in the angular gyrus (BA 39).

The ATL and TPC regions identified in these analy-
ses are known from both neuropsychological and neu-
roimaging research to play important roles in
multimodality semantic processing. Both have been
cited as possible semantic “hubs” or high-level “con-
vergence zones” (Binder & Desai, 2011; Binder, Desai,
Graves, & Conant, 2009; Damasio, Tranel, Grabowski,
Adolphs, & Damasio, 2004; Patterson, Nestor, &
Rogers, 2007). However, because the analyses by
Schwartz et al. (2011) statistically controlled for seman-
tic comprehension, the implication for cognitive theory
would seem to be that taxonomic and thematic seman-
tic errors arise at a level of the production system that
does not share resources with semantic comprehen-
sion. This goes along with the model’s claim that
semantic errors arise subsequent to semantic proces-
sing in the course of retrieving the correct word.

Schwartz et al. (2011) suggested that the anatomical
double dissociation between taxonomic and thematic
errors might be evidence of complementary semantic
hubs in ATL and TPC, the former specialized for taxo-
nomic (similarity) relations and the latter specialized
for thematic (contiguity) relations. Although there is

some supporting evidence for this position (Kalénine
et al., 2009; Mirman & Graziano, 2012), much more
research is required to establish whether the ATL and
TPC process complementary semantic information,
and whether these regions are best conceived as multi-
modality convergence zones or amodal hubs (Binder &
Desai, 2011; Patterson et al., 2007). Schwartz et al.’s
(2011) finding that regions within the left ATL and left
TPC are uniquely or disproportionately concerned
with semantically driven production would seem to
argue for modality specificity, at least within left hemi-
sphere sectors of these bilateral networks (for related
evidence and discussion, Schwartz et al., 2009; Walker
et al., 2011). However, Ueno, Saito, Rogers, and
Lambon Ralph (2011) have proposed an alternative
account of the ATL locus of semantic errors in naming
that may be compatible with the amodal account of
ATL semantics.

Finally, we return to the suggestion that the TPC is
involved in executive control, and that the production
of thematic errors in naming is symptomatic of an
inability to access semantic processing in accordance
with task demands. Two pieces of evidence in the
Schwartz et al. (2011) study argue against this interpre-
tation. First, regressing out the shared variance with
CCT scores controlled for deficits in task-appropriate
semantic selection affecting comprehension. Second,
the study also included a VLSM of semantic

5.43
(A) (B) (C)

(D) (E) (F)

3.58

5.65

3.66

FIGURE 56.2 (A�C) The VLSM t-maps for taxonomic semantic errors, residualized for thematic semantic errors and for a measure of seman-
tic comprehension. (D�F) The map for thematic semantic errors, residualized for taxonomic errors and semantic comprehension. Both maps
were thresholded at a false discovery rate correction, q5 0.02; critical t-value for taxonomic errors was 3.58 and critical t-value for thematic
errors was 3.66. Maps are rendered on the MNI-space Colin27 template, at x-coordinates X5260 (A, D); X5256 (B, E); X5252 (C, F).
(Redrawn from Schwartz et al. (2011)).
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circumlocution errors (e.g., apple - “they’re crunchy
to eat”). From a semantic control perspective, circum-
locutions and thematic errors are both “off task” (cir-
cumlocutions describe rather than name the object;
thematic errors express a frequent associate).
Nevertheless, the VLSM findings indicate that circum-
locutions are cognitively closer to taxonomic errors in
that they strongly localize to the ATL. These data
oppose the view that the left TPC subserves semantic
control in a task general manner. Either it plays no
role in semantic control or its role is modulated by
task (production rather than comprehension) and the
type of semantic information that is regulated.

As we noted, the study by Schwartz et al. (2011) of
semantic errors confirmed the model’s claim that these
errors arise at a postsemantic, production-specific stage
of lexical access. It reached this conclusion by control-
ling for alternative sources of semantic errors.
However, insofar as all of these alternative sources con-
tribute to observed semantic error counts, we would
expect them to be absorbed into the fitted s-weight
(hereafter, s) parameter and reflected in lesion sites that
correlate with s. We examined this as part of a recent
investigation of the lesions that correlate with the
model parameters (Dell, Schwartz, Nozari, Faseyitan, &
Coslett, 2013). We found that the voxels that correlated
with s were widely distributed in the left hemisphere;
in addition to ATL and TPC, there was a large concen-
tration of such voxels in the prefrontal cortex (middle
and inferior frontal gyri). Whether these prefrontal
regions are part of a large distributed semantic-feature
network or play a specific role in semantic control is a
question for future research. What is clear, though, is
that s itself is affected by processing at the semantic
level in addition to the production-specific mapping
from semantics to words.

56.4 SUMMATION DUAL-ROUTE MODEL
OF REPETITION

This section takes a detailed look at the model’s
account of phonological errors in naming and its close
relative, repetition. As in the discussion of semantic
errors, we start by describing the relevant components
of the model and how the implemented model was
used to fit data from patients, followed by examination
of the neural loci for the parameters fit by the model.

In the development of the interactive two-step
model, naming and repetition have been linked
through the assumption that the model’s second step
(lexical-phonological retrieval) is used in both; there-
fore, for a given patient, the status of lexical-
phonological retrieval in naming (as indexed by the
proportion of phonological errors, or by the fitted

p-weight, hereafter, p) should be predictive of his or her
accuracy in repeating words. This claim has been
tested in multiple single case and case series model-
fitting studies (Dell et al., 1997; Hanley, Dell, Kay, &
Baron, 2004; Martin, Dell, Saffran, & Schwartz, 1994;
Nozari, Kittredge, Dell, & Schwartz, 2010), resulting in
successive refinements of the model and the theory of
repetition that frames it.

The current model instantiates a summation dual-
route theory of repetition. Words are repeated via a lex-
ical route and a nonlexical route. The lexical route cor-
responds to step 2 in the naming model; the nonlexical
route is contained in the connections from auditory
input directly to the output phoneme units. Activation
generated over both routes combines in the phoneme
units to generate the final response.

An example will make the summation dual-route
model’s mechanisms and parameters more concrete.
Let us start with the patient whose error pattern in
naming is given in Table 56.2. This individual makes
many nonword errors in naming (0.30). In the model,
these errors can only arise during the retrieval of pho-
nological units; therefore, a high rate of such errors
suggests difficulty in lexical-phonological retrieval or
in other processes involving sublexical units. The low
value of the fitted p parameter (0.016, where more than
0.040 is normal) captures this difficulty in the model. If
word repetition were performed using the lexical route
alone, then we would expect that this individual
would make a comparable number of nonword errors
in that task as well, because lexical-route word repeti-
tion is, in the model, nothing more than the second
step of naming. We can use the model to make this
prediction precise by running just that step of the
model using the s and p parameters determined from
the person’s naming performance:

(3) Predicted word repetition from lexical route model for
sample patient:

Correct Semantic Formal Mixed Unrelated Nonwords

0.65 0.00 0.07 0.01 0.00 0.27

Notice that the predicted proportion of nonwords
for this patient from this model of repetition is similar
to what it was for naming (Table 56.2). It turns out,
though, that a pure lexical-route approach to repetition
does not work in this case. The individual’s actual
word repetition is considerably better than predicted:

(4) Obtained word repetition:

Correct Semantic Formal Mixed Unrelated Nonwords

0.95 0.00 0.01 0.00 0.00 0.04
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Thus, it is possible that a nonlexical route to repeti-
tion is contributing to word repetition. We can show
this by first measuring the effectiveness of this per-
son’s nonlexical route, and then by using the model to
see if that route can explain the good repetition
performance.

To measure the nonlexical route, we test the indivi-
dual’s ability to repeat nonword stimuli that are of
similar phonological complexity as the naming targets.
This yields:

(5) Obtained nonword repetition:

Correct Lexicalization Errors Nonword Errors

0.37 0.33 0.30

Notice that repetition of nonwords is considerably
worse (0.37 correct) than words (0.95 correct), a consis-
tent finding in aphasia that demonstrates at least some
lexical contribution to word repetition. Because of this
fact, we know that the nonlexical route cannot alone
explain word repetition ability.

Next, we set up the model so that it has a nonlexical
route to repetition, that is, connections between the
auditory representation of the stimulus and phoneme
nodes that mediate its production (e.g., as in Hanley
et al., 2004). Specifically, we make the strength of these
connections (the model’s nl parameter) just as strong
as necessary to simulate the patient’s nonword repeti-
tion ability:

(6) Predicted nonword repetition (nl5 0.026; s5 0.020;
p5 0.016):

Correct Lexicalization Errors Nonword Errors

0.36 0.22 0.42

Now, we can finally simulate dual-route word repe-
tition by running the model so that it combines the
activation generated by the lexical route and that com-
ing from the nonlexical route:

(7) Predicted word repetition from summation dual-route
model (nl5 0.026; s5 0.020; p5 0.016):

Correct Semantic Formal Mixed Unrelated Nonwords

0.91 0.00 0.02 0.00 0.00 0.07

In this case, the predicted repetition (0.91 correct) is
quite close to what was obtained (0.95), thus support-
ing the dual-route approach to repetition.

The dual-route model of word repetition has been
tested in studies that have duplicated the steps that we
just illustrated with actual patient samples (Abel,
Huber, & Dell, 2009; Dell, Martin, & Schwartz, 2007).
In these studies, word repetition performance is often
better predicted by the dual-route than a pure lexical
route, or pure nonlexical route model. Moreover, the
assumption that the two routes sum to create the out-
put (Hillis & Caramazza, 1991) appears necessary to
explain the findings of Nozari et al. (2010). They found
that in a large group of patients, the contribution of
the nonlexical route was strong enough to reduce the
rate of nonword errors in repetition (in comparison to
naming), yet its contribution did not detract from the
strength of the lexical frequency effect. By this we
mean that in repetition, just as in naming, low-
frequency targets elicited more nonword errors than
high-frequency targets; the difference for high- versus
low-frequency targets was as large for repetition as for
naming.

56.4.1 Behavioral and Neural Predictors of
Dual-Route Model Parameters

The essential claim of the dual-route model is that
word repetition is achieved by the sum of activations
over the lexical route (largely determined by parame-
ter p) and the nonlexical route (parameter nl). Thus,
aphasics’ success in repeating words should be pre-
dicted primarily by nl and p. Dell et al. (2013) tested
this prediction with data collected from 103 patients.
They developed a regression model with word repeti-
tion accuracy as the dependent variable, and para-
meters, p, nl, and a variety of neuropsychological
measures (nonverbal semantic comprehension, verbal
semantic comprehension, short-term memory, apraxia
of speech) as independent variables.2 The resulting
model had adjusted R25 0.61, with strong and signifi-
cant contributions from both model parameters, nl and p.
nl independently contributed 14% of the variance
explained; p independently contributed 5%, a smaller
but significant value. A composite measure of verbal
semantic comprehension also contributed a small
amount to the model, demonstrating an indirect influ-
ence of semantics on repetition, a result expected from
the interactive property of the model. None of the
other variables was significant.

When Dell et al. (2013) used the same dataset to
explore the relationship between p and nl, they found
an association between the parameters (r5 0.46) that
was not expected. The model assumes that each
parameter indexes the strength of a different set of

2All of the behavioral and lesion-mapping analyses performed by Dell et al. (2013) involving fitted parameters used the square-root transform

of the values, which made parameter variation more equal across the scale and also made the distributions more normal.
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weights, and that each set of weights can be damaged
independently of the others. This assumption holds for
s and p: these parameters were indeed uncorrelated in
this data set. However, the scatterplot relating p and nl
revealed that patients with weak p-weights also tended
to have weak nl weights, and there was a notable lack
of patients with low values of nl (reflecting poor non-
word repetition) who had high values of p.

To further explore this association between the
parameters, as well as the contributions of other psy-
cholinguistic and neuropsychological measures in our
test battery, Dell et al. (2013) conducted regressions
with each parameter as the dependent variable. They
found that the sole (positive) predictors of nl were
parameter p and auditory discrimination. p was pre-
dicted positively by nl and negatively by the presence
of speech apraxia (i.e., presence of apraxia predicts
low values of p [weak p-weights] reflecting many non-
word errors). These results suggest that the nonlexical
repetition route, whose strength is indexed by nl,
reflects a production ability that is shared with param-
eter p, along with the ability to process auditory input.
The association of low p with speech apraxia indicates
the involvement of some sort of articulatory motor
process in the mapping from words to phonemes.

These relationships have been further studied with
VLSM (Schwartz, 2014; Schwartz, Faseyitan, Kim, &
Coslett, 2012) and voxel-based lesion-parameter map-
ping (VLPM; Dell et al., 2013). “Symptom” in this con-
text refers to one of the response proportions
generated from naming or repetition. “Parameter”
refers to the values of s, p, or nl that the model assigns
to individuals based on their response proportions.

Parameters reflect the overall response distribution in
ways that can be quite complex, so it is of interest to
know how the two sets of results compare. The VLSM
and VPLM analyses of phonological processes tell a
similar story, and so we restrict the present discussion
to the VLPM results reported by Dell et al. (2013).

Figure 56.3 shows the voxels whose damaged status
predicted the values of the p and nl parameters in the
study by Dell et al. (2013). The two lesion maps over-
lap substantially, with most of the shared voxels
occupying the anterior, inferior parietal lobe (supra-
marginal and postcentral gyri). Voxels unique to nl
were found in superior temporal auditory regions, spe-
cifically STG, the posterior third of the planum tem-
porale, and the cortex at the juncture of the parietal
and temporal lobes, including area Spt. Voxels unique
to p occupied more superior regions of the parietal
lobe along with portions of the insula, which is consid-
ered important for speech articulation (Dronkers,
1996). Notice how these findings accord with the pre-
viously presented behavioral data in which the values
of nl and p were positively correlated, but nl was
uniquely predicted by auditory discrimination and p
was uniquely predicted by the presence/absence of
apraxia. Dell et al. (2013) also identified the voxels
associated with word repetition, and these were found
to be closely associated with the nl and p voxels, as
expected from the dual-route approach to word repeti-
tion. To be specific, the dual-route model predicts that
word repetition should be most closely related to the
sum of the nl and p parameters, because the model’s
output sums nonlexical and lexical sources of activa-
tion. Figure 56.4 illustrates the close similarity between

2.69 4.73 2.97 5.59

(A) (B)

FIGURE 56.3 VLPM analyses of p-weight (red-yellow scale) and nl-weight (light blue to dark blue), both thresholded at a false discovery
rate correction (q5 0.05), rendered on the MNI-space Colin27 template. The critical t-value for p-weight is 2.69, and for nl-weight it is 2.97.
(A) A sagittal slice at MNI coordinate x5254. (B) A coronal slice at MNI coordinate y5228. (Based on data reported in Dell et al. (2013) with
permission from the publisher (Elsevier)).
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repetition voxels and those that associated with the
nl1 p sum.

Parameter p is not just associated with word repeti-
tion, though. Recall that it is derived from naming, not
repetition. Specifically, in the model, p indexes step 2
of the lexical access process in naming, as determined
largely on the basis of phonemic errors. It should come
as no surprise, then, that a VLSM of phonemic errors
in naming yielded a map very similar to the one
shown here for p (i.e., centered on frontoparietal
sensory-motor cortices) (Schwartz et al., 2012). What is
puzzling, though, is that p was not found to be associ-
ated with Wernicke’s area and surrounding posterior
temporal and TPCs that are the long-hypothesized
locus for lexical-phonological forms (Wernicke, 1874/
1969; and more recently, Graves, Grabowski, Mehta, &
Gupta, 2008; Indefrey & Levelt, 2004; Wilson, Isenberg,
& Hickok, 2009). We explore this again in the follow-
ing section of this chapter. First, though, we consider
the implication of these findings for the model itself.

We learned from the regression and lesion mapping
analyses that parameters nl and p are not as separate
as the model originally claimed. On this basis, Dell
et al. (2013) suggested a revision of the model that
expands both p’s and nl’s functions such that they
have a common function and distinct ones. The com-
mon function includes phonological representation. In
the implemented model, the units of phonological
representations were phonemes. However, finding that
the p�nl overlap localizes to parietal cortices (super-
marginal and postcentral) generally associated with
sensory-motor processes invites speculation that pho-
nological representations have a sensory motoric char-
acter (Gow, 2012). This is not inconsistent with
linguistic theory, where the role of audition and articu-
lation in shaping phonological generalizations is read-
ily acknowledged (Cole & Hualde, 2003). Moreover,
the theory of articulatory phonology (Browman &

Goldstein, 1992) assumes that phonological forms con-
sist of temporally coordinated gestures rather than
abstract discrete segments. This approach to phonol-
ogy is increasingly being used to interpret both lin-
guistic and psycholinguistic data (Goldstein, Pouplier,
Chen, Saltzman, & Byrd, 2007).

The distinct functions of nl and p also appear to be
grounded in sensory-motor processes: nl’s distinct
function includes the auditory processing of speech
and its translation into phonological units, whereas p’s
distinct functions include the mapping from lexical
forms to phonemes (i.e., the original p-weights) and
aspects of articulation. The partial sensory-motor char-
acterization is supported by nl’s positive association
with auditory discrimination ability and the associa-
tion of apraxia of speech with low values of p.

Dell et al. (2013) also discussed the necessity of
revising the model’s treatment of the s parameter in
light of the broadly dispersed temporal and frontal
areas comprising the lesion map for s (see their
Figure 7). They suggested that s not only is the lexical-
semantic connections but also includes semantic
representations and processes that control them. This
treatment of s retains the original model’s claim that s
is a separate parameter from p, as supported by the
finding of no correlation between the parameter values
and little similarity in their brain maps.

56.5 IMPLICATIONS FOR
NEUROCOGNITIVE MODELS OF

LANGUAGE

The model’s account of cognitive processes in nam-
ing and repetition and the lesions that compromise
those processes have much in common with the Dual
Stream theory (Hickok & Poeppel, 2004). In particular,
the distribution of nl and p is consistent with the

(A) (B) (C) (D)

FIGURE 56.4 Lesion masks derived from the VLSM analyses of repetition accuracy (in red) and the VLSM analysis of sum nl1 p (in blue; over-
lap shown in green). Statistical maps used to create masks were thresholded at a false discovery rate correction (q5 0.05) and rendered on the
MNI-space Colin27 template. The critical t-value for repetition accuracy was 2.42 and for sum nl1 p it was 2.69. Sagittal slices are at MNI coordinate
x5254, x5246, x5238; coronal slices are at MNI coordinate y5228. (From Dell et al. (2013) with permission from the publisher (Elsevier)).
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dorsal route’s central role in the repetition of non-
words (here, represented by nl) and words (both nl
and p). More specifically, we propose that p and nl
together represent the action of the dorsal stream and
its role in the repetition of verbal stimuli (Baldo,
Katseff, & Dronkers, 2012; Buchsbaum et al., 2011;
Fridriksson et al., 2010; Hickok & Poeppel, 2004). The
dorsal stream is largely distinct from the processing
associated with parameter s, which indexes semantic
processes (in the ventral stream) and their use during
production. Given that parameter p is derived solely
from performance in the naming task, this means that
the part of the dorsal stream associated with p plays
an important role during language production from
meaning.

To flesh out this proposal, we now turn to two
recent models that extend the Dual Stream framework
in ways that make useful contact with the present
approach. The Lichtheim2 model of Ueno et al. (2011)
and Hickok’s (2012, 2014) hierarchical state feedback con-
trol (HSFC) model are computational, neurally speci-
fied models that deal with both word retrieval from
meaning and repetition of phonological forms. Each
has points of convergence with the models and data
presented in this chapter.

The Lichtheim 2 model of Ueno et al. (2011) is a multi-
leveled parallel-distributed processing (PDP) model of
language that links model processes with dorsal and
ventral pathways in the brain. The name, Lichtheim 2,
reflects the fact that this model, like its namesake, is
concerned with the major aphasia syndromes. Ueno
et al. trained the model to name, comprehend, and
repeat a large set of words, after which they lesioned it
at different points along its dorsal and ventral route to
simulate the qualitative profiles of impaired and
spared task performance typical of BA, WA, and CA.

To appreciate how Lichtheim 2 relates to our model,
some further details are necessary. In Ueno et al.’s
implementation, the dorsal path includes auditory cor-
tex and surrounding areas, the inferior SMG, and
insular-motor cortex. The ventral path also links audi-
tory and insular-motor cortex, but through the tempo-
ral and frontal lobes. The model’s connections link the
various layers of these pathways, and their strengths
are learned through training. To repeat words, the
model learned to map from the auditory input to
motor output layers; to produce them, it learned to
map from the semantic layer (associated with the ven-
tral anterior temporal lobe) to motor output. Because
of the model’s learning algorithm and its interactive
architecture, which allows for activation to flow bidi-
rectionally, both the dorsal and ventral paths contrib-
ute to both repetition and naming. Nonetheless, there
is some specialization in the paths. The dorsal path is
more important for the systematic mapping between

sound and articulation, whereas the ventral path is
specialized for the unsystematic mapping between
word meaning and word form.

Lichteim 2’s dorsal pathway specialization makes it
well-suited for explaining our finding that nl and p
mapped to dorsal stream areas, and particularly the
SMG, which the Lichtheim 2 model associates with
extracting and representing the statistical structure
shared between speech sounds and phonotactics.
Moreover, the role of p in naming is expected in that
model from the fact that the dorsal path also makes a
contribution to naming. The model also provides a
good account of our finding that parameter s is
strongly associated with temporal and frontal cortex.
Finally, the fact that verbal semantic ability has a posi-
tive effect on word repetition is expected from the
interactive property of the model.

Hickok’s (2012, 2014) HSFC model links psycholin-
guistic approaches to production theories of motor
control in speech. Word forms are retrieved and spo-
ken through a control network involving phonological
targets at both the syllable and phoneme level; the con-
trol network involves corresponding motor programs
for these units and acoustic and somatosensory feed-
back to the target representations (Guenther, 2006).
The crucial part of the HSFC model for our purposes
is that it hypothesizes different brain circuits for pro-
gramming syllable and phoneme-level units. The
retrieval of whole syllable units involves a mapping
between Wernicke’s area (pSTG), which contains audi-
tory syllable targets, and BA44, which is part of
Broca’s area containing syllable motor programs.
Retrieval of phoneme units proceeds through the ante-
rior supramarginal gyrus, which contains somatosen-
sory phoneme targets, to vBA6-M1 for phoneme motor
programs.

The HSFC model’s phonemic control circuit corre-
sponds well with our lesion map for p and with the
overlap of p and nl. Parameters p and nl derive largely
from phonemic errors, that is, responses such as “cap”
or “cag” for CAT. So the fact that these parameters are
more in line with the phonemic control circuits than
with the syllabic control circuits supports this funda-
mental division in the HSFC model and associates its
sensorimotor representations of phoneme targets with
phonological error production. This allows us to
explain why these parameters mapped to parietal
regions rather than to Wernicke’s area.

56.6 CONCLUSION

The central notion of this chapter is that data from
aphasia provide a key link between behavioral studies
of speech errors and neurocognitive models of
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language production. We reviewed how patterns of
slips by unimpaired speakers led to models that identi-
fied representations and processing mechanisms in
production. These models were then made concrete by
developing computational implementations, such as
our interactive two-step model. Once these computa-
tional models had been set up to explain speech error
patterns, they could be altered (or “lesioned”) to
explain aphasic error patterns. Our model incorporates
a two-step lexical access process and a nonlexical pro-
cess for accessing phonology directly from auditory
input. It attributes the variety of aphasic error patterns
to variation in model parameters: the semantic (s),
phonological (p), and nonlexical (nl) parameters. In a
final step, we have mapped the lesions that correlate
with error patterns and parameters in large numbers
of individual patients to link model processes with
brain areas.

Results of these studies have ramifications for con-
temporary neurocognitive accounts of language and
brain. For example, we identified regions of the left
anterior temporal and temporoparietal regions where
lesions disrupt semantically driven word production
(step 1 retrieval) over and above their impact on
semantic comprehension. Lesions in these regions ren-
der the system vulnerable to mis-selection of words
that share a categorical (anterior temporal region) or
thematic (temporoparietal region) relation to the target.
These regions may be part of complementary semantic
hubs for language. They are also part of the ventral
pathway for language, showing that, in addition to its
well-established role in comprehension, the ventral
route makes an essential contribution to the retrieval
of words based on their meaning.

Lesions in the dorsal brain pathway also compro-
mise the production of words from meaning (e.g.,
naming), but here the disruptive effect of lesions cen-
ters on step 2 processes. We found that parameter p,
which indexes step 2 processes in naming and repeti-
tion, correlated with lesions in the left frontoparietal
cortex and insula. The lesion map for nl, which indexes
the nonlexical contribution to repetition, overlapped
with p in postcentral and supramarginal gyri and
extended into posterior dorsal route sectors in Spt and
STG. We propose that the area of overlap identifies the
brain’s representation of phonological units accessed
in production and that its anterior parietal distribution
indicates that these representations might have a
sensory-motor character.

Like all methods, ours have their limitations. From
one perspective, the case series on which we based the
analyses are too restrictive. Limiting the sample to
patients with stroke aphasia guaranteed poor lesion
coverage in areas such as the inferior temporal lobe
and fusiform gyrus. These areas have been implicated

in lexical-phonological retrieval (DeLeon et al., 2007;
Lüders et al., 1991) but are generally spared in
aphasia-producing strokes. Thus, our methods may
underestimate the contribution to aphasic speech
errors from these (and other) underpowered brain
regions.

From another perspective, our case series samples
may suffer from being overly inclusive. By grouping
together evidence from patients of all different types,
our analyses may have obscured differences in the
mechanisms and corresponding lesion sites of phono-
logical errors produced by patients with CA versus
BA, for example (Romani & Galluzzi, 2005). This goes
back to the long-standing debates about the relevance
of the clinico-anatomical model, with which we began
the chapter. However, there is good reason to be opti-
mistic that the resolution to these debates is within
reach. Case series methods can accommodate increases
in both breadth and depth of analysis (i.e., broader
lesion coverage and examination of effects in different
subgroups; Schwartz & Dell, 2010). The limiting factor
is sample size, but the expansion of institutional
recruitment infrastructures and multisite collaborations
makes this a surmountable problem. The most impor-
tant reason for optimism is the range of sophisticated
tools that are available to aphasia researchers today.
Our group’s work exemplifies the application of
computational modeling and voxelwise mapping of
model-defined symptoms and processing parameters.
Others are correlating behavioral deficits with fMRI
and with a multimodal characterization of tissue dam-
age (e.g., structural damage, hypoperfusion, and/or
white matter connectivity: Crinion, Warburton,
Lambon Ralph, Howard, & Wise, 2006; Fridriksson
et al., 2010; Han et al., 2013; Hillis et al., 2001; Turken
& Dronkers, 2011). These advances in the neurocogni-
tive characterization of impaired language complement
neuroimaging studies of normal performance, making
aphasia research as central to theory development
today as it has been historically.
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57.1 FORMAL AND TEMPORAL
PREDICTION: FUNDAMENTALS IN

SPEECH PROCESSING

The primary purpose of language in general and
speech in particular is to communicate meaning. Yet,
whatever constitutes the meaning of an utterance, it is
conveyed in the form of an acoustic signal that uses
spectral and rhythmic variations of sound to transmit
respective information. Speech rhythm is a trivial phe-
nomenon in this regard. However, speech rhythm is a
much more complex phenomenon in every other
respect. Accordingly, just as there are different
concepts of meaning in linguistics, there are different
notions of rhythm, which already diverge in the way
they reflect on a rhythm’s inherent temporal structure
(Martin, 1972). In the first instance, basic forms of
rhythm in speech should be differentiated from meter
(i.e., variations at the syllabic level such as the alterna-
tion of stressed and unstressed syllables). Further,
rhythm is not synonymous with regularity because
any temporal pattern—even a random one—may be
considered rhythmic as long as it does not prevent per-
ceptual grouping (Repp, 2000). Somewhat avoidant of
the ubiquitous discussion of temporal regularity,
Fraisse (1982) simply noted that there is rhythm if we
can predict on the basis of what is perceived. In other
words, predictions concerning future events, based on
past events, are considered inherent to the concept of
rhythm (Martin, 1972). This line of thought shifts the
perspective of rhythm and timing from a descriptive
level to psychological and functional interpretations of

rhythmic variation, including a neurofunctional assess-
ment of rhythm and prediction in speech processing.

Generally speaking, the ability to form predictions
based on rhythmic features is equally important for
both speech production and perception. It bears the
potential for allowing an individual to anticipate what
will happen and when it will happen, and to adapt its
behavior not only appropriately but also in an antici-
patory fashion. As such, prediction is more and more
recognized as one of the primitives of brain function
and in opposition to a reflexive operating mode (Arnal
& Giraud, 2012; Friston, 2012; Friston, Kilner, &
Harrison, 2006; Raichle, 2010).

Prediction is crucial for the adequate selection and
identification of behavior (“what dimension”), as well
as for the optimal timing of behavior (“when dimen-
sion”). However, although prediction plays a role in
both dimensions, it is necessary to accentuate the fun-
damental difference between them, such as the fact
that it is entirely possible to generate predictions that
specify the type of future events independent of pre-
dictions that specify the timing of the very same
events. For example, when an utterance such as
“Good morning, ladies and. . .” is expressed, a listener
can use past acquired knowledge to predict the com-
pletion of the utterance by “gentlemen.” This specific
type of prediction has become a standard in language
research in the form of cloze probability testing
(Taylor, 1953). Yet, at the same time, the listener can
rely on past knowledge to predict when this particu-
lar speech event will occur. Dependent on intentional
and/or contextual parameters that ultimately impact
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on speech tempo, the respective time point when this
speech event will occur may differ considerably. In
other words, predictive mechanisms can build on
prior knowledge and coherent information about the
type or form of speech events (i.e., the formal struc-
ture of events) and/or prior knowledge and coherent
information about their temporal arrangement (i.e.,
the temporal structure of events). Naturally, these
processes should go hand-in-hand to achieve success-
ful speech processing.

The example illustrates that both formal and tempo-
ral predictions are crucial in speech processing.
Research along these lines led to detailed knowledge
about the role of prediction, for example, in the identi-
fication of lexical speech events under normal or
adverse listening conditions (Gagnepain, Henson, &
Davis, 2012; Sohoglu, Pelle, Carlyon, & Davis, 2012).
The underlying processes include a context-sensitive,
predictive top-down component that guides lexical
speech perception (Hannemann, Obleser, & Eulitz,
2007; Sohoglu et al., 2012; Strauß, Kotz, & Obleser,
2013). This predictive component implies prior knowl-
edge that, to provide any substantial behavioral bene-
fit, has to exploit some form of regularity extracted
from the speech signal. However, the speech signal is
flexible enough to convey various types of formal and
temporal regularity at once. To infer meaning, speech
processing may reveal itself equally flexible and capa-
ble of using different kinds of information as it
becomes available.

57.2 A SYNCHRONIZED SPEECH
PROCESSING MODE

Regularized formal structure may give rise to pre-
dictions at several levels of description, including seg-
mental, semantic, or syntactic relations. In a similar
vein, temporal structure may give rise to predictions at
several timescales. In addition to the issue of hierarchi-
cal versus strictly serial order, this fact inevitably intro-
duces the dimensions of weighting and granularity
(i.e., leading to questions of whether predictions on
one level or scale are more important than others and
whether predictions are generated simultaneously at
all of these levels). Moreover, as indicated, formal and
temporal structure may interact across different levels
to guarantee smooth processing and optimal behavior.
This rather complex background rules out simplistic
mappings between the two primary areas of interest,
the speech signal and neural processes. Accordingly,
recent years have seen a continuous increase in refined
theoretical and empirical work that aims at linking
these domains on the basis of oscillatory mechanisms
(Ghitza & Greenberg, 2009; Giraud et al., 2007; Peelle

& Davis, 2012). This work provides support for func-
tional links between specific properties of the speech
signal and neuronal oscillations across different fre-
quency bands. For example, it is considered that
oscillations in the beta and gamma bands play a role
in the processing of phonetic features, whereas the
processing of syllables and words has been linked to
oscillations in the theta band (Ghitza, 2012).

One of the novel concepts that emerge from this
work is the so-called “theta-syllable” (Ghitza, 2012,
2013). The theta-syllable is defined as “a theta-cycle
long speech segment located between two successive
nuclei” (Ghitza, 2013, p. 5). The theta-syllable has been
suggested to assume a function in speech decoding as
part of a hierarchical window structure, which uses
cascaded oscillations to synchronize with the input sig-
nal (Ghitza, 2013). As such, the concept of the theta-
syllable seems largely compatible with the notion of a
constant attempt to synchronize internal and external
oscillations and to form predictions on the basis of
“speech events such as the rhythmic succession of
vocalic nuclei” (Kotz & Schwartze, 2010). Thus, in
addition to the dimensions of weighting and granular-
ity, the question arises regarding whether one particu-
lar rhythmic level may guide different processes, such
as memory access or word segmentation (Ghitza,
2013), and/or the allocation of limited resources, such
as attention during the perceptual integration of infor-
mation retrieved from memory (Kotz & Schwartze,
2010; Schwartze & Kotz, 2013). Furthermore, one may
speculate that the dissociation of formal and temporal
structure also holds true in this specific case. That is,
the proposed function of the theta-syllable embedded
in a cascade of oscillations in speech decoding may be
related to the processing of formal structure and the
identification of specific elements in memory, whereas
the more isolated oscillatory function in the allocation
of attention may be related to the processing of tempo-
ral structure and the temporally predictive adaptation
of behavior (Schwartze, Tavano, Schröger, & Kotz,
2012). However, although these accounts assign differ-
ent functions to the same phenomenon, they both
ground their reasoning in the multitier, syllable-centric
perspective of speech processing proposed by
Greenberg, Carvey, Hitchcock, and Chang (2003;
Greenberg, 2006). This theory developed around the
“STeP” (spectrotemporal profile), which depicts the
fluctuation of acoustic energy across time and
frequency that is associated with the syllable and the
articulatory circle (i.e., the opening and the closing
movements of the mouth during speech production).
The energy level typically increases to a peak close to
the syllabic nucleus, reflecting maximal oral aperture.
Thus, the contour of the energy fluctuation approxi-
mates an arc, which extends from the syllabic onset
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via the nucleus to the coda. The relative prominence of
the nucleus, usually a vowel, is supposed to set a “reg-
ister” for the decoding of other constituents of the
speech signal. This functional interpretation of the
STeP combines fundamental characteristics of speech
production and speech perception in one cohesive con-
ceptual framework. Accordingly, numerous links to
other theories in both domains can be established.

Perhaps two of the more obvious points of contact
exist in terms of the frame/content (f/c) theory of evo-
lution of speech production (MacNeilage, 1998;
MacNeilage & Davis, 2001) and in work related to the
so-called perceptual-center phenomenon (p-center;
Marcus, 1981; Morton, Marcus, & Frankish, 1976).
Based on the dissociation of syllabic “frames” and seg-
mental “content” elements, the former discusses the

role of a simple biomechanical mechanism, that is, the
mandibular cycle, in the acquisition and evolution of
speech (MacNeilage & Davis, 2000). Essentially, this
“register” versus “other constituents” dichotomy and
the “frame” versus “content” dichotomy suggest hierar-
chies that may complement each other in speech pro-
cessing, whereas they are anchored at different
temporal levels or scales (Figure 57.1). In other words,
whereas the notion of a register implies one event per
syllable, a syllabic frame is defined by two events.
However, the critical aspect in terms of the current dis-
cussion is the fact that temporal predictions based on
the former scale would be predictive of intersyllabic
temporal relations in the sense of the theta-syllable,
whereas the latter would be predictive of intrasyllabic
temporal relations (i.e., the duration of a syllable).

A

B

C

“Three-featured temporal system”

Fine structure -
-
-

Periodicity
Envelope

Timbre, quality
Buzziness, noisiness
Loudness,length,
attack, decay

Contrasts in loudness distinguish
syllables, marking the beat of speech

‘Events’ in speech?

s e v e n

(B)

(A)

(C)

FIGURE 57.1 Different timescales in speech. Successive speech events such as phrases, words, syllables, or phonemes generate temporal
structure at different timescales ranging from milliseconds to seconds. Physiological limits in temporal resolution set aside, the informational
content of temporal structure may still be neglected at some scales, but it may contribute to successful speech processing on others. The value of
temporal structure in this context probably varies with situational constraints. For example, the use of temporal structure may be more relevant
under adverse conditions or, when perceived, regularity of temporal structure can be used to establish a predictive processing mode. Such a
predictive mode may reflect a more general strive for optimal adaptation to a dynamic environment. It stands to reason whether there is a
“default” scale that proves to be behaviorally most beneficial and, furthermore, whether auditory processing interacts with dedicated temporal
processing at such a scale. To address these issues, the speech signal has to be decomposed on the basis of its temporal characteristics. Rosen
(1992) suggests a “three-featured temporal system” (A) based on dominant fluctuation rates, which comprises fine structure, periodicity, and
envelope levels. The envelope level (2�50 Hz) reflects acoustic features such as intensity, duration, rise and fall time, and their respective audi-
tory correlates (loudness, length, attack, decay). A relative contrast in loudness distinguishes rhythmically prominent syllables, thus marking
the “beat” of speech (Kochanski & Orphanidou, 2008). In a similar vein, Tillmann and Mansell (1980) propose a three-fold dissociation based on
modulation rates into “ABC-prosody” (B). Slow modulations (A, melodic contour) and also fast modulations (C, intrinsic sound characteristics)
convey a continuous impression, whereas intermediate rates are perceived as a series of pulses (B, rhythmic succession of syllables). This
impression may be likened to a “perceptual beat” (Port, 2003) that occurs near the onset of vowels and that establishes a particularly salient
event within a continuous speech stream. This notion is also central to the multitier framework introduced by Greenberg (2006), in which the
nucleus of a syllable (especially stressed ones) sets the interpretational register for the whole syllable (Greenberg et al., 2003). Figure (C) is based
on the time course of the so-called STeP (spectrotemporal profile; adapted from Greenberg et al., 2003), which has been derived from the energy
contour of hundreds of individual realizations of the digit “seven.” The relative increase in energy on or just prior to the peak in the vocalic
nucleus may instantiate a distinct “event in speech” (red). Such events are the prime candidates for a nonlinear representation of the speech sig-
nal, and their scale and temporal structure may form the basis for an interaction between speech processing and dedicated temporal processing.
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In principle, such a distinction may be relevant for dif-
ferent concrete realizations of speech, for example, the
dissociation of stress-timed and syllable-timed lan-
guages. At a more abstract level, however, this differ-
ence raises the fundamental question regarding when a
speech event such as the syllable becomes perceptually
salient—is it at the point of the physical onset, corre-
sponding to the starting point of an articulatory circle,
its end, or at an intermediate point in time? At least for
English, the aforementioned p-center phenomenon can
be interpreted as pointing to the latter explanation.

The term p-center has been coined to describe “that
what is regular in a perceptually regular sequence of
speech sounds” (Marcus, 1981). The p-center marks
the subjective moment, or point of occurrence, of an
acoustic stimulus (Scott, 1998; Scott & McGettigan,
2012). Crucially, even for simple digit sequences, these
points in time do not correspond to physical onset reg-
ularity (Morton et al., 1976). It is thus the perceived
p-center regularity, rather than onset regularity, which
may give rise to temporal predictions. In line with this
proposal, Port (2003) discusses the p-center in the con-
text of a neurocognitive system in which stimulus-
driven internal oscillations create attractors in time for
salient events. These, in turn, establish a framework
for the processing of phonological units such as sylla-
bles and segments. One of the common denominators
between such a system and the multitier framework
based on the STeP is once more a hierarchical perspec-
tive of the speech signal and speech processing in
which a particularly salient event sets the stage for the
perceptual integration of other events. In terms of tem-
poral structure, this perspective corresponds to a dis-
sociation of a slower timescale or slower dynamic that
guides processing on a faster dynamic timescale. A
basic mechanism like this is probably not limited to
speech perception. Likewise, it may be relevant in
speech production in the sense that a speaker may
involuntarily or voluntarily adjust slower dynamics to
qualitatively adapt to the processing capacity of the lis-
tener. For example, regarding the p-center, speakers
have been found to produce the asynchronies that are
necessary to perceive a temporally regular sequence of
speech events (Fowler, 1979). Moreover, on this basis,
fundamental aspects of speech production and percep-
tion can be reflected on within a broader context (i.e., a
communicative, general-purpose framework).

In previous work, we have discussed how the per-
ceptual prominence of particular speech events,
including the p-center, may serve to guide the predic-
tive allocation of attention in time, which is expected
to establish a “synchronized” and at the same time
optimized speech processing mode (Kotz & Schwartze,
2010). From this integrative perspective, speech proces-
sing interacts with dedicated temporal processing

mechanisms in an extended subcorticocortical network
to efficiently exploit the temporal structure of speech
(Kotz & Schwartze, 2010; Kotz, Schwartze, & Schmidt-
Kassow, 2009; Schwartze, Tavano, et al., 2012).
However, although the conceptual premise of this
framework is equally applicable to perception and pro-
duction, the primary focus, so far, has been on speech
perception. In the following, we elaborate on its impli-
cations for speech production.

57.3 TIMING SPEECH: SUBCORTICO-
CORTICAL INTERACTIONS

In this context, “temporal processing” refers broadly
to the neural mechanisms that underlie the encoding,
decoding, and evaluation of temporal structure.
Neuroimaging research in this domain suggests several
core anatomical substrates for temporal processing,
including prefrontal cortical regions, the supplementary
motor area (SMA), the basal ganglia (BG) and associated
thalamocortical circuits, as well as the cerebellum (for
recent reviews and a meta-analysis, see Allman, Teki,
Griffiths, & Meck, 2014; Coull, Cheng, & Meck, 2010;
Merchant, Harrington, & Meck, 2013; Spencer & Ivry,
2013; Wiener, Turkeltaub, & Coslett, 2010). It is impor-
tant to note that these classical motor brain areas play a
role in both the production and perception of temporal
structure. A basic assumption in most of this research is
that temporal processing engages some form of a special-
ized or dedicated system that is capable of representing
the temporal relationship between events (Ivry &
Schlerf, 2008). Another key aspect concerns the dissocia-
tion of event-based and interval-based mechanisms that
have been proposed to rely primarily on the cerebellum
and cortico-striato-thalamo-cortical loops, respectively
(Buhusi & Meck, 2005; Spencer, Zelaznik, Diedrichsen, &
Ivry, 2003). However, although temporal processing,
articulatory processing, and auditory processing are nat-
urally overlapping, the corresponding link is not particu-
larly well-defined in terms of speech production.

As indicated, focusing on the temporal and essentially
rhythmic nature of speech is more or less trivial if tempo-
ral structure is considered a mere by-product of
“processing in time.” Yet, the preceding sections have
provided strong arguments in favor of a different
viewpoint. Thus, temporal structure is considered to
represent a valuable source of information in its own
right. Moreover, the use of temporal structure serves the
overarching goal to optimize predictive timing of behav-
ior. The consequences arising from this perspective pose
a serious challenge to neurofunctional models of speech
processing. Any such model is incomplete unless it pro-
vides an adequate explanation with respect to how the
temporal structure of the speech signal is generated, how
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it maps onto the temporal structure of neural processes,
and how temporal information is used in predictive adap-
tation. Moreover, the immanent challenge of adding an
explicit temporal dimension to the coordination between
two dynamic systems (i.e., the acoustic signal and the
brain) is further aggravated by the (at times) unspecific
use of the term “temporal” in the context of speech pro-
cessing, despite the fact that the time axis is the only
common denominator across the various visual
approximations that are typically used to capture the
fleeting impression of the speech signal (McGettigan &
Scott, 2012). However, there are some straightforward
accounts (Schirmer, 2004) that discuss the putative con-
nection between temporal processing and speech proces-
sing in a more detailed manner, for example, in terms of
the cerebellar temporal processing system (Ackermann,
Mathiak, & Riecker, 2007). The cerebellum and, more spe-
cifically, a right-cerebellar left-prefrontal loop have been
proposed to play a specific role in the decoding of
durational patterns in speech and nonspeech input in
perception, and it appears to also engage in the temporal
“shaping” of syllable templates in production
(Ackermann et al., 2007). However, interactions between
the cortico-striato-thalamo-cortical temporal processing
system and speech processing are less specified, although
it has been generally acknowledged as important to the
ability to temporally structure the use of language and
speech processing in particular (Allman et al., 2014;
Buhusi & Meck, 2005).

The ability to temporally structure speech is, even
though undoubtedly crucial, just a specific aspect of
speech production. However, instead of summariz-
ing in detail what is known about the neural corre-
lates of speech production from neuroimaging
research (for reviews and a meta-analysis, see
Poeppel, Emmorey, Hickok, & Pylkkänen, 2012;
Price, 2012; Scott, 2012; and Indefrey & Levelt, 2004,
respectively), we focus on the proposed contribution
of the dedicated temporal processing system to
speech production. Likewise, we also refrain from an
in-depth discussion of the well-documented role of
the BG in motor control. Rather, on the basis of the
preceding considerations, the goal here is to establish
a functional link between theories in different
domains that base their rationale on the same, or at
least on overlapping, cortical and subcortical ana-
tomical substrates (Figure 57.2).

Speech production is a complex multistage process
linking intentions and conceptual ideas to articulation
(Price, 2010). According to Levelt (2001), speech produc-
tion involves processes of lemma selection, syllabifica-
tion, and prosodification. These operate on the basis of a
phonological code, which, in turn, comprises phonologi-
cal segments that are incrementally inserted into a “mor-
phological target frame.” Concatenated frames are then

expressed by means of appropriate articulatory gestures.
However, to work efficiently, such processes require pre-
cise temporal coordination, because frames have to be
“opened” and potentially “closed” or “filled” with seg-
ments differing in type as well as in number and “imple-
mented.” Moreover, speech production is essentially a
sensorimotor process; speakers constantly operate a dual
system (Indefrey & Levelt, 2004). This means that pro-
duction and perception develop at the same time, thus
adding another dimension of spatial, that is, (neuro)ana-
tomical as well as temporal complexity. Hence, it is
important to again emphasize why two neighboring
domains such as speech processing and temporal pro-
cessing need to be linked while acknowledging the fact
that the picture is far from complete and that ultimately
a much more fine-grained dissociation will be necessary.
However, whereas the ability to generate predictions to
optimize behavior already establishes a common ground
in terms of conceptual development in both domains,
potential cross-fertilization is also evident at the physio-
logical level. Notwithstanding the vast literature on func-
tional and anatomical differentiation in classic speech
processing areas such as Broca’s area or Wernicke’s area,
this aspect can be illustrated using the example of the
SMA, where the relationship to dedicated temporal pro-
cessing is perhaps most obvious.

The SMA comprises at least two subareas, the more
rostral pre-SMA and the more caudal SMA proper
(Matsuzaka, Aizawa, & Tanji, 1992; Picard & Strick,
2001). The SMA proper is connected to the primary
motor cortex, whereas the pre-SMA is densely con-
nected with prefrontal regions (Akkal, Dum, & Stick,
2007). Activation of the SMA in speech production
can be distinguished along a rostrocaudal gradient
associated with lexical selection, linear sequence
encoding, and the control of motor output, respec-
tively (Alario, Chainay, Lehericy, & Cohen, 2006). In
the context of the f/c theory, the SMA engages in the
primary control of the speech frame (MacNeilage &
Davis, 2001). This basic function in linear sequencing
can be further differentiated with respect to more
explicit temporal characteristics as well as in relation
to other structures, including the BG. For example,
Riecker, Kassubek, Gröschel, Grodd, and Ackermann
(2006) discussed the role of the SMA as the “starting
mechanism” of speech production. In a similar vein,
the Directions Into Velocities of Articulators (DIVA)
model of speech production (Guenther, 2006;
Guenther, Ghosh, & Tourville, 2006) suggests that the
SMA and the BG provide a “GO signal” that controls
the speaking rate (Guenther & Vladusich, 2012). More
specifically, Bohland, Bullock, and Guenther (2009)
assign the encoding of structural frames at an abstract
level to the pre-SMA, whereas the SMA proper plays
a role in the initiation and release of planned speech
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acts. The pre-SMA then provides input to a planning
loop involving the BG. Taken into a broader context,
these functions may, to some extent, reflect the differ-
ential engagement of pre-SMA and SMA proper in
temporal processing within, but also outside, the
speech domain (Kotz & Schwartze, 2011; Schwartze,
Rothermich, & Kotz, 2012).

57.4 CONCLUSION

In the most general sense, the proposed role of the
pre-SMA as part of a corticostriatal “pacemaker” relates

to establishing a slower temporal dynamic that guides
the generation of faster temporal dynamics. While this
function links speech processing and temporal proces-
sing, it also implies that speech processing builds on
mechanisms that are essentially not domain-specific.
Dedicated temporal processing is, per definition, a uni-
versal mechanism most likely serving the goal of opti-
mizing predictive behavior. However, the integrative
perspective discussed here offers a chance to ground
speech processing in progressive general theories about
brain function such as “predictive coding” (Friston,
2005, 2012) that build around a similar distinction and
functional interaction of dynamics anchored at different
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FIGURE 57.2 Schematic of the interaction of speech processing and dedicated temporal processing. (A) Once the decision to produce an
utterance, that is, a time-varying sequence of speech events has been made (prefrontal cortex, PFC), speech production interacts with dedi-
cated temporal processing in an extended subcorticocortical network (for further discussion, see Kotz and Schwartze, 2010). In accordance
with the intentions of the speaker, elements from memory have to be retrieved, sequenced, and produced. The retrieval of memory elements
(1) engages connections between PFC and temporal cortices (TC, blue). Hierarchical sequencing mechanisms in the sense of (morpho-)syntac-
tic operations specify the combination of these elements, thus generating the formal structure of the utterance. Dedicated temporal processing
is part of linear sequencing mechanisms that specify the temporal structure of the utterance. For this purpose, the PFC calls on the SMA
(2) and, more specifically, its rostral portion, the pre-SMA, as well as the BG and associated thalamocortical circuits. In concert, these struc-
tures establish a temporal “grid” (3) that determines the global temporal structure of an utterance (green). In other words, the dedicated tem-
poral processing system functions as a “pacemaker,” that is, it provides a slower dynamic that serves as a reference for the subsequent,
temporally precise shaping of faster dynamics and their actual implementation (4). The latter function engages the cerebellum and its connec-
tions to premotor (PMC) and primary motor (M1) cortices (5), and potentially also indirect connections to these areas via the caudal portion of
the SMA (SMA proper). In line with the notion of a “spectrotemporal register” that holds the constituents of a syllable together (Greenberg
et al., 2003), the pacemaker function maps onto the temporal structure expressed in the rhythmic succession of syllabic nuclei in the speech
signal (i.e., the relation between “i” and “a” in the example). Similar mechanisms may be recruited during speech perception (B). Via its con-
nections to the earliest stages of auditory processing, the cerebellar temporal processing system is expected to encode a temporally precise,
event-based, nonlinear representation of temporal structure (6) that it rapidly transmits to frontal cortices, including the SMA, passing the
thalamus (red). The ascending auditory pathway via the thalamus to the TC is expected to preserve a detailed representation of formal struc-
ture to guarantee stable memory access (blue). The nonlinear stimulus representation establishes a register for the perceptual integration
(PFC) of elements retrieved from memory (7). However, it also serves as a trigger for oscillatory mechanisms (8) that explicitly encode the
temporal relation between successive events, including the dedicated cortico-striato-thalamo-cortical temporal processing system (9, green). If
the temporal relation between these events is perceived as regular, then the system may start to operate in a synchronized, predictive mode.
On this basis (i.e., the separation of slower and faster dynamics), speech processing and dedicated temporal processing may interact not only
to control the encoding of spatially distributed memory representations into a temporal sequence during speech production (Lashley, 1951)
but also to optimize the processing of a sequential signal during speech perception.
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timescales to recover information from time-varying
signals. In this context, speech processing may reveal
itself as the most sophisticated time-varying signal that
recruits temporal processing mechanisms to optimize
production and perception.
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58.1 INTRODUCTION

Speech production is a highly complex motor act
involving the finely coordinated activation of approxi-
mately 100 muscles in the respiratory, laryngeal, and
oral motor systems. To achieve this task, speakers utilize
a large network of brain regions. This network includes
regions involved in other motor tasks, such as the motor
and somatosensory cortical areas, cerebellum, basal gan-
glia, and thalamus, as well as regions that are more spe-
cialized for speech and language, including inferior and
middle prefrontal cortex and superior and middle tem-
poral cortex. Our goal in this chapter is to describe the
critical role of the auditory system in speech production.
We first discuss the role of sensory systems in motor
control broadly and summarize the long history of ideas
and research on the interaction between auditory and
motor systems for speech. We then describe current
research on speech planning, which strongly implicates
the auditory system in this process. Two large-scale neu-
rocomputational models of speech production are then
discussed. Finally, we highlight some future directions
for research on speech production.

Movement is absolutely dependent on sensory infor-
mation. We know where and how to reach for an object
because we see its location and shape; we know how
much force to exert while we are holding the object
because we feel the pressure of the object on our hand
and the weight on our limb; and we know how to initiate
any of these movements because our sensory systems
tell us where our limb is in relation to our body and the
object. British neurologist and physiologist Henry
Charlton Bastian (1837�1915) wrote on the topic of
movement control in 1887, stating, “It may be regarded
as a physiological axiom, that all purposive movements
of animals are guided by sensations or by afferent

impressions of some kind” (Bastian, 1887, p. 1).
Experimental work over the decades backs these claims.
This work has found, for example, that blocking somato-
sensory feedback from a monkey’s limb (while leaving
motor fibers intact) causes the limb to go dead. With
training, the monkey can learn to reuse it clumsily, but
only with visual feedback; blindfold the animal and
motor control degrades dramatically (Sanes, Mauritz,
Evarts, Dalakas, & Chu, 1984). Similar symptomology
can be found in humans suffering from large-fiber sen-
sory neuropathy, which deafferents the body sense while
leaving motor fibers intact (Sanes et al., 1984).

Speech is no different. Without the auditory system, as
in prelingual-onset peripheral deafness, normal speech
development cannot occur. Importantly, it is not just dur-
ing development that auditory information is critical.
Experimental or naturally caused manipulations of
acoustic input can have dramatic effects on speech pro-
duction. For example, delayed auditory feedback induces
nonfluency (Yates, 1963), altering feedback in the form of
pitch or the formant frequency structure results in auto-
matic and largely unconscious compensation in speech
articulation (Burnett, Freedland, Larson, & Hain, 1998;
Houde & Jordan, 1998; Larson, Burnett, Bauer, Kiran, &
Hain, 2001), and exposure to a different linguistic envi-
ronment can induce changes in the listener-speaker’s
articulation (picking up accents; Sancier & Fowler, 1997).
Furthermore, although individuals who become deaf as
adults can remain intelligible for years after they lose
hearing, they show some speech output impairments
immediately, including impaired ability to adjust pitch
loudness in different listening conditions; over time, their
phonetic contrasts become reduced (Perkell et al., 2000)
and they exhibit articulatory decline (Waldstein, 1989).

The speech research literature contains numerous the-
oretical proposals that strongly link speech perception
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and speech production. Notable examples include the
motor theory of speech perception (Liberman, Cooper,
Shankweiler, & Studdert-Kennedy, 1967; Liberman &
Mattingly, 1985), which posits that speech perception
involves translating acoustic signals into the motor ges-
tures that produce them, as well as acoustic theories of
speech production (Fant, 1960; Stevens, 1998), which
highlight the importance of acoustic or auditory targets
in the speech production process. In the following sec-
tions we elaborate on the roles of auditory information in
recent neural models of speech planning and execution.

58.2 THE PLANNING OF SPEECH
MOVEMENTS

Although it may seem obvious that auditory
information is in some way involved in speech pro-
duction—the lack of normal speech development in
the absence of auditory feedback provides incontro-
vertible evidence of this—there has been much debate
in the speech motor control literature over exactly
what role(s) auditory feedback plays. Much of this
debate revolves around the following central question:
what exactly are the goals, or targets, of the speech
production planning process?

To produce a goal-directed movement, the nervous
system must generate a complex muscle activation pat-
tern that satisfies the goals of the movement. For exam-
ple, reaching to a target position in three-dimensional (3-
D) space requires coordinated activation of muscles in
the arm, wrist, and hand that move the hand in space to
the target position. Various explanations have been put
forth regarding how this complex task may be solved by
the nervous system, ranging from a motoric planning
extreme to a task space planning extreme. In a motoric
planning solution, the nervous system translates the
desired spatial position of the hand into a corresponding
target in motoric terms, such as a set of joint angles or
muscle lengths that place the hand at the appropriate
position in 3-D space. Movement planning is then per-
formed simply by interpolating between the current set
of muscle lengths and the target set (Bullock &
Grossberg, 1988; Rosenbaum, Engelbrecht, Bushe, &
Loukopoulos, 1993; Rosenbaum, Loukopoulos,
Meulenbroek, Vaughan, & Engelbrecht, 1995). In a task
space planning scheme, the movement is planned in a
reference frame that is much further removed from the
musculature. In reaching, for example, a 3-D spatial refer-
ence frame may be used to plan a hand path to the target.
Muscle activation patterns must still be generated to
move the arm and hand, and different proposals for this
transformation have been put forth. In one solution, the
spatial movement direction needed to keep the hand mov-
ing along the planned spatial trajectory is transformed

into appropriate muscle velocities during the reach
(Bullock, Grossberg, & Guenther, 1993; Guenther, 1992).
An important consequence of this form of planning is
that it does not involve a specific target configuration of
the arm for a given spatial position of the hand.

To understand the planning of speech movements,
the relationship between articulator configuration and
acoustic signal must be understood. At any point in
time, the 3-D shape of the vocal tract (i.e., the shape of
the “air tube” that exists from the vocal folds to the lips)
is determined by the locations of speech articulators
such as the tongue, lips, jaw, larynx, and the soft palate
(velum). This shape manifests itself in the speech signal
as a set of peaks in the envelope of the frequency spec-
trum of the acoustic signal; these peaks are referred to as
formants. Roughly speaking, the first formant frequency,
or F1, corresponds to the degree of constriction formed
by the tongue in the vocal tract, which in turn is closely
related to tongue height. The second formant frequency,
F2, is related to the location of the tongue constriction
along the length of the vocal tract, with higher F2 values
corresponding to constrictions closer to the lips. These
characterizations are rather crude “rules of thumb” that
do not apply to all vocal tract configurations and leave
out many important aspects of the relationship between
speech articulation and acoustics. The relationships
between the third and higher formant frequencies and
vocal tract shape become increasingly complex and are
not easily related to articulator positions.

Evidence from studies of speech movements indicate
that speech sounds (e.g., phonemes or syllables) are not
encoded as muscle length or articulator configuration
targets (i.e., the speech motor system does not use a
purely motoric planning strategy as defined). Instead, a
large amount of variability is seen in the vocal tract con-
figurations used to realize a particular phoneme. A stark
example is the American English phoneme /r/. This
phoneme is characterized acoustically by a deep dip in
the third formant frequency; this formant frequency
transition is highly consistent across phonetic contexts
(Boyce & Espy-Wilson, 1997). Although the acoustic sig-
nal characterizing /r/ remains nearly constant,
completely different articulatory gestures are used in the
different contexts (Delattre, Freeman, 1968; Guenther
et al., 1999; Nieto-Castanon, Guenther, Perkell, & Curtin,
2005). Figure 58.1 illustrates this articulatory variability.
The top row shows tongue configurations at the start of
/r/ production (dashed lines) and at the acoustic “cen-
ter” of the /r/ (bold lines) when spoken by an American
English participant in three different phonetic contexts
(/ar/, /dr/, and /gr). In the /ar/ context, the partici-
pant raises the tongue tip to produce the /r/. In the
/dr/ context, the speaker uses a backward movement of
the tongue. In the /gr/ context, the speaker uses a down-
ward movement of the tongue.
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The articulatory variability seen for /r/ can be
accounted for in a straightforward manner by a task
space planning scheme in which the targets of speech
are auditory rather than articulatory. The bottom row
of Figure 58.1 shows the results of computer simula-
tions of the Directions Into Velocities of Articulators
(DIVA) model of speech motor control (Guenther,
1995a; Guenther, Ghosh, & Tourville, 2006; Guenther,
Hampson, & Johnson, 1998; Guenther & Vladusich,
2012; Tourville & Guenther, 2011; described further)
when producing /r/ in the three phonetic contexts.
The same auditory target is used for /r/ in the three
contexts, and articulator movements are planned in
auditory space (see Nieto-Castanon et al., 2005 for
details). This simple planning scheme accounts for the
disparate tongue gestures seen in the three phonetic
contexts, providing strong evidence for the use of an
auditory planning space.

58.3 BRAIN REGIONS INVOLVED IN
SPEECH ARTICULATION

Figure 58.2, adapted from Tourville, Reilly, and
Guenther (2008), illustrates neural activity in the cere-
bral cortex and cerebellum during a simple speech
task (monosyllabic word production) contrasted with

a baseline task of silently viewing letters. As in most
speech production neuroimaging studies, activity is
seen in the ventral precentral gyrus (motor and pre-
motor cortex), ventral postcentral gyrus (somatosen-
sory cortex), superior temporal gyrus (STG) (auditory
cortex), supplementary motor area (SMA), and super-
ior paravermal cerebellum (primarily lobules V and
VI). Although not visible in Figure 58.2, the basal gan-
glia and thalamus are also active during speech. In
the following sections we discuss the roles of these
regions within the context of neurocomputational
models of speech production.

58.4 NEUROCOMPUTATIONAL MODELS
OF SPEECH PRODUCTION

The extensive library of results from neuroimaging
studies provides important insights into the roles of a
large number of cortical and subcortical areas in
speech production. In isolation, however, these results
do not provide an integrated, mechanistic view of how
the neural circuits engaged by speech tasks interact to
produce fluent speech. To this end, computational
models that both suggest the neural computations

Human
subject

DIVA
model

Tongue shape 75 ms before F3 minimum
Tongue shape at F3 minimum

/ar/ /dr/ /gr/

FIGURE 58.1. Articulatory variability during American English
/r/ production. Measured (top) and simulated (bottom) tongue
movements during production of the phoneme /r/ when preceded
by the phoneme /a/ (left column), /d/ (center), and /g/ (right),
shown in the midsagittal plane. Outline of the palate is shown for
reference. Each connected line (bold or dashed) represents a tongue
configuration; each circular or square data point corresponds to the
position of a movement transducer on the tongue (tongue tip on the
left; dorsum in the center; back on the right).The gesture used to pro-
duce /r/ is represented by the transition between the dashed and
bold tongue configurations. Entirely different tongue gestures are
used by both the human subject and the model in the three contexts.
Simulations of the DIVA model utilizing a common auditory target
for the three contexts capture this articulatory variability. Adapted
from Nieto-Castanon et al. (2005).

y = –74

–70

–66

–62

–58

–54

–50

–46

0.22 3.13Normalized
effect size

FIGURE 58.2. Neural activity in the cerebral cortex and cerebel-
lum during production of monosyllabic words contrasted with a
silent baseline. In the lateral views of the cerebral cortex (top panels),
bilateral activity can be seen in the precentral gyrus of the frontal
lobe, the postcentral gyrus of the parietal lobe, and the STG of the
temporal lobe. Medial surfaces (middle panels) reveal activity in
the SMA. Slices through the cerebellum (right column) indicate activ-
ity in the superior paravermal cerebellum, primarily in lobules
V and VI. Additional activity in the basal ganglia and thalamus is
not visible in this figure.
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performed within specific modules and across path-
ways linking modules and propose specific neural cor-
relates for these computational elements bridge this
critical gap. Furthermore, these neurocomputational
models lead to specific hypotheses that may be tested
in both imaging and behavioral experiments, leading
to a continuous cycle of model refinement that pro-
vides a unifying account of a wide range of experimen-
tal findings. We describe the DIVA model of speech
motor control, which has been developed, tested, and
refined by Guenther and colleagues over the past two
decades, as well as an extension to that model, termed
GODIVA, which begins to account for higher-level
phonological processes involved in speech planning.
Our discussion of neurocomputational models ends
with a treatment of the Hierarchical State Feedback
Control (HSFC) model of Hickok (2012), which
addresses data from studies of conduction aphasia and
internal correction of upcoming phonemic errors
before they are articulated.

58.5 THE DIVA MODEL

The DIVA model, schematized in Figure 58.3,
provides the most detailed and thoroughly tested
account of the neural processes underlying speech
motor control. Each box in the diagram corresponds to
a set of neurons, or map, and arrows correspond to
synaptic projections that transform one type of neural
representation into another. The model learns to
control movements of a simulated vocal tract that pro-
duces an acoustic signal (Maeda, 1990). The results of
numerous computer simulations of the model have
been shown to account for a wide range of findings
regarding the brain activity, sound output, and move-
ments produced by human speakers, as detailed else-
where (Callan, Kent, Guenther, & Vorperian, 2000;
Ghosh, Tourville, & Guenther, 2008; Guenther, 1995b;
Guenther et al., 1999, 1998; Nieto-Castanon et al., 2005;
Peeva et al., 2010; Perkell, Guenther, et al., 2004;
Perkell, Matthies, et al., 2004; Tourville et al., 2008).

Feedforward control
system

Feedback control system

Speech sound map
Left vPMC, pIFG

Feedback control map
Right vPMC, pIFG

Auditory target map
pSTG

Auditory error map
pSTG

Auditory state map
pSTG

Somatosensory target map
vSC, SMG

Somatosensory error map
vSC, SMG

Somatosensory state map
vSC, SMG

Initiation map
SMA

Articulator velocity

and position maps
vMC

Put
GP
VL

From speech

recognition system

Feedforward

commands

To articulatory

musculature

via subcortical

nuclei

Auditory feedback via

subcortical nuclei

Somatosensory feedback via subcortical nuclei

Feedback

commands

smCb
VL

FIGURE 58.3. Schematic overview of the DIVA model of speech production. Each box in the diagram corresponds to a group of neurons;
arrows represent excitatory axonal projections and empty circles represent inhibitory projections. The model breaks the control of speech pro-
duction into a feedforward control system and a feedback control system, with the latter further broken into auditory and somatosensory feed-
back control subsystems. See text for details. GP, globus pallidus; Put, putamen; pIFG, posterior inferior frontal gyrus; pSTG, posterior
superior temporal gyrus; smCb, superior medial cerebellum; SMA, supplementary motor area; SMG, supramarginal gyrus; VL, ventral lateral
nucleus of the thalamus; vMC, ventral motor cortex; vPMC, ventral premotor cortex; vSC, ventral somatosensory cortex.
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The production of a speech sound in the DIVA
model starts with activation of neurons associated
with that sound in the model’s speech sound map. A
“speech sound” in this map is defined as a segment of
speech that has its own motor program, with the sylla-
ble being the most typical unit represented. The term
“sound map” is used to highlight the fact that speech
movement planning appears to aim at auditory targets
rather than articulatory targets, as described in the pre-
ceding section. In the computer implementation of the
model, each neuron in the map represents a different
speech sound. When a new sound is encountered, a
new neuron that codes for that sound is added to the
speech sound map.

Activation of the speech sound map leads to articu-
lator movement commands that arrive in primary
motor cortex via two control subsystems. The feedfor-
ward control system projects directly, as well as
indirectly, via a side loop through the cerebellum,
from the speech sound map to primary motor cortex.
The feedback control system, including both an
auditory feedback control subsystem and a somatosen-
sory feedback control subsystem, involves indirect
projections passing through sensory brain areas.

The DIVA model provides a description of how an
infant learns to produce speech sounds through bab-
bling and imitation processes. According to the
model, a combination of motor, auditory, and somato-
sensory information generated during early random
and reduplicated babbling is used to tune the synap-
tic projections of the feedback control system. The
sensory-motor transformations learned during bab-
bling allow detected sensory errors to be mapped into
corrective motor commands during the subsequent
imitation stage, when feedforward commands are
learned for the speech sounds of the infant’s native
language.

The imitation stage describes how syllable-specific
learning occurs when an infant is presented with a
new speech sound to learn, corresponding to an infant
learning a new syllable from his/her parent, for exam-
ple. Detection of a novel sound leads to activation of a
new speech sound map neuron that will represent that
sound. This is presumed to occur via projections from
the speech recognition system in the auditory cortical
areas to the left ventral premotor cortex (vPMC).
Although not specified in the model, these projections
may be part of the dorsal auditory stream (involving
the superior longitudinal fasciculus or arcuate fascicu-
lus) or the ventral stream (involving the uncinate
fasciculus).

The model first learns an auditory target for the new
sound from sound samples that it is presented. This
auditory target is encoded in the synaptic projections
from the speech sound map to the auditory target map

in Figure 58.3. The model then repeatedly attempts to
produce the sound, improving the feedforward com-
mand for the sound with each iteration. The functions
of the feedforward and feedback control systems are
further detailed in the following sections.

Since its inception (Guenther, 1992), the DIVA
model has hypothesized the existence of a speech
sound map in premotor cortex that is activated both
during speech perception (when it is necessary for
learning sensory targets for speech sounds) and speech
production (when it is necessary for driving speech
articulator movements via the feedforward and feed-
back control systems). Cells in premotor cortical areas
that are active during both action perception and pro-
duction of a motor act have since been identified in
numerous electrophysiological studies in animals (see
Rizzolatti & Craighero, 2004 for a review) and in fMRI
studies showing activity while listening to speech in
ventral premotor cortical areas involved in speech pro-
duction (Buchsbaum, Hickok, & Humphries, 2001;
Hickok, Buchsbaum, Humphries, & Muftuler, 2003;
Wilson, Saygin, Sereno, & Iacoboni, 2004).

58.5.1 Auditory Feedback Control

As described, auditory feedback plays an important
role in tuning the speech motor control system.
According to the DIVA model, axonal projections from
speech sound map cells in the left inferior frontal gyrus
(IFG)/vPMC to the higher-order auditory cortical areas
(via the dorsal auditory stream; Hickok & Poeppel,
2004) embody the auditory target region for the speech
sound currently being produced. That is, they represent
the auditory feedback that should arise when the
speaker hears himself/herself producing the sound.
This representation of expected auditory consequences
is referred to as the auditory target map, and the model’s
auditory target consists of a temporally varying region
of auditory space that encodes acceptable auditory vari-
ation for the current sound. The use of target regions,
rather than points, is an important aspect of the DIVA
model that provides a unified explanation for a wide
range of speech production phenomena (see Guenther,
1995b for details). Projections such as those between the
speech sound map and auditory state map in
Figure 58.3, which predict the sensory state resulting
from a movement, are often referred to as forward models
(Davidson & Wolpert, 2005; Desmurget & Grafton,
2000; Guenther, 1995a; Guenther et al., 1998; Kawato,
1999; Miall & Wolpert, 1996), and they are closely
related to the much older concepts of efference copy
(originally proposed by von Helmholtz in the mid-19th
century; see von Helmholtz, 1925) and corollary dis-
charge (a term coined by Sperry, 1950).
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The model’s auditory state map represents the incom-
ing auditory signal of one’s own speech. This map is
hypothesized to include a combination of relatively
low-level auditory features such as pitch represented
in the primary auditory cortex (Bendor & Wang, 2005;
Kumar & Schönwiesner, 2012), located in Heschl’s
gyrus, as well as more complex auditory representa-
tions such as a speaker-normalized formant represen-
tation hypothesized to reside in higher-order auditory
cortical areas in the planum temporale and posterior
STG (including the superior bank of the superior
temporal sulcus).

The auditory feedback control system detects speech
errors, represented in the auditory error map, by compar-
ing the auditory target map and auditory state map.
Specifically, the auditory target map inhibits auditory
error map cells, whereas the auditory state map excites
auditory error map cells. If the incoming auditory sig-
nal is within the target region, then the inhibition from
the auditory target cancels the excitatory effects of the
auditory state map. If the incoming auditory signal is
outside the target region, then the inhibitory target
region will not completely cancel the excitatory input
from the auditory periphery, resulting in activation of
auditory error map cells. Evidence of inhibition in audi-
tory cortical areas in the STG during one’s own speech
comes from several different sources, including
recorded neural responses during open brain surgery
(Creutzfeldt, Ojemann, & Lettich, 1989), MEG measure-
ments (Houde, Nagarajan, Sekihara, & Merzenich,
2002; Numminen & Curio, 1999; Numminen, Salmelin,
& Hari, 1999), and PET measurements (Wise, Greene,
Buchel, & Scott, 1999). The auditory error map is
hypothesized to reside in the same cortical areas as the
auditory state and target maps; these regions include
the Sylvian parietal temporal (Spt) area, which has been
shown to become active during both speech perception
and production (Buchsbaum, Hickok, & Humphries,
2001; Hickok & Poeppel, 2004).

Activation of the auditory error map during speech
leads to corrective motor signals in the model via projec-
tions to the feedback control map in right vPMC. This map
is responsible for transforming auditory errors into
movements that correct these errors; such a transforma-
tion is often referred to as an inverse model (Kawato,
1999). The DIVA model derives its name from the partic-
ular form of inverse model used: a mapping from
Directions (in sensory space) Into Velocities of
Articulators. Such a mapping, which approximates the
pseudoinverse of the Jacobian matrix relating changes in
the auditory signal to the velocities of the speech articu-
lators, results in many desirable properties, including
motor equivalence (Guenther et al., 1998, 1999, 2006; see
simulations of /r/ production in previous section) and
efficient movement trajectories (Guenther et al., 1998).

Once the model has learned appropriate feedforward
commands for a speech sound, it can successfully
produce the sound using just those feedforward
commands. That is, no auditory error will arise during
production, and thus the auditory feedback control sub-
system will not be activated. However, if an externally
imposed perturbation occurs, such as a real-time
“warping” of the subject’s auditory feedback so that he
hears himself producing the wrong sound (Houde &
Jordan, 1998), then the auditory error cells will become
active and attempt to correct for the perturbation
through projections to the feedback control map in the
right inferior frontal cortex. These predictions were ver-
ified by Tourville et al. (2008) in an fMRI study involv-
ing unexpected perturbations of auditory feedback
during speech—specifically, upward or downward
shifts of F1 by 30% on randomly dispersed trials. As
illustrated in Figure 58.4, perturbed speech led to
increased activity in the posterior STG bilaterally and in
the right frontal cortex. These regions correspond to the
auditory feedback control system in the schematic of
the DIVA model (Figure 58.3).

58.5.2 Somatosensory Feedback Control

Like auditory information, somatosensory informa-
tion has long been known to be important for speech
production (Lindblom, Lubker, & Gay, 1979). The
DIVA model posits a somatosensory feedback control
subsystem operating in parallel with the auditory feed-
back control subsystem. The model’s somatosensory
state map corresponds to the representation of tactile
and proprioceptive information from the speech articu-
lators in primary and higher-order somatosensory cor-
tical areas in the postcentral gyrus and supramarginal
gyrus (SMG). The model’s somatosensory target map and
somatosensory error map, which play roles analogous to
their auditory counterparts, are hypothesized to reside
primarily in the SMG, a region that has been impli-
cated in phonological processing for speech perception
(Caplan, Gow, & Makris, 1995; Celsis et al., 1999), and
speech production (Damasio & Damasio, 1980;
Geschwind, 1965). This hypothesized role for inferior
parietal cortex in the integration of motor commands
and sensory feedback during speech production is
analogous to the visual-motor integration role associ-
ated with more dorsal parietal regions during limb
movements (Andersen, 1997; Rizzolatti, Fogassi, &
Gallese, 1997).

According to the model, cells in the somatosensory
error map become active during speech if the speaker’s
tactile and proprioceptive feedback from the vocal
tract deviates from the somatosensory target region for
the sound being produced; this prediction is supported
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by brain activity measured with fMRI during unex-
pected jaw perturbations as illustrated in Figure 58.5,
which is adapted from Golfinopoulos et al. (2011). This
study found increased activity bilaterally in the SMG
and postcentral gyrus when contrasting the perturbed
and unperturbed speaking conditions. The output of
the somatosensory error map then propagates to the
feedback control map in right vPMC, which transforms
somatosensory errors into motor commands that cor-
rect those errors in a manner analogous to the auditory
feedback control system (i.e., using an approximation
to the pseudoinverse of the Jacobian matrix relating
changes in the somatosensory state to velocities of the
speech articulators).

Although the auditory and somatosensory feedback
subsystems are implemented separately in computer
simulations of the DIVA model, the existence of multisen-
sory neurons that encode both auditory and somatosen-
sory information during speech has been hypothesized
(Guenther et al., 2006). Interactions between different sen-
sory modalities involved in speech have been noted in a
number of studies; for example, it has been shown that
somatosensory stimulation can modulate auditory per-
ceptual responses under some conditions (Ito, Tiede, &
Ostry, 2009), auditory stimulation can alter skin sensation
(Ito & Ostry, 2012), and viewing speech articulation can
alter auditory perception, a phenomenon referred to as
the McGurk Effect (McGurk &MacDonald, 1976).
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FIGURE 58.4. Auditory feedback control network for speech production. Areas of increased brain activity for auditorily perturbed speech
compared with normal speech are indicated on the left and right lateral cortical hemispheres and coronal slices through the cerebellum (see
Tourville et al., 2008 for details). The auditory perturbation consisted of a 30% increase or decrease of the first formant frequency (F1), which
has the effect of making the vowel in a word like “bet” sound more like “bat” or “bit.” This perturbation occurred in real time (i.e., the per-
turbed speech signal was delivered to the subject over headphons within 16 ms of the actual acoustic signal from his/her own voice), and it
was applied in a random subset of trials. Subjects partially compensated for this perturbation by shifting their produced F1 in the direction
opposite the perturbation. Increased activity was found bilaterally in the auditory cortical areas of the posterior STG during perturbed speech,
supporting the DIVA model prediction of auditory error neurons in these areas. Increased activity was also seen in inferior frontal regions,
with a right hemisphere bias; according to the DIVA model, these regions are involved in generating corrective motor commands.
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FIGURE 58.5. Somatosensory feedback control network for speech production. Areas of increased brain activity for speech produced with
an unexpected blockage of the jaw contrasted with normal speech are indicated on the left and right lateral cortical hemispheres and coronal
slices through the cerebellum. The unexpected jaw constraint caused bilateral activity in the postcentral gyrus and SMG, supporting the DIVA
model prediction of a somatosensory error map in these regions. Increased activity was also seen in inferior frontal regions, with a right hemi-
sphere bias; according to the DIVA model, these regions are involved in generating corrective motor commands.
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58.5.3 Feedforward Control

According to the DIVA model, projections from left
vPMC to primary motor cortex, supplemented by a
cerebellar side loop between these two regions involv-
ing the superior paravermal region of the cerebellar
cortex, constitute the feedforward motor commands
for speech production. The primary motor and premo-
tor cortices are well-known to be strongly intercon-
nected (Krakauer & Ghez, 1999; Passingham, 1993).
Furthermore, the cerebellum is known to receive input
via the pontine nuclei from premotor cortical areas, as
well as higher-order auditory and somatosensory areas
that can provide state information important for choos-
ing motor commands (Schmahmann & Pandya, 1997),
and it projects heavily to the primary motor cortex via
the thalamus (Middleton & Strick, 1997).

The DIVA model’s feedforward commands consti-
tute a form of motor program and, as such, they are
closely related to the concepts of a gestural score
(Browman & Goldstein, 1989) and mental syllabary
(Levelt & Wheeldon, 1994). A gestural score is a stored
representation of properly timed vocal tract gestures
(defined primarily as constrictions in the vocal tract)
needed to produce a phonological message. The mental
syllabary is a repository of motor programs (or gestural
scores) for the most frequently used syllables in a lan-
guage. The DIVA model’s conception of feedforward
commands differs from these characterizations primar-
ily in the choice of representation for the motor pro-
grams (in the DIVA model these programs command
articulator movements to hit auditory targets rather
than constriction targets) and size of the motor pro-
grams (the DIVA model allows for phonemic motor
programs as well as syllabic and multisyllabic motor
programs for frequently used phoneme sequences).

Prior to the development of speech, infants do not
possess fine-tuned motor programs for producing the
sounds of their language; in other words, their feedfor-
ward control system is not yet tuned. Only by attempt-
ing to produce the sounds of their language can
accurate feedforward commands be learned. In the
DIVA model, feedforward commands for a syllable are
tuned on each production attempt. On the first attempt
to produce a new sound, the model relies very heavily
on auditory feedback control to produce the sound
because its feedforward commands are inaccurate, thus
resulting in auditory errors that are detected by com-
paring the stored auditory target for the sound with the
auditory feedback generated by the production attempt.
These auditory error signals activate the feedback con-
trol subsystem, which leads to corrective motor com-
mands via the feedback control map. The corrective
commands issued by the auditory feedback control sub-
system during the current attempt to produce the

sound become stored in the feedforward command for
use on the next attempt. The superior paravermal
region of the cerebellum is hypothesized to be involved
in this process (see Guenther et al., 2006 for details).
Each subsequent attempt to produce the sound results
in a better feedforward command and less auditory
error, until the feedforward command is capable of pro-
ducing the sound fluently (i.e., without producing any
auditory error), at which point the auditory feedback
subsystem no longer contributes to production unless
speech is perturbed in some way or the sizes or shapes
of the articulators change. As the speech articulators get
larger with growth, the auditory feedback control sub-
system continues to provide corrective commands that
are subsumed into the feedforward controller, thus
allowing the feedforward controller to stay properly
tuned despite dramatic changes in the sizes and shapes
of the speech articulators over the course of a lifetime.

A second component of the feedforward control sys-
tem schematized in Figure 58.3 is a basal ganglia-
thalamo-cortical loop involving an Initiation Map in
SMA. The SMA is strongly interconnected with lateral
motor and premotor cortex and the basal ganglia
(Jurgens, 1984; Lehericy et al., 2004; Luppino, Matelli,
Camarda, & Rizzolatti, 1993; Matsumoto et al., 2004;
Matsumoto et al., 2007), and a number of investigators
have proposed that the SMA plays a critical role in con-
trolling the initiation of speech motor commands
(Alario, Chainay, Lehericy, & Cohen, 2006; Bohland &
Guenther, 2006; Jonas, 1987; Ziegler, Kilian, & Deger,
1997). Each speech sound is represented by a different
neuron in the model’s initiation map, and activation of a
sound’s initiation map cell leads to readout of the feed-
forward commands for that sound via projections to
ventral premotor and primary motor cortex (Tourville
& Guenther, 2011). The basal ganglia, which receive
input from a wide range of sensory, motor, and associa-
tion areas of the cerebral cortex (not shown in
Figure 58.3), are ideally suited for determining the
proper sensorimotor and behavioral context for launch-
ing the feedforward commands for the next sound to be
produced. This is hypothesized to occur via the basal
ganglia-thalamo-cortical loop with SMA in Figure 58.3.

The feedforward control system of the DIVA model
provides a mechanistic account for three disorders of
speech motor control: apraxia of speech, ataxic dysar-
thria, and stuttering. Apraxia of speech is hypothesized
to occur with damage to the speech sound map and/or
projections from this map to primary motor cortex;
such damage would impair the readout of speech
motor programs, resulting in speech errors such as
groping and syllable reduction that are associated with
apraxia of speech (Ames, 2009). This account is consis-
tent with the finding that damage to the brain regions
thought to contain the speech sound map, left IFG and

732 58. NEURAL MODELS OF MOTOR SPEECH CONTROL

J. SPEAKING



vPMC, is strongly associated with apraxia of speech
(Hillis et al., 2004). Damage to the superior paravermal
region of the cerebellar cortex results in ataxic dysar-
thria, a motor speech disorder characterized by slurred,
poorly coordinated speech (Ackermann, Vogel,
Petersen, & Poremba, 1992). This finding is in accord
with the model’s inclusion of this region for providing
precisely timed feedforward commands necessary for
fluent speech. Stuttering is hypothesized to arise from
impairment of the basal ganglia-thalamo-cortical loop
involving the initiation map in SMA (Civier, Bullock,
Max, & Guenther, 2013). Alm (2004) provides a detailed
treatment of the wide range of evidence implicating the
basal ganglia in stuttering.

Interestingly, a number of auditory feedback manip-
ulations have been shown to improve fluency, at least
temporarily, in people who stutter. These include
noise-masked auditory feedback (MacCulloch, Eaton,
& Long, 1970), delayed auditory feedback (Van Riper,
1982), and frequency-altered feedback (Hargrave,
Kalinowski, Stuart, Armson, & Jones, 1994). Alm
(2004) proposes that such manipulations decrease the
automaticity of speech and thereby reduce dependency
on the impaired basal ganglia circuit; Civier, Tasko,
and Guenther (2010) propose that such alterations pre-
vent the speaker from hearing his/her own auditory
errors, which when perceived may prohibit the basal
ganglia from recognizing the proper sensory state for
launching the next sound’s feedforward commands.

58.6 THE GODIVA MODEL OF SPEECH
SOUND SEQUENCING

The DIVA model accounts for production of indi-
vidual speech motor programs, each corresponding to
a different speech sound, with the typical unit of
motor programming being the syllable. Additional
brain areas, particularly in the left prefrontal cortex,
become involved for longer speech utterances, which
require the generation of an appropriately timed
sequence of phonemes and syllables corresponding to
a phrase or sentence. Here, we briefly treat some of the
key areas involved in speech sound sequencing and
introduce an extension to the DIVA model, called gra-
dient order DIVA (GODIVA), that addresses the neural
computations underlying speech sound sequencing.

The pre-SMA, like the SMA that lies immediately pos-
terior to it in the medial frontal cortex, has been impli-
cated in movement sequencing (Clower & Alexander,
1998; Shima & Tanji, 2000), including the sequencing of
speech movements (Bohland & Guenther, 2006). Shima
and Tanji (2000) found cells in pre-SMA that code for an
entire sequence to be produced and other cells in pre-
SMA that fired for the nth movement (e.g., the third

movement) of a sequence regardless of the type of move-
ment. Bohland and Guenther (2006) found increased
activity in pre-SMA when the number of unique sylla-
bles in an utterance was increased, as well as when the
complexity of the individual syllables was increased.

The lateral prefrontal cortex has been implicated in
many studies of language and working memory
(D’Esposito et al., 1998; Fiez et al., 1996; Gabrieli,
Poldrack, & Desmond, 1998; Kerns, Cohen, Stenger, &
Carter, 2004) and in serial order processing (Averbeck,
Chafee, Crowe, & Georgopoulos, 2002, 2003; Petrides,
1991). Bohland and Guenther (2006) noted increased
activity in lateral prefrontal cortex, specifically the region
around the inferior frontal sulcus (IFS), with increased
syllable sequence complexity of a spoken utterance.

The basal ganglia, particularly interactions between
the cortex and the basal ganglia, are organized into mul-
tiple loop circuits (Alexander & Crutcher, 1990;
Alexander, DeLong, & Strick, 1986; Middleton & Strick,
2000), including the sensorimotor loop described. The
basal ganglia are known to be involved in sequencing
motor acts (Harrington & Haaland, 1998), and abnormal-
ities in the basal ganglia and/or associated circuitry can
impact speech production (Kent, 2000; Murdoch, 2001),
with some patients having particular difficulty fluently
sequencing articulatory movements (Ho, Bradshaw,
Cunnington, Phillips, & Iansek, 1998; Pickett, Kuniholm,
Protopapas, Friedman, & Lieberman, 1998).

The GODIVA model (Bohland, Bullock, & Guenther,
2010) provides an account of how the pre-SMA, IFS,
and basal ganglia interact with the speech motor control
network described by the DIVA model to produce
utterances containing multiple syllables. Briefly, left IFS
acts as a phonological working memory that buffers the
phonemes in an upcoming utterance, organized by their
location within the syllable. Projections from left IFS to
vPMC are responsible for choosing the speech sound
map representation for the next syllable. Left pre-SMA
is responsible for the sequencing of items within a sylla-
ble; specifically, pre-SMA represents the syllabic frame
structure of the upcoming syllables (MacNeilage, 1998)
without regard for the particular phonemes involved.
Projections from pre-SMA to SMA activate, in the
proper sequence, the appropriate neurons in the initia-
tion map, thus leading to the readout of the feedfor-
ward commands for the next syllable via projections to
the speech sound map. Loops through the basal ganglia
are proposed to play central roles in the activation of
pre-SMA, IFS, SMA, and vPMC neurons.

58.7 THE HSFC MODEL

DIVA is by far the most detailed and explicit model
of speech motor control as well as the most influential
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to date. As noted, DIVA uses feedback control archi-
tecture to detect and correct overtly produced errors.
However, there is evidence in the motor control litera-
ture generally (Shadmehr & Mussa-Ivaldi, 1994; Tian
& Poeppel, 2010; Wolpert, Ghahramani, & Jordan,
1995) and in the speech production literature more
specifically for internal feedback control, that is, detect-
ing and correcting internal coding errors prior to overt

speech production. We describe one such model here,
the HSFC model illustrated in Figure 58.6.

The empirical motivation for an internal feedback
loop in the speech domain comes from three sources.
One is simply that we can imagine speaking and hear
ourselves in our “mind’s ear.” Experimental research
on such inner speech has shown that imagined speech
can contain inadvertent errors that are internally
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FIGURE 58.6. The HSFC model. The HSFC model includes two hierarchical levels of feedback control, each with its own internal and
external sensory feedback loops. As in psycholinguistic models, the input to the HSFC model starts with the activation of a conceptual repre-
sentation that, in turn, excites a corresponding word (lemma) representation. The word level projects in parallel to sensory and motor sides of
the highest, fully cortical level of feedback control, the auditory�Spt�BA44 loop. This higher-level loop, in turn, projects, also in parallel, to
the lower-level somatosensory�cerebellum�motor cortex loop. Direct connections between the word level and the lower-level circuit may
also exist, although they are not depicted here. The HSFC model differs from the state feedback control (SFC) model in two main respects.
First, “phonological” processing is distributed over two hierarchically organized levels, implicating a higher-level cortical auditory-motor cir-
cuit and a lower-level somatosensory-motor circuit, which approximately map onto syllabic and phonemic levels of analysis, respectively.
Second, a true efference copy signal is not a component of the model. Instead, the function served by an efference copy is integrated into the
motor planning process. BA, Brodmann area; M1, primary motor cortex; S1, primary somatosensory area; aSMG, anterior supramarginal
gyrus; STG, superior temporal gyrus; STS, superior temporal sulcus; vBA6, ventral BA6. The HSFC model is squarely within the tradition of
the DIVA model in that it assumes that the targets of speech gestures are coded in auditory space and that feedback control is a key computa-
tional operation of the network. HSFC differs from DIVA in three respects: (i) it assumes an internal as well as an external feedback detec-
tion/correction mechanism; (ii) it situates auditory and somatosensory feedback loops in a hierarchical arrangement (auditory loop being
higher-level and somatosensory loop being lower-level); and (iii) it assumes a modified computational architecture for the feedback loops.
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detected. Further, the types and distribution of such
errors are similar to what is observed in overt speech
(e.g., phonemic errors show a “lexical bias”0 (Nozari,
Dell, & Schwartz, 2011; Oppenheim & Dell, 2008). A
second source is that talkers correct partially articu-
lated speech errors faster than they should be able to if
they were relying on overt auditory feedback alone
(Nozari et al., 2011); it is an open question whether
somatosensory feedback may explain this phenome-
non. The third source is conduction aphasia, a syn-
drome characterized by fluent speech output and
intact speech perception abilities but with a higher
than normal rate of phonemic errors in production.
Crucially, affected individuals can readily detect their
own errors once spoken but have trouble correcting
them, even after they have been overtly detected
(Goodglass, 1992). This pattern of speech behavior can
be explained by a damaged internal error detection
and correction loop (leading to the higher error rate)
with an intact external feedback loop (allowing for
detection of overtly produced errors).

The HSFC model, like DIVA, assumes that a basic
planning unit in auditory space is approximately at
the syllable level. The somatosensory circuit, how-
ever, is hypothesized to code sensory targets at a
lower level. The basic idea is that speech production
involves a cyclic opening and closing of the vocal
tract (approximately corresponding to vowels and
consonants respectively) and that the somatosensory
system defines the targets of these opening or closing
gestures (Gracco, 1994; Gracco & Lofqvist, 1994) simi-
lar to the somatosensory target map in the DIVA
model but involving targets for individual phonemes
rather than a single target for a whole syllable. The
HSFC model holds that the internal auditory loop
comprises a fully cortical network including auditory
regions in the STG, motor regions in the IFG, and an
auditory-motor interface network, Spt, in the poste-
rior planum temporale region (of course, the external
feedback loop involves noncortical structures). The
somatosensory loop comprises somatosensory regions
in the inferior parietal lobe, lower-level motor regions
in primary motor cortex and/or Brodmann area 6,
and a somatosensory-motor interface in the cerebel-
lum. The hypothesis that the cerebellum is part of the
lower-level sensory-motor circuit is motivated by the
nature of speech deficits after cerebellar damage,
which tend to be fairly low-level dysarthrias com-
pared with the higher-level phonological deficits
found in conduction aphasics with cortical damage
(Ackermann, Mathiak, & Riecker, 2007; Baldo,
Klostermann, & Dronkers, 2008; Buchsbaum et al.,
2011; Kohn, 1984).

Architecturally and computationally, the HSFC
(Figure 58.6) differs somewhat from DIVA (Figure 58.3).

In the HSFC there are two sensory-motor feedback loops,
both of which involve three components, sensory target
representations, motor codes for “hitting” those targets
(learned via external feedback), and a sensory-motor
coordinate transform network. The latter is assumed to
compute the relation between sensory and motor repre-
sentations of speech units. In DIVA, speech production
begins with the activation of a speech sound map in the
frontal lobe; in HSFC, production begins with the activa-
tion of both auditory and motor units corresponding to
the intended word. The auditory units comprise the tar-
get for motor unit selection in the same sense that a visu-
ally perceived object might comprise the target for
activating motor units to execute a reaching action. The
difference with speech is that the sensory (auditory) tar-
get is not physically present in the environment but is
instead a (re-)activated mental representation of the sen-
sory target (i.e., a sound pattern). During motor activa-
tion, the accuracy of motor unit selection is checked,
internally, prior to speech articulation. If motor and sen-
sory units match, then articulation proceeds. If there is a
mismatch, then a correction signal can be generated
prior to articulation. Computationally, this internal
“checking” mechanism is instantiated via excitatory con-
nections from auditory target units to their previously
learned corresponding motor units (via the interface net-
work) and via inhibitory feedback connections from
motor units to their corresponding auditory units. When
the motor and auditory units match, the motor units will
inhibit the auditory target units and carry on with their
activation pattern. When there is a mismatch, motor
units will inhibit nontarget units in the auditory net-
work, allowing the target auditory units to persist in
exciting the correct motor units; this is the “error signal.”
Although a full-scale implementation of this architecture
has not yet been demonstrated, a small-scale computa-
tional simulation has shown the feasibility of this archi-
tecture for internal error detection and correction
(Hickok, 2012). A similar mechanism is assumed to hold
at the various levels of the sensory-motor control
hierarchy.

This architecture explains conduction aphasia as
damage to the cortical interface network. Production is
fluent because motor units are fully intact and can be
activated directly from higher-level word representa-
tions. However, because of damage to the auditory-
motor interface, motor unit activation cannot be
checked against their auditory targets and an increase
in error rates is observed. Once the conduction aphasic
overtly produces an error, it is immediately detected
via external feedback because the auditory target net-
work is intact and the appropriate units are activated.
However, subsequent attempts to correct such errors
often fail, again because of the damage to the auditory-
motor interface. Analysis of the relation between the
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lesions that typically cause conduction aphasia and the
anatomical location of Spt, the auditory-motor inter-
face, has shown good correspondence, lending further
support for the proposed model (Buchsbaum et al.,
2011).

The advantage of the HSFC model is that it incorpo-
rates an internal feedback loop that has some explana-
tory power regarding a speech disorder that has
proven difficult to explain. It also includes a computa-
tional architecture that integrates auditory target acti-
vation, error detection, and error correction into a
single process, which has some appeal from a parsi-
mony standpoint. However, the model is far less
developed than DIVA.

Although the models described herein can account
for a wide range of experimental phenomena, it is
important to note that these models are incomplete in
their characterization of the vastly complex neural pro-
cesses involved in speech production. An iterative pro-
cess of generating testable predictions from a
neurocomputational model, experimentally testing that
prediction, and modifying the model as necessary
to account for the experimental findings will lead
to increasingly accurate accounts of the neural
computations underlying speech.

58.8 FUTURE DIRECTIONS

The advent of noninvasive functional neuroimaging
techniques such as PET and fMRI in the late 20th cen-
tury has led to greatly accelerated progress toward
understanding the neural mechanisms underlying
speech production and perception. In more recent
years, investigators have used multiple neuroimaging
techniques in the same subject pool to overcome lim-
itations in any given technique. For example, fMRI
data, which have high spatial resolution but low tem-
poral resolution, can be combined with either EEG or
MEG, which have high temporal resolution but rela-
tively low spatial resolution. New structural neuroim-
aging techniques such as diffusion-weighted imaging
provide another dimension, namely the ability to cor-
relate differences in brain function with differences in
brain anatomy. We anticipate a continued increase in
the use of multiple neuroimaging modalities as these
neuroimaging technologies become more widely avail-
able and tools for analyzing the combined datasets
improve.

The recent literature has seen a rapid increase in the
number of publications that utilize electrocorticogra-
phy (ECoG) to study the functioning human brain.
ECoG involves electrodes placed on the surface of the
cerebral cortex (either subdural or epidural); this
technique is currently limited almost exclusively to

epilepsy patients undergoing presurgical functional
mapping to guide the surgical intervention. Despite
the relatively limited opportunities for ECoG use,
ECoG during speech production has already been
used to investigate temporal lobe activity in response
to one’s own voice (Creutzfeldt et al., 1989), to com-
pare spoken and sign language (Crone et al., 2001), to
identify the time course of activity across the speech
network during overt (Leuthardt et al., 2012; Pei et al.,
2011) and covert (Pei et al., 2011) word repetition, and
to identify the spatiotemporal pattern of activity in
articulatory representations in sensorimotor cortex
(Bouchard, Mesgarani, Johnson, & Chang, 2013). We
expect this trend to continue due to ECoG’s unique
combination of high spatial and temporal resolution.

Early EEG studies identified correlations between
mental state or behavior and brain rhythms (e.g., alpha
rhythm, delta rhythm, etc.), which are quasi-oscillatory
neural activity patterns that can be identified by peaks
in the frequency spectrum of the recorded signals. The
higher spatial resolution afforded by MEG and ECoG
compared with EEG has led to the development of
computational methods aimed at analyzing interac-
tions between large-scale brain rhythms in different
cortical areas, or in different frequency bands within
the same cortical area. Among other things, these tech-
niques can identify functional connectivity between
different brain regions or functional coupling across
frequency bands within a brain region. An increasing
number of studies are now reporting relationships
between brain rhythms and speech processing (Giraud
et al., 2007; Leuthardt et al., 2011; Luo & Poeppel,
2007). We expect this trend to continue as MEG and
ECoG data become more widely available.

The development of speech prostheses involving
brain�computer interfaces is another promising area
of future research in speech production. Guenther
et al. (2009) utilized intracranial electrodes in the
speech motor cortex to produce the first real-time
speech prosthesis, a system that allowed an individual
suffering from locked-in syndrome to produce vowels
with a speech synthesizer using auditory feedback
from the synthesizer to guide speech “movements.”
In this study, the DIVA model prediction of a spatio-
temporal formant frequency trajectory in the speech
premotor/motor cortex was first verified from elec-
trophysiological recordings during attempted speech.
A decoder was then built to translate brain activity
into predicted formant frequencies, which were then
synthesized into a speech signal using a formant
synthesizer (Klatt, 1980). The delay between neural
firing and corresponding sound output was 50 ms,
which is approximately the delay from motor cortical
activity to sound output in neurologically normal
individuals. This real-time audio feedback allowed the
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users to improve their performance substantially with
a small amount of practice. ECoG has also shown pre-
liminary promise for brain�computer interfaces; for
example, Leuthardt et al. (2011) developed an ECoG-
based brain�computer interface that used activity in
the speech network to control 1-D movement of a
cursor.

Acknowledgments

Supported by the National Institute on Deafness and other
Communication Disorders grants R01 DC007683 (FHG, PI), R01
DC002852 (FHG, PI), R01 DC03681 (GH, PI), and R01 DC009659
(GH, PI). We thank Barbara Holland and Jason Tourville for
assistance with manuscript preparation.

References

Ackermann, H., Mathiak, K., & Riecker, A. (2007). The contribution
of the cerebellum to speech production and speech perception:
Clinical and functional imaging data. Cerebellum, 6, 202�213.

Ackermann, H., Vogel, M., Petersen, D., & Poremba, M. (1992).
Speech deficits in ischaemic cerebellar lesions. Journal of
Neurology, 239, 223�227.

Alario, F. X., Chainay, H., Lehericy, S., & Cohen, L. (2006). The role
of the supplementary motor area (SMA) in word production.
Brain Research, 1076(1), 129�143.

Alexander, G. E., & Crutcher, M. D. (1990). Functional architecture of
basal ganglia circuits: Neural substrates of parallel processing.
Trends Neuroscience, 13, 266�271.

Alexander, G. E., DeLong, M. R., & Strick, K. L. (1986). Parallel orga-
nization of functionally segregated circuits linking basal ganglia
and cortex. Annual Review of Neuroscience, 9, 357�381.

Alm, P. (2004). Stuttering and the basal ganglia circuits: A critical
review of possible relations. Journal of Communication Disorders,
37, 325�369.

Ames, H. (2009). Neural dynamics of speech perception and production:
From speaker normalization to apraxia of speech (Ph.D. dissertation).
Boston University.

Andersen, R. A. (1997). Multimodal integration for the representation
of space in the posterior parietal cortex. Philosophical Transactions
of the Royal Society of London Series B: Biological Sciences, 352(1360),
1421�1428.

Averbeck, B. B., Chafee, M. V., Crowe, D. A., & Georgopoulos, A. P.
(2003). Neural activity in prefrontal cortex during copying geo-
metrical shapes: I. single cells encode shape, sequence, and metric
parameters. Experimental Brain Research, 150(2), 127�141.

Averbeck, B. E., Chafee, M. V., Crowe, D. A., & Georgopoulos, A. P.
(2002). Parallel processing of serial movements in prefrontal cor-
tex. Proceedings of the National Academy of Sciences of the United
States of America, 99(20), 13172�13177.

Baldo, J. V., Klostermann, E. C., & Dronkers, N. F. (2008). It’s either a
cook or a baker: Patients with conduction aphasia get the gist but
lose the trace. Brain and Language, 105, 134�140.

Bastian, H. C. (1887). The “muscular sense”: Its nature and cortical
localisation. Brain, 10, 1�89.

Bendor, D., & Wang, X. (2005). The neuronal representation of pitch
in primate auditory cortex. Nature, 436(7054), 1161�1165.

Bohland, J. W., Bullock, D., & Guenther, F. H. (2010). Neural repre-
sentations and mechanisms for the performance of simple speech
sequences. Journal of Cognitive Neuroscience, 22, 1504�1529.

Bohland, J. W., & Guenther, F. H. (2006). An fMRI investigation of
syllable sequence production. NeuroImage, 32, 821�841.

Bouchard, K. E., Mesgarani, N., Johnson, K., & Chang, E. F. (2013).
Functional organization of human sensorimotor cortex for speech
articulation. Nature, 495, 327�332.

Boyce, S., & Espy-Wilson, C. Y. (1997). Coarticulatory stability in
American English /r/. The Journal of the Acoustical Society of
America, 101, 3741�3753.

Browman, C. P., & Goldstein, L. (1989). Articulatory gestures as
phonological units. Phonology, 6, 201�251.

Buchsbaum, B. R., Baldo, J., Okada, K., Berman, K. F., Dronkers, N.,
D’Esposito, M., et al. (2011). Conduction aphasia, sensory-motor
integration, and phonological short-term memory—An aggregate
analysis of lesion and fMRI data. Brain and Language, 119, 119�128.

Buchsbaum, B. R., Hickok, G., & Humphries, C. (2001). Role of left
posterior superior temporal gyrus in phonological processing for
speech perception and production. Cognitive Science, 25, 663�678.

Bullock, D., & Grossberg, S. (1988). Neural dynamics of planned arm
movements: Emergent invariants and speed-accuracy properties
during trajectory formation. Psychological Review, 95, 49�90.

Bullock, D., Grossberg, S., & Guenther, F. H. (1993). A self-
organizing neural network model for redundant sensory-motor
control, motor equivalence, and tool use. Journal of Cognitive
Neuroscience, 5, 408�435.

Burnett, T. A., Freedland, M. B., Larson, C. R., & Hain, T. C. (1998).
Voice F0 responses to manipulations in pitch feedback. The
Journal of the Acoustical Society of America, 103, 3153�3161.

Callan, D. E., Kent, R. D., Guenther, F. H., & Vorperian, H. K. (2000).
An auditory-feedback-based neural network model of speech pro-
duction that is robust to developmental changes in the size and
shape of the articulatory system. Journal of Speech, Language, and
Hearing Research, 43, 721�736.

Caplan, D., Gow, D., & Makris, N. (1995). Analysis of lesions by MRI
in stroke patients with acoustic-phonetic processing deficits.
Neurology, 45, 293�298.

Celsis, P., Boulanouar, K., Doyon, B., Ranjeva, J. P., Berry, I.,
Nespoulous, J. L., et al. (1999). Differential fMRI responses in the
left posterior superior temporal gyrus and left supramarginal
gyrus to habituation and change detection in syllables and tones.
NeuroImage, 9, 135�144.

Civier, O., Bullock, D., Max, L., & Guenther (2013). Computational
modeling of stuttering caused by impairments in a basal ganglia
thalamo-cortical circuit involved in syllable selection and
initiation. Brain and Language, 126, 263�278

Civier, O., Tasko, S. M., & Guenther, F. H. (2010). Overreliance on
auditory feedback may lead to sound/syllable repetitions:
Simulations of stuttering and fluency-inducing conditions with a
neural model of speech production. Journal of Fluency Disorders,
35, 246�279.

Clower, W. T., & Alexander, G. E. (1998). Movement sequence-
related activity reflecting numerical order of components in sup-
plementary and presupplementary motor areas. Journal of
Neurophysiology, 80, 1562�1566.

Creutzfeldt, O., Ojemann, G., & Lettich, E. (1989). Neuronal-activity
in the human lateral temporal-lobe.2. Responses to the subjects
own voice. Experimental Brain Research, 77, 476�489.

Crone, N. E., Hao, L., Hart, J., Jr, Boatman, D., Lesser, R. P.,
Irizarry, R., et al. (2001). Electrocorticographic gamma activity
during word production in spoken and sign language. Neurology,
57(11), 2045�2053.

Damasio, H., & Damasio, A. R. (1980). The anatomical basis of con-
duction aphasia. Brain, 103, 337�350.

Davidson, P. R., & Wolpert, D. M. (2005). Widespread access to pre-
dictive models in the motor system: A short review. Journal of
Neural Engineering, 2(3), S313�S319.

737REFERENCES

J. SPEAKING



Delattre, P., & Freeman, D. (1968). A dialect study of American R’s
by X-ray motion picture. Linguistics, 44, 29�68.

Desmurget, M., & Grafton, S. (2000). Forward modeling allows feed-
back control for fast reaching movements. Trends in Cognitive
Sciences, 4(11), 423�431.

D’Esposito, M., Aguirre, G. K., Zarahn, E., Ballard, D., Shin, R. K., &
Lease, J. (1998). Functional MRI studies of spatial and nonspatial
working memory. Cognitive Brain Research, 7(1), 1�13.

Fant, G. (1960). Acoustic theory of speech production. The Hague:
Mouton and Co.

Fiez, J. A., Raife, E. A., Balota, D. A., Schwarz, J. P., Raichle, M. E., &
Petersen, S. E. (1996). A positron emission tomography study of
the short-term maintenance of verbal information. The Journal
of Neuroscience, 16(2), 808�822.

Gabrieli, J. D. E., Poldrack, R. A., & Desmond, J. E. (1998). The role
of left prefrontal cortex in language and memory. Proceedings of
the National Academy of Sciences of the United States of America, 95,
906�913.

Geschwind, N. (1965). Disconnexion syndromes in animals and man
II. Brain, 88, 585�644.

Ghosh, S. S., Tourville, J. A., & Guenther, F. H. (2008). A neuroimag-
ing study of premotor lateralization and cerebellar involvement
in the production of phonemes and syllables. Journal of Speech,
Language, and Hearing Research, 51, 1183�1202.

Giraud, A. L., Kleinschmidt, A., Poeppel, D., Lund, T. E.,
Frackowiak, R. S., & Laufs, H. (2007). Endogenous cortical
rhythms determine cerebral specialization for speech perception
and production. Neuron, 56, 1127�1134.

Golfinopoulos, E., Tourville, J. A., Bohland, Ghosh, S. S., Nieto-
Castanon, A., & Guenther, F. H. (2011). fMRI investigation of
unexpected somatosensory feedback perturbation during speech.
NeuroImage, 55, 1324�1338.

Goodglass, H. (1992). Diagnosis of conduction aphasia. In S. E. Kohn
(Ed.), Conduction aphasia (pp. 39�49). Hillsdale, NJ: Lawrence
Erlbaum Associates.

Gracco, V. L. (1994). Some organizational characteristics of speech
movement control. Journal of Speech and Hearing Research, 37, 4�27.

Gracco, V. L., & Lofqvist, A. (1994). Speech motor coordination and
control: Evidence from lip, jaw, and laryngeal movements. The
Journal of Neuroscience, 14, 6585�6597.

Guenther, F. H. (1992). Neural models of adaptive sensory-motor control for
flexible reaching and speaking (Ph.D. dissertation). Boston University.

Guenther, F. H. (1995a). A modeling framework for speech motor
development and kinematic articulator control. In K. Elenius, &
P. Branderud (Eds.), Proceedings of the XIIIth international congress
of phonetic sciences, Stockholm, Sweden, 13�19 August, 1995 (Vol. 2,
pp. 92�99). Stockholm, Sweden: KTH and Stockholm University.

Guenther, F. H. (1995b). Speech sound acquisition, coarticulation,
and rate effects in a neural network model of speech production.
Psychological Review, 102, 594�621.

Guenther, F. H., Brumberg, J. S., Wright, E. J., Nieto-Castanon, A.,
Tourville, J. A., Panko, M., et al. (2009). A wireless brain�
machine interface for real-time speech synthesis. PLoS ONE,
4(12), e82181 .

Guenther, F. H., Espy-Wilson, C. Y., Boyce, S. E., Matthies, M. L.,
Zandipour, M., & Perkell, J. S. (1999). Articulatory tradeoffs reduce
acoustic variability during American English /r/ production. The
Journal of the Acoustical Society of America, 105, 2854�2865.

Guenther, F. H., Ghosh, S. S., & Tourville, J. A. (2006). Neural model-
ing and imaging of the cortical interactions underlying syllable
production. Brain and Language, 96, 280�301.

Guenther, F. H., Hampson, M., & Johnson, D. (1998). A theoretical
investigation of reference frames for the planning of speech
movements. Psychological Review, 105, 611�633.

Guenther, F. H., & Vladusich, T. (2012). A neural theory of speech
acquisition and production. Journal of Neurolinguistics, 25, 408�422.

Hargrave, S., Kalinowski, J. S., Stuart, A., Armson, J., & Jones, K.
(1994). Effect of frequency-altered feedback on stuttering fre-
quency at normal and fast speech rates. Journal of Speech and
Hearing Research, 37, 1313�1319.

Harrington, D. L., & Haaland, K. Y. (1998). Sequencing and timing
operations of the basal ganglia. In D. A. Rosenbaum, & C. E.
Collyer (Eds.), Timing of behavior: Neural, psychological, and compu-
tational perspectives (pp. 35�61). Cambridge, MA: MIT Press.

Hickok, G. (2012). Computational neuroanatomy of speech produc-
tion. Nature Reviews Neuroscience, 13, 135�145.

Hickok, G., Buchsbaum, B., Humphries, C., & Muftuler, T. (2003).
Auditory-motor interaction revealed by fMRI: Speech, music, and
working memory in area Spt. Journal of Cognitive Neuroscience, 15,
673�682.

Hickok, G., & Poeppel, D. (2004). Dorsal and ventral streams: A
framework for understanding aspects of the functional anatomy
of language. Cognition, 92, 67�99.

Hillis, A. E., Work, M., Barker, P. B., Jacobs, M. A., Breese, E. L., &
Maurer, K. (2004). Reexamining the brain regions crucial for
orchestrating speech articulation. Brain, 127(7), 1479�1487.

Ho, A. K., Bradshaw, J. L., Cunnington, R., Phillips, J. G., &
Iansek, R. (1998). Sequence heterogeneity in Parkinsonian speech.
Brain and Language, 64, 122�145.

Houde, J. F., & Jordan, M. I. (1998). Sensorimotor adaptation in
speech production. Science, 279(5354), 1213�1216.

Houde, J. F., Nagarajan, S. S., Sekihara, K., & Merzenich, M. M.
(2002). Modulation of the auditory cortex during speech: An
MEG study. Journal of Cognitive Neuroscience, 14, 1125�1138.

Ito, T., & Ostry, D. J. (2012). Speech sounds alter facial skin sensation.
Journal of Neurophysiology, 107(1), 442�447.

Ito, T., Tiede, M., & Ostry, D. J. (2009). Somatosensory function in
speech perception. Proceedings of the National Academy of Sciences
of the United States of America, 106(4), 1245�1248.

Jonas, S. (1987). The supplementary motor region and speech. In E.
Perecman (Ed.), The frontal lobes revisited (pp. 241�250). New
York, NY: IRBN Press.

Jurgens, U. (1984). The efferent and efferent connections of the sup-
plementary motor area. Brain Research, 300, 63�81.

Kawato, M. (1999). Internal models for motor control and trajectory
planning. Current Opinion in Neurobiology, 9(6), 718�727.

Kent, R. D. (2000). Research on speech motor control and its disor-
ders: A review and prospective. Journal of Communication
Disorders, 33, 391�427.

Kerns, J. G., Cohen, J. D., Stenger, V. A., & Carter, C. S. (2004).
Prefrontal cortex guides context-appropriate responding during
language production. Neuron, 43, 283�291.

Klatt, D. H. (1980). Software for a cascade/parallel formant synthe-
sizer. The Journal of the Acoustical Society of America, 67, 971�995.

Kohn, S. E. (1984). The nature of the phonological disorder in con-
duction aphasia. Brain and Language, 23, 97�115.

Krakauer, J., & Ghez, C. (1999). Voluntary movement. In E. R.
Kandel, J. H. Schwartz, & T. M. Jessell (Eds.), Principles of neural
science (4th ed., pp. 756�781). New York, NY: McGraw Hill.

Kumar, S., & Schönwiesner, M. (2012). Mapping human pitch repre-
sentation in a distributed system using depth-electrode record-
ings and modeling. The Journal of Neuroscience, 32, 13348�13351.

Larson, C. R., Burnett, T. A., Bauer, J. J., Kiran, S., Hain, T. C., &
Bauer, J. J. (2001). Comparison of voice F0 responses to pitch-shift
onset and offset conditions. The Journal of the Acoustical Society of
America, 110, 2845�2848.

Lehericy, S., Ducros, M., Krainik, A., Francois, C., Van de Moortele, P. F.,
Ugurbil, K., et al. (2004). 3-D diffusion tensor axonal tracking

738 58. NEURAL MODELS OF MOTOR SPEECH CONTROL

J. SPEAKING



shows distinct SMA and pre-SMA projections to the human stria-
tum. Cerebral Cortex, 14(12), 1302�1309.

Leuthardt, E. C., Gaona, C., Sharma, M., Szrama, N., Roland, J.,
Freudenberg, Z., et al. (2011). Using the electrocorticographic
speech network to control a brain�computer interface in humans.
Journal of Neural Engineering, 8, 036004.

Leuthardt, E. C., Pei, X. M., Breshears, J., Gaona, C., Sharma, M.,
Fredenberg, Z., et al. (2012). Temporal evolution of gamma activ-
ity in human cortex during an overt and covert word repetition
task. Frontiers in Human Neuroscience, 6, 99.

Levelt, W. J., & Wheeldon, L. (1994). Do speakers have access to a
mental syllabary? Cognition, 50, 239�269.

Liberman, A. M., Cooper, F. S., Shankweiler, D. P., & Studdert-
Kennedy, M. (1967). Perception of the speech code. Psychological
Review, 74(6), 431�461.

Liberman, A. M., & Mattingly, I. G. (1985). The motor theory of
speech perception revised. Cognition, 21, 1�36.

Lindblom, B., Lubker, J., & Gay, T. (1979). Formant frequencies of
some fixed-mandible vowels and a model of speech motor pro-
gramming by predictive simulation. Journal of Phonetics, 7,
147�161.

Luo, H., & Poeppel, D. (2007). Phase patterns of neuronal responses
reliably discriminate speech in human auditory cortex. Neuron,
54, 1001�1010.

Luppino, G., Matelli, M., Camarda, R., & Rizzolatti, G. (1993).
Corticocortical connections of area F3 (SMA-proper) and area F6
(pre-SMA) in the macaque monkey. The Journal of Comparative
Neurology, 338(1), 114�140.

MacCulloch, M. J., Eaton, R., & Long, E. (1970). The long term effect
of auditory masking on young stutterers. The British Journal of
Disorders of Communication, 5, 165�173.

MacNeilage, P. F. (1998). The frame/content theory of evolution of
speech production. The Behavioral and Brain Sciences, 21, 499�511.

Maeda, S. (1990). Compensatory articulation during speech:
Evidence from the analysis and synthesis of vocal tract shapes
using an articulatory model. In W. J. Hardcastle, & A. Marchal
(Eds.), Speech production and speech modeling (pp. 131�149).
Boston, MA: Kluwer Academic.

Matsumoto, R., Nair, D. R., LaPresto, E., Bingaman, W., Shibasaki, H.,
& Luders, H. O. (2007). Functional connectivity in human
cortical motor system: A cortico-cortical evoked potential study.
Brain, 130(1), 181�197.

Matsumoto, R., Nair, D. R., LaPresto, E., Najm, I., Bingaman, W.,
Shibasaki, H., et al. (2004). Functional connectivity in the human
language system: a cortico-cortical evoked potential study. Brain,
127, 2316�2330.

McGurk, H., & MacDonald, J. (1976). Hearing lips and seeing voices.
Nature, 264(5588), 746�748.

Miall, R. C., & Wolpert, D. M. (1996). Forward models for physiologi-
cal motor control. Neural Networks, 9(8), 1265�1279.

Middleton, F. A., & Strick, P. L. (1997). Cerebellar output channels.
International Review of Neurobiology, 41, 61�82.

Middleton, F. A., & Strick, P. L. (2000). Basal ganglia and cerebellar
loops: Motor and cognitive circuits. Brain Research Reviews, 31,
236�250.

Murdoch, B. E. (2001). Subcortical brain mechanisms in speech and
language. Folia Phoniatrica et Logopaedica, 53, 233�251.

Nieto-Castanon, A., Guenther, F. H., Perkell, J. S., & Curtin, H. D.
(2005). A modeling investigation of articulatory variability and
acoustic stability during American English /r/ production. The
Journal of the Acoustical Society of America, 117, 3196�3212.

Nozari, N., Dell, G. S., & Schwartz, M. F. (2011). Is comprehension
necessary for error detection? A conflict-based account of moni-
toring in speech production. Cognitive Psychology, 63, 1�33.

Numminen, J., & Curio, G. (1999). Differential effects of overt, covert
and replayed speech on vowel-evoked responses of the human
auditory cortex. Neuroscience Letters, 272, 29�32.

Numminen, J., Salmelin, R., & Hari, R. (1999). Subject’s own speech
reduces reactivity of the human auditory cortex. Neuroscience
Letters, 265, 119�122.

Oppenheim, G. M., & Dell, G. S. (2008). Inner speech slips exhibit
lexical bias, but not the phonemic similarity effect. Cognition, 106,
528�537.

Passingham, R. E. (1993). The frontal lobes and voluntary action.
Oxford: Oxford University Press.

Peeva, M. G., Guenther, F. H., Tourville, J. A., Nieto-Castanon, A.,
Anton, J. L., Nazarian, B., et al. (2010). Distinct representations of
phonemes, syllables, and supra-syllabic sequences in the speech
production network. NeuroImage, 50, 626�638.

Pei, X., Leuthardt, E. C., Gaona, C. M., Brunner, P., Wolpaw, J. R., &
Schalk, G. (2011). Spatiotemporal dynamics of electrocortico-
graphic high gamma activity during overt and covert word repe-
tition. NeuroImage, 54, 2960�2972.

Perkell, J. S., Guenther, F. H., Lane, H., Matthies, M. L., Perrier, P.,
Vick, J., et al. (2000). A theory of speech motor control and support-
ing data from speakers with normal hearing and profound hearing
loss. Journal of Phonetics, 28, 233�272.

Perkell, J. S., Guenther, F. H., Lane, H., Matthies, M. L., Stockmann, E.,
Tiede, M., et al. (2004). The distinctness of speakers’ productions of
vowel contrasts is related to their discrimination of the contrasts.
The Journal of the Acoustical Society of America, 116(4), 2338�2344.

Perkell, J. S., Matthies, M. L., Tiede, M., Lane, H., Zandipour, M.,
Stockmann, E., et al. (2004). The distinctness of speakers’ /s-sh/
contrast is related to their auditory discrimination and use of an
articulatory saturation effect. Journal of Speech Language and
Hearing Research, 47, 1259�1269.

Petrides, M. (1991). Functional specialization within the dorsolateral
frontal cortex for serial order memory. Proceedings of the Royal
Society of London, B Biological Sciences, 246(1317), 299�306.

Pickett, E. R., Kuniholm, E., Protopapas, A., Friedman, J., & Lieberman,
P. (1998). Selective speech motor, syntax and cognitive deficits asso-
ciated with bilateral damage to the putamen and the head of the
caudate nucleus: A case study. Neuropsychologia, 36, 173�188.

Rizzolatti, G., & Craighero, L. (2004). The mirror-neuron system.
Annual Reviews in the Neurosciences, 27, 169�192.

Rizzolatti, G., Fogassi, L., & Gallese, V. (1997). Parietal cortex: From
sight to action. Current Opinion in Neurobiology, 7(4), 562�567.

Rosenbaum, D. A., Engelbrecht, S. E., Bushe, & Loukopoulos, L. D.
(1993). Knowledge model for selecting and producing reaching
movements. Journal of Motor Behavior, 25, 217�227.

Rosenbaum, D. A., Loukopoulos, L. D., Meulenbroek, R. G. J.,
Vaughan, J., & Engelbrecht, S. E. (1995). Planning reaches by eval-
uating stored postures. Psychological Review, 192, 28�67.

Sancier, M. L., & Fowler, C. A. (1997). Gestural drift in a bilingual
speaker of Brazilian Portuguese and English. Journal of phonetics,
25, 421�436.

Sanes, J. N., Mauritz, K. H., Evarts, E. V., Dalakas, M. C., & Chu, A.
(1984). Motor deficits in patients with large-fiber sensory neurop-
athy. Proceedings of the National Academy of Sciences of the United
States of America, 81, 979�982.

Schmahmann, J. D., & Pandya, D. N. (1997). The cerebrocerebellar
system. International Review of Neurobiology, 41, 31�60.

Shadmehr, R., & Mussa-Ivaldi, F. A. (1994). Adaptive representation
of dynamics during learning of a motor task. The Journal of
Neuroscience, 14, 3208�3224.

Shima, K., & Tanji, J. (2000). Neuronal activity in the supplementary
and presupplementary motor areas for temporal organization of
multiple movements. Journal of Neurophysiology, 84, 2148�2160.

739REFERENCES

J. SPEAKING



Sperry, R. W. (1950). Neural basis of the spontaneous optokinetic
response produced by visual inversion. Journal of Comparative and
Physiological Psychology, 43(6), 482�489.

Stevens, K. (1998). Acoustic phonetics. Cambridge, MA: MIT Press.
Tian, X., & Poeppel, D. (2010). Mental imagery of speech and move-

ment implicates the dynamics of internal forward models.
Frontiers in Psychology, 1, 166.

Tourville, J. A., & Guenther, F. H. (2011). The DIVA model: A neural
theory of speech acquisition and production. Language and
Cognitive Processes, 26, 952�981.

Tourville, J. A., Reilly, K. J., & Guenther, F. H. (2008). Neural
mechanisms underlying auditory feedback control of speech.
NeuroImage, 39, 1429�1443.

Van Riper, C. (1982). The nature of stuttering (2nd ed.). Englewood
Cliffs, NJ: Prentice-Hall.

von Helmholtz, H. (1925). Helmholtz’s treatise on physiological optics
(3rd ed., 1910) (J.P.C. Southall, Trans.). New York, NY: Optical
Society of America.

Waldstein, R. S. (1989). Effects of postlingual deafness on speech pro-
duction: Implications for the role of auditory feedback. The
Journal of the Acoustical Society of America, 88, 2099�2144.

Wilson, S. M., Saygin, A. E. P., Sereno, M. I., & Iacoboni, M. (2004).
Listening to speech activates motor areas involved in speech
production. Nature Neuroscience, 7(7), 701�702.

Wise, R. J., Greene, J., Buchel, C., & Scott, S. K. (1999). Brain regions
involved in articulation. Lancet, 353, 1057�1061.

Wolpert, D. M., Ghahramani, Z., & Jordan, M. I. (1995). An internal
model for sensorimotor integration. Science, 269, 1880�1882.

Yates, A. J. (1963). Delayed auditory feedback. Psychological Bulletin,
60, 213�251.

Ziegler, W., Kilian, B., & Deger, K. (1997). The role of the left mesial
frontal cortex in fluent speech: Evidence from a case of left sup-
plementary motor area hemorrhage. Neuropsychologia, 35(9),
1197�1208.

740 58. NEURAL MODELS OF MOTOR SPEECH CONTROL

J. SPEAKING



C H A P T E R

59

Neurobiology of Speech Production: A Motor
Control Perspective

Pascale Tremblay1,2, Isabelle Deschamps1,2 and Vincent L. Gracco3,4,5
1Centre de Recherche de l’Institut Universitaire en Santé Mentale de Québec, Québec City, QC, Canada; 2Département
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59.1 INTRODUCTION

Speech is one of the most distinguishing human
traits. It represents a model neural system for studying
a range of human characteristics from sensorimotor
control to cognition. It uses a complex control system
optimized for sequential output and is used for both
self-expressive and interactive communication. The
production of speech reflects a complex and dynamic
process dependent on the interaction among multiple
cortical and subcortical regions for the fine control of
more than 100 muscles located in the oral cavity, neck,
and abdomen (see Figure 59.1 for an overview). In the
following, we identify the set of processes involved in
speech production as well as their neural substrate.

59.2 NEUROBIOLOGY OF SPEECH
MOTOR CONTROL

59.2.1 Speech Representations

From a linguistic perspective, a number of potential
candidate constructs may be represented in the neural
processes associated with the production of speech.
One view in the psycholinguistic literature is that gram-
matical encoding, or the creation of lexical items within
a syntactic frame, and phonological encoding, including
the specification of prosodic structure, are the two fun-
damental processes that create the phonetic plan
(Garrett, 1993; Levelt, 1992, 1993). The phonetic plan

interfaces seamlessly with speech motor processes that
generate the sequence of sounds specified in the plan.

One approach to associate these broad psycholin-
guistic processes with their neural substrates comes
from studies using speech errors. Speech errors can
provide valuable insights regarding the linguistic
principles that are involved in the production of
speech because these errors are generally consistent
with language-specific phonological rules (Goldrick &
Daland, 2009). Based on speech error analyses, some
researchers have postulated that the units of speech
planning are individual phonological features
(Mowrey & MacKay, 1990), whereas others propose
that these units are bigger [e.g., phonemes (Roelofs,
1997, 1999; Stemberger, 1982), syllables (Levelt, 1999),
or words]. Recently, Peeva and colleagues (2010) used
functional magnetic resonance imaging (fMRI) and a
repetition�suppression (RS) paradigm (Grill-Spector,
Henson, & Martin, 2006; Grill-Spector & Malach,
2001) to study speech representations. Capitalizing on
the RS phenomenon in which the repetition of a
stimulus leads to reduced neural activity (Henson &
Rugg, 2003), the authors varied the repetition rate of
phonemes, syllables, and pseudowords expecting that
areas sensitive to the processing of a specific type of
phonological unit would show specific RS effects.
Sensitivity to phonemic information was found in the
supplementary motor area (SMA), the left palladium
(in the basal ganglia or BG), the left posterior super-
ior temporal gyrus (STG), and the left superior
posterior lateral cerebellum. Sensitivity to syllable
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level information was found in the ventral premotor
cortex (vPMC), which was also sensitive to phonemic
information. Finally, sensitivity to supra-syllabic
information was found in the right superior posterior
lateral cerebellum. These results suggest that
multiple levels of representations, including phone-
mic and syllabic, are involved in the production of
speech sounds.

59.2.2 Speech Motor Planning and
Programming

During speech production, phonological encoding is
the retrieval of the phonological code that consists of
segmental (phonemes, syllables) and suprasegmental
information (such as stress). This information is used
to build a representation of the syllabified word form.
The syllabified word form provides the framework for
the planning of a motor act. Although models of
speech production converge on the notion that the out-
put of phonological encoding is a phonological word
in which metrical, syllabic, and segmental properties
are fully specified, models of speech production differ
with regard to whether the retrieval of the phonologi-
cal code is presyllabified. For some, the syllabification

is computed online depending on the context (Levelt,
Roelofs, & Meyer, 1999), whereas for others the phono-
logical code is presyllabified (Dell, 1988). Regardless of
the theoretical perspective, phonological encoding
is associated with the process of speech motor
preparation, which involves the activation and transla-
tion of phonological representations into multiple
domain-general mechanisms, including response
selection, response sequencing, and movement initia-
tion. These important mechanisms, often referred to
as “supra-motor functions” or “motor cognition”
(Freund, Jeannerod, Hallett, & Leiguarda, 2005), are
not specific to speech production but instead are part
of the planning of all voluntary actions. Speech pro-
duction builds on common action control mechanisms
consistent with the notion that the speech system is an
overlaid functional system that “[. . .] gets what service it
can out of organs and functions, nervous and muscular,
that have come into being and are maintained for very dif-
ferent ends than its own” (Sapir, 1921).

59.2.2.1 Response Selection

Response selection in spoken language production is
the process by which a set of lexical units forming a mes-
sage is transformed into motor programs, that is, stored
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motor routines. Several neuroimaging studies have
examined the process of selecting nonspeech motor
responses (such as finger and hand movements) and
revealed activation in the presupplementary motor area
(pre-SMA) (Brodmann’s medial area 6) in which the
increase in activation is commensurate with demands on
response selection. For instance, activation in pre-SMA is
enhanced when participants are free to choose a motor
response from among several alternatives compared
with when they are required to execute a specific, stimu-
lus-driven, motor response (Deiber, Ibanez, Sadato, &
Hallett, 1996; Lau, Rogers, & Passingham, 2006; Weeks,
Honda, Catalan, & Hallett, 2001). Consistent with the
nonspeech literature, several fMRI studies have shown
that manipulating response selection during single word
production modulates distributed brain networks
including the pre-SMA, but also the adjacent cingulate
motor area (CMA) and the vPMC (Crosson et al., 2001;
Nagel, Schumacher, Goebel, & D’Esposito, 2008;
Tremblay & Gracco, 2006; Tremblay & Small, 2011).
Importantly, the pre-SMA is involved in selecting single
words (Alario, Chainay, Lehericy, & Cohen, 2006;
Tremblay & Gracco, 2006) but also noncommunicative
oral motor gestures (Braun, Guillemin, Hosey, & Varga,
2001; Tremblay & Gracco, 2010), revealing a domain-
general selection mechanism. Moreover, transcranial
magnetic stimulation (TMS) to the pre-SMA leads to
impaired voluntary selection of actions, including words
and noncommunicative oral motor gestures (Tremblay
& Gracco, 2009), supporting the notion of a domain-
general selection process. Taken together, these results
suggest that the pre-SMA plays a central role in selecting
motor responses for speech production. The pre-SMA
has a connectivity pattern that is ideal for linking higher-
level cognitive (including linguistic) and motor processes,
a sine qua non for the implementation of response selec-
tion, with important projections from the prefrontal cor-
tex, particularly the dorsolateral prefrontal cortex or
DLPFC (Lu, Preston, & Strick, 1994; Luppino, Matelli,
Camarda, & Rizzolatti, 1993), and connections with sev-
eral nonprimary motor areas, such as the SMA-proper
and the PMC (Luppino & Rizzolatti, 2000), for controlling
motor output. Recent fMRI evidence suggests a role for
the caudate nucleus in response selection for speech pro-
duction (Argyropoulos, Tremblay, & Small, 2013), consis-
tent with evidence on the anatomical connectivity of the
caudate, which connects with the prefrontal as well as
the SMA/pre-SMA (Di Martino et al., 2008; Lehericy
et al., 2004), suggesting that response selection is imple-
mented through cortico-striatal connections between the
pre-SMA and the caudate nucleus.

59.2.2.2 Response Sequencing

In his classic article on serial order, Lashley described
the problem of organizing component parts of an action

into movement sequences as the action syntax problem
(Lashley, 1951). The manifestation of action syntax can
be seen in a multitude of behaviors ranging from human
thought (Marsden, 1984) to grooming behavior in rats
(Aldridge, Berridge, & Rosen, 2004). For speech, action
sequences can be organized around multiple compo-
nents (phonemes, syllables, words, phrases, etc.); with-
out appropriate timing, in terms of either initiating the
action or sequencing the action units, communication
would be difficult. fMRI studies have shown that motor
sequencing is implemented in a network of regions orga-
nized around nonprimary motor areas (SMA-proper,
PM), the cerebellum, and the BG (Bengtsson, Ehrsson,
Forssberg, & Ullen, 2005; Gerloff, Corwell, Chen, Hallett,
& Cohen, 1997; Macar et al., 2002). Repetitive TMS of the
SMA-proper results in sequential timing disruptions in a
complex finger movement task (Gerloff et al., 1997);
SMA-proper activation accompanies tasks requiring the
processing of temporal patterns (Macar et al., 2002).
Using fMRI, Bohland and Guenther (2006) showed a
bilateral network including the SMA, the anterior insula,
and the superior cerebellum that was more strongly
recruited for the production of complex sequences of syl-
lables (ka-ru-ti) compared with the production of sim-
pler sequences, which consisted of repeating the same
sound three times (ta-ta-ta), consistent with the non-
speech literature. Although there remains a number of
issues regarding the implementation of selection and
sequencing mechanisms for speech, the available empiri-
cal evidence, though limited, suggests that speech pro-
duction relies on common action control mechanisms
centered on the pre-SMA, SMA, and vPMC.

59.2.2.3 Motor Programming

Preparing speech production also involves fine-tuning
of the planned motor routines, including adjustments of
velocity, muscle tone, movement range, and direction.
Motor programming is necessary because even though a
closed set of syllables is available in each language and
probably stored as a set of motor routines, syllables and
words are never produced identically, they are co-
articulated and modulated as a function of the linguistic,
environmental, emotional, and social contexts. Motor pro-
gramming is usually believed to involve both online
feedback-based and feedforward control systems.
According to Van der Merwe (2009), regions involved in
programming include the cerebellum, SMA-proper, M1,
and the BG, but experimental evidence is lacking. The
issue of feedback-based motor control is discussed in
Section 59.3.

59.2.2.4 Movement Initiation

The initiation and termination of an action is funda-
mental to all voluntary motor behaviors. For speech
production, starting and stopping speech movements
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is associated with a diverse range of communicative
actions such as turn-taking, producing a list of words,
and the insertion of pauses for emphasis. The SMA-
proper has been previously identified as contributing
to speech timing (Brendel et al., 2010; Gracco, 1997)
and, more generally, has been associated with
sequence timing as well as the perception of time.
Recently, using functional connectivity analysis, and
evaluating the temporal dynamics of the BOLD
signal, two separately organized networks for speech
production have been proposed (Brendel et al., 2010;
Riecker et al., 2005) with the SMA and the insula iden-
tified as network components contributing to motor
timing. For example, TMS to the SMA results in
sequential timing disruptions (Gerloff et al., 1997),
varying rate of stimulus presentation during reading
results in modulation of SMA-proper activity (Price,
Moore, Humphreys, Frackowiak, & Friston, 1996), and
SMA activity accompanies tasks requiring the proces-
sing of temporal patterns (Bengtsson et al., 2005;
Macar et al., 2002). Similarly, damage to the insula
results in speech initiation impairments (Shuren, 1993)
and apraxia of speech (Dronkers, 1996), a disorder of
temporal sequencing, although there is controversy
surrounding the role of insula in motor sequencing
(Hillis et al., 2004). One possibility is that the SMA-
proper and insula may be working to coordinate and
time sequential actions, possibly through priming and
then triggering motor cortex output. Speech and oral
movements are localized around the central sulcus of
the insula in an area that does not have direct projec-
tions onto lower motor neurons but does connect to
frontal regions, including the DLPFC as well as the
SMA and the sensorimotor portions of the striatum
(Augustine, 1996). The DLPFC on the right hemisphere
is known to modulate lower level systems (Shallice,
2004) and activity in the right DLPFC may be contrib-
uting to speech timing and/or temporal processing of
action sequences (Coull, Frackowiak, & Frith, 1998;
Vallesi, Shallice, & Walsh, 2007). It appears that the
insula and SMA-proper form an integrated network
component, operating in concert with peripheral feed-
back systems, to time sequential speech motor output.
When there is a need for explicit timing control, pre-
frontal cortex participation is recruited.

Another way to study movement initiation is to
compare the manner in which movements are trig-
gered, whether externally by sensory events or at will.
Movements initiated by external stimuli produce reli-
able activity in SMA-proper (Lee, Chang, & Roh, 1999;
Thickbroom et al., 2000; Wiese et al., 2004) as well as
in the left dorsal PMC (Krams, Rushworth, Deiber,
Frackowiak, & Passingham, 1998; Lepage et al., 1999;
Weeks et al., 2001), suggesting that these areas are
involved in initiating actions based on external sensory

triggers. In humans, TMS to the left PMC results in a
response delay and a disruption in the early stage of
reaching and grasping (before movement execution),
suggesting a role in the onset of movement (Schluter,
Rushworth, Passingham, & Mills, 1998). Importantly,
the contrast of self-initiated and externally triggered
movements reveals activation in the pre-SMA (Deiber
et al., 1996; Jenkins, Jahanshahi, Jueptner, Passingham,
& Brooks, 2000; Tsujimoto, Ogawa, Tsukada, Kakiuchi,
& Sasaki, 1998), suggesting a role for this region in the
generation of an internal trigger to move, which sup-
ports a role for the SMA/pre-SMA in the timing and
initiation of actions. Another potentially important
region for the timing of actions and the generation of a
movement trigger is the BG. In patients with
Parkinson’s disease (PD), a disorder of BG, there is a
clear decline in the ability to initiate movements at will
without a concomitant reduction or slowing of exter-
nally triggered actions (Cunnington, Iansek, &
Bradshaw, 1999; Freeman, Cody, & Schady, 1993;
Praamstra, Stegeman, Cools, Meyer, & Horstink, 1998).
Other BG dysfunctions lead to difficulty starting, stop-
ping, or sustaining movements including speech
(Speedie, Wertman, Ta’ir, & Heilman, 1993), as well as
abnormal rate, regularity, and temporal ordering of
speech movements (Ludlow, Connor, & Bassich, 1987;
Skodda, 2011; Skodda & Schlegel, 2008; Volkmann,
Hefter, Lange, & Freund, 1992), demonstrating the
importance of BG for the timing of speech actions.

59.3 SPEECH MOVEMENT EXECUTION

The final output for speech comes mainly from the
ventral part of the primary motor cortex (vM1), which
contains the neurons controlling the vocal tract
(Penfield & Boldrey, 1937). It has been estimated that
approximately 100 striated and visceral muscles, dis-
tributed across the abdomen, neck, larynx, pharynx,
and oral cavity, are involved in the production of
speech, reflecting the immense complexity of this func-
tional system, which, in mature speakers, may produce
as many as 14 phonemes per second (i.e., between six
and nine syllables per second) (Kent, 2000).

The pyramidal system, which includes the corticosp-
inal and corticobulbar tracts, is one of the most important
efferent pathways for the control of voluntary
muscle contractions. It connects neurons in the cortex
(upper motor neurons, UMN) to alpha (lower) motor
neurons (LMN) located in the brainstem and spinal cord.
LMN innervate the muscle fibers located in the face,
neck, and abdomen. M1 is the cortical area that contains
the largest number of pyramidal fibers (Kuypers, 1973;
Murray & Coulter, 1981; Ralston & Ralston, 1985), partic-
ularly the giant Betz cells located in cortical layer V.
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However, anatomical studies have shown that M1 is
connected through long and short association fibers to
multiple nonprimary motor areas, including the SMA
(Dum & Strick, 1991, 1996; Muakkassa & Strick, 1979) the
CMA located just beneath the SMA on the dorsal and
ventral banks of the cingulate sulcus (Dum & Strick,
1991; Muakkassa & Strick, 1979) and the dorsal and ven-
tral PMC (Barbas & Pandya, 1987; Dum & Strick, 1991;
He, Dum, & Strick, 1993). Importantly, these nonprimary
motor areas contain a high density of corticospinal and
corticobulbar neurons, directly projecting to the spinal
cord through the pyramidal tract (for a review of the
connectivity of nonprimary motor areas, see Picard &
Strick, 1996, 2001), and thus each has the potential to
influence the generation and control of movement inde-
pendently of M1 (Dum & Strick, 1991). Electrical stimula-
tion of the SMA (Fried et al., 1991; Morris, Dinner,
Luders, Wyllie, & Kramer, 1988; Penfield & Welch, 1951;
Talairach & Bancaud, 1966) and CMA (von Cramon &
Jurgens, 1983) induce vocalization and speech arrests in
humans, suggesting a role in the control of phonation
and articulation for these regions.

The corticospinal tracts innervate motor nuclei
located in the spinal cord, whereas corticobulbar fibers
innervate motor nuclei located in the brainstem.
Because the motor nuclei involved in the control of res-
piration (mainly expiration), phonation, and articula-
tion are located in the pons, down to the lumbar
portion of the spinal cord, the production of speech
depends on the integrity of both the corticospinal tract,
for the innervations of the muscles of respiration in the
abdomen, neck, and shoulder, and the corticobulbar
tract, for the sensorimotor innervations of laryngeal
and supralaryngeal muscles (for reviews, see Jurgens,
2002, 2009) through six pairs of cranial nerves (CN V:
trigeminal; CN VII: facial; CN IX: glossopharyngeal;
CN X: vagus; CN XI: accessory; CN XII: hypoglossal).

All cortical axons (originating from M1, SMA, CMA,
and PMC) forming the corticobulbar and corticospinal
tracts converge into the internal capsule, located
between the thalamus and BG, with fibers originating
from ventral areas located rostrally to those originating
from more dorsal areas (Beevor & Horsley, 1890;
Dejerine, 1901). Most pyramidal fibers cross from one
side to the other before entering the spinal cord at the
level of the medulla oblongata (i.e., the pyramidal
decussation); corticobulbar fibers cross at the level of
the brainstem, although there are substantial bilateral
innervations of the CN motor nuclei. The exceptions
include contralateral innervations of ventral cell
groups of the motor nucleus of the facial nerve (CN
VII), which supply muscles of the lower quadrants of
the face (e.g., the orbicularis oris muscle), and the
hypoglossal nucleus (CN XII), which supplies the
intrinsic and extrinsic muscles of the tongue.

It has been suggested that vocalizations are controlled
through two distinct cortical-subcortical pathways, one
involving a circuit formed by the CMA, the periaqueduc-
tal gray matter (PAG), and the reticular formation for the
control of innate vocal patterns (e.g., crying, laughing,
and moaning), and another connecting M1 to the phona-
tory motoneurons through the reticular formation for the
control of patterned speech and singing (Hsieh,
Petrosyan, Goncalves, Hickok, & Saberi, 2011; Jurgens,
2002). This second circuit involves the cortico-striatal
motor loop. Thus, M1 is connected not only to multiple
nonprimary motor areas in the frontal lobe but also to
the BG and cerebellum through the thalamus, and also
to the reticular formation in the brainstem, controlling
multiple aspects of speech production including respira-
tion, vocalization, and articulation.

59.4 FEEDBACK PROCESSING AND
SENSORY-MOTOR INTEGRATION

Early in the developmental process, the functional
connection between speech perception and speech pro-
duction is established and the ability to modify this cou-
pling reflects the neural plasticity that continues
throughout the life span. The resultant sensorimotor
learning is the substrate on which developmental stages
of speech and language develop, and one in which sen-
sory feedback plays a crucial role (Mowrer, 1952).
Somatosensory information from the lips and jaw have
real-time access to modulate the spatial (Abbs & Gracco,
1983; Abbs, Gracco, & Cole, 1984; Gracco & Abbs, 1985;
Shaiman & Gracco, 2002) and temporal aspects of speech
sequences (Gracco & Abbs, 1989; Saltzman, Lofqvist,
Kay, Kinsella-Shaw, & Rubin, 1998). Similar kinds of
results are obtained from unanticipated alteration of
auditory feedback for pitch (Burnett, Freedland, Larson,
& Hain, 1998; Jones & Munhall, 2000) and formants
(Purcell & Munhall, 2006a, 2006b). The overarching con-
clusion is that sensory and motor systems for speech are
in a constant state of interaction and integration and,
most importantly, the sensorimotor integration forms
the basis for successful and efficient speech production
(Gracco, 1991).

From a control perspective, speech production can
be conceptualized as representing a hybrid control
scheme consisting of feedforward and feedback-like
neural processes (Abbs et al., 1984; Guenther, Ghosh, &
Tourville, 2006; Hickok, 2012; Houde & Nagarajan,
2011; Tourville, Reilly, & Guenther, 2008). Feedforward
control is used to compute, before movement onset, the
necessary motor commands that will achieve generally
a desired movement goal given the system’s current
state. That is, the feedforward controller assembles a
basic motor plan prior to movement onset and sends
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the commands to the appropriate musculature for exe-
cution. In contrast, feedback processes are used to
adjust and correct motor commands that are planned or
executed by the feedforward controller. However, if
such adjustments would depend solely on afferent
input signals, there would be an unavoidable delay that
may be too long for movements as fast as those
involved in many skilled actions, including speech pro-
duction. Feedback control processes can also be used to
predict the sensory consequences of movements by mak-
ing use of a copy of the prepared motor commands
(efference copy or corollary discharge) (Sperry, 1950;
Von Holst & Mittelstaedt, 1973). As such, information
from somatosensory and auditory systems contributes
in multiple ways. First, as part of the feedforward pro-
cess, the sensory systems provide information about
the initial conditions such that the motor commands for
a desired outcome can be successfully achieved given
the state of the vocal tract. Second, as part of the predic-
tive process, they interact with the control signals to
estimate the consequences of the planned action.
Finally, as part of the feedback process, they modulate,
in real time, adjustments to the motor commands based
on re-afferent input during movement execution as
well as signaling the achievement of the desired action.

The neural substrate associated with the sensorimo-
tor aspects of speech production involves a mostly
bilateral network of brain regions, including vM1 and
sensory areas (somatosensory cortex, STG), nonprimary
motor areas (vPMC, SMA-proper, CMA, and the insu-
la), and subcortical regions associated with sensorimo-
tor control (putamen, cerebellum, thalamus)
(Ackermann & Riecker, 2004; Argyropoulos et al., 2013;
Grabski, Tremblay, Gracco, Girin, & Sato, 2013; Riecker
et al., 2004, 2005; Riecker, Wildgruber, Dogil, Grodd, &
Ackermann, 2002; Tremblay, Deschamps, & Gracco,
2013; Tremblay & Gracco, 2006, 2009; Wise, Greene,
Büchel, & Scott, 1999), areas that are known to receive
afferent input from auditory and somatosensory areas.
For example, in the macaque, the vPMC receives projec-
tion from sensory areas, including associative somato-
sensory area SII (Matelli, Camarda, Glickstein, &
Rizzolatti, 1986) and the posterior STG (Chavis &
Pandya, 1976; Schmahmann et al., 2007), whereas the
SMA-proper receives important projection from the
superior parietal lobule (area PEci, in the cingulate sul-
cus), which contains a complete somatosensory map of
the body (Pandya & Seltzer, 1982) as well as from areas
SII and SI (Luppino et al., 1993; McGuire, Bates, &
Goldman-Rakic, 1991a, 1991b). Projections to the puta-
men have been reported from regions within the supra-
temporal plane and the STG (Yeterian & Pandya, 1998).
The rostral and medial parts of STG project to rostro-
ventral and caudoventral portions of the putamen,
whereas the caudal portion of STG projects to caudal

putamen. Recently, using resting state functional con-
nectivity in humans, the dorsal portion of the putamen
has been shown to connect with regions of the temporal
cortex (Di Martino et al., 2008). As such, reafference
may be an important source of information to assist in
both the spatial and timing adjustments for the
dynamic modulation of speech motor output as well as
signaling successful achievement of speech motor goals
(Gracco & Abbs, 1989).

For the cerebellum, bilateral posterior lobe activation
in the vicinity of hemisphere lobule VI (Schmahmann
et al., 1999) has been consistently reported during
speech production (Ackermann, Mathiak, & Riecker,
2007; Riecker et al., 2002; Wise et al., 1999), most likely
reflecting cortico-ponto-cerebellar projections from and
to M1 (Kelly & Strick, 2003), possibly as part of an effer-
ence copy signal. A second area of activation on the
inferior portion of the cerebellar hemisphere lobule
VIIIA has been associated with auditory (Tourville
et al., 2008) and somatosensory (Golfinopoulos et al.,
2011) perturbations, as well as with rhythmic orofacial
movements (Corfield et al., 1999) and sequencing non-
meaningful syllables (Bohland & Guenther, 2006;
Riecker, Kassubek, Groschel, Grodd, & Ackermann,
2006). The posterior lobe of the cerebellum receives sen-
sory input from the trigeminal nerve (which provides
sensorimotor innervations of the muscles of mastica-
tion) as well as the auditory system (Huerta,
Frankfurter, & Harting, 1983; Ikeda & Matsushita, 1992;
Pastor et al., 2002), and this area of the cerebellum may
be implicated in multisensory rather than motor proces-
sing (Stoodley & Schmahmann, 2009; Thickbroom,
Byrnes, & Mastaglia, 2003). Hence, sensory information
from the dynamics of speech articulation has access to
multiple brain regions through cortico-cortico, cortico-
striatal, and cortico-cerebellar control loops.

59.5 CONCLUSION

In this chapter, we have shown that the neural sys-
tem that controls speech production is immensely
complex at all levels of the nervous system, involving
multiple sensorimotor regions for motor planning and
execution including M1, PMC, SMA, pre-SMA, CMA,
the insula, and the supratemporal and inferior parietal
cortices. Loops of internal control involving the BG,
thalamus, and cerebellum are also involved in several
aspects of speech movement preparation, including
sequencing and temporal ordering. All these regions
work in concert to assemble complex, temporally
ordered, and co-articulated sequences of speech move-
ments; motor commands are sent through corticospinal
and corticobulbar tracts involving seven cranial nerves,
multiple spinal nerves, and more than 100 striatal and
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visceral nerves. Despite this remarkable complexity,
the chain of events that leads to the production of
speech occurs within several hundreds of milliseconds.
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60.1 INTRODUCTION

An interview with Sir Christopher Woodhead, a former
(and somewhat controversial) Chief Inspector of Schools
for the English education system was recorded recently
(http://www.bbc.co.uk/iplayer/episode/b040hx66/No_
Triumph_No_Tragedy_Chris_Woodhead/). In 2000, he
developed the first symptoms of motor neuron disease,
a form that has resulted in slow but progressive weak-
ness of the limbs; until now it has largely spared his
axial musculature. Therefore, he is able to speak nor-
mally while confined to a wheelchair with tetraplegia.
Although without the ability to walk and climb (he was
formerly an enthusiastic rock climber), he remains able
to control the many muscles that allow fluent speech
production: he can control expiration, essential to the
production of connected speech; he can control his lar-
ynx to produce sounds of appropriate pitch and
loudness; and he can filter this sound by rapid, accurate
sequential movements of his articulators remains unim-
paired, with no hint of motor imprecision (i.e., dysar-
thria). Most importantly, his cognitive functions
essential for producing an eloquent account of his
plight, including quotations from literature and poetry,
remain intact—there remains nothing wrong with his
ability to retrieve words and construct sentences to
express concepts about disability, the medical profes-
sion, and assisted dying. Then, a point was reached in
the interview when Sir Christopher said that the time
when he no longer wishes to go on living will come
when he loses the power to speak.

Daniel Wolpert has famously said, in a recording
for a TED broadcast, that the one and only reason
we have a brain is to produce adaptable and

complex movements (https://www.ted.com/talks/
daniel_wolpert_the_real_reason_for_brains)—and the
ability to move the muscles that result in fluent speech
must rank as one of the most important functions of the
human brain. That is clearly Sir Christopher’s view, and it
is seen in the frustration and despair expressed in angry
gestures by patients with nonfluent progressive aphasia
that has progressed to near mutism.

This preamble is to signal the conviction that one of
the more important contributions functional neuroim-
aging can make to “systems neuroscience” is the study
of speech production. This chapter addresses our
views of the progress that has been made in the
attempts to reveal the functional anatomy of “normal”
propositional speech.

60.1.1 The Limitations

To date, progress has been slow. One reason is the
unacceptable levels of noise introduced by articulation
extended over time. It is evident that muscle artifact
must intrude on electroencephalographic (EEG) and
magnetoencephalographic (MEG) recordings, creating
problems for analyzing recordings made during con-
tinuous speech. Therefore, MEG studies have largely
been confined to exploring the responses to utterances
of syllables or single words (Salmelin, 2007), one active
area of research being the modulation of the response of
auditory cortex to the sound of the participant’s own
utterances, heard unaltered or with distortion, such as
changed pitch (Curio, Neuloh, Numminen, Jousmäki, &
Hari, 2000; Kort, Nagarajan, & Houde, 2014; Niziolek,
Nagarajan, & Houde, 2013). Artifacts generated by overt
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speech also have a major impact on magnetic resonance
images (MRI) using conventional blood-oxygen level-
dependent contrast imaging (BOLD fMRI) (Gracco,
Tremblay, & Pike, 2005; Mehta, Grabowski, Razavi,
Eaton, & Bolinger, 2006), although the technique of
fMRI, which uses arterial spin labeling (ASL), offers
promise, albeit with less sensitivity (Kemeny, Ye,
Birn, & Braun, 2005). Previous studies of overt single
word production using BOLD fMRI demonstrated that
whole-head movements contribute relatively little to the
noise in the functional images (Huang, Carr, & Cao,
2002; Palmer et al., 2001). The study by Kemeny and col-
leagues (2005), which used overt sentence production,
concluded that the major source of artifact using BOLD
fMRI was the susceptibility effect generated by inhomo-
geneities in the magnetic field because of continuous
changes in airflow and movements of the tongue and
jaw. This speech-related artifact was greatest in anterior
temporal regions bilaterally, impinging on ventral fron-
tal and anterior insular cortices. The authors stressed
the difference between these changes and the suscepti-
bility artifacts related to air�bone interfaces above the
nasal sinuses and the petrous temporal bone, which are
always present and do not change across behavioral
conditions. Speech-related signal obtained with ASL
was not marred by anterior temporal artifact. On a per-
sonal note, when we attempted continuous data acquisi-
tion during narrative speech production using BOLD
fMRI, conventional contrast between conditions—overt
propositional speech production (we used picture
description) and nonpropositional speech (counting)—
was marred by unacceptable levels of noise (unpub-
lished results), although this was rather more
widespread than that observed by Kemeny and collea-
gues (2005). Rims of artifact were included around the
edge of the brain and within the ventricular system. We
attempted to clean the images using independent com-
ponent analysis (ICA), which was successful in the
sense that the multivariate analysis separated much of
the noise from neural signal (Beckmann & Smith, 2004).
However, those few components containing signal that
was plausibly largely neural in origin were confined to
lateral and midline premotor cortices, primary sensory-
motor cortices, and paravermal cerebellum; in other
words, signal from higher-order cortices involved in the
selection and formation of a concept, which involves
access to both episodic and semantic memory represen-
tations, and its transformation into a verbal message
prior to actual articulation, were not visualized.
However, improvements in denoising imaging datasets
(Griffanti et al., 2014) may allow greater recovery of lost
signal in future similar studies.

In contrast, artifact during single syllable or single
word production, movements that only occur over
a few hundreds of milliseconds, may be acceptably

low; therefore, these tasks can be used with continuous
data acquisition to visualize activity associated with
motor-sensory and lexical retrieval processes, both cor-
tical and subcortical, involved in speech production
(Parker-Jones et al., 2014; Peeva et al., 2010). However,
self-evidently these tasks bear a limited relation-
ship to normal conversational speech production. An
alternative for sentence-level speech production, and
one that we and others have used, is “sparse” tempo-
ral sampling. Originally introduced so that participants
could listen to auditory stimuli without interference
from scanner noise (Hall et al., 1999), this technique
relies on acquiring single volumes of brain images
only at the end of stimulus delivery or speech
response. Thus, in a typical study investigating speech
production, a participant might be required to speak
for B7 s before being prompted to stop. Then, B1 s
later, a single T2�-weighted, gradient echo, echoplanar
imaging (EPI) sequence with whole-brain coverage is
performed over 2 s. The sequence can then be repeated
as often as required. Although “sparse” temporal sam-
pling can be performed at a faster rate, this is only
appropriate for single-word rather than sentence-level
speech production. This “slow” event-related design,
which relies on the temporally extended hemodynamic
response function (HRF) over B15 s to obtain signal, is
not as sensitive as continuous image acquisition,
because it misses the peak of the HRF. It also requires
a longer study to obtain sufficient functional imaging
volumes and, therefore, more stoical participants. The
gain is avoidance of some (but by no means all) of the
artifacts. In fMRI studies using “sparse” temporal
sampling that contrasted sentence production with
various baseline conditions, regions active only
during sentence production were revealed in midline
and left frontotemporal cortical regions (Dhanjal,
Handunnetthi, Patel, & Wise, 2008) and anterior
striatum (Argyropoulos, Tremblay, & Small, 2013).
Therefore, this data acquisition technique allows the
visualization of signal associated with sentence-level
speech production that is otherwise obscured by noise
using BOLD fMRI and continuous data acquisition.

However, there is a downside when speech is eli-
cited in short epochs when using “sparse” temporal
sampling. Regular periodic speech controlled by exter-
nal stimuli to start and stop the flow of speech is quite
unlike normal speech production. For example, in the
study of Dhanjal et al. (2008), it was deemed too
“unnatural” to expect the participants to produce con-
tinuous narrative speech that was interrupted by these
externally directed pauses during image acquisition. It
was predicted that the results would have revealed
activity dominated by “go”/“stop” cognitive control (it
is easier to interrupt counting, the baseline task, period-
ically than the flow of a good narrative). Instead, names
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of objects were used as stimuli to prompt speech, and
the participants were required to describe in one short
sentence the attributes of each depicted object. Thus,
the word “car” might elicit “It’s a way of getting around,
it has four wheels, it runs on petrol/gas,” a verbal-semantic
task that requires speeded selection from among all the
properties that a participant associates with a car. It
does not feel like spontaneous speech, but more akin to
a verbal fluency task, such as, “Think of action words
(verbs) that you associate with the word “apple,” which
might elicit the response “buy, eat, peel, cut, slice”.

It might be considered that this may not matter
much in terms of visualizing activity associated with
sentence production. However, prior knowledge
would predict a different distribution of activity asso-
ciated with this task than may be present with normal
narrative speech. This was evident from a study of
continuous overt narrative speech production using
positron emission tomography (PET) and radiola-
beled water to assess regional cerebral blood flow
as a marker of underlying net synaptic activity
(Blank, Scott, Murphy, Warburton, & Wise, 2002).
Artifact associated with continuous speech is less of a
problem with PET; some artifacts are of course there,
but they are disguised by the lower spatial and tem-
poral resolution of this technique and the absence
encountered with EPI fMRI of local magnetic field
inhomogeneities. It has proven to be a technique that
is capable of revealing relatively noise-free activity
throughout widely distributed regions during the
production of free narrative speech (Awad, Warren,
Scott, Turkheimer, & Wise, 2007; Blank et al., 2002;
Braun, Guillemin, Hosey, & Varga, 2001; Brownsett &
Wise, 2010). In the study of Blank and colleagues
(2002), the results acquired during narrative speech
were contrasted with those from an earlier PET study
in which participants had been required to generate
verbs in response to noun prompts (Warburton et al.,
1996). Activity in much of the left dorsolateral prefron-
tal cortex and in the dorsal anterior cingulate cortex
(dACC) was present during verb generation but not
during narrative speech production. This example
demonstrates that word retrieval during a fluency task
and during normal speech are not the “same thing”
when it comes to frontal executive functions. Therefore,
even when the data are reliable and (relatively) noise-
free, there is always the problem of interpretation.

This is further exemplified in a study by Tremblay
and Small (2011). Multiple conditions were included,
but an important contrast was between sentence gener-
ation in response to object picture stimuli and repeti-
tion of heard sentences. Although increased activity in
the midline dorsal prefrontal cortex, in the presupple-
mentary area (pre-SMA) and adjacent cingulate sulcus,
was interpreted as motor response selection during

overt speech production, the authors discussed differ-
ences in the demands on lexical and semantic selection
between the two tasks and how this may have influ-
enced the results. Even then, the discussion remained
within the limitations of speech-specific and language-
specific processes. Those working on the systems neu-
roscience of domain-general attention and cognitive
control could point out that this midline region, or
at least a closely overlapping component of it, is
involved during the performance of many cognitive
tasks (Fedorenko, Duncan, & Kanwisher, 2013); task-
dependent sentence generation is just one more “prob-
lem-solving” task that will engage domain-general as
well as domain-specific processes.

Of course, the visualization of cognitive control
during speech production may be a goal in itself. We
have argued that at least some of the frontal activity
elicited by language tasks observed in recovering
aphasic stroke patients relative to normal control sub-
jects is as likely to be the consequence of more
domain-general cognitive control as domain-specific
language processing (Geranmayeh, Brownsett, & Wise,
2014a), on the basis that the patients find the language
activation tasks more difficult than the normal con-
trols. In one study (Brownsett et al., 2014), we showed
that reducing performance in the normal controls by
degrading the language stimuli resulted in increased
activity in midline frontal cortex, and to the same
level as aphasic patients performing the task with
normal stimuli. The proposal that functional imag-
ing studies may reveal parallel activity in systems
involved in more domain-general cognitive control
during speech comprehension is also being considered
(Fedorenko, 2014).

Therefore, the second difficulty with functional imag-
ing studies of speech, and with language studies in gen-
eral, is separating language from other processes, such as
cognitive control in the examples cited. As importantly,
communication in sentences and narratives is only a
“normally” executed act if there is access to declarative
memory systems, both episodic and semantic. The
inevitable visualization of these systems in many studies
will become evident in later examples. A univariate anal-
ysis comprising a contrast between conditions will reveal,
to an extent determined by the nature of the activation
and baseline conditions, both domain-specific and
domain-general systems—language, memory, attention,
and cognitive control—as an undifferentiated single “sys-
tem,” with interactions between them that may influence
the effect size of signal observed (Friston et al., 1996).
However, this is not all bad, because the composite
reveals the many parallel processes, linguistic and nonlin-
guistic, that support meaningful human communication.

Perhaps it would be helpful at this stage to illustrate
the previous arguments with one error of interpretation
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that our group made in the past; in hindsight, we might
consider that the reinterpretation is potentially more
interesting than the original interpretation. Although
some have criticized the statistical power of functional
neuroimaging studies in general (Button et al., 2013), we
consider this is less of a problem than the manner of
interpretation of what is, in fact, genuine signal. This
means that past work can be read for the value of their
results even if the original interpretation of the results
might benefit from revision. Thus, Blank, Bird,
Turkheimer, and Wise (2003) (with the first author of
this chapter as senior author on the work) published a
PET study that showed greatly increased activity in the
right homologue of Broca’s area during narrative speech
production in patients who had partially recovered from
a left posterior frontal stroke. Since the time of Paul
Broca it has been dogma that recovery from a nonfluent
aphasic stroke depends on a “laterality shift” of expres-
sive language function from left to right frontal opercu-
lum (and currently the adjacent anterior insula would be
included—FOp/aI). This was our interpretation (and
confirming dogma gives one an easy time with
reviewers); however, the one (major) inconsistency was
that activity in the right FOp/aI did not correlate with
the rate at which the patients were able to generate nar-
rative speech, which remained more or less impaired in
all subjects. Since then, there has been growing literature
on the “cingulo-opercular” network, comprising both
left and right FOp/aI and the dACC and the adjacent
pre-SMA. Although there is debate about the precise
function of this dorsal frontal network (Aron, Robbins, &
Poldrack, 2014; Dosenbach et al., 2007; Hampshire,
Highfield, Parkin, & Owen, 2012; Menon & Uddin,
2010), no one thinks that it is a domain-specific language
system; rather, it is involved in aspects of domain-
general cognitive control. This is not to deny that a
component of the left-lateralized FOp/aI (Broca’s area) is
language-specific, although even in this “classic”
language area it would appear that other anatomically
overlapping components are involved in the more
domain-general control of non-language tasks (and, quite
possibly, the cognitive control of language in addition
to language processing per se) (Fedorenko, Duncan, &
Kanwisher, 2012). One might speculate on this evidence
that evolution has resulted in part of a domain-general
cognitive control system, namely Broca’s area, develop-
ing a local language-specific component, but not in
right Broca’s area. In light of these insights from “non-
language” systems neuroscience, the inference that the
right FOp/aI signal in the patient population assembled
by Blank and colleagues (2003) represented a “laterality
shift” of language function looks much less secure;
just as likely, when speech production becomes diffi-
cult as the result of a stroke, the observed signal may
reflect compensatory upregulation of cognitive control

networks rather than activity in “reorganized” lan-
guage processors. Fortunately, this reinterpretation
does not demean the original observation as a valueless
epiphenomenon; as discussed, we now propose that the
function of the cingulo-opercular system may contrib-
ute to recovery from aphasic stroke (Brownsett et al.,
2014; Geranmayeh, Brownsett, & Wise, 2014).

The following sections attempt, as much as possible,
to separate the different systems—linguistic, declarative
memory retrieval (both semantic and episodic), and
cognitive control (particularly the cingulo-opercular
network)—involved during sentence and narrative pro-
duction. As will become apparent, the context in which
the participants are required to speak can have a major
impact on the observed distribution of activity in
univariate statistical analyses. When interpretation can-
not be achieved through prior knowledge of which
functions are located where, a more recent analytical
method, which separates overlapping signal from mul-
tiple functional systems, is the introduction of multivar-
iate analyses, such as ICA, to functional neuroimaging
(Beckmann & Smith, 2004). A whole-brain ICA analysis
can help distinguish between the different systems as
they function together in a task-dependent manner
(Geranmayeh, Wise, Mehta, & Leech, 2014b). In addi-
tion, ICA can reveal multiple separable spatiotemporal
signals within any one brain region, each with different
functional roles (for examples of this, see Leech, Braga,
& Sharp, 2012; Simmonds et al., 2014). This overlap
could be the result of the presence of spatially adjacent
but functionally different neurons in that region, or of
neurons that are flexibly involved in different func-
tional networks. Lack of activity in a brain region on a
univariate contrast does not necessarily mean that the
region is not involved in the task.

60.2 WHAT HAVE WE LEARNED
FROM META-ANALYSES OF

LANGUAGE STUDIES

We should start with a review of some of the
meta-analyses of functional neuroimaging studies of
language, not least to determine whether we have any-
thing further to add to their conclusions. Therefore, it
is worth first considering the manner in which they
presented their findings before discussing specific
examples of speech production in later sections of this
chapter. One such meta-analysis included 129 PET and
fMRI studies and identified 730 activation peaks
distributed over the neocortex of the left cerebral
hemisphere based on univariate statistical analyses
(Vigneau et al., 2006). These peaks were sorted into
those that could broadly be interpreted as being
associated with phonology, semantics, or sentence
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processing. For each of these three processes, the peaks
were distributed across posterior frontal, lateral tempo-
ral (from posterior to anterior), and inferior parietal
cortices, with considerable overlap. These peaks were
then transformed into a smaller number of clusters
that spatially separated one process from another.
However, this did not alter the observation that all
three processes appeared to be distributed across all
three lobes of the left hemisphere. Most of the studies
included were designed to investigate speech percep-
tion and/or comprehension, at the syllable, lexical,
and sentential levels, with fewer studies available that
had investigated speech production; however, what was
apparent was that no one language function was
restricted to one lobe of the left hemisphere. In the words
of the authors of the meta-analysis, “these results argue
for large-scale architecture networks rather than modu-
lar organization of language in the left hemisphere.”

A more recent meta-analysis (Price, 2012) investigat-
ing both modalities, auditory and visual, of language
perception and comprehension and speech production
resulted in a figure that depicted the left cerebral
hemisphere as a detailed patchwork of cortical regions,
each associated with processing at different levels of
language processing. This was somewhat reminiscent
of a much earlier meta-analysis (Indefrey & Levelt,
2004), when PET was the dominant imaging methodol-
ogy, that attempted to relate patches of left cerebral
hemisphere cortex with processes that originated from
an influential model of lexical access during speech
production, largely based on evidence from chrono-
metric experiments (Levelt, Roelofs, & Meyer, 1999).
Regions associated with processes termed lemma
selection and retrieval, syllabification, and others were
also labeled with times at which these processes
occurred in relation to one another (gleaned from chro-
nometric data using other methodologies, because PET
has a temporal resolution of many seconds). Price’s
map of language was much more detailed in its
boundaries and distributions and used broader, less the-
oretically derived processing terms; but in many ways it
looks superficially like a similar “neophrenology” of lan-
guage processing. However, the author was careful
to emphasize that “a distinction can be made between
processes that are localized to specific structures (e.g.,
sensory and motor processing) and processes where
specialization arises in the distributed pattern of acti-
vation over many different areas that each participate
in multiple functions. Future studies will undoubtedly
be able to improve the spatial precision with which
functional regions can be dissociated, but the greatest
challenge will be to understand how different brain
regions interact with one another in their attempts to
comprehend and produce language.” We entirely
agree and might argue that there is somewhat of a

discord between these conclusions and detailed
mapping of language functions as specific, tightly
delineated patches of cortex. However, the author
was only presenting the results of several decades of
functional neuroimaging research on language as it
had been presented in the original publications, as
activated “blobs” with precise coordinates in anatom-
ical stereotactic space.

One obvious problem with these meta-analyses is
knowing whether the resulting composite maps have
allowed activation sites to be included that do not rep-
resent a language-specific function. We have already
discussed how this might occur in a patient popula-
tion, but results from studies on normal participants
included in meta-analyses are equally vulnerable to
misinterpretation. Functional neuroimaging studies are
performed almost exclusively on literate adults who,
from the age of 2 years, have spent much of their daily
lives comprehending and producing narrative lan-
guage, both spoken and written. As a consequence, the
distributed systems that support the many linguistic
components of language, their dependent relationship
with declarative memory systems (without which there
is nothing to say), and the cognitive control systems
that are variably engaged depending on the communi-
cative context must be strongly “hard-wired” together.
Under these constraints, even dissociating domain-
specific language networks from these others may
prove as uncertain as trying to identify a “module” for
phonology or syntax.

And even after 150 years of localizing language,
there remain disagreements on fundamentals. Years
ago at an editorial board meeting of Brain and
Language, one of the editors of this volume, Steven
Small, made a comment about research on the func-
tional anatomy of language—“we’re still arguing about
it 150 years after Broca, but at least we are certain
about one thing: the left parietal lobe is involved.”
And yet a widely cited review of the functional anat-
omy of language, with the other editor of this volume,
Greg Hickok, as first author, did not include any node
in left inferior parietal cortex associated with any lin-
guistic aspect of language. The authors of this chapter
were initially in accord with the Hickok and Poeppel
(2007) view on this issue, and we were inclined to
relate parietal cortical functions (of which, of course,
there are many) to processes associated with memory
(working and declarative) rather than language per se.
Indefrey and Levelt (2004) also made no mention of a
function for left parietal cortex in word production.
However, the meta-analyses of Vigneau et al. (2006)
and Price (2012) have come to different conclusions.
Unfortunately, lesion-deficit analyses are not a means
to settle this dispute, because strokes restricted exclu-
sively to the left supramarginal and/or angular gyrus
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are vanishingly rare, and almost invariably there will
be associated infarction of the adjacent posterior tem-
poral lobe or the frontal lobe (for example, although a
study of language comprehension rather than produc-
tion, see the patient series described in Dronkers,
Wilkins, Van Valin, Redfern, & Jaeger, 2004). In our
clinical practice it has been very rare to come across a
patient with an isolated left parietal lesion and any-
thing other than a transient aphasia. However, this is
an anecdotal opinion. Large databases analyzed with
appropriate statistical methods that relate lesion site
and extent on anatomical images to behavioral mea-
sures of persistent aphasic deficits will have the power
to confirm or refute this anecdotal impression (Mah
et al., 2014; Price, Seghier, & Leff, 2010). Even then, a
confound will be that strokes damage white matter
tracts as well as gray matter, and the behavioral effects
of anatomically disconnecting intact cortical and sub-
cortical regions remote from the stroke may not be
readily apparent. In view of these uncertainties, there
was no good evidence, at least in our minds, about
language processes that were dependent on left infe-
rior parietal function—notwithstanding Geschwind’s
speculations that the angular gyrus is the interface
between words (or, at least, object words, both heard
and spoken) and the mental representations of their
meaning, a hypothesis apparently supported by mod-
ern imaging of white matter tracts (Catani & ffytche,
2005). However, the advent of newer studies subjected
to ICA (an example of which is shown later) has led us
to be more inclined to believe Steven Small’s assertion.

60.3 NARRATIVE SPEECH PRODUCTION

Braun et al. (2001) published a PET study that inves-
tigated narrative language production in speech and in
sign language using the same group of participants for
the two modalities. These were adults with normal
hearing but who were fluent in sign language as the
result of being the children of deaf parents. The base-
line control conditions were non-communicative move-
ments of the articulators and the limbs. The two
communicative conditions activated a common system
that consisted of “classic” Broca’s and Wernicke’s areas
in the left cerebral hemisphere and, in addition, a
small region of activity in the homologue of
Wernicke’s area in the right hemisphere and in the left
superior frontal gyrus. Notably, there was activity in
midline posterior cortex, centered on posterior cingu-
late cortex, but with adjacent retrosplenial cortex and
anterior precuneus possibly included, and both left
and right angular gyri.

A further PET study of narrative speech production
was published the next year, but one that used the

recital of overlearned nursery rhymes and counting as
baseline tasks (Blank et al., 2002). In many respects this
reproduced the results of Braun and colleagues (2001).
The conjunction of activity for all three speaking con-
ditions contrasted with a nonspeech condition revealed
the expected activity in bilateral premotor, primary
sensorimotor, and auditory cortices, with left-
lateralized peaks in the pars opercularis, anterior
insula, and medial planum temporale, and bilateral
peaks in subcortical nuclei and in paravermal cerebel-
lum. This distributed, largely motor-sensory, system
controlling overt articulation is covered in detail in
other chapters. The main interest in this study was the
distributed activity associated with free narrative
speech relative to both overlearned automatic speech
(reciting nursery rhymes) and nonpropositional speech
(counting). The distribution of this activity is shown in
Figure 60.1. Left-lateralized activity was distributed
along the superior frontal gyrus, from the presupple-
mentary area forward, the posterior middle frontal
gyrus, lateral anterior temporal cortex, and the mid-
fusiform gyrus. There was bilateral activity in the
angular gyri and posterior midline cortical activity,
which again was described as being located in poste-
rior cingulate cortex, but it may have included retro-
splenial cortex. Additional activity was also observed
in the ventral left temporal lobe and right lateral cere-
bellum, possibly regions that were outside the field of
view in the study of Braun and colleagues (2001). The
only subcortical region that survived the statistical
threshold and spatial resolution of the technique was
the right lateral cerebellum, so no activity was
observed in the basal ganglia or thalami.

Uncontroversially, the results from these two stud-
ies could be interpreted as demonstrating that Broca’s
and Wernicke’s areas are core linguistic nodes, because
activity in these regions was evident during speech
but was matched by the activity generated when nar-
rative production was the result of reciting familiar
nursery rhymes. So, what to make of all the extrasyl-
vian activity depicted in Figure 60.1 and observed
across both PET studies? A further PET study that
compared narrative speech comprehension with narra-
tive speech production demonstrated conjunctions
of activity for both tasks in the same extrasylvian
regions (Awad et al., 2007); clear evidence that the
comprehension and production of narrative speech
depend on many of these same, or closely overlapping,
cortical regions.

In all three studies, the production of narratives was
based around personal past experiences (e.g., “describe
where you lived as a child”). The participants spoke for
B1 min, beginning a few seconds before the intrave-
nously injected bolus of positron emitting water (H2

15O)
arrived at the brain and continuing as the head counts
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peaked and then began to decline due to washout of the
radiolabeled water and its decay (half-life, 122.2 s). This
relatively slow temporal resolution (although it is not as
slow as it may seem, as the estimate of cerebral blood
flow is weighted toward the period when the build-up
of head counts is most rapid, over B10 s) meant that
the noise from physiological variables (such as small
fluctuations of arterial carbon dioxide tension as the
result of breathing-for-speech) could be ignored, as
could (as mentioned previously) noise from small head
movements “masked” by the technique’s relatively low
spatial resolution (B5�6 mm).

Although the studies were about speech production,
important in terms of interpreting the results was not
minimizing that narrative speech production depended
on the continuing retrieval of both personal (autobio-
graphical) and knowledge-based (semantic) meanings

over many seconds. The posterior activity (the left and
right angular gyri and the posterior midline cortex)
forms the posterior components of the default mode
network (DMN). The DMN is often considered as a sin-
gle system, responsible, among other things, for inter-
nally generated thoughts and ruminations, which, of
course, include thinking about past events, planning
future events, and concerning ourselves about how we
stand in relation to others in our personal and profes-
sional lives (for review, see Buckner, Andrews-Hanna,
& Schacter, 2008). Reminiscing aloud is cognitively sim-
ilar to reminiscing silently; therefore, it is no surprise
that much of this network is active during narrating
past events in one’s life. By some accounts, it is also one
component in the generation of creative narratives that
are, of course, not created out of a void but depend on
reformulations of one’s own knowledge and past

FIGURE 60.1 Schematic drawing of activity
observed during a PET study of narrative speech
production contrasted against shared activity dur-
ing automatic and non-propositional speech base-
line tasks (Blank et al., 2002). Top and middle
panels show the lateral and medial views of both
hemispheres, respectively. Bottom panel shows the
ventral surface of the brain. Left-lateralized activity
was seen in the superior frontal gyrus (orange), lat-
eral anterior temporal cortex (light blue), and the
mid-fusiform gyrus (dark blue). There was bilateral
activity in the angular gyri (green) and posterior
cingulate cortex/retrosplenial cortex (yellow).
Additional activity was also observed in the right
lateral cerebellum (red).
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experiences (Shah et al., 2013). Of course, some of the
accounts told by the participants in the PET studies
may have been more fictional than factual.

Components of the DMN are the most richly con-
nected “hubs” in the brain (Braga, Sharp, Leeson, Wise, &
Leech, 2013), and the DMN probably has many diverse
roles. Importantly, for the purposes of this discussion,
much distributed activity that conforms to the known
boundaries of the DMN appear in a meta-analysis per-
formed on functional imaging studies that were consid-
ered to rely on semantic memory processes (Binder,
Desai, Graves, & Conant, 2009). Other than inclusion of
more ventral anterior midline cortex, the distribution of
activity described in this meta-analysis was closely similar
to that observed in the three PET studies under discus-
sion. Components of the DMN are strongly associated
with processes involving episodic memory, such as retro-
splenial cortex (Aggleton, 2010), but the distinction
between the classic what?, when?, and where? of episodic
memory and fact-based general knowledge are only two
extremes of a declarative memory continuum. It may be
more accurate to refer to at least partially dissociable
subcomponents of the angular gyri and posterior midline
cortex when considering distinctions between autobio-
graphical and semantic memory retrieval. Therefore,
there is not necessarily a “disconnect” between those
studies that relate these regions to episodic memory
retrieval (Sestieri, Corbetta, Romani, & Shulman, 2011)
and their inclusion as part of the semantic memory sys-
tem. This issue is discussed in detail by Binder and his
colleagues in their two publications (2009, 2011). To re-
emphasize, neophrenological interpretations should not
enter into discussions of the functions of anatomically
defined cortical regions such as “classic” language areas
like Broca’s area or the left angular gyrus, which may con-
tain subcomponents that are both separately and con-
jointly involved in domain-specific processes such as
language and memory and more domain-general atten-
tional and control processes (Fedorenko et al., 2012;
Seghier, Fagan, & Price, 2010).

60.4 FUNCTIONAL MRI STUDIES
OF SENTENCE PRODUCTION

An example is illustrated in Figures 60.2�60.4, and
these exemplify many of the points already made.
They originate from an fMRI study previously pub-
lished in Brain and Language (Geranmayeh et al., 2012).
The univariate contrasts with sentence production
(viewing the name of an object and describing it in
B7 s) contrasted with two different baseline condi-
tions: noncommunicative repetitive movements of one
of the articulators, the tongue, which is one of the con-
trol conditions used in the study by Braun et al. (2001),

and a rest condition. In a sense, this is a rather “disap-
pointing” result, showing much frontal activity, tem-
poral lobe activity that can largely be attributed to
auditory processing of own speech, and no activity in
more posterior cortex. It looks most unlike what one
would expect from the PET studies (Awad et al., 2007;
Blank et al., 2002; Braun et al., 2001). Further, there is
prominent activity in the cingulo-opercular network,
which implies that the sentence production task
depended on appreciable cognitive control. The sen-
tence production task was similar to that previously
mentioned in relation to the study by Dhanjal et al.
(2008), namely describing attributes elicited by viewing
a written text of an object, which is a task we consider
more akin to verbal fluency than free narrative speech
production, but a necessary constraint because of the
requirement for “sparse” temporal sampling.

The ICA analysis illustrated in Figure 60.3 offers quite
a different picture. One component includes bilateral
auditory cortex along with bilateral lateral premotor cor-
tex and the cingulo-opercular network. This can be rea-
sonably interpreted as temporal coherence between a
cognitive control network, higher-order premotor plan-
ning of the complex movements required for connected
speech as opposed to repetitive tongue movements, and
the auditory cortical response to own speech. Other pro-
cesses, such as lexical selection and retrieval, may also be
functions of subcomponents of this network, but this
cannot be determined given the cognitive “differences”
between the two tasks; attempts to further subdivide this
network by increasing the number of components in the
ICA were not successful. The other component in which
sentence production was greater than tongue movements
revealed an extensive left-lateralized dorsolateral pre-
frontal, posterior inferolateral temporal, and inferior
parietal network, with small regions of signal in the right
inferior parietal cortex and posterior midline cortex.

The left fronto-temporo-parietal network has consid-
erable correspondence with the results of the meta-
analysis by Vigneau et al. (2006) of many language
studies. A further analysis, illustrated in Figure 60.4, is
a schematic drawing of the univariate contrast of the
participants making repetitive tongue movements—a
monotonous task and one that can be expected to not
deactivate the DMN (Buckner et al., 2008)—with the
sentence generation task. In this contrast, there was
greater activity in the posterior midline cortex and in
the posterior lateral parietal lobe on the right. Of note,
however, was the absence of a significant difference of
activity in the left inferior parietal cortex.

Therefore, it was evident that the sentence production
task was quite different from the narrative speech
conditions used in the earlier PET studies. The reduced
activity in posterior regions can be attributed to an
absence of autobiographical memory recall, although
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subcomponents of the posterior DMN, apparent from the
ICA analysis shown in Figure 60.3, may have been
responsible for the semantic demands of the task. The
added advantage of the ICA analysis over and above the
univariate analyses was demonstrating that subcompo-
nents of left inferior parietal cortex and posterior temporal
cortex were contributing to speech production, even
though the overall effect size did not increase
significantly.

Another study using very much the same experimen-
tal design and analyzed with 55-component ICA has
demonstrated multiple overlapping networks, particu-
larly in parietal cortex (Geranmayeh, Wise, et al., 2014).
Although these many overlapping networks are a chal-
lenge to interpret, they confirm the left fronto-temporo-
parietal network of the earlier study and the “deactiva-
tion” of much of the posterior DMN by the particular
picture description task. This would seem to indicate
that the activity in the angular gyri and the posterior
midline cortex visualized in the earlier PET studies was
predominantly related to the rich declarative memory
recall associated with “storytelling” rather than a strict
recall of factual knowledge about objects.

There are clearly other ways that can be used to
elicit speech production from participants while they
are encased in a scanner. An alternative method used
picture description but put constraints on what words
may be used to describe the scene (Grande et al.,
2012). This inevitably led to periods when the partici-
pants formulated concepts to describe the scene,
pauses as they searched for synonyms rather than
uttering the “banned” words, and succeeded or failed
at completing clause-like units. Analyzing the acquired
data was performed in brief epochs so that signal
could be related to particular episodes during speech
production, such as successful lexical retrieval con-
trasted with a pause because of an initial failure of lex-
ical retrieval. This required continuous data
acquisition, which seems to have presented the authors
with fewer problems with artifacts than has been our
experience. Also, it has to be said that the task is quite
unlike the seemingly effortless flow of normal conver-
sational speech with no constraints (within the limits
of polite discourse) on the vocabulary used.

Finally, it is apparent that we have made no men-
tion of the functions of the left superior frontal gyrus,
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FIGURE 60.2 Standard sagittal T1-weighted anatomical slices through the left and right cerebral hemispheres overlaid with activity from
the contrast of spoken language (sentence) production (a rest condition; red/yellow) and spoken language production (noncommunicative
repetitive tongue movements; green). The statistical threshold was set at Z. 2.3, cluster-corrected. Anterior is to the left. The MNI coordinates
are along the x-axis, with negative being to the left. The greater the number, the more lateral the sagittal slice. Regions of activity were located
in: 1, pre-SMA and dACC; 2, bilateral anterior insula; 3, bilateral superior temporal cortex including left and right medial planum temporale;
4, left posterior inferior frontal gyrus (incorporating Broca’s area) and extending dorsally into posterior middle frontal gyrus; and 5, right infe-
rior frontal gyrus.
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rostral to the pre-SMA, and the right lateral cerebel-
lum, apparent in most of the studies on sentence-level
and narrative-level speech production. These regions
are clearly involved, but their role in the higher-order
cognitive processes involved in speech generation
remains speculative. Further, the basal ganglia must be
involved at the cognitive as well as the motor-sensory
level of speech production, but these are difficult
regions to image during speech production even with
the benefit of “sparse” temporal sampling. However,
one study has demonstrated anterior striatal activity in
relation to sentence production, with posterior

striatal activity related to the articulatory processes
(Argyropoulos et al., 2013). Future high-resolution
scanning with meticulous attention to denoising the
data is likely to be productive in revealing the roles of
different corticostriatal loops during speech production.

60.5 CONCLUSION

This is an account of our views, limited though they
are, on the functional anatomy and the neurobiology of
sentence-level speech generation. The difficulties

FIGURE 60.4 Schematic drawing of
activity observed during an fMRI study
contrasting non-communicative repeti-
tive tongue movements with spoken
language production (Geranmayeh
et al., 2012). In addition to sensory cor-
tices (not shown), activity was predom-
inantly distributed in the posterior half
of the DMN in the posterior midline
cortex and in the posterior lateral pari-
etal lobe on the right.
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FIGURE 60.3 Standard T1-weighted anatomical slices overlaid with components from an ICA analysis of the study illustrated as univari-
ate contrasts in Figure 60.2. Components 1 (shown in blue) and 24 (shown in red/yellow) demonstrated correlated activity for production of
sentences that was significantly greater than for noncommunicative repetitive tongue movements. The statistical threshold was set at Z. 4.
The images are sagittal views (MNI coordinates in the x-axis, with negative being to the left) with, in addition, one coronal slice (MNI coordi-
nate in the y-axis) and one axial slice (MNI coordinate in the z-axis). The results from the ICA analysis demonstrated a widely distributed net-
work for sentence production, including prominent left parietal activity not apparent in the univariate contrasts. The numbered regions show
correlated activity for sentence production greater than for tongue moments in the following regions: 1, posterior cingulate cortex; 2, dACC;
3, left and right inferior parietal cortex; 4, left dorsolateral prefrontal cortex, including Broca’s area; 5, left inferolateral temporal cortex; 6, pre-
supplementary area and dACC; 7, lateral premotor cortex; 8, anterior insula; and 9, left and right superior temporal gyri.
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associated with data acquisition during sentence and nar-
rative production have made it an under-researched area
in functional neuroimaging. Further attempts to relate
measures of fluctuations in local cerebral blood flow with
poor temporal resolution to refined linguistic theory (and
even more to the creative narratives of playwrights and
novelists) make the whole enterprise seem distinctly
inadequate. The generation of speech is strongly depen-
dent on context, and the repetition of a sentence to the
generation of a description of an object through memory-
related reminiscing add increasing complexity in terms
of both domain-specific and domain-general processing
being embedded within functional neuroimaging data.
Nevertheless, the ability to speak and to be able to
express one’s needs, thoughts, and desires is pre-eminent
in humans, and its loss is so devastating to patients with
brain disease that, in many ways, it can be considered the
most important area of systems neuroscience research. If
we could find a way reliably to improve speech after
aphasic stroke over and above what natural recovery can
offer, then that would be a very important achievement.
Whether functional neuroimaging research in normal
participants and in patients with brain injury or neurode-
generation can contribute to this goal remains to be seen.
However, it is a fascinating endeavor. Although some
may wish to try and dissect out the detail or to differenti-
ate processes according to theoretical constructs of lin-
guistic hierarchies, we ultimately have to accept that
language is an anatomically and functionally intercon-
nected system that lesion-deficit analyses have long dem-
onstrated to be a largely left-lateralized network and one
that is not well-represented by a “language neophrenol-
ogy.” Its function in normal communication is dependent
on interactions with representations of memories, both
autobiographical and semantic, and, depending on goals
and contexts, is controlled by systems that also exert con-
trol over other cognitive functions. Above all, the lan-
guage system interacts with the auditory system (during
speech comprehension), the visual system (during read-
ing), and the motor system (during speech production).
As we image adults, we have to accept that we are mak-
ing observations of brains that have “hard-wired” these
disparate processes together over decades. Visualizing
the “big picture,” which in its entirety supports our abil-
ity to put what is in our head into the head of another
through the medium of standing airwaves, is something
on which we and others have made a modest start.
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61.1 INTRODUCTION

The quantity of, quality of, and speed of access to
semantic knowledge in the human brain is astonishing.
Given any fragment of information, such as the word
“camel,” a healthy adult human can almost instantly
generate a vast amount of other related information,
such as the ways in which camels are and are not like
other animals, how they look and move, where they
live, how they interact with people, that it is the name
of an American brand of cigarettes, that they are the
subject of a famous story by Rudyard Kipling (How the
Camel Got His Hump), and so forth. Curiously, this kind
of conceptual knowledge—although often discussed by
philosophers—did not become a major topic of research
in cognitive science and neuroscience until relatively
recently. Endel Tulving put it on the psychological map
in 1972, when he proposed that semantic memory was
a qualitatively different kind of knowledge from the
episodic memory typically studied by experimental
psychologists at that time. Elizabeth Warrington put
it on the neuropsychological map in 1975, when she
demonstrated that brain disease could selectively
impair semantic memory. Now, approximately 40 years
later, semantic memory is a commonplace object of
behavioral study, brain research, and theorizing.

Over the past 15�20 years, we and our colleagues
have been developing a story about the structure and
neural basis of semantic memory that we call the hub-
and-spoke hypothesis (Lambon Ralph, 2014; Lambon
Ralph & Patterson, 2008; Lambon Ralph, Sage, Jones, &
Mayberry, 2010; Patterson, Nestor, & Rogers, 2007;
Rogers et al., 2004). The basic plot of this story comes in

two parts (Figure 61.1). First, many different modality-
specific cortical regions represent the aspects of con-
ceptual knowledge that are modality-specific: the color
of a camel in color regions, its shape in visual-form
regions, the way it moves in regions that code visual
movement, its name in language-specific cortex, and
so on. Second, all of these regions send information
to and receive information from a hub component
of the semantic network, which codes semantic similar-
ity structure and represents concepts in a manner
that abstracts away from the specific features of
how they look or sound or move or what they are
called. The links between each modality-specific region
and the hub are called spokes. Because it is the hub
part of this story that is (somewhat) novel, other
semantic-memory researchers—especially those critical
of this hypothesis—occasionally describe our theory
as one in which concepts have a completely abstract
form of representation and reside in the hub. For exam-
ple, Gainotti (2014) included our work in a short list of
models “that assume that semantic representations. . .
are stored in an abstract and propositional format”
(Gainotti, 2014, p. 7). We acknowledge that some earlier
expositions of our incompletely formed view may have
sounded a bit like this (Patterson & Hodges, 2000),
but it is certainly not an accurate description of our cur-
rent hub-and-spoke hypothesis about semantic memory.
We therefore begin the account of our position with
an explanation of the crucial spoke components of
the theory, called “the importance of the spokes and
the regions from which they emanate” (Sections 61.2).
Sections 61.3 argues that, although essential, the spokes
and their modality-specific sources are insufficient and
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that a transmodal hub is also necessary. Section 61.4
addresses reasons for locating the proposed hub in
the anterior temporal lobe (ATL). Section 61.5 offers
evidence for the bilateral nature of the ATL hub.
Section 61.6, on the graded hub hypothesis, provides
some more specific suggestions about different roles for
various areas of the ATL.

61.2 THE IMPORTANCE OF THE
SPOKES AND THE REGIONS FROM

WHICH THEY EMANATE

It now seems almost incontrovertible that our
knowledge about the modality-specific sensory and
motor features of objects and other concepts is repre-
sented in or very near the same brain regions that pro-
cess such information when it is encountered in the
real world (Barsalou, 2008). This view, usually called
either grounded or embodied cognition, is endorsed in
one form or another by so many researchers that if we
were to try to mention all of them, the rest of this sec-
tion might consist of nothing but a list of references.
Several different forms of evidence converge to
support this idea, principally: (i) regionally specific
patterns of brain activation, observed in healthy parti-
cipants, that differ as a function of the modality or cat-
egory of the stimulus and/or response; (ii) patterns of
cognitive impairment, resulting from brain lesions in

different locations, that also differ in principled ways
depending on the sensory or motor features of the
stimulus or response; and (iii) data from transient dis-
ruption of neural function in different regions via tran-
scranial magnetic stimulation in neurologically intact
participants (Pobric, Jefferies, & Lambon Ralph,
2010b). To be sure, some specific claims about modal-
ity or category-specific effects are open to debate
(see Chen & Rogers, 2014, for a good discussion). To
be even more sure, brain function is almost infinitely
more subtle and complex than our limited ability to
study it and think about it (Patterson & Plaut, 2009).
This means that any claim for a simple relationship
between a specific category and a specific brain
region (e.g., “the fusiform face area [FFA] in the
right posterior temporal lobe is completely and
uniquely dedicated to processing faces”) is unlikely to
characterize the true state of things in the brain. We
already know that areas other than the FFA respond to
faces (Pitcher, Walsh, Yovel, & Duchaine, 2007) and
that damage to the FFA resulting in prosopagnosia
typically disrupts some abilities beyond face proces-
sing (Behrmann & Plaut, 2012). Nevertheless, there is a
considerable degree of sensory-feature and motor-
feature specialization in both processing and represen-
tation of different kinds of things that no theory of
semantic representation can ignore. And it is crucial to
emphasize that, according to embodied/grounded the-
ories, this specialization does not just reflect surface

Sounds

Olfaction Praxis

Somatosensory

Visual featuresVerbal descriptors

ATL modality-invariant

FIGURE 61.1 The “hub-and-spoke” model of conceptualization. Under this hypothesis, concepts are formed by the mutual interaction of
modality-specific sources of information (the “spokes”) with a central representational hub (red) that provides additional modality-invariant
representational resource. The spokes are assumed to rely on modality-specific secondary association cortical regions while regions within the
anterior temporal region (and, perhaps, other tertiary association areas) underpin the transmodal hub. Conceptualization follows from the
joint action of the hub and spokes (see text for further details). Various computational implementations of this framework have been described
in detail and demonstrate how concepts can be coded in this framework and how data from SD and patients with unilateral temporal lobe
damage can be mimicked. From Rogers et al., 2004 and Schapiro et al., 2013.
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features of stimuli: words referring to concepts of dif-
ferent types can also produce both brain activations in
modality-relevant sensory or motor regions (Hauk,
Shtyrov, & Pulvermüller, 2008; Pulvermuller, 2005;
Simmons et al., 2007) (though see de Zubicaray,
Arciuli, & McMahon, 2013 for an alternative interpre-
tation of some results that might seem to support nec-
essary activation in motor cortex when participants
process action words) and distinctive patterns of
impairment in patients with lesions in or near such
sensory/motor areas (Boulenger et al., 2008;
Pulvermüller et al., 2010). That is, a degree of speciali-
zation seems to apply to the concepts or mental repre-
sentations of objects, not just objects in the real world.

In a useful review of “embodiment and the neuro-
science of semantics,” Meteyard, Cuadrado, Bahrami,
and Vigliocco (2012) placed various theories about
conceptual knowledge on an embodiment continuum,
from “strong” to “weak” to “secondary” to “absent.”
The previous paragraph summarizes our reasons for
rejecting theories that argue for purely abstract seman-
tic representations with no element of embodiment.
However, we also reject the most strongly embodied
theories for reasons described in the next section.
To summarize this first section, the hub-and-spoke
hypothesis suggests that semantic knowledge is repre-
sented in a widely distributed brain network including
modality-specific regions of cortex from which connec-
tions (spokes) emanate, sending activation to and receiv-
ing activation back from another essential component of
the network: a transmodal semantic hub.

61.3 THE INSUFFICIENCY OF THE
SPOKES AND THEIR SOURCES:

WHY WE NEED A HUB

Strongly embodied theories of conceptual knowl-
edge “effectively push semantics out into primary
cortical areas and make it completely dependent on
sensory and motor systems” (Meteyard et al., 2012,
p. 793). In other words, according to such theories,
the brain network for your knowledge of a concept
such as camel consists only of the specific sensory/
motor/linguistic features that you have experienced
concerning camels. How do strongly embodied theo-
ries account for the fact that, on hearing the word
“camel,” you can almost instantly generate all that
other information mentioned in the introduction? They
assume that all of the feature representations in the
modality-specific regions of cortex are connected to
one another. Hearing the word “camel” initially pro-
duces selective activation of an auditory/linguistic
representation; then, in a pattern-completion fashion,

activation rapidly spreads via the inter-area connec-
tions to other modality-specific aspects of your camel
knowledge. Straightforward enough, so why reject this
hypothesis?

First, consider semantic dementia (SD), a neurode-
generative condition in the spectrum of frontotemporal
dementia. The characteristics of SD especially germane
to the current discussion—one neuroanatomical and
four behavioral/cognitive—are as follows:

1. All clinical diagnoses of neurological origin are
associated with a degree, larger or smaller, of
variability across individual patients in “the three
S’s”: site, size, and/or side of lesion. This fact, of
course, makes it somewhat tricky to be confident
about the precise neuroanatomical basis of the
deficits. Such variability inevitably applies to SD,
but it is widely agreed among researchers of
neurodegenerative diseases that SD falls at the
lower end of this spectrum of variability, especially
in its early-middle phases (Acosta-Cabronero et al.,
2011; Guo et al., 2013; Mion et al., 2010). To quote
from Hodges and Patterson (2007), “Patients with
even early-stage SD show bilateral, though typically
asymmetrical, atrophy of the ATLs; as the disease
progresses, the degeneration extends either caudally
into the posterior temporal lobes or rostrally into
the posterior, inferior frontal lobes, or both.
Quantitative MRI studies. . .have refined these
observations by showing consistent and extreme
atrophy (commonly 50�80% gray matter loss) of
the polar and perirhinal cortices and the anterior
fusiform gyri (Davies, Graham, Xuereb, Williams, &
Hodges, 2004; Du, Schuff, & Kramer, 2007; Gorno-
Tempini, Dronkers, & Rankin, 2004)” (p. 1009). It
should be noted that the hippocampus and
entorhinal cortex are also substantially abnormal in
SD (Chan, Fox, & Rossor, 2002; Williams, Nestor, &
Hodges, 2005). Unlike the case of Alzheimer’s
disease (AD), however, the medial temporal
atrophy in SD is much more severe in the rostral
than in the caudal region. Why SD patients, despite
their hippocampal abnormality, do not have the
profoundly impaired anterograde amnesia
characteristic of AD is a fascinating and evolving
story (Nestor, Fryer, & Hodges, 2006; Nestor, Fryer,
Ikeda, & Hodges, 2003), but this is not especially
germane to this chapter on semantic memory.

Results of the multimodal imaging study of SD
patients and healthy controls by Guo et al. (2013),
in agreement with many other investigations of SD,
established that focal atrophy was confined to the
ATL bilaterally. The critical finding of Guo et al.,
however, is that this focal structural damage was
accompanied by reduced physiological integrity

76761.3 THE INSUFFICIENCY OF THE SPOKES AND THEIR SOURCES: WHY WE NEED A HUB

K. CONCEPTUAL SEMANTIC KNOWLEDGE



in many or all of the modality-specific regions
demonstrated to be connected to the ATL in the
control participants. Furthermore, the patients’
semantic deficits correlated with both the ATL
atrophy and the reduced connectivity to more
specific regions. This one highly salient piece of
research thus supports the existence and necessity
of both the hub and the spokes. Guo et al. concluded
that their evidence favors a model of the semantic
network in which “a critical transmodal ATL
semantic hub [is] positioned to integrate functionally
relevant and topographically organized links to
distributed modality-specific regions” (p. 2,988).

2. At least in the prefinal stages of the disease, the
cognitive consequences of SD are largely confined
to disruption of semantic knowledge per se
(Guo et al., 2013; Hodges, Patterson, Oxbury, &
Funnell, 1992; Snowden, Goulding, & Neary, 1989;
Warrington, 1975) and of abilities in which semantic
memory plays an important interactive role
(Patterson et al., 2006).

3. The deterioration of semantic memory in SD is
pan-category and transmodal: different kinds of
concepts (e.g., concrete/abstract; living/human-
made) are all impaired, and the semantic deficits
are apparent no matter what format of stimulus
(object, picture, spoken word, written word,
environmental sound, taste, touch, etc.) is used to
probe for conceptual knowledge and no matter
what modality of response (pointing, speaking,
writing, drawing, etc.) is used to measure
performance (Bozeat, Lambon Ralph, Patterson,
Garrard, & Hodges, 2000; Rogers et al., 2004).

4. The pattern of the cognitive deficits in SD invariably
reflects an interactive impact of the familiarity or
frequency of the stimulus concept (i.e., how often a
concept is experienced) and the typicality of the
stimulus in its domain (i.e., how similar each
exemplar is to the category average or “prototype”).
In many diverse tests and tasks that have
manipulated the frequency and typicality of the
stimuli, significantly impaired and poorest
performance by SD patients is always observed for
atypical and less familiar stimuli/concepts (Lambon
Ralph et al., 2011; Patterson et al., 2006; Rogers
et al., 2004; Woollams, Cooper-Pye, Hodges, &
Patterson, 2008).

5. The nature of the errors made by SD patients is
anything but random and, in virtually any task,
their errors can be described as resulting from
failures of appropriate generalization and
discrimination (see Lambon Ralph & Patterson,
2008, for an extended discussion of such errors in
both receptive and expressive experimental tasks,
as well as in everyday life, and in both verbal and

nonverbal contexts). In object naming, for example,
instances of a category that are of moderate
familiarity and typicality can no longer be
discriminated correctly, resulting in errors such
as naming a fox as “dog” or a zebra as “horse” or
calling them both “animal.” But less familiar and
atypical animals such as a seahorse or a snail even
fail to be generalized to the animal category: they
usually result in content-less naming responses
such as “a little thing” or “I don’t know” or “what
do you do with that?” (Patterson et al., 2007;
Woollams et al., 2008). The same is true for object
and word categorization: typical things are
overgeneralized and atypical things are
undergeneralized (Mayberry, Sage, & Lambon
Ralph, 2011; Snowden, Griffiths, & Neary, 1996).

The first neuroanatomical characteristic indicates
that the brain dysfunction in SD is typically centered on
the ATL, with consequent disruption to the integrity of
connections between the ATL and modality-specific
primary and association cortices. The last four neuropsy-
chological characteristics indicate that the cognitive
abnormality is relatively restricted to semantic memory
(and its impact on other tasks) and follows a highly con-
sistent pattern. Given this set of well-established obser-
vations, it seems difficult to construct an account of SD
that is compatible with a semantic network consisting
only of modality-specific sensory, motor, and language
regions of the brain. To our knowledge, there are no
reports of significant structural degradation of modality-
specific regions in SD. Furthermore, if SD did involve
widespread degeneration of modality-specific regions,
then it should yield cognitive deficits well beyond
semantic memory, as seen in AD. For example, visuo-
spatial processing depends substantially on parietal lobe
regions; AD patients have parietal hypometabolism/
atrophy with disrupted visuospatial ability; SD patients
have neither (Pengas et al., 2010). Finally, if the transmo-
dal semantic disorder in SD did arise from widespread
abnormalities to modality-specific regions, then why
would the pattern of disorder (the interaction between
familiarity and typicality and the nature of the errors) be
so consistent across all modalities and tasks? It seems
much more plausible that the deficits in SD all emerge
from disruption to a part of the semantic network that
codes conceptual space independent of any modality-
specific features of concepts in which the structure is
defined by similarity of instances within domains and
strongly influenced by familiar and typical instances
(Rogers et al., 2004).

SD provides a clear, potentially definitive line of
evidence against the strongest embodied theories of
conceptualization, but it should also be noted that
some researchers in related fields (such as philosophy,
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e.g., Wittgenstein, 2001, and cognitive science, e.g.,
Rosch, 1975; Smith & Medin, 1981) have also argued
that models based on modality-specific features alone
might be inadequate for the formation of coherent
concepts and categories. A full exposition of the various
arguments is beyond the scope of this chapter (these
can be found in Lambon Ralph, 2014; Lambon Ralph,
Sage, et al., 2010; Patterson et al., 2007; Rogers &
McClelland, 2004), but the kernel of the issue is that
the relationship between the abundance of modality-
specific information and the plethora of concepts that
emerge from them is highly complex and nonlinear.
Our key working hypothesis, implemented computa-
tionally (Rogers et al., 2004; Schapiro, McClelland,
Welbourne, Rogers, & Lambon Ralph, 2013) and sup-
ported neuroanatomically (Binney, Parker, & Lambon
Ralph, 2012; Guo et al., 2013), is that concepts represent
the joint action of distributed modality-specific regions
(the “spokes”) with an intermediate transmodal repre-
sentational region (the “hub”). The hub provides the
key additional computational capacity to draw the
multiple and complex sources of information together,
thereby deriving coherent and generalizable concepts.

61.4 WHY SHOULD THE HUB
BE CENTERED ON THE ATL?

The principal argument here is, unsurprisingly, that
the SD patients whose behavior strongly suggests the
existence of a semantic hub have atrophy consistently
centered on the ATL. It is worth noting that the best
hypothesis about the location of a semantic hub in
the ATL has changed somewhat since the earliest
proposals. Because damage (e.g., as measured by VBM
analyses on structural MR images in SD) appears to
be maximal at the temporal pole (Brodmann area 38),
that was the originally suggested hub region (Hodges
et al., 1992; Patterson & Hodges, 2000). These earlier
studies did not have sufficient power—because of
relatively low patient numbers—to support correlations
between lesion location and semantic performance.
With improved diagnostic recognition of and further
research on SD, however, that limitation has begun to
recede, and the best evidence points to a region in
the ATL posterior to the temporal pole, the anterior
portion of the fusiform gyrus, which is subjacent to
the head and body of the hippocampus (Brodmann
areas 20 and 36). That is, atrophy and hypometabolism
are severe across the entire anterior temporal region
including both the temporal pole and this slightly more
posterior and inferior region; however, the abnormality
in the anterior fusiform correlates best with semantic
scores (Libon et al., 2013; Mion et al., 2010).

Because no one is satisfied with scientific proposals/
conclusions based on a single form of evidence, it is
fortunate that there are populations other than SD
patients and techniques other than the ones already
mentioned that are compatible with a transmodal
component of the semantic network located in the
ATL. In this context, it is vital to note that standard
fMRI—the source of most evidence concerning locali-
zation of function in the healthy brain—has been a
rather inadequate source of evidence concerning the
ATL because of various methodological limitations,
including MRI field inhomogeneities, limited field-
of-view, and the nature of the baseline task against
which semantic task performance is compared (Devlin
et al., 2000; Visser, Jefferies, & Lambon Ralph, 2010).
Functional imaging studies using full field-of-view
PET have often reported ATL activations when healthy
participants perform semantic tasks (Sharp, Scott, &
Wise, 2004; Vandenberghe, Price, Wise, Josephs, &
Frackowiak, 1996). Furthermore, the relevance of the
ATL to semantic knowledge is supported by recent
results from: (i) distortion-corrected fMRI of this
region (Visser, Jefferies, Embleton, & Lambon Ralph,
2012; Visser & Lambon Ralph, 2011); (ii) multivoxel
pattern analyses of fMRI data (Peelen & Caramazza,
2012); (iii) the application of rTMS to the lateral part
of this region (Lambon Ralph, Pobric, & Jefferies,
2009; Pobric, Jefferies, & Lambon Ralph, 2010a;
Pobric et al., 2010b; Pobric, Jefferies, & Lambon Ralph,
2007); and (iv) source-based analyses of MEG signals
(Marinkovic et al., 2003).

Three kinds of evidence combine to suggest that the
ATL might constitute a reasonable location for a trans-
modal semantic hub. First, findings from nonhuman pri-
mate physiology (Gloor, 1997) and human functional
and structural connectivity studies (Binney et al., 2012;
Guo et al., 2013) indicate that a number of primary sen-
sory and motor areas, along with their related associa-
tion cortices, connect to and merge information in the
ATL. Second, in addition to the rather factual nature of
much conceptual information, semantic memory is often
“flavored” by aspects of emotion and reward. Brain
regions vital to these aspects of experience, including the
amygdala and other limbic structures as well as the orbi-
tofrontal cortex, are also close and well-connected to
the ATL. Finally, the temporal lobe regions apparently
important in semantic memory are immediately adjacent
to the anterior parts of the medial temporal lobe memory
system critical for rapid learning of new episodic infor-
mation. Conceptual knowledge, although mostly, and
for good reasons, acquired gradually (McClelland,
McNaughton, & O’Reilly, 1995), is ultimately based on
information experienced in episodes.

As a final note on this topic, it is potentially inter-
esting and important that the center of the ATL
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transmodal hub (anterior fusiform/ITG) aligns with
previously separate literature on neurophysiological
evidence from patients who have depth or grid electro-
des surgically implanted as part of investigation and
treatment for long-term epilepsy. Ventral ATL regions
are often considered to be visually specific, reflecting
the apex of a visual “ventral” stream of processing
(Albright, 2012); however, the same area also appar-
ently plays a role in language processing. In their sem-
inal studies, Lüders et al. (1986, 1991) demonstrated
that stimulation of this region gave rise to transient
language impairment (of reading and naming) and,
consequently, they coined the term “basal temporal
language area.” Direct measurement of local field
potentials confirmed its role in naming (Nobre,
Allison, & McCarthy, 1994). More recent studies have
demonstrated that these regions show sensitivity to
semantic categories, but not low-level variations in
visual characteristics (e.g., orientation and size).
Strikingly, these semantic effects emerge very rapidly
(B120 ms) after the onset of the stimulus (Chan et al.,
2011; Liu, Agam, Madsen, & Kreiman, 2009). Although
further direct comparisons with SD patients and func-
tional neuroimaging are required, these data from the
cognitive neurosurgery literature appear to support
the hypothesis that this region is the centerpoint of
a transmodal semantic hub.

61.5 EVIDENCE FOR AND POSSIBLE
REASONS FOR A BILATERAL ATL HUB

So far, our attention has been on the ATL as a
whole and in the singular. In the next two sections we
consider emerging evidence for subdivisions both
within the ATL in each hemisphere, from dorsal to
ventral (see Section 61.6) and (in this section) across
the two hemispheres. The ATL abnormality in SD
patients is always bilateral (although often very asym-
metrical, at least until late in the disease), suggesting
that both left and right regions may contribute to
conceptual knowledge. Other patient groups with clini-
cally notable impairment of semantic memory typically
have bilateral ATL damage [e.g., AD (Hodges &
Patterson, 1995) and herpes simplex virus encephalitis
(Lambon Ralph, Lowe, & Rogers, 2007; Noppeney
et al., 2007)]. Likewise, formal meta-analyses of the
functional neuroimaging literature indicate that both
ATLs are implicated in semantic function in neurologi-
cally intact participants (Binder, Desai, Graves, &
Conant, 2009; Visser et al., 2010). These neuropsycho-
logical and neuroimaging results prompt some obvi-
ous but important questions. First, does semantic
impairment require bilateral ATL damage? And, if so,
then what are the roles of the left versus right ATL?

Recent studies that have explored semantic function
in patients with unilateral ATL damage indicate that
semantic performance is generally much better than in
patients with bilateral ATL diseases, especially SD.
With more sensitive assessments, however, expressive
and receptive semantic deficits can be observed after
unilateral ATL lesions (Bi et al., 2011; Lambon Ralph,
Cipolotti, Manes, & Patterson, 2010; Lambon Ralph,
Ehsan, Baker, & Rogers, 2012). These contemporary
studies fit with the older comparative neurology litera-
ture that consistently reported chronic multimodal
(visual and auditory) “semantic” impairment in
primates and monkeys after bilateral ATL resection,
but only a milder and transient form of the same
impairment after unilateral resection (Brown &
Schafer, 1888; Klüver & Bucy, 1939). Intriguingly, and
relevant to the cross-methodology data noted at the
end of their seminal paper, Klüver and Bucy
highlighted striking similarities between primates
following bilateral ATL resection and the patients
previously described by Pick with frontotemporal
dementia. The same pattern as that observed in the
primate studies was replicated in a rare human single-
case neurosurgery study (Terzian & Dalle Ore, 1955).
In an (ultimately unsuccessful) attempt to control the
patient’s epilepsy, these investigators performed
sequential full-depth ATL resections. As in the previ-
ous primate studies, after initial unilateral removal, the
patient exhibited transient deficits of language, recog-
nition and memory. However, after bilateral resection,
a chronic and severe comprehension deficit emerged,
along with other features of what is now referred to
as Klüver-Bucy syndrome. Taken together, the full
(although admittedly still rather limited) set of neuro-
psychological and neurosurgery findings can be sum-
marized as follows: unilateral ATL damage generates
semantic impairment in the acute stage that often
diminishes rapidly, leaving patients in the chronic
phase with a mild comprehension deficit. This
impairment can be detected with sensitive neuropsy-
chological assessments but is nothing like the level of
semantic impairment found in SD and other bilateral
ATL diseases.

Before considering the explanation for these
findings in more detail, a brief aside to avoid poten-
tial confusion is merited. By far the most famous
example of bilateral temporal resection is that of
patient HM. After surgery, he and the other patients
reported in the seminal case-series study of Scoville
and Milner (Scoville & Milner, 1957) presented with
profound anterograde amnesia but not with other
impairments of higher cognition, including language
and semantic memory. At face value, this might
appear to contradict the hypothesis that semantic
representation is reliant on a bilateral ATL system; in
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fact, a closer consideration of the location of the resec-
tions adds further weight to our hypothesis that the
ventrolateral aspects of the ATL are crucial to semantic
memory. Because of the fact that Scoville used an
orbital approach to the medial temporal regions when
performing the bilateral selective hippocampectomy
(rather than the lateral approach commonly used in
most modern neurosurgical procedures), the ventral
and lateral aspects of the ATL were preserved in patient
HM and the other patients in the original case series.

The notion that both left and right ATL contribute
to semantic representation is reinforced by recent stud-
ies applying rTMS to neurologically intact participants.
The technique is complementary to neuropsychological
studies in that one can assess performance before stim-
ulation and then after it during the transient refractory
period. Its advantage over lesion studies is that the
location and timing of the stimulation are under exper-
imental control; however, the behavioral effect of stim-
ulation is (happily!) not only transient but also much
smaller than that of neurological damage. Careful,
sensitive assessment methods are thus required. As
noted, SD patients always have bilateral temporal
abnormalities, making it difficult in SD to separate and
establish a selective role, if any, of left versus right
ATL. It is possible, however, to contrast the effect of
rTMS to left versus right ATL, and this has been done
for verbal and nonverbal comprehension tasks in a
series of studies (Lambon Ralph, Pobric, & Jefferies,
2009; Pobric et al., 2010a). In these studies, rTMS to
either ATL generated an equivalent effect on both ver-
bal and nonverbal semantic tasks, thus supporting our
working hypothesis that both ATLs contribute to a
transmodal semantic hub.

A potential explanatory framework for the patient
(SD and unilateral resection) and rTMS results was
explored in a recent computational model of bilateral
ATL semantic representation (Schapiro et al., 2013).
This was based on a direct extension of the original
Rogers “hub-and-spoke” computational model (Rogers
et al., 2004). Instead of a single transmodal representa-
tional hub, however, Schapiro and colleagues split it
into two separate “demi-hubs” with only partial con-
nectivity between them. The model, which was trained
in exactly the same manner as the Rogers single-
hub variant, was able to learn all of the training
patterns despite having a lower number of connec-
tions overall. When considerable unilateral damage
was applied to the simulation, a small semantic
impairment resulted that could be reduced by allow-
ing some postdamage weight adjustment (to mimic
spontaneous recovery: Keidel, Welbourne, & Lambon
Ralph, 2010; Welbourne & Lambon Ralph, 2007;
Welbourne, Woollams, Crisp, & Lambon Ralph, 2011).
In contrast, when the same total amount of damage

was distributed across both demi-hubs, a substantial
and considerably greater semantic deficit emerged—
replicating the difference between patients with unilat-
eral versus bilateral ATL lesions. Detailed analysis and
mathematical exploration demonstrated that the differ-
ence between unilateral and bilateral damage in the
model was related to the differential propagation of
noisy activation. Damage in any computational model
not only diminishes the level of activation but also
adds noise to its processing. When damage is focussed
within one (only partly interconnected) demi-hub, the
unaffected system generates strong and relatively
noise-free activations that are able to dominate the
response from the model; thus, it performs generally
accurately (albeit slightly less efficiently than before).
In contrast, bilateral damage across both demi-hubs
results in weakened and noisy representations, leading
to inaccurate responses.

Although it seems clear that both left and right
ATLs are important to conceptual knowledge, the cur-
rent literature contains mixed results and conclusions
regarding the nature of the contribution from each
side. Based on results from a variety of techniques,
some researchers argue for a left�right dissociation
in which the left ATL is primarily responsible for ver-
bal semantic processing, whereas the right is much
more important in processing faces, objects, and non-
verbal sounds (Gainotti, 2012, 2014; Mesulam et al.,
2013; Snowden, Thompson, & Neary, 2004; Thierry &
Price, 2006). Other research groups report results
more compatible with either similar contributions from
the two ATL sides or at least only graded dissocia-
tions. Furthermore, even results indicating left�right
dissociation are open to a different and more subtle
interpretation than a categorical “left5verbal, right5
nonverbal.” There is no doubt that cortical regions
posterior to the ATL have significantly different
involvement in the processing of verbal versus nonver-
bal information. Given that the great majority of corti-
cocortical connections are very local and within rather
than across hemisphere, this means that as information
moves from caudal (sensory) regions to rostral (con-
ceptual) regions, verbal input will activate the left ATL
more than the right, and nonverbal input such as faces
and objects will preferentially activate the right ATL.
This account of left/right differences in semantic pro-
cessing, including two implemented computational
models, has been advanced by Ikeda, Patterson,
Graham, Lambon Ralph, and Hodges (2006); Lambon
Ralph, McClelland, Patterson, Galton, and Hodges
(2001); Mion et al. (2010), and Schapiro et al. (2013).

In conclusion, the current literature provides only a
partial answer to the nature of the contribution of left
versus right ATL to semantic processing. There is
broad agreement (across methods and patient groups)
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that both left and right ATL contribute in some fashion
and that the left ATL is more involved than the right
in generating names and speech from semantic
memory. The issues that are subject to considerable
current research activity center around two alternative
hypotheses: (i) graded connectivity-related differences
in the contribution of each ATL to a primarily bilateral
neural system or (ii) a more modular distinction in
which each ATL is relatively specialized for discrete
subdivisions of semantic processing.

61.6 THE GRADED HUB HYPOTHESIS

In this final section, we consider potential functional
variations within each ATL. As noted, although the
robust and consistent data from SD patients have been
crucial in linking bilateral ATLs to semantic represen-
tation, these findings are a less powerful source of
information regarding the contributions of left versus
right ATL. In a similar vein, although the atrophy in
SD is generally agreed to be more profound in the ven-
tral than the dorsal ATL, most of the ATL is abnormal
by the time that SD patients come to clinical attention,
with the result that the condition of SD is insufficient
to inform us about potential variations in representa-
tion of conceptual knowledge from dorsal to ventral
regions. There is also the question of lateral versus
medial aspects of the ATL. All of these “unknowns”
constitute yet another reason for adopting multiple
methods, because limitations in one approach can
often be compensated by advantages conferred by
other techniques.

Ever since the seminal work of Brodmann (1909), it
has been known that there are variations in cyto-
architecture that, in turn, imply different types of
neurocomputation. Two major distinctions in the ATL
region noted by Brodmann were a shift from granular
through dysgranular to agranular cortex in moving
from lateral to medial structures around the temporal
pole and a significant change in cytoarchitecture from
BA22 (approximately equivalent to the superior tem-
poral gyrus) to the neighboring areas (pole, BA38;
middle and inferior temporal gyri, BA21 and BA20,
respectively). Although noting that there were also
differences between the other ATL regions (sufficient
to give them different labels), Brodmann commented
that they were graded rather than absolute differences;
in fact, it is possible to consider them to be one single
larger cytoarchitectural region as some of his contem-
poraries did. Modern, sophisticated studies (Ding, Van
Hoesen, Cassell, & Poremba, 2009) have increased the
number of cytoarchitectural divisions proposed for the
ATL but, echoing Brodmann’s original observations,
these divisions are thought to be graded rather than

absolute in nature. Although local cytoarchitecture
is only one factor in neurocomputation (others—like
connectivity—are also crucial), these classic and con-
temporary findings might lead us to expect some func-
tional variations across the ATL, albeit they are
probably graded in nature.

Recent (distortion-corrected) neuroimaging studies
have provided new insights about white-matter con-
nectivity within the ATL and also the location of
semantically related functional activations. With
regard to white-matter connectivity, Binney et al.
(2012) observed connections both along gyri and
between neighboring gyri, providing a neural basis for
blending of information in a rostral and lateral direc-
tion along the temporal cortex. In addition, there is a
more regionally specific pattern of connectivity from
the temporal lobe to other areas: the temporopolar cor-
tex is primarily connected via the uncinate fasciculus
to orbitofrontal and ventral prefrontal regions; poste-
rior temporal areas to inferior parietal regions; and
superior temporal areas to inferior prefrontal regions.
Very similar patterns of connectivity have been
revealed by a recent analysis of resting-state functional
connectivity seeded from different parts of the human
temporopolar cortex (Pascual et al., 2013). These long-
range connections are likely to be germane not only for
considering how various forms of modality-specific
information interact with a transmodal ATL hub but
also for considering how semantic representations
interface with other cognitive mechanisms, such as
executive functions and working memory (Binney
et al., 2012; Jefferies & Lambon Ralph, 2006).

With the benefit of methods and techniques to allow
effective probing of activations across the entire ATL
(including ventral regions), recent fMRI studies have
started to reveal various graded patterns of semantic
activation, which seem to fit with the graded differences
in connectivity and cytoarchitecture in this area (Binney
et al., 2012; Ding et al., 2009). These neuroimaging stud-
ies point to the bilateral ventrolateral subregion as the
centerpoint of a graded ATL semantic hub. Across stud-
ies, this region is consistently activated, irrespective of
task, input modality, or category of stimuli (Sharp et al.,
2004; Vandenberghe et al., 1996; Visser et al., 2012;
Visser & Lambon Ralph, 2011). Moving away from
this neural location, there seem to be gradual shifts in
the semantic function dependent on the proximity/
connectivity to different primary inputs (Visser et al.,
2012; Visser & Lambon Ralph, 2011). Thus, activation is
more sensitive to auditory-related stimuli (verbal and
nonverbal) in lateral superior regions and to visual
inputs in posterior ventral temporal areas. These early
explorations of the ATL region are consistent with
variants of the hub-and-spoke model that include
graded variations of connectivity (Plaut, 2002).
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In summary, recent evidence has made it clear that
the ATL does not function as one undifferentiated
mass but rather with important graded variations of
function across the region. Given the pattern of its
structural and functional connectivity, these graded
changes in ATL function appear to reflect the varying
influence of different inputs and outputs on the
processing in local ATL subregions.

61.7 CONCLUDING COMMENT

Semantic memory/conceptual knowledge is central
to much of human life. It may not be involved when
you walk into a room to sit down, but recognizing that
an unfamiliar chair is something on which to sit
requires semantic memory. It may not be involved
when you move your tongue and lips, but it is the basis
of every novel utterance that you make. A huge amount
has been learned about this central aspect of human
function in the relatively short time in which cognitive
neuroscientists have been addressing it in their experi-
mental work and theorizing, but there is so far to go
that future models of the organization and neural basis
of semantic memory may look like “objects” that we
have never encountered before. It would be a foolhardy
researcher who tries to predict which of the field’s
current interpretations of data will still be alive one or
several decades from now. Maybe the proposal of a
semantic hub will be here today and gone tomorrow.
All we can say is that today, we find it difficult to con-
ceive of a hub-less framework that would account for
existing data regarding semantic memory.

References

Acosta-Cabronero, J., Patterson, K., Fryer, T. D., Hodges, J. R.,
Pengas, G., Williams, G. B., et al. (2011). Atrophy, hypometabo-
lism and white matter abnormalities in semantic dementia tell a
coherent story. Brain, 134, 2025�2035.

Albright, T. D. (2012). On the perception of probable things: Neural
substrates of associative memory, imagery, and perception.
Neuron, 74(2), 227�245.

Barsalou, L. W. (2008). Grounded cognition. Annual Review of
Psychology, 59(1), 617�645. Available from: http://dx.doi.org/
10.1146/annurev.psych.59.103006.093639.

Behrmann, M., & Plaut, D. C. (2012). Bilateral hemispheric proces-
sing of words and faces: Evidence from word impairments
in prosopagnosia and face impairments in pure alexia. Cerebral
Cortex, 24, 1102�1118. Available from: http://dx.doi.org/
10.1093/cercor/bhs390.

Bi, Y., Wei, T., Wu, C., Han, Z., Jiang, T., & Caramazza, A. (2011).
The role of the left anterior temporal lobe in language processing
revisited: Evidence from an individual with ATL resection.
Cortex, 47(5), 575�587.

Binder, J. R., Desai, R. H., Graves, W. W., & Conant, L. L. (2009).
Where is the semantic system? A critical review and meta-
analysis of 120 functional neuroimaging studies. Cerebral Cortex,

19(12), 2767�2796. Available from: http://dx.doi.org/10.1093/
cercor/bhp055.

Binney, R. J., Parker, G. J. M., & Lambon Ralph, M. A. (2012).
Convergent connectivity and graded specialization in the rostral
human temporal lobe as revealed by diffusion-weighted imaging
probabilistic tractography. Journal of Cognitive Neuroscience, 24,
1998�2014.

Boulenger, V., Mechtouff, L., Thobois, S., Broussolle, E.,
Jeannerod, M., & Nazir, T. A. (2008). Word processing in
Parkinson’s disease is impaired for action verbs but not con-
crete nouns. Neuropsychologia, 46(2), 743�756.

Bozeat, S., Lambon Ralph, M. A., Patterson, K., Garrard, P., &
Hodges, J. R. (2000). Non-verbal semantic impairment in semantic
dementia. Neuropsychologia, 38, 1207�1215.

Brodmann, K. (1909). Vergleichende lokalisationslehre der Grosshirnrinde.
Leipzig: Barth.

Brown, S., & Schafer, E. A. (1888). An investigation into the functions of
the occipital and temporal lobes of the monkey’s brain. Philosophical
Transactions of the Royal Society of London. B, 179, 303�327.

Chan, A. M., Baker, J. M., Eskandar, E., Schomer, D., Ulbert, I.,
Marinkovic, K., et al. (2011). First-Pass selectivity for semantic
categories in human anteroventral temporal lobe. The Journal
of Neuroscience, 31(49), 18119�18129. Available from: http://
dx.doi.org/10.1523/jneurosci.3122-11.2011.

Chan, D., Fox, N., & Rossor, M. (2002). Differing patterns of temporal
atrophy in Alzheimer’s disease and semantic dementia. Neurology,
58, 838.

Chen, L., & Rogers, T. T. (2014). Revisiting domain-general accounts
of category specificity in mind and brain. Wiley Interdisciplinary
Reviews: Cognitive Science, 5(3), 327�344. Available from: http://
dx.doi.org/10.1002/wcs.1283.

Davies, R., Graham, K. S., Xuereb, J. H., Williams, G. B., & Hodges,
J. R. (2004). The human perirhinal cortex and semantic memory.
European Journal of Neuroscience, 20, 2441�2446.

Devlin, J. T., Russell, R. P., Davis, M. H., Price, C. J., Wilson, J.,
Moss, H. E., et al. (2000). Susceptibility-induced loss of
signal: Comparing PET and fMRI on a semantic task. NeuroImage,
11(6; Pt 2), 589�600.

de Zubicaray, G., Arciuli, J., & McMahon, K. (2013). Putting an
“end” to the motor cortex representations of action words. Journal
of Cognitive Neuroscience, 25(11), 1957�1974. Available from:
http://dx.doi.org/10.1162/jocn_a_00437.

Ding, S., Van Hoesen, G. W., Cassell, M. D., & Poremba, A. (2009).
Parcellation of human temporal polar cortex: A combined analy-
sis of multiple cytoarchitectonic, chemoarchitectonic, and patho-
logical markers. Journal of Comparative Neurology, 514, 595�623.

Du, A. T., Schuff, N., Kramer, J. H., Rosen, H. J., Gorno-Tempini,
M. L., Rankin, K., et al. (2007). Different regional patterns of
cortical thinning in Alzheimer’s disease and frontotemporal
dementia. Brain, 130, 1159�1166.

Gainotti, G. (2012). The format of conceptual representations disrupted
in semantic dementia: A position paper. Cortex, 48(5), 521�529.

Gainotti, G. (2014). Why are the right and left hemisphere conceptual
representations different? Behavioural Neurology, 2014, 10. Available
from: http://dx.doi.org/10.1155/2014/603134.

Gloor, P. (1997). The temporal lobe and the limbic system. Oxford:
Oxford University Press.

Gorno-Tempini, M. L., Dronkers, N. F., Rankin, K. P., et al. (2004).
Cognition and anatomy in three variants of primary progressive
aphasia. Annals of Neurology, 55, 335�346.

Guo, C. C., Gorno-Tempini, M. L., Gesierich, B., Henry, M., Trujillo, A.,
Shany-Ur, T., et al. (2013). Anterior temporal lobe degeneration
produces widespread network-driven dysfunction. Brain, 136(10),
2979�2991. Available from: http://dx.doi.org/10.1093/brain/
awt222.

773REFERENCES

K. CONCEPTUAL SEMANTIC KNOWLEDGE



Hauk, O., Shtyrov, Y., & Pulvermüller, F. (2008). The time course of
action and action-word comprehension in the human brain as
revealed by neurophysiology. Journal of Physiology Paris, 102(1�3),
50�58.

Hodges, J. R., & Patterson, K. (1995). Is semantic memory consis-
tently impaired early in the course of Alzheimer’s disease?
Neuroanatomical and diagnostic implications. Neuropsychologia,
33(4), 441�459.

Hodges, J. R., & Patterson, K. (2007). Semantic dementia: A unique
clinico-pathological syndrome. Lancet Neurology, 6, 1004�1014.

Hodges, J. R., Patterson, K., Oxbury, S., & Funnell, E. (1992).
Semantic dementia: Progressive fluent aphasia with temporal
lobe atrophy. Brain, 115(Pt 6), 1783�1806.

Ikeda, M., Patterson, K., Graham, K. S., Lambon Ralph, M. A., &
Hodges, J. R. (2006). A horse of a different colour: Do patients
with semantic dementia recognise different versions of the same
object as the same? Neuropsychologia, 44(4), 566�575.

Jefferies, E., & Lambon Ralph, M. A. (2006). Semantic impairment in
stroke aphasia vs. semantic dementia: A case-series comparison.
Brain, 129, 2132�2147.

Keidel, J. L., Welbourne, S. R., & Lambon Ralph, M. A. (2010).
Solving the paradox of the equipotential and modular brain: A
neurocomputational model of stroke vs. slow-growing glioma.
Neuropsychologia, 48(6), 1716�1724.
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Lüders, H., Lesser, R. P., Hahn, J., Dinner, D. S., Morris, H. H.,
Wyllie, E., et al. (1991). Basal temporal language area. Brain, 114
(Pt 2), 743�754.

Marinkovic, K., Dhond, R. P., Dale, A. M., Glessner, M., Carr, V., &
Halgren, E. (2003). Spatiotemporal dynamics of modality-specific
and supramodal word processing. Neuron, 38, 487�497.

Mayberry, E. J., Sage, K., & Lambon Ralph, M. A. (2011). At the
edge of semantic space: The breakdown of coherent concepts in
semantic dementia is constrained by typicality and severity but
not modality. Journal of Cognitive Neuroscience, 23(9), 2240�2251.
Available from: http://dx.doi.org/10.1162/jocn.2010.21582.

McClelland, J. L., McNaughton, B. L., & O’Reilly, R. C. (1995). Why
there are complementary learning-systems in the hippocampus
and neocortex: Insights from the successes and failures of con-
nectionist models of learning and memory. Psychological Review,
102(3), 419�457.

Mesulam, M.-M., Wieneke, C., Hurley, R., Rademaker, A.,
Thompson, C. K., Weintraub, S., et al. (2013). Words and objects
at the tip of the left temporal lobe in primary progressive aphasia.
Brain, 136(2), 601�618. Available from: http://dx.doi.org/
10.1093/brain/aws336.

Meteyard, L., Cuadrado, S. R., Bahrami, B., & Vigliocco, G. (2012).
Coming of age: A review of embodiment and the neuroscience of
semantics. Cortex, 48(7), 788�804.

Mion, M., Patterson, K., Acosta-Cabronero, J., Pengas, G., Izquierdo-
Garcia, D., Hong, Y. T., et al. (2010). What the left and right
anterior fusiform gyri tell us about semantic memory. Brain, 133
(11), 3256�3268. Available from: http://dx.doi.org/10.1093/
brain/awq272.

Nestor, P. J., Fryer, T. D., & Hodges, J. R. (2006). Declarative memory
impairments in Alzheimer’s disease and semantic dementia.
NeuroImage, 30, 1010�1020.

Nestor, P. J., Fryer, T. D., Ikeda, M., & Hodges, J. R. (2003).
Retrosplenial cortex—B29/30—hypometabolism in mild cognitive
impairment (prodromal Alzheimer’s disease). The European
Journal of Neuroscience, 18, 2663�2667.

Nobre, A. C., Allison, T., & McCarthy, G. (1994). Word recognition in
the human inferior temporal lobe. Nature, 372(6503), 260�263.
Available from: http://dx.doi.org/10.1038/372260a0.

Noppeney, U., Patterson, K., Tyler, L. K., Moss, H., Stamatakis, E. A.,
Bright, P., et al. (2007). Temporal lobe lesions and semantic
impairment: A comparison of herpes simplex virus encephalitis
and semantic dementia. Brain, 130, 1138�1147.

Pascual, B., Masdeu, J. C., Hollenbeck, M., Makris, N., Insausti, R.,
Ding, S.-L., et al. (2013). Large-scale brain networks of the human
left temporal pole: A functional connectivity MRI study. Cerebral
Cortex [Epub ahead of print September 2013]. Available from:
http://dx.doi.org/10.1093/cercor/bht260.

Patterson, K., & Hodges, J. R. (2000). Semantic dementia: One
window on the structure and organization of semantic memory.
In L. Cermak (Ed.), Handbook of neuropsychology (Vol. 2, pp. 313�333).
Amsterdam: Elsevier.

Patterson, K., Lambon Ralph, M. A., Jefferies, E., Woollams, A.,
Jones, R. W., Hodges, J. R., et al. (2006). “Presemantic” cognition

774 61. THE HUB-AND-SPOKE HYPOTHESIS OF SEMANTIC MEMORY

K. CONCEPTUAL SEMANTIC KNOWLEDGE



in semantic dementia: Six deficits in search of an explanation.
Journal of Cognitive Neuroscience, 18(2), 169�183.

Patterson, K., Nestor, P. J., & Rogers, T. T. (2007). Where do you
know what you know? The representation of semantic knowledge
in the human brain. Nature Reviews Neuroscience, 8(12), 976�987.
Available from: http://dx.doi.org/10.1038/nrn2277.

Patterson, K., & Plaut, D. (2009). “Shallow draughts intoxicate the
brain”: Lessons from cognitive science for cognitive neuropsy-
chology. Topics in Cognitive Science, 1, 39�58.

Peelen, M. V., & Caramazza, A. (2012). Conceptual object repre-
sentations in human anterior temporal cortex. The Journal of
Neuroscience, 32(45), 15728�15736. Available from: http://dx.doi.
org/10.1523/jneurosci.1953-12.2012.

Pengas, G., Patterson, K., Arnold, R. J., Bird, C. M., Burgess, N., &
Nestor, P. J. (2010). Lost and found: Bespoke memory testing for
Alzheimer’s disease and semantic dementia. Journal of Alzheimer’s
Disease, 21(4), 1347�1365. Available from: http://dx.doi.org/
10.3233/jad-2010-100654.

Pitcher, D., Walsh, V., Yovel, G., & Duchaine, B. (2007). TMS evi-
dence for the involvement of the right occipital face area in early
face processing. Current Biology, 17(18), 1568�1573. Available
from: http://dx.doi.org/10.1016/j.cub.2007.07.063.

Plaut, D. C. (2002). Graded modality-specific specialization in
semantics: A computational account of optic aphasia. Cognitive
Neuropsychology, 19, 603�639.

Pobric, G., Jefferies, E., & Lambon Ralph, M. A. (2010a). Amodal
semantic representations depend on both anterior temporal lobes:
Evidence from repetitive transcranial magnetic stimulation.
Neuropsychologia, 48(5), 1336�1342.

Pobric, G., Jefferies, E., & Lambon Ralph, M. A. (2010b). Category-
specific versus category-general semantic impairment induced
by transcranial magnetic stimulation. Current Biology, 20(10),
964�968.

Pobric, G. G., Jefferies, E., & Lambon Ralph, M. A. (2007). Anterior
temporal lobes mediate semantic representation: Mimicking
semantic dementia by using rTMS in normal participants.
Proceedings of the National Academy of Sciences of the United States of
America, 104, 20137�20141.

Pulvermuller, F. (2005). Brain mechanisms linking language and
action. Nature Reviews Neuroscience, 6(7), 576�582.

Pulvermüller, F., Cooper-Pye, E., Dine, C., Hauk, O., Nestor, P. J., &
Patterson, K. (2010). The word processing deficit in semantic demen-
tia: All categories are equal, but some categories are more equal
than others. Journal of Cognitive Neuroscience, 22(9), 2027�2041.
Available from: http://dx.doi.org/10.1162/jocn.2009.21339.

Rogers, T. T., Lambon Ralph, M. A., Garrard, P., Bozeat, S.,
McClelland, J. L., Hodges, J. R., et al. (2004). The structure
and deterioration of semantic memory: A neuropsychological
and computational investigation. Psychological Review, 111,
205�235.

Rogers, T. T., & McClelland, J. L. (2004). Semantic cognition: A parallel
distributed processing approach. Cambridge, MA: The MIT Press.

Rosch, E. (1975). Cognitive representations of semantic categories.
Journal of Experimental Psychology: General, 104, 192�233.

Schapiro, A. C., McClelland, J. L., Welbourne, S. R., Rogers, T. T., &
Lambon Ralph, M. A. (2013). Why bilateral damage is worse than
unilateral damage to the brain. Journal of Cognitive Neuroscience,
25(12), 2107�2123.

Scoville, W. B., & Milner, B. (1957). Loss of recent memory after bilat-
eral hippocampal lesions. Journal of Neurology, Neurosurgery and
Psychiatry, 20, 11�21.

Sharp, D. J., Scott, S. K., & Wise, R. J. S. (2004). Retrieving meaning
after temporal lobe infarction: The role of the basal language area.
Annals of Neurology, 56(6), 836�846.

Simmons, W. K., Ramjee, V., Beauchamp, M. S., McRae, K., Martin, A.,
& Barsalou, L. W. (2007). A common neural substrate for perceiving
and knowing about colour. Neuropsychologia, 45(12), 2802�2810.

Smith, E. E., & Medin, D. L. (1981). Categories and concepts.
Cambridge, MA: Harvard University Press.

Snowden, J. S., Goulding, P. J., & Neary, D. (1989). Semantic demen-
tia: A form of circumscribed cerebral atrophy. Behavioural
Neurology, 2(3), 167�182.

Snowden, J. S., Griffiths, H. L., & Neary, D. (1996). Semantic-episodic
memory interactions in semantic dementia: Implications for retro-
grade memory function. Cognitive Neuropsychology, 13(8), 1101�1137.

Snowden, J. S., Thompson, J. C., & Neary, D. (2004). Knowledge of
famous faces and names in semantic dementia. Brain, 127, 860�872.

Terzian, H., & Dalle Ore, G. (1955). Syndrome of Kluver-Bucy repro-
duced in man by bilateral removal of the temporal lobes.
Neurology, 5, 373�380.

Thierry, G., & Price, C. J. (2006). Dissociating verbal and nonverbal
conceptual processing in the human brain. Journal of Cognitive
Neuroscience, 18(6), 1018�1028. Available from: http://dx.doi.
org/10.1162/jocn.2006.18.6.1018.

Tulving, E. (1972). Episodic and semantic memory. In E. Tulving, &
W. Donaldson (Eds.), Organisation of memory. London: Academic
Press.

Vandenberghe, R., Price, C., Wise, R., Josephs, O., & Frackowiak,
R. S. J. (1996). Functional anatomy of a common semantic system
for words and pictures. Nature, 383(6597), 254�256.

Visser, M., Jefferies, E., Embleton, K. V., & Lambon Ralph, M. A.
(2012). Both the middle temporal gyrus and the ventral anterior
temporal area are crucial for multimodal semantic processing:
Distortion-corrected fMRI evidence for a double gradient of infor-
mation convergence in the temporal lobes. Journal of Cognitive
Neuroscience, 24(8), 1766�1778.

Visser, M., Jefferies, E., & Lambon Ralph, M. A. (2010). Semantic
processing in the anterior temporal lobes: A meta-analysis of
the functional neuroimaging literature. Journal of Cognitive
Neuroscience, 22, 1083�1094.

Visser, M., & Lambon Ralph, M. A. (2011). Differential contributions
of bilateral ventral anterior temporal lobe and left anterior super-
ior temporal gyrus to semantic processes. Journal of Cognitive
Neuroscience, 23(10), 3121�3131.

Warrington, E. K. (1975). The selective impairment of semantic mem-
ory. Quarterly Journal of Experimental Psychology, 27(4), 635�657.

Welbourne, S. R., & Lambon Ralph, M. A. (2007). Using PDP models
to simulate phonological dyslexia: The key role of plasticity-
related recovery. Journal of Cognitive Neuroscience, 19, 1125�1139.

Welbourne, S. R., Woollams, A. M., Crisp, J., & Lambon Ralph, M. A.
(2011). The role of plasticity-related functional reorganization in
the explanation of central dyslexias. Cognitive Neuropsychology, 28
(2), 65�108.

Williams, G. B., Nestor, P. J., & Hodges, J. R. (2005). The neural cor-
relates of semantic and behavioural deficits in frontotemporal
dementia. NeuroImage, 24, 1042�1051.

Wittgenstein, L. (2001). Philosophical investigations: The German text,
with a revised English translation 50th anniversary commemorative edi-
tion. Oxford: Wiley-Blackwell.

Woollams, A. M., Cooper-Pye, E., Hodges, J. R., & Patterson, K.
(2008). Anomia: A doubly typical signature of semantic dementia.
Neuropsychologia, 46(10), 2503�2514.

775REFERENCES

K. CONCEPTUAL SEMANTIC KNOWLEDGE



This page intentionally left blank



C H A P T E R

62

What Does It Mean? A Review of the
Neuroscientific Evidence for Embodied

Lexical Semantics
Olaf Hauk

MRC Cognition and Brain Sciences Unit, Cambridge, UK

62.1 INTRODUCTION

We often have the impression that we create a
“mental image” of concepts when we refer to them
in discourse, remember them, or reason about them.
This seems to suggest that concepts can evoke simi-
lar processes as those engaged during the acquisition
of this concept. Philosophers have entertained the
idea of mental images, in the sense of re-experienced
perceptions or actions, for a long time. David Hume
stated that the idea of the color red and the actual
perception of red differ only in degree and not in
nature (Hume, 1985). Immanuel Kant claimed that
we cannot think about a line without drawing it in
our mind (Kant, 1995). However, the delineation of
unconscious and possibly automatic semantic pro-
cessing from more deliberate and effortful concep-
tual processing and mental imagery is still a major
issue in cognitive science. In the neuroscience of lan-
guage, the degree to which representations and pro-
cessing of semantics relies on brain systems for
perception and action is still a matter of great
controversy.

Most authors will agree that lexical semantics is
about the relationship between symbols and what they
represent, as well as their relationship to other symbols
and their meanings. Unfortunately, relating specific
experimental results to such a general definition is not
straightforward. Any single study will need to make a
choice of particular symbols and particular things they
stand for, modes of presentation, contexts, task instruc-
tions, and measurements. This chapter introduces the
major theoretical approaches in research on embodied

semantics, describes the most popular neuroscientific
methods used to test them, and provides a selective
overview of the empirical literature. The main focus is
on lexical semantics (i.e., the meaning of words and
symbols), but references to other conceptual domains
(e.g., sentence-level processing) will be made where
appropriate.

62.2 MODELS OF EMBODIED SEMANTICS

Several authors have pointed out that a clear defini-
tion of “embodiment” or “grounding” is lacking
(Chatterjee, 2010; Hauk & Tschentscher, 2013; Mahon &
Caramazza, 2009; Meteyard, Cuadrado, Bahrami, &
Vigliocco, 2012; Pulvermuller, 2013b; Wilson, 2002).
Here, I review the literature in light of the empirically
tractable question: which brain systems subserve
specific perceptual and motor functions and contribute
to semantic representations and processes? Answering
this question requires researchers to define the brain
systems that subserve specific perceptual and motor
functions, as well as criteria for semantic represen-
tations and processes. Disentangling representations
and processes may be impossible. Representations can
be measured only if they affect the outcome of pro-
cesses in both behavioral and neuroscientific studies
(Anderson, 1978).

The “grounding problem,” for example, was formu-
lated by Harnad (1990). In a system that only consists
of symbols and relationships among symbols, no
symbol can have “meaning,” because to get to the
meaning of one symbol, one would have to follow a
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path of relationships among symbols that do not have
meaning either. Therefore, at least some concepts must
be grounded in nonsymbolic representations. Harnad
suggests a hybrid model of the conceptual system
that contains symbolic and nonsymbolic representa-
tions. It is not obvious where these nonsymbolic
representations should be located. The idea that
semantics is widely distributed across the brain was
articulated well before the neuroimaging days (Gage &
Hickok, 2005). Does a concept have to reactivate
the retina, LGN, V1, or higher visual association areas?
Does it matter whether an action-word activates
primary or premotor cortex or SMA? Unless we can
specify a clear boundary of what is just periphery
and preprocessing, and what is essential for the gener-
ation of meaning, we cannot come to a conclusion
here—but this is exactly the question “what is
meaning?”

Some of the major theoretical approaches dealing
with the grounding problem are illustrated in
Figure 62.1 and share some important features. They
postulate that semantics emerges from an interplay
of distributed sensory-motor areas that represent
visual, auditory, and tactile information, and amodal
or polymodal “core language areas,” “hubs,” or
“higher-order association cortices” that bind these
distributed areas together. These models have been
developed for different purposes and on the basis of
different types of empirical data, and it is unclear
whether neuroscience can currently provide data that
can clearly distinguish between these theories. In the
following, the main features of these models are
briefly highlighted.

Arguably the first empirical support for the view
that semantic categories are differentially represented
in the brain came from neuropsychological patients
who were differentially impaired regarding concepts
relating to living and nonliving things (Warrington &
Shallice, 1984). This led to the “sensory-functional
hypothesis” that semantic knowledge is structurally
organized according to its reliance on perceptual
(such as for animals) or functional (such as for tools)
features (Martin, 2007).

The involvement of perceptual-motor systems is an
essential part of Barsalou’s theory of “Perceptual
Symbol Systems” (PSS; Figure 62.1A) (Barsalou, 1999).
Association areas of the brain are formed during
perceptual experience in a bottom-up manner and
are sensitive to patterns in sensory-motor systems.
These association areas have the capacity to reactivate
sensory-motor areas to form modal and analogical
perceptual symbols. PSS theory later led to the
“Language and Situated Simulation” theory
(Barsalou, 2009; Simmons, Hamann, Harenski, Hu, &
Barsalou, 2008), which assumes that conceptual

processing can be broken down into two stages: an
early “linguistic” stage, which comprises basic and
possibly unconscious word recognition processes as
well as retrieval of word associations, and a later “sit-
uated simulation” stage, which represents “deep con-
ceptual information” that can be conscious and
deliberate, which is the basis for “symbolic processes
such as predication, conceptual combination, and
recursion” (Barsalou, 2008).

The idea of hierarchically organized convergence
zones is also a key part of Damasio’s framework
of “convergence and divergence zones” (CDZs;
Figure 62.1B) (Damasio, 1989; Meyer & Damasio,
2009). Convergence zones develop on the basis that
“temporally coincident activity at the separate sites
modifies the connectivity patterns to, from, and within
a shared CDZ downstream” and, therefore, “CDZs
register linkages among knowledge fragments” (Meyer
& Damasio, 2009). The authors point out that CDZs
are not the representations themselves, “but, rather,
establish meaning via time-locked multiregional retro-
activation of early cortices.”

The formation of connections between sensory-
motor and perisylvian core language areas on the basis
of associative learning is postulated in Pulvermüller’s
theory of semantics (Pulvermuller, 1999, 2013a;
Figure 62.1C). During language acquisition, the
co-occurrence of word forms such as “kick” or “grass”
with the execution of kicking movements or the per-
ception of grass, respectively, forms automatic associa-
tions between core language areas in perisylvian brain
regions and the corresponding sensory-motor regions.
This theory has led to the specific “somatotopy of
action-words” (SAW) model, which makes the specific
prediction that different types of action-words (“pick,
kick, lick”) should activate motor cortex in a somatoto-
pic manner in accordance with the associated effectors
(Pulvermüller, 2005).

Connectionist models of semantics attempt to model
semantics as emerging from distributed neuronal net-
works, where semantic and word form features are
represented as distributed activation patterns in differ-
ent layers of a neuronal network. In a neuropsycholo-
gically inspired implementation, the connection
between written and spoken word forms and distrib-
uted semantic features in sensory-motor areas are
accomplished by a “semantic hub” in the anterior
temporal lobes (Figure 62.1D; Patterson, Nestor, &
Rogers, 2007; Rogers et al., 2004).

A number of authors have focused on amodal or
polymodal brain areas involved in semantics but
allow for the possibility that aspects of semantics
may be distributed across larger brain systems
(Binder & Desai, 2011; Poeppel & Hickok, 2004;
Price, 2000). Some authors have concluded that
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“conceptual knowledge is represented within a non-
differentiated distributed system” (Tyler et al., 2003).
Others have argued against the idea of strong
embodied semantics and argue that “concepts are, at

some level, ‘abstract’ and ‘symbolic,’ with the idea
that sensory and motor information may ‘instantiate’
online conceptual processing” (Mahon & Caramazza,
2008).

(B) Convergence and divergence zones (CDZ)(A) Perceptual symbol systems

(C) Semantic topography model (D) Parallel distributed processing model
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FIGURE 62.1 Illustration of models for conceptual-semantic representations that assume a link to sensory-motor systems. (A) Perceptual
symbol systems and how they describe (i) object categorization, (ii) spatial relationships, (iii) combinatorial, and (iv) recursive processing.
(B) Convergence and divergence zones. (C) Semantic topography model. (D) Parallel distributed processing model. (A) From Meyer and
Damasio (2009); (B) from Barsalou (1999); (C) from Pulvermuller et al. (2010); (D) modified from Rogers et al. (2004) with permission from the publisher.
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62.3 METHODS FOR NEUROSCIENTIFIC
RESEARCH ON EMBODIED SEMANTICS

A large number of behavioral studies have shown
effects of congruency between semantic features of a
stimulus (word, sentence, picture, etc.) and the type of
response execution (finger response, foot response,
pull versus push a lever, etc.). Results of this kind are
interesting and useful because they demonstrate how
task irrelevant semantic stimulus features can affect
task performance. However, they are not direct
evidence for the neuronal overlap of the representa-
tions and processes for action concepts and move-
ments. Such interference could still occur at a higher
level, where information from these two systems con-
verges, or it could be caused by spreading activation
(i.e., a passive “leakage” of activation from one brain
system to another) without a functional contribution.

It is generally acknowledged that neuroimaging
tools such as functional magnetic resonance imaging
(fMRI), positron emission tomography (PET), electro-
encephalography (EEG), and magnetoencephalography
(MEG) are correlational (Henson, 2005), that is, an
effect obtained with either of these measures can be
either cause or consequence of the perceptual or cogni-
tive processes assumed to elicit it. Arguably the most
extensively used method in the neuroscience of
embodied semantics is fMRI, whose main appeal lies
in its high anatomical precision in the millimeter range
(Brett, Johnsrude, & Owen, 2002). Unfortunately, the
BOLD response—which is the basis for most standard
fMRI results—only provides snapshots of brain activ-
ity with an exposure duration of several seconds.
Interpreting these data therefore requires a model for
the relationship between stimulus and brain activity
for at least 2 s or more.

One remedy for this problem is using the millisec-
ond temporal resolution of EEG and MEG, which
can provide upper limits for the earliest latency at
which a stimulus feature affects brain responses.
Psychophysiological measures such as EEG and MEG
can be analyzed as event-related potentials or fields
(ERPs and ERFs), often characterized in terms of
“components” (P100, N400, etc.), or as time-frequency
representations of the brain signal, which provide
information about brain responses in specific fre-
quency bands (such as alpha, beta, gamma, theta).
However, a clear one-to-one relationship between
components or frequency bands and brain processes
cannot be assumed. The spatial resolution of EEG and
MEG is limited (Hauk, Wakeman, & Henson, 2011),
but it is reasonable to assume that high-density EEG
and MEG recordings can distinguish different sensory-
motor modalities and resolve the somatotopy of motor
cortex. The most direct—although invasive—way to

obtain signals from specific brain areas is to measure
the electrocorticogram (ECoG) from the cortical surface
(Edwards et al., 2010) or to record from intracranial
electrodes.

A method that has the potential to reveal causal
involvement of brain areas in cognitive processes is
transcranial magnetic stimulation (Devlin & Watkins,
2006). Brief magnetic pulses, either applied during
stimulus processing (“single-pulse”) or as a sequence
of pulses before testing for repetitive TMS (“rTMS”),
are applied to specific brain sites. The effect of TMS is
often described as “temporary lesions” but, depending
on stimulus parameter and experimental paradigm,
facilitatory effects can also be obtained. TMS can also
be used to elicit motor-evoked potentials (MEPs),
such as evoked electrical voltage deflections mea-
sured along a muscle (e.g., of the thumb). However,
this method is also only correlational because it can
detect an effect of stimulus or task features on motor
cortex activity but not a causal role of motor cortex
activity on behavioral performance.

Lesion studies can also provide evidence for causal
relationships between brain areas and cognitive
processes. It is not straightforward to determine how
secondary effects of brain lesions, such as inability
to move specific effectors and neuronal plasticity,
may affect performance in experimental paradigms.
Nevertheless, a clear double dissociation in patient
groups, for example, demonstrating impairment of
action-knowledge after impairment of motor cortex in
one group and impaired visual knowledge in patients
with impaired visual cortices, would be strong
evidence for involvement of sensory-motor brain areas
in semantics.

As with all empirical studies, there are general
methodological issues with respect to replicability
and publication bias (Ioannidis, 2005; Vul, Harris,
Winkielman, & Pashler, 2009). For example, for a given
result, it is worth asking how many unpublished null
effects there may be or whether the results were
obtained using a prespecified analysis pathway
(Wagenmakers, Wetzels, Borsboom, van der Maas, &
Kievit, 2012).

62.4 REVIEW OF THE EMPIRICAL
LITERATURE

Some previous reviews of the empirical litera-
ture on embodied language have argued in favor
of an embodied view on language and semantics
(Fischer & Zwaan, 2008; Kiefer & Pulvermuller,
2011; Pulvermuller, 2013a). Others have focused on the
difficulties in defining the concept of embodi-
ment (Chatterjee, 2010; Hauk & Tschentscher, 2013;

780 62. WHAT DOES IT MEAN? A REVIEW OF THE NEUROSCIENTIFIC EVIDENCE FOR EMBODIED LEXICAL SEMANTICS

K. CONCEPTUAL SEMANTIC KNOWLEDGE



Mahon & Caramazza, 2009; Meteyard et al., 2012),
and some have adopted a critical stance and argue
that embodiment plays a minor role in language proces-
sing (Mahon & Caramazza, 2008). This chapter presents

some typical studies that illustrate the experimental
approaches (as shown in Figure 62.2), methodological
challenges, and possible interpretations of the evidence
as well as recent developments.
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FIGURE 62.2 Examples of neuroscientific studies investigating the involvement of sensory-motor systems in action-word processing.
(A) Left: fMRI results for somatotopic activation of cortical motor areas in response to face-, hand-, and foot-related words, respectively. Right:
TMS evidence that stimulation of left-hemispheric hand-motor and foot-motor cortex facilitates hand-word and foot-word processing, respec-
tively. (B) Results from an fMRI study that reported motor cortex activation to concrete action verbs, but not abstract verbs based on action
concepts. SC/MA: simple/complex motor/abstract verbs. (C) Time course of brain activation for action-words in idiomatic and literal contexts
as revealed by MEG source estimation. (A) Left: modified from Hauk et al. (2004); right: from Pulvermuller, Hauk, Nikulin, and Ilmoniemi (2005);
(B) from Ruschemeyer et al. (2007); (C) from Boulenger et al. (2012) with permission from the publisher.
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62.4.1 Concrete Lexical Semantics

A classic finding in support of embodied language
processing is the Action-Sentence-Compatibility-Effect
(ACE). Participants performed hand movements fas-
ter when the direction of movement was congruent
with the direction of movement described in a pre-
ceding sentence compared with when it was incon-
gruent (Glenberg & Kaschak, 2002; Zwaan, van der
Stoep, Guadalupe, & Bouwmeester, 2012). Similar
interference effects have been observed with visual
and auditory motion paradigms, as well as in studies
on movement kinematics (Boulenger et al., 2006;
Kaschak, Zwaan, Aveyard, & Yaxley, 2006; Meteyard,
Zokaei, Bahrami, & Vigliocco, 2008; Mirabella,
Iaconelli, Spadacenta, Federico, & Gallese, 2012).

A number of fMRI and PET studies have shown
that sensory-motor areas become active during lan-
guage comprehension, mostly in the action domain
(e.g., Hauk, Johnsrude, & Pulvermuller, 2004; for over-
views see Kemmerer, Castillo, Talavage, Patterson, &
Wiley, 2008; Postle, McMahon, Ashton, Meredith, &
de Zubicaray, 2008; Pulvermüller, 2005), but also for
auditory (Kiefer, Sim, Herrnberger, Grothe, & Hoenig,
2008) and visual concepts (Hauk, Davis, Kherif, &
Pulvermuller, 2008; Pulvermuller & Hauk, 2006;
Simmons et al., 2007), a mixture of those (Kiefer et al.,
2012; Noppeney & Price, 2003), and other domains
(Barros-Loscertales et al., 2012; van der Laan, de
Ridder, Viergever, & Smeets, 2011). Although a num-
ber of studies have reported sensory-motor activation
in language processing, null effects have been reported
as well (Edwards et al., 2010; Postle et al., 2008), and
some studies have illustrated significant variability of
action-word activation across studies (Kemmerer et al.,
2008) and across participants (Willems, Hagoort, &
Casasanto, 2010).

Only a few fMRI studies have directly addressed
the ambiguity of fMRI data with respect to semantic or
postsemantic origins of the observed effects. Tomasino,
Werner, Weiss, and Fink (2007) suggested that motor
cortex activation for action-words is mainly caused by
mental imagery processes. Willems, Hagoort, et al.
(2010) reported that action-words in a lexical decision
task produced activation patterns in motor areas that
were nonoverlapping with activation patterns in a
mental imagery task, suggesting that motor areas may
play different roles in imagery and semantics.
Wheatley, Weisberg, Beauchamp, and Martin (2005)
concluded from priming effects in inferior temporal
cortex that this area is involved in automatic object
processing. Hauk et al. (2008) studied the effect of
semantic category on the word frequency effect and
provided evidence that differential effects for semantic

word categories in posterior middle temporal cortex
occur at a semantic rather than imagery stage.

The exact time course of semantic word processing
is still a matter of debate, but it is plausible to assume
that effects within the first 400 ms after stimulus
presentation do not reflect deliberate mental imagery
processes (Hauk et al., 2008). With respect to the embo-
diment of action-word semantics, Pulvermüller, Härle,
and Hummel (2001) and Hauk and Pulvermuller
(2004) reported differences between action-word types
in the ERP at approximately 200 ms that were consis-
tent with somatotopy. Similarly, differences between
words with and without acoustic features occurred in
ERPs at approximately 200 ms. In a parallel fMRI
study, activation to words with acoustic features over-
lapped with areas activated during listening to sounds
(Kiefer et al., 2008). Around the same latency, Moscoso
del Prado Martin, Hauk, and Pulvermuller (2006)
observed differences between color-related and form-
related words. For auditory stimuli, the brain
responses measured by MEG at approximately 200 ms
differed depending on the action-word category, even
when participants were distracted by watching a silent
movie, suggesting early automatic activation of
semantic cell assemblies (Pulvermüller, Shtyrov, &
Ilmoniemi, 2005). With respect to brain oscillations,
van Elk, van Schie, Zwaan, and Bekkering (2010) com-
pared action verbs presented in sentence context
related to human or animal actions. They observed
stronger desynchronization in beta as well as mu
frequency bands, with mu effects starting at
approximately 160 ms, and starting in the beta band at
approximately 500 ms. The estimated neuronal sources
were consistent with motor cortex activation. One
study investigated time-frequency ECoG responses to
auditorily presented hand-verbs and mouth-verbs in
four patients but did not find evidence for a somato-
topic activation pattern (Canolty et al., 2007). TMS
studies using MEPs have also provided evidence that
motor areas are modulated by action-semantics within
a few hundred milliseconds of word presentation
(Buccino et al., 2005; Labruna, Fernandez-del-Olmo,
Landau, Duque, & Ivry, 2011).

The main advantage of TMS, compared with corre-
lational neuroimaging, is that it allows interfering with
activation in some brain areas and measurement of
the effect of this interference on behavioral perfor-
mance. Pulvermüller et al. (2005) investigated the
effects of TMS pulses delivered at 150 ms after hand-
word and leg-word presentation to hand and leg
motor cortex on performance in a lexical decision task,
and they found an interaction of stimulation site and
word type (i.e., responses to arm-related words were
faster when hand motor was stimulated) and vice
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versa for leg-words after leg motor cortex stimulation.
Similarly, Willems, Labruna, D’Esposito, Ivry, and
Casasanto (2011) found facilitated action-word proces-
sing after premotor cortex rTMS. Tomasino, Fink,
Sparing, Dafotakis, and Weiss (2008) studied effects of
TMS on hand-action-verb processing at different stim-
ulation latencies (150 and 750 ms after word presenta-
tion) and in different tasks. The main result was a
facilitatory effect of hand motor cortex stimulation at
all stimulation latencies, but only in the imagery task
and not in lexical or silent reading tasks, suggesting a
postsemantic origin of this effect. Interestingly, no
disruption of action-word processing after (r)TMS to
motor areas has been reported yet.

An interesting development in behavioral research
is the use of motor or movement priming paradigms,
where a particular movement type is used as a prime
(presumably leading to preactivation of the corre-
sponding brain system), and the effect on behavior is
assessed. Glenberg, Sato, and Cattaneo (2008) asked
their participants to move beans along a particular
direction; they found an interference effect for this
direction and the direction implied by concrete and
abstract sentences. Hand and foot movements have
also been reported to differentially affect working
memory performance for action-word types (Shebani
& Pulvermuller, 2013). Effects of motor priming on
early brain responses have been reported in an EEG/
MEG study (Mollo, Pulvermuller, & Hauk, 2011).

Evidence for impaired semantics after damage to
sensory-motor brain systems from clinical populations
has been provided from Parkinson’s disease (Boulenger
et al., 2008; Herrera, Rodriguez-Ferreiro, & Cuetos,
2012), stroke patients (Neininger & Pulvermüller,
2003; Trumpp, Kliese, Hoenig, Haarmeier, & Kiefer,
2012), and semantic dementia (Pulvermuller et al.,
2010). Kemmerer, Rudrauf, Manzel, and Tranel (2010)
reported that lesions in several brain areas including
precentral gyrus, possibly extending into hand-related
motor areas, as well as ventral postcentral gyrus,
predicted performance in tasks such as word-picture
matching or word comprehension for action verbs.
However, using a similar approach but with smaller
sample size, Arevalo, Baldo, and Dronkers (2012) did
not find evidence for somatotopic effects of different
action-word categories. Some authors have argued
that neuropsychological studies so far have, at best,
demonstrated subtle effects of deficits in patients with
sensory-motor impairments on semantic processing
(Binder & Desai, 2011; Mahon & Caramazza, 2009).

62.4.2 Abstract Lexical Semantics

A particularly challenging case for theories of
embodiment is abstract concepts, because they have

no obvious referents in sensory-motor experience.
Possible approaches to the incorporation of abstract
semantics in frameworks of embodiments are summa-
rized by Glenberg et al. (2008) and Pecher, Boot,
and Van Dantzig (2011). For example, it has been
suggested that abstract semantics relies on concrete
concepts by means of metaphor or image schemas
(Gibbs & Steen, 1999; Lakoff, 1987), that some abstract
concepts can be based on generalizations from situated
simulations (Barsalou, 1999; Wilson-Mendenhall,
Barrett, Simmons, & Barsalou, 2011), and that abstract
concepts can be acquired as abstractions of concrete
concepts (Glenberg & Robertson, 1999). It has also
been pointed out that affective semantic features are
important for abstract concepts (Kousta, Vigliocco,
Vinson, Andrews, & Del Campo, 2011), and that
abstract semantics cannot be explained within a single
system (Shallice & Cooper, 2013).

Behavioral evidence for embodied semantics has
mostly been provided by studies on sentence processing.
For example, the action-sentence compatibility effect
(ACE) has also been observed for abstract sentences,
where direction of movement was implied by abstract
sentence contents (e.g., “reading to” versus “being read
to”) (Glenberg et al., 2008). Similar effects have been
observed with metaphors (Santana & de Vega, 2011).

Several fMRI studies have investigated the embodi-
ment of abstract sentences. For example, Boulenger,
Hauk, and Pulvermuller (2009) reported somatotopic
activation for idiomatic sentences. Two studies failed to
find such effects for abstract sentences (Aziz-Zadeh,
Wilson, Rizzolatti, & Iacoboni, 2006; Raposo, Moss,
Stamatakis, & Tyler, 2009), whereas others found
effects of metaphor familiarity and sentence type in
motor, motion, or somatosensory regions (Desai, Binder,
Conant, Mano, & Seidenberg, 2011; Desai, Conant,
Binder, Park, & Seidenberg, 2013; Lacey, Stilla, &
Sathian, 2012). Citron and Goldberg (2014) found more
activation for metaphorical sentences related to taste
compared with their literal counterparts in emotion-
related areas amygdala and anterior hippocampus, as
well as in gustatory areas, suggesting a role of emotion
in metaphor comprehension.

Only few fMRI studies have investigated the embodi-
ment of abstract words in isolation. Ruschemeyer,
Brass, and Friederici (2007) did not find motor cortex
activation for abstract words based on action concepts.
Moseley, Carota, Hauk, Mohr, and Pulvermuller (2012)
found stronger motor cortex activation to emotion
words compared with nonaction-related words, which
was interpreted as embodied abstract semantics.
Wilson-Mendenhall, Simmons, Martin, and Barsalou
(2013) found more activation in frontal and temporal
cortex for social concepts, and more activation in intra-
parietal sulcus for arithmetic concepts, indicating that
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even abstract concepts are represented in concept-
specific distributed networks.

In a MEG version of their previous fMRI experi-
ment, Boulenger, Shtyrov, and Pulvermuller (2012)
presented literal and idiomatic sentences and analyzed
the time course of brain responses after the critical
word (e.g., “habit” in “she kicked the habit”). Literal
and idiomatic sentences differed in their brain
responses after approximately 200 ms, with some evi-
dence for somatotopic activation for arm-related and
leg-related idioms in this latency range.

Evidence on lexical embodied semantics from TMS
studies is also scarce. Glenberg et al. (2008) measured
TMS-induced MEPs in their study on the abstract ACE
described and found that MEP amplitudes were
greater in transfer sentences than in no-transfer sen-
tences, and that there was little difference between
concrete and abstract sentences. Scorolli et al. (2012)
found MEP effects for both concrete and abstract
words stimulating at 250 ms after word onset.
Fernandino et al. (2013) reported differential proces-
sing of literal, idiomatic, metaphoric, and abstract
action-related sentences in Parkinson’s patients.

Considering the scarcity of evidence and the vari-
ability in stimuli, tasks, contexts, and measurement
techniques, it is currently impossible to come to firm
conclusions about abstract lexical semantics. Most
studies reviewed used sentence stimuli, raising the
question as to what degree does lexical semantics
interact with context.

62.5 THE INFLUENCE OF TASK,
CONTEXT, AND INDIVIDUAL

EXPERIENCE

The proverb “If you have a hammer, everything
looks like a nail” suggests that our environment and
goals shape the way we assign meaning to objects
around us. The way we use the meaning of words flex-
ibly in different contexts and situations is a formidable
challenge for theories of semantics. It is still unclear
which levels of processing are affected by top-down
processing, for example, depending on task and con-
text. Some authors have pointed out that the field of
word recognition suffers from the “curse of automatic-
ity,” and that lexical processing should be considered
as flexible (Balota & Yap, 2006). Even masked semantic
priming effects on N400 amplitudes have been shown
to depend on task context (Kiefer & Martens, 2010).
However, it is still unclear whether top-down control
affects information retrieval during word recognition,
or only later selection and decision processes (Chen,
Davis, Pulvermuller, & Hauk, 2013).

Surprisingly few neuroscientific studies have system-
atically investigated the effects of task modulation on
embodied semantic word processing (some examples are
shown in Figure 62.3). A recent study looked at the spe-
cific effect of different semantic tasks. In an fMRI study,
van Dam, van Dijk, Bekkering, and Rueschemeyer (2012)
investigated brain activation to words that had to be
judged either for color or for action attributes. Areas in
the left parietal lobes activated more for action-words
than for abstract words, but only during action-related
judgments. This was interpreted as evidence for flexible
and context-dependent semantic processing.

The degree to which semantic representations are
embodied may depend on the experience of the
individual (e.g., the context and frequency with which
a concept is encountered and processed). An interest-
ing test case involves left- and right-handed indivi-
duals: does the way we usually perform an action
shape the way we represent it semantically? Two stud-
ies on this issue have led to different results. Willems,
Toni, Hagoort, and Casasanto (2010) reported more
activation in left motor cortex when right-handed
individuals read unimanual action-related words (e.g.,
“throw”), whereas left-handed individuals showed
more activation in right motor areas. Hauk and
Pulvermuller (2011) found that unimanual words
(“throw”) activated left motor cortex in both left-
handed and right-handed individuals, whereas biman-
ual words (“clap”) activated motor cortex bilaterally in
both groups. These seemingly contradictory findings
may be explained by the use of different tasks.
Willems, Toni, et al. (2010) used a lexical decision task
that engages motor areas and may shift participants’
attention to action-related aspects of the stimuli. Hauk
and Pulvermuller (2011) used a silent reading task that
did not require an explicit response. This highlights
the importance of investigating effects of task demands
on brain activation during semantic processing.

With respect to abstract concepts, it has been
reported that brain responses to the same emotions dif-
fered depending on the situation in which they were situ-
ated (Wilson-Mendenhall et al., 2011). Recent studies
have reported a “disembodiment effect of negation,” that
is, less motor cortex activation to action-words in negated
(“He doesn’t throw the ball”) compared with affirmative
context, for example, measuring grip force (Aravena
et al., 2012), movement kinematics (Bartoli et al., 2013),
and fMRI (Tettamanti et al., 2008). This suggests that the
involvement of sensory-motor systems may not be neces-
sary for semantic processing in general, but rather are
dependent on context and task demands. Future research
should address the question whether task effects occur
at early and possibly unconscious stages of semantic
processing, or at later stages that require combinatorial
processes or deliberate mental imagery.
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62.6 CONCLUSION

Although most authors—especially those behind
the models illustrated in Figure 62.1—acknowledge
that sensory-motor systems may contribute to semantic
processing at some stage, the main controversy
surrounds the issue about how relevant or essential
these contributions really are, and whether the existing
evidence tells us anything interesting about how
we represent and process meaning (Chatterjee, 2010;
Hauk & Tschentscher, 2013; Mahon & Caramazza, 2008;
Meteyard et al., 2012; Pulvermuller, 2013b).

The reasons for the grounding of concepts in non-
symbolic representations, such as those put forward

by Harnad (1990), do not constitute a compelling theo-
retical argument for the embodiment of semantics in
sensory-motor brain systems: As long as we do not
know how the patterns of trees on our retinas evoke
the concept of a “forest” in us, we also do not under-
stand how reactivation of early visual brain areas can
do this. Independently of the theoretical standpoint,
one can address empirical questions regarding which
brain areas contribute to the processing of semantic
feature x in task y in participant group z. Even with
respect to this dry formulation of the problem, the evi-
dence is not yet conclusive. Most evidence stems from
correlational studies predominantly reporting behav-
ioral interference effects (which do not allow direct
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FIGURE 62.3 Examples of neuroscientific studies that investigated the influence of experience and task demands on action-word proces-
sing. (A) Left: fMRI results that indicate different lateralization of brain activation in motor areas for unimanual and bimanual action-words
(e.g., “throw” and “clap”), but independently of the handedness of the participants. Right: fMRI results suggesting different lateralization of
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permission from the publisher.
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inferences about interaction at the neuronal level) and
fMRI results (which are ambiguous with respect to
semantic and postsemantic origins of effects). Time
course information from EEG/MEG and TMS-MEP
studies exists, but it is scarce and still susceptible to
spreading-activation-criticism. The most direct evi-
dence, that is, clearly replicable impaired performance
in a semantic task after disruption of sensory-motor
brain activity (using TMS or lesion data), has not yet
been established. Studies investigating perceptual-
motor priming on behavioral and brain responses in
semantic tasks, possibly in combination with measures
of brain connectivity, may be able to reveal links
between specific perceptual-motor functions and brain
systems in the future.

An inconclusive empirical basis is by no means
specific to research on embodied semantics. Even the
roles of the classical language areas, such as Broca’s or
Wernicke’s, or the locations of semantic hubs, are still
a matter of debate (Binder & Desai, 2011; Patterson
et al., 2007; Pulvermuller, 2013a), and semantic effects
in sensory-motor systems are unlikely to be more reli-
able. Clarifying this situation would be a prerequisite
for the investigation of connectivity among the hubs
and a distributed system, which is the logical next step
in research of embodied semantics. A solid foundation
in a “simple” field such as lexical semantics would
also be beneficial for researchers attempting to address
questions about polysemy or homonymy, combinato-
rial semantics, pragmatics, and others. In order to
jump high, one should stand on firm ground. The
empirical evidence base for embodied theories of
semantics still needs solidification, and it is difficult to
find neuroscientific benchmark data that all theorists
agree have to be explained. Future research should
attempt to make large-scale standardized data sets
available and make use of the possibility to preregister
acquisition and analysis parameters.
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63.1 INTRODUCTION

Investigations of acquired dyslexia began in the late
19th century with Dejerine’s report of two patients
with quite different patterns of reading impairment.
Dejerine’s first patient (Dejerine, 1891) developed
dyslexia and dysgraphia, (i.e., deficits in reading and
spelling/writing respectively) after an infarction invol-
ving the left parietal lobe. Dejerine termed this dis-
order “alexia with agraphia”1 and attributed the
disturbance to a disruption of the “optical image for
words,” which he thought to be supported by the left
angular gyrus. Anticipating some contemporary psy-
chological accounts, Dejerine concluded that reading
and writing required the activation of these “optical
images” and that the loss of the images resulted in the
inability to recognize or write even familiar words.

Dejerine’s second patient (Dejerine, 1892) was quite
different. This patient demonstrated a remarkable dis-
sociation between reading and writing; he was unable
to read aloud or for comprehension, yet he could write
remarkably well. Like some subsequently reported
patients, he was unable to read what he had written.
Invoking a prominent theoretical construct of the time,
“alexia without agraphia” was attributed to a discon-
nection between visual input regarding the letter string
and the “optical images” for words supported by the
left angular gyrus, the brain region he thought to be
critical for word recognition.

After decades of relative obscurity, the study of
acquired dyslexia was revitalized by the elegant and
insightful analyses by Marshall and Newcombe (1966,
1973). These seminal studies were significant for at

least two reasons. First, they demonstrated that
detailed assessment of multiple aspects of performance
could provide crucial insights; they demonstrated, for
example, that systematic analyses of the types of
errors made by dyslexics were crucial in the assess-
ment of performance. By scrutinizing the effects of
variables (e.g., part of speech, imageability) that had
been largely ignored in prior studies, Marshall and
Newcombe contributed greatly to the emerging dis-
cipline of cognitive neuropsychology. Second, these
investigators described novel reading disorders includ-
ing “deep” and “surface” dyslexias.

On the basis of these data, Marshall and Newcombe
(1973) concluded that the pronunciation of written
words could be derived by two distinct procedures. The
first was a direct procedure whereby familiar words acti-
vated the appropriate stored representation (or visual
word form) that, in turn, activated meaning directly;
reading in deep dyslexia was assumed to involve this
procedure. The second procedure was assumed to be a
phonologically based process in which “grapheme to
phoneme” or “print-to-sound” correspondences were
used to derive the appropriate phonology (i.e., “sound
out” the word); the reading of surface dyslexics was
assumed to be mediated by this nonlexical procedure.

The conceptual framework proposed by Marshall and
Newcombe may be illustrated by the “box and arrow”
model presented in Figure 63.1. Because this account
provides the general framework with which the various
acquired dyslexias will be discussed and motivated one
of the leading computationally instantiated current mod-
els of reading (Coltheart, Rastle, Perry, Langdon, &
Ziegler, 2001; Rastle, Tyler, & Marslen-Wilson, 2006),

1Acquired disorders of reading have been designated “dyslexia” and “alexia” by different authors; we use the terms interchangeably.
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we briefly describe it here. It should be emphasized that
we use this model as a heuristic only; alternative
accounts of reading such as the “triangle model” (Harm
& Seidenberg, 2004; Plaut, McClelland, Seidenberg, &
Patterson, 1996) that make very different assumptions
about the mechanisms underlying reading are also
discussed.

The information-processing model of reading
depicted in Figure 63.1 provides three distinct pro-
cedures for oral reading. Two of these procedures
correspond to those described by Marshall and
Newcombe (1973). The first involves the activation of a
stored entry in the visual word form system and the
subsequent access to semantic information and, ulti-
mately, activation of the stored sound of the word at
the level of the phonologic output lexicon. The second
involves the nonlexical grapheme-to-phoneme or
print-to-sound translation process; this procedure does
not entail access to any stored information about
words, but rather is assumed to be mediated by access
to a catalog of correspondences between letters or
letter sequences and speech sounds. Some accounts of
the language mechanisms subserving reading incor-
porate a third reading procedure. This mechanism is
lexically based in that it is assumed to involve the acti-
vation of the visual word form system and the phono-
logic output lexicon. The procedure differs from the

lexical procedure described here, however, in that
there is no intervening activation of semantic informa-
tion. This procedure has been called the “direct” read-
ing mechanism or route. Support for the direct lexical
mechanism comes from a number of sources including
observations that some subjects read aloud words that
cannot be readily “sounded out” that they do not
appear to comprehend (Coslett, 1991; Schwartz,
Marin, & Saffran, 1979). More recently, Law, Wong,
Sung, and Hon (2006) provided evidence for a lexical
but nonsemantic route in reading. They reported data
from two Chinese patients who had suffered strokes
and whose performance on tests of phonology and
access to semantics for verbal materials argued for
independent lexical mechanisms.

This chapter focuses on disorders of reading rather
than language more generally; it should be noted,
however, that disorders of reading are rarely observed
in isolation. In the large majority of instances, for
example, phonologic dyslexia is associated with defi-
cits in phonology that can be demonstrated on a range
of nonreading tasks (Woollams, Hoffman, Roberts,
Lambon Ralph, & Patterson, 2014; but see Cipolotti &
Warrington, 1996). Similarly, even “pure alexia” is not
pure in the sense that most patients with this disorder
also exhibit deficits in other aspects of visual proces-
sing (Behrmann & Plaut, 2014). The association of
reading with more basic cognitive and perceptual
deficits is not surprising given that the first evidence
of written language dates to approximately 4,000 years
ago, whereas spoken language and the other per-
ceptual and motor faculties that underpin reading
evolved over a far greater amount of time. Although
most investigators would likely agree that many of the
processes involved in reading are “domain general” in
that they are crucial for oral language or other facul-
ties, the degree to which reading invokes reading-
specific faculties remains a matter of significant debate
(Rastle et al., 2006; Woollams et al., 2014).

63.2 PERIPHERAL DYSLEXIAS

A useful starting point in the discussion of the
dyslexias is the distinction offered by Shallice and
Warrington (1980) between “peripheral” and “central”
dyslexias. We take the former to be conditions charac-
terized by a deficit in the processing of visual aspects
of the stimulus that prevent the patient from reliably
matching a familiar word to its stored representation
or “visual word form” (Shallice & Warrington, 1980).
In contrast, central dyslexias reflect impairment pro-
cedures by which visual word forms gain access to
meaning or speech production mechanisms. We start
by considering the major types of peripheral dyslexia.

Visual processing/visual attention

Visual word forms

Print

Orthographic
Lexicon

Print-to-sound
correspondences

Semantic
system

Word
pronunciation

Phonological
lexicon

Speech

FIGURE 63.1 A simplified information-processing model of the
procedures involved in reading provided for illustrative purposes.

792 63. ACQUIRED DYSLEXIA

L. WRITTEN LANGUAGE



63.2.1 Alexia Without Agraphia or Pure Alexia

The classical syndrome of alexia without agraphia
or pure alexia is perhaps the prototypical peripheral
dyslexia. The traditional account (Dejerine, 1892;
Geschwind & Fusillo, 1966) of this disorder attributes
the syndrome to a “disconnection” of visual infor-
mation; as conceptualized by Dejerine (1892), this
syndrome is attributed to the combination of two
impairments. First, the left hemisphere is deprived of
visual input by a left posterior lesion. Second, visual
information from the right hemisphere is disconnected
from the left hemisphere structures mediating word
recognition (the left angular gyrus on Dejerine’s
account) by a lesion that involves the splenium of the
corpus callosum or the extension of these fibers in the
deep white matter of the occipital lobe (forceps major).

Although these patients do not appear to be able to
read in the sense of fast, automatic word recognition,
many are able to use a compensatory strategy that
involves naming the letters of the word in serial fash-
ion; they read, in effect, “letter-by-letter” (Patterson &
Kay, 1982). Using the slow and inefficient letter-by-
letter procedure, pure alexics typically exhibit signifi-
cant effects of word length, requiring more time to
read long words as compared to short words.
Although patients with this disorder have demon-
strated features of “surface” (Friedman & Hadley,
1992) or “deep” dyslexic phenomena (Buxbaum &
Coslett, 1996), in most subjects performance is not
influenced by factors such as part of speech (e.g., noun
vs functor), the extent to which the referent of the
word is concrete (e.g., “table”) or abstract (e.g., “des-
tiny”), or whether the word is orthographically regular
(i.e., can be “sounded out”). It should be noted that
pure alexia may be differentiated from hemianopic
dyslexia (see Schuett, Heywood, Kentridge, & Zihl,
2008 for review). The latter syndrome is associated
with significant right or left visual field defects and
is manifested primarily in text reading. Based on
evidence demonstrating that subjects with the dis-
order have impaired saccadic eye movements as well
as the observation that the disorder is observed in
subjects with lesions that involve more than calcarine
cortex (i.e., V1), hemianopic dyslexia is thought to be
caused by a combination of reduced visual fields and
impaired systems controlling eye movements and
visual attention.

A number of alternative accounts of the processing
deficit in pure alexia have been proposed. Thus,
some investigators have proposed that the impairment
is attributable to a limitation in the transmission of
letter identity information to the visual word system
(Patterson & Kay, 1982) or an inability to directly
encode visual letters as abstract orthographic types

(Bub & Arguin, 1995). A number of investigators have
proposed that pure alexia is attributable to a low-level
visual impairment (Chialant & Caramazza, 1996; Farah
& Wallace, 1991). Although many patients with the
disorder have no clinically evident visual deficits,
more careful assessments of vision have consistently
demonstrated visual deficits. Mycroft, Behrmann, and
Kay (2009), for example, they demonstrated that
these subjects have difficulty processing letter-like sti-
muli as well as matching checkerboards. Additionally,
Behrmann and Plaut (2014) demonstrated that these
patients have difficulty with demanding facial recogni-
tion tasks. Finally, Roberts et al. (2013) demonstrated
that pure alexics have difficulty processing complex
visual stimuli and the degree of impairment roughly
paralleled their word recognition deficits. It would
seem that, at least in many instances, pure alexia is asso-
ciated with a deficit in processing stimuli comprising
easily confusable components that require high spatial
frequency, the prototypical example of which is words.

Shallice and Warrington (1980) argued that the
disorder is attributable to a disruption of the visual
word form system. Subsequent work has supported
their hypothesis. Numerous functional imaging studies
have demonstrated that the posterior, inferior temporo-
occipital cortex, particularly on the left, is activated in
response to letter strings (Cohen & Dehaene, 2004;
Cohen, Dehaene, Chochon, Lehéricy, & Naccache, 2000);
it has been proposed that this region supports the visual
word form area (VWFA). Several studies have suggested
that damage to the VWFA itself can cause pure alexia
(Gaillard et al., 2006; Tsapkini & Rapp, 2010; Turkeltaub
et al., 2014). In most of these cases, the white matter
pathways neighboring the VWFA may also have been
damaged, although in our recent case the stroke was
restricted to the cortex itself (Turkeltaub et al., 2014).
This patient recovered quickly and was not available for
extensive testing, limiting the value of this case. Based
on these cases, a reasonable hypothesis is that different
processing deficits associated with pure alexia may
result from either disconnection of, or direct damage to,
the text-sensitive areas of the left mid-fusiform cortex.
For instance, damage to the VWFA itself may result in
loss of orthographic representations, manifested by
relatively greater impairment of spelling than is seen
when an intact VWFA is disconnected from visual input
(Rapcsak & Beeson, 2004).

The “disconnection” account originally offered by
Dejerine has received support from an elegant neuro-
imaging study of a subject who was examined before
and after a surgical procedure that resulted in dyslexia
(Epelbaum et al., 2008). The surgical lesion was just
posterior to the VWFA (localized using preoperative
fMRI), sparing the cortex of the VWFA itself, but dam-
aging inferior longitudinal fasciculus fibers connecting
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it to more posterior areas of occipital cortex. This
analysis supported the long hypothesized role of the
inferior longitudinal fasciculus in normal reading.

An important contribution to the understanding of
the anatomic basis of pure alexia has recently come
from the comparison of eye movements during read-
ing of subjects with pure alexia and subjects with right
hemianopia who did not exhibit the full syndrome
of pure alexia (Pflugshaupt et al., 2009). Whereas all
subjects exhibited low-amplitude rightward saccades
during text reading, the substantial increases in fixa-
tion frequency and viewing time were specific to
subjects with pure alexia. Furthermore, supporting
claims about the role of damage to the visual word
form system in pure alexia, they found that the region
corresponding to the visual word form system in the
left fusiform gyrus was disrupted in pure alexia but
not hemianopic subjects without dyslexia.

Similarly, in a prior lesion overlap comparison, indi-
viduals with hemianopic alexia had damage restricted
to medial occipital lesions, whereas those with pure
alexia had ventral occipital lesions extending more lat-
erally into the fusiform gyrus and the neighboring
white matter (Leff, Spitsyna, Plant, & Wise, 2006). This
again implicates lateral ventral occipital pathways in
reading, but these studies do not clarify whether pure
alexia results from direct disruption of text-sensitive
areas of cortex, such as the VWFA or from disconnec-
tion of these cortical areas from visual input.

We note that the different accounts of pure alexia are
not mutually exclusive. As with many syndromes
defined on the basis of a single, cardinal deficit, there is
reason to believe that pure alexia may be attributable to
different processing impairments in different individuals
(see Rosazza, Appollonio, Isella, & Shallice, 2007).

Although most reports of pure alexia have
emphasized the profound nature of the reading deficit,
often stating that patients were utterly incapable of
reading without recourse to a letter-by-letter procedure
(Geschwind & Fusillo, 1966; Patterson & Kay, 1982),
we and other investigators have reported data demon-
strating that pure alexic patients are able to compre-
hend words that they are unable to explicitly identify
(Coslett & Saffran, 1989a; Landis, Regard, & Serrat,
1980; Shallice & Saffran, 1986). The interpretation of
these data remains controversial. Behrmann, Plaut,
and Nelson (1998) have suggested that the preserved
access to meaning in pure alexia is mediated by the
(lesioned) normal reading system. By this account,
the imageability and part of speech effects as well as
the implicit nature of the reading performance are
assumed to be attributable to weak activation of stored
word forms by the visual input.

Alternatively, we (Coslett & Saffran, 1989a, p. 19;
Saffran & Coslett, 1998) and others (Landis et al., 1980)

have argued that the implicit reading that emerges in
pure alexia reflects the lexical processing of the right
hemisphere. We reported data, for example, from four
patients with pure alexia who performed well above
chance on a number of lexical decision and semantic
categorization tasks with briefly presented words that
they could not explicitly identify (Coslett & Saffran,
1989b). Three of the patients who regained the ability to
explicitly identify rapidly presented words exhibited a
pattern of performance consistent with the right hemi-
sphere reading hypothesis (Coltheart, 2000; Coltheart,
Patterson, & Marshall, 1980; Saffran, Bogyo, Schwartz, &
Marin, 1980) in that they read nouns better than functors
and words of high imageability (e.g., chair) better than
words of low imageability (e.g., destiny). Additionally,
both patients for whom data are available demonstrated
a deficit in the reading of suffixed (e.g., “flower”) as
compared to pseudo-suffixed (e.g., “flowed”) words. We
return to this issue of right hemisphere contributions to
reading in a discussion of deep dyslexia.

Recent imaging studies provide a complex picture of
the anatomic bases of reading in recovering pure alexics.
In a case of an intracerebral hemorrhage in the area of
the VWFA, brain activity during a text lexical decision
task was observed in the right hemisphere homolog of
the VWFA 7 days after stroke but shifted back to the
left VWFA after 50 days (Ino et al., 2008). We recently
reported a patient with chronic pure alexia in whom
transcranial direct current stimulation was provided in
combination with multiple oral rereading treatment.
In this case, ventral occipito-temporal activity shifted
from the right to the left hemisphere after only 5 days of
treatment (Lacey et al., 2015). Other case reports have
demonstrated posterior displacement of reading-related
activity in the left fusiform cortex (Gaillard et al., 2006)
and bilateral activity in posterior fusiform and anterior
temporal areas after left focal left mid-fusiform resection
(Tsapkini, Vindiola, & Rapp, 2011).

63.2.1.1 Neglect Dyslexia

Neglect dyslexia, first described by Brain in 1941, is
characterized by a failure to explicitly identify the
initial portion of a letter string. The disorder is most
frequently encountered in subjects with the syndrome
of left-sided spatial neglect. Interestingly, just as the
recognition of objects may be influenced by “top-
down” factors, the performance of patients with
neglect dyslexia is often influenced by the lexical sta-
tus of the letter string (Sieroff, Pollatsek, & Posner,
1988); thus, patients with this disorder may fail to
report the “ti-” in nonwords such as “tiggle” but read
the word “giggle” correctly. The fact that performance
is affected by the lexical status of the stimulus suggests
that neglect dyslexia is not attributable to a failure to
register letter information, but reflects an attentional
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impairment at a higher level of representation
(Behrmann, Moscovitch, Black, & Mozer, 1990; Làdavas,
Shallice, & Zanella, 1997). Haywood and Coltheart
(2000) suggested that neglect dyslexia can be caused by
deficits at three types of spatial representations; alterna-
tively, Mozer (2002) simulated in a connectionist model
the error patterns reported in neglect dyslexia using an
explicit attentional mechanism based on a single viewer-
centered reference frame and implemented. It also
should be noted that reading errors in neglect dyslexia
cannot be taken as evidence that access to meaning is
entirely abolished because Ladavas, Paladini, and
Cubelli (1993, 1997) demonstrated that neglected words
influenced performance (see also Lie & Coslett, 2006).

Finally, it should be noted that neglect dyslexia for
the right side of letter strings is occasionally observed
in subjects with left hemisphere lesions. As demon-
strated by Petrich, Greenwald, and Berndt (2007), this
deficit may be severe for written words but not evident
for any other type of stimulus.

63.2.1.2 Attentional Dyslexia and Related
Disorders

Perhaps the least studied of the acquired dyslexias,
attentional dyslexia is characterized by the relative pres-
ervation of single-word reading in the context of a gross
disruption of reading when words are presented as text
or in the presence of other words or letters (Price &
Humphreys, 1993; Saffran, 1996; Warrington, Cipolotti, &
McNeil, 1993). Patients with this disorder may also
exhibit difficulties identifying letters within words, even
though the words themselves are read correctly (Saffran,
1996), and be impaired in identifying words flanked by
extraneous letters (e.g., “lboat”). Finally, we (Warrington
et al., 1993) reported a patient with attentional dyslexia
secondary to autopsy-proven Alzheimer disease who
produced frequent “blend” errors in which letters from
one word of a two-word display intruded into the other
word (e.g., “bake lime” read as “like”). A number of
investigators have explored additional reading deficits in
subjects with degenerative disorders such as the “visual
variant” of Alzheimer disease (Price & Humphreys,
1995). Crutch and Warrington (2007) reported data from
three subjects in whom the effects of visual “crowding”
were systematically investigated. They found that the
proximity (but not identity) of flanking letters signifi-
cantly influenced the report of a target letter.

63.3 CENTRAL DYSLEXIAS

63.3.1 Phonological Dyslexia

First described in 1979 by Derouesne and Beauvois,
phonologic dyslexia is attributable to a selective deficit

in the procedure translating between print and sound
(see Coltheart, 1996; Nickels, Biedermann, Coltheart,
Saunders, & Tree, 2008). In the context of the reading
model depicted in Figure 63.1, the account of this dis-
order is relatively straightforward. Good performance
with real words suggests that the processes involved in
normal “lexical” reading—that is, visual analysis, the
visual word form system, semantics, and the phono-
logical output lexicon—are at least relatively preserved.
The impairment in nonword reading suggests that the
print-to-sound translation procedure is disrupted.

As the procedure by which stored representations
of words contact semantics or output phonology are
preserved, the cardinal deficit in phonologic dyslexia
is impaired reading aloud of unfamiliar letter strings
or nonwords. Thus, patients with this disorder cor-
rectly read 85�95% of real words (Bub, Black, Howell,
& Kertesz, 1987; Funnell, 1983). Some patients with
this disorder read all different types of words with
equal facility (Bub et al., 1987), whereas other patients
are relatively impaired in the reading of functors (or
“little words”) (Glosser & Friedman, 1990). Because
stored lexical representations for familiar words are
available, the regularity of print-to-sound correspon-
dences is not relevant to the performance of phono-
logic dyslexics; thus, these patients are as likely to
correctly pronounce orthographically irregular words
such as colonel as words with standard print-to-sound
correspondences such as administer. Many errors in
response to real words bear a visual similarity to the
target word (e.g., topple read as “table”); errors with
nonwords typically involve the incorrect application of
print to sound correspondences (e.g., stime read as
“stim” [to rhyme with “him”]) or the substitution of a
visually similar real word (e.g., flig read as “flag”).

The cause of the impairment in translating between
print and sound remains controversial. Some investi-
gators have emphasized the role of a general phono-
logic deficit in the genesis of phonological dyslexia
(e.g., Farah, 1996; Harm & Seidenberg, 1999; Woollams
et al., 2014). Consistent with this claim, Patterson and
Marcel (1977) and Crisp and Lambon Ralph (2006)
demonstrated that the severity of the reading deficit in
phonologic dyslexia is correlated with the degree of
impairment on nonreading phonologic tasks. By this
account, the disorder is attributable to a general pho-
nologic impairment (see also Rapcsak et al., 2009).
With other accounts (e.g., Castles, Bates, & Coltheart,
2006; Coltheart et al., 2001), phonologic dyslexia is
attributable to impairment of a reading-specific pro-
cessing module that translates between letters and
sounds. Evidence in support of this comes from several
reports of patients with phonologic dyslexia who do not
demonstrate deficits on nonreading tasks (Coltheart,
2006; Tree & Kay, 2006). We return to this issue later.
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Phonologic dyslexia has been observed in associa-
tion with lesions in a number of sites in the dominant
peri-Sylvian cortex (Rapcsak et al., 2009) and, on
occasion, with lesions of the right hemisphere (e.g.,
Patterson, 1982). Damage to the superior temporal lobe
and angular and supramarginal gyri in particular is
found in many patients with this disorder, including
those with logopenic progressive aphasia, which is
commonly associated with phonological alexia
(Brambati, Ogar, Neuhaus, Miller, & Gorno-Tempini,
2009). Damage to inferior frontal cortex, including the
frontal operculum, has also been associated with
phonological dyslexia (Fiez, Tranel, Seager-Frerichs, &
Damasio, 2006; Rapcsak et al., 2009), as has the insula
(Ripamonti et al., 2014). Although quantitative data are
lacking, the lesions associated with phonological dys-
lexia appear, on average, to be smaller than those asso-
ciated with deep dyslexia.

A few studies have examined imaging changes
associated with rehabilitation of phonological dyslexia.
In one case, semantic mediation treatment resulted in
recruitment of right perisylvian areas, but subsequent
over-training of items was associated with a shift in
activity back to left perilesional areas (Kurland et al.,
2008). Another study found increased right posterior
perisylvian and bilateral inferior frontal activity during
pseudoword reading after an auditory discrimination
treatment for phonological dyslexia (Adair et al., 2000).

63.3.2 Surface Dyslexia

Surface dyslexia, first described by Marshall and
Newcombe (1973), is a disorder characterized by the
inability to read words with “irregular” or exceptional
print-to-sound correspondences. Languages differ with
respect to the consistency with which letters are
mapped to sounds; in some languages (e.g., Italian),
letter-to-sound correspondences are predictable,
whereas in other languages (e.g., English) rules govern
the mapping between print and sound, but there
are also numerous exceptions. Patients with surface
dyslexia fail to read words such as colonel, yacht, island,
have, and borough, for which the mapping between
print and sound is not governed by rules. In contrast,
these patients perform well with words containing
regular correspondences (e.g., state, hand, abdominal) as
well as nonwords (e.g., blape). A significant effect of
word frequency is typically encountered such that
regularization errors are far more common with
low-frequency words. The great majority of patients
with surface dyslexia also demonstrate semantic
impairment on tasks that do not involve reading
(Woollams, Ralph, Plaut, & Patterson, 2007; see
Cipolotti & Warrington, 1996 for an exception).

The fact that the nature of the print-to-sound corre-
spondences significantly influences performance in
surface dyslexia demonstrates that the deficit in this
syndrome is in the semantically mediated and “direct”
reading mechanisms. Similarly, the preserved ability to
read words and nonwords is taken as evidence that
the procedures by which words are “sounded out” are
at least relatively preserved.

In the context of the model depicted in Figure 63.1,
surface dyslexia is attributed to disruption of the direct
and semantically mediated mechanisms with a reliance
on print-to-sound correspondences. In the context of
dual-route models of reading, these disruptions may
occur at different levels of representation within the
lexical system. Thus, for example, surface dyslexia has
been attributed to a disruption of semantics in con-
junction with a deficit in the “direct” route (Schwartz
et al., 1979; Shallice, Warrington, & McCarthy, 1983) or
with a lesion involving the phonologic output lexicon
(Howard & Franklin, 1987). On the “triangle” con-
nectionist model, surface dyslexia is attributed to a
disruption of semantics (Woollams et al., 2014).

Surface dyslexia is infrequently observed in patients
with focal lesions. In a sample of 59 patients with
dyslexia due to left hemisphere stroke, Ripamonti
et al. (2014) identified five with surface dyslexia.
These patients had lesions primarily involving the
temporal lobe, including both posterior and anterior
regions. Surface dyslexia is most often encountered
in patients with progressive, degenerative dementias
such as Alzheimer disease or fronto-temporal demen-
tia. Surface dyslexia is characteristic of semantic
dementia, a disorder associated with left temporal
atrophy in which subjects slowly but inexorably lose
knowledge of the world (Breedin, Saffran, & Coslett,
1994; Hodges, Patterson, Oxbury, & Funnell, 1992).

Few studies have explicitly examined the neuroana-
tomical basis of surface dyslexia in semantic dementia.
One examined atrophy associated with exception word
and pseudoword reading in a sample of patients with
semantic dementia and the “logopenic” variant of pri-
mary progressive aphasia, and found that anterior
temporal lobe atrophy was associated with exception
word reading deficits (Brambati et al., 2009). Similarly,
another recent study identified an area of left anterior
middle temporal cortex that was active in control sub-
jects during an exception versus pseudoword reading
comparison, and it was also atrophied in a patient
with surface dyslexia related to semantic dementia
(Wilson et al., 2012). Another study examined the neu-
ral basis of over-regularization in surface dyslexia due
to semantic dementia (Wilson et al., 2009). In control
subjects, they identified an area of intraparietal sulcus
that is active during pseudoword and low-frequency
regular word reading, suggesting this area is involved
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in grapheme-to-phoneme conversions. In patients with
surface dyslexia, this area was activated in association
with regularization errors on exception words.

63.3.3 Deep Dyslexia

Deep dyslexia, initially described by Marshall and
Newcombe (1973), is an intriguing but complex
acquired dyslexia, the hallmark of which is the pro-
duction of semantic errors in which a word related in
meaning is substituted for the target word. Thus,
shown the word castle, a deep dyslexic may respond
“knight”; presented with bird, the patient may respond
“canary.” At least for some deep dyslexics, it is clear
that these errors are not circumlocutions. Semantic
errors may represent the most frequent error type in
some deep dyslexics, whereas in other patients they
comprise a small proportion of reading errors. Deep
dyslexics also typically produce frequent “visual”
errors (e.g., skate read as “scale”) and morphological
errors in which a prefix or suffix is added, deleted, or
substituted (e.g., scolded read as “scolds”; governor
read as “government”).

In contrast to surface dyslexia and phonologic
dyslexia that, on traditional accounts, appear to be
largely attributable to disorders of print-to-sound cor-
respondence and stored word representations, respec-
tively, deep dyslexia has a number of deficits that, at
least on some accounts, are attributed to multiple pro-
cessing impairments. All deep dyslexics exhibit a severe
impairment in phonologic processing. Reading of non-
words, for example, is typically profoundly impaired.
Nonword letter strings such as flig or churt frequently
elicit “lexicalization” errors (e.g., flig read as “flag”),
perhaps reflecting a reliance on lexical reading in the
absence of access to reliable print-to-sound correspon-
dences. Performance is often poor on other phonologic
tasks such as naming the sound associated with a letter
or even rhyme judgments for auditory words.

Another consistent finding in deep dyslexia is that
patients are typically far more successful reading words
of high imageability as compared to low imageability.
Thus, words such as table, chair, ceiling, and buttercup,
the referent of which is concrete or imageable, are read
more successfully than words such as fate, destiny, wish,
and universal, which denote abstract concepts.

Another characteristic feature of deep dyslexia is a
part of speech effect such that nouns are read more
reliably than modifiers (adjectives and adverbs) that
are, in turn, read more accurately than verbs. Deep
dyslexics manifest particular difficulty in the reading
of functors (a class of words that includes pronouns,
prepositions, conjunctions, and interrogatives includ-
ing that, which, they, because, under, etc.). The striking

part of speech effect may be illustrated by the patient
reported by Saffran and Marin (1977) who correctly
read the word chrysanthemum but was unable to read
the word the. Many errors to functors involve the sub-
stitution of a different functor (that read as “which”)
rather than the production of words of a different class
such as nouns or verbs. As functors are, in general,
less imageable than nouns, verbs, or adjectives, some
investigators have claimed that the apparent effect of
part of speech is in reality a manifestation of the per-
vasive imageability effect (Allport & Funnell, 1981).
We (Coslett, 1991) have reported a patient, however,
whose performance suggests that the part of speech
effect is not simply a reflection of a more general
deficit in the processing of low-imageability words.

Several alternative explanations have been proposed
for deep dyslexia. Some investigators have argued that
deep dyslexia is on a continuum with phonologic dys-
lexia (Crisp, Howard, & Lambon Ralph, 2011; Patterson
& Lambon Ralph, 1999). With this account, the two dis-
orders share as the primary disorder an impairment in
phonologic processing, but the deficit is more severe
in deep dyslexics. Friedman (1996) noted that as sub-
jects with deep dyslexia recovered, they often stopped
making semantic errors, thereby meeting criteria for
phonologic dyslexia (see also Glosser & Friedman,
1990). On the basis of 12 subjects with acquired dys-
lexia, Crisp and Lambon Ralph (2006) argued that deep
and phonologic dyslexia were distinguished by the
severity of their semantic and phonologic impairments.

Other investigators believe that deep dyslexia reflects
the effects of multiple deficits (Morton & Patterson, 1980;
Shallice, 1988). First, the strikingly impaired perfor-
mance in reading nonwords and other tasks assessing
phonologic function suggest that the ability to translate
between print and sound is severely disrupted. Second,
the presence of semantic errors and the effects of image-
ability (a variable thought to influence processing at the
level of semantics) is taken as evidence that these sub-
jects also suffer from a semantic impairment. Finally, the
production of visual errors suggests that these patients
suffer from impairment in the visual word form system
or in the processes mediating access of the stimulus to
the visual word form system.

A third potential account is that deep dyslexia
derives from a post-semantic impairment. Caramazza
and Hillis (1990) reported two patients who made
frequent semantic errors yet demonstrated intact com-
prehension of written and spoken words. They argued
that semantic errors can arise after intact semantic infor-
mation is contacted; they attribute the deficit to an
output lexicon that specifies phonologic form. Buchanan
and colleagues (Buchanan, McEwen, Westbury, &
Libben, 2003; Caramazza & Hillis, 1990; Colangelo &
Buchanan, 2007) have taken a similar position.
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Finally, a number of investigators have argued that
deep dyslexics’ reading is mediated by a system not
normally used in reading—the right hemisphere
(Coltheart, 2000; Coltheart et al., 1980; Saffran et al.,
1980). As articulated by Coltheart (2000), this account
proposes that orthographic processing is mediated by
the right hemisphere in deep dyslexics; semantic infor-
mation is accessed in the right hemisphere as well.
Speech production may depend on the left inferior
frontal region or, in some individuals, the right inferior
frontal region.

Although long considered to be “word blind”
(Dejerine, 1892; Geschwind, 1965), several lines of
evidence support the claim that the right hemisphere
may possess some capacity to read (see Lindell, 2006
for review). One seemingly incontrovertible line of
evidence comes from the performance of a patient who
underwent a left hemispherectomy at age 15 for treat-
ment of seizures caused by Rasmussen encephalitis
(Patterson, Vargha-Khadem, & Polkey, 1989). After the
hemispherectomy, the patient was able to read approx-
imately 30% of single words and exhibited an effect of
part of speech; she was also utterly unable to use a
grapheme-to-phoneme conversion process. Thus, in
many respects this patient’s performance was similar
to that of acquired deep dyslexia.

The performance of some patients with partial or
complete hemispheric disconnection are also consistent
with the claim that the right hemisphere is literate.
These patients may, for example, be able to match
printed words presented to the right hemisphere with
an appropriate object (Zaidel, 1978; Zaidel & Peters,
1981). Interestingly, the patients are apparently unable
to derive sound from the words presented to the right
hemisphere; thus, they are unable to determine if a
word presented to the right hemisphere rhymes with
an auditorally presented word. Michel, Hénaff, and
Intriligator (1996) also reported a patient with a lesion
of the posterior portion of the corpus callosum whose
reading of words presented to the right hemisphere
was similar to that of deep dyslexics.

Finally, we reported data from an investigation with
a patient with pure alexia whose recovered reading
was disrupted by transcranial magnetic stimulation to
the right, but not the left, hemisphere, suggesting that
the right hemisphere mediated reading in this subject
(Coslett & Monsul, 1994).

Although deep dyslexia has occasionally been asso-
ciated with posterior lesions, the disorder is typically
encountered in association with large peri-Sylvian
lesions extending into the frontal lobe (Coltheart et al.,
1980). As might be expected given the lesion data,
deep dyslexia is usually associated with Global or
Broca aphasia but may rarely be encountered in
patients with fluent aphasia.

Several functional imaging studies have addressed
the anatomic basis of deep dyslexia. Weekes, Carusi,
and Zaidel (1997) reported measured regional blood
flow with Xenon-133 in a deep dyslexic performing a
variety of reading tasks. By subtracting blood flow
related to viewing a false font from a condition involv-
ing lexical decision to visually presented words, they
demonstrated that for the deep dyslexic subject, blood
flow was greater in the right hemisphere as compared
to the left, supporting the role of the right hemisphere
in word recognition; additional comparisons suggested
that word production in this subject was likely to be
mediated by the left frontal lobe. Subsequently, Price
et al. (1998) reported an fMRI investigation from which
they concluded that reading in deep dyslexia was
mediated by the left hemisphere. This interpretation
was subsequently challenged by Coltheart (2000), who
argued that their data, in fact, supported the right
hemisphere account of deep dyslexia.

63.4 COMPUTATIONAL MODELS
OF READING

For ease of exposition, the discussion to this point
has been framed with reference to an information
processing or “box and arrow” account of the pro-
cesses involved in reading. In the past two decades,
however, there have been substantial advances in the
precision and specificity of theoretical accounts of
reading; several computationally explicit models have
been developed that not only account for normal
reading but also can be “lesioned” in an effort to sim-
ulate patient data (e.g., Lambon Ralph, Patterson, &
Plaut, 2011; Nickels et al., 2008; Patterson, Seidenberg,
& McClelland, 1989). One model, originally devel-
oped by Seidenberg and McClelland (1989) and sub-
sequently elaborated by a number of investigators
(Harm & Seidenberg, 2004; Plaut et al., 1996;
Woollams et al., 2014), belongs to the general class of
parallel distributed processing or connectionist mod-
els. This model is often termed the “triangle model”
because it incorporates three major types of represen-
tations—orthographic units, semantic units, and pho-
nological units (see Figure 63.2). Crucially, this model
does not incorporate word-specific representations;
instead, “knowledge” is distributed across connec-
tions between units. In this account, there are two
procedures by which subjects may learn to pronounce
a word. First, by means of repeated exposure to letter
strings, subjects learn to map letter sequences to pho-
nology. The probabilistic mapping between letters
and sounds is assumed to provide the means by
which both familiar and unfamiliar words are pro-
nounced. Second, the model incorporates a
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“semantic” reading procedure in which meaning is
initially accessed; subsequently, patterns of activation
across semantic and orthographic units are mapped
onto phonology (Harm & Seidenberg, 2004). This
model not only accommodates many of the classic
findings in the literature on normal reading but also
has been “lesioned” in an attempt to reproduce the
patterns of reading impairment characteristic of dif-
ferent types of acquired dyslexia (Plaut & Shallice,
1993; Welbourne & Lambon Ralph, 2007; Woollams
et al., 2007). Woollams et al. (2007) provide evidence
that the triangle model accommodates many aspects
of the performance of surface dyslexia exhibited by
patients with semantic dementia. Welbourne and
Lambon Ralph (2007) attempted to model phonologic
dyslexia with the “triangle” model. Reasoning that
the performance of subjects with acquired dyslexia
reflects not only the effect of the lesion but also the
effects of recovery, they re-trained a lesioned version
of the Plaut et al. (1996; simulation 4) connectionist
model; they argue that if the network was permitted
to “recover,” then a pattern of deficits characteristic
of phonological dyslexia was observed. The adequacy
of these simulations remains a topic of substantial
debate. Coltheart (2006) has argued that “lesioned”
versions of these models do not faithfully reproduce
the pattern of deficits observed in phonological or
surface dyslexia.

An alternative computational account of reading
has been developed by Coltheart and colleagues
(Castles et al., 2006; Coltheart & Rastle, 1994; Coltheart
et al., 2001; Rastle & Coltheart, 1999). The “dual-route
cascaded” or DRC model represents a computationally
instantiated version of the dual-route theory presented
in Figure 63.1. This “localist” account incorporates a
“lexical” route that includes a listing of familiar ortho-
graphic and phonological word forms; in addition,
the model incorporates a “nonlexical” route by which
the pronunciation of letter strings is generated by the
serial application of rules specifying position-specific
grapheme-to-phoneme correspondences. Finally, like

the triangle model, the DRC model incorporates a
semantic system that may mediate between orthogra-
phy and phonologic output representations; to this
point, semantic representations have not been imple-
mented in the model. The model also assumes that both
procedures operate in parallel and that there is interac-
tion between the lexical and nonlexical procedures.

The DRC model accommodates a wide range of
findings from the literature on normal reading. For
example, Coltheart et al. (2001) demonstrated that the
DRC model generates accounts for phenomena seen in
normal reading, including effects of frequency, regu-
larity, position, position of regularity, neighborhood
size, pseudohomophony, lexicality, length, and a num-
ber of interactions of these variables. They developed
an algorithm that yields quantitative predictions about
reading of orthographically regular words from per-
formance of orthographically irregular words and
nonwords; they demonstrated that this equation accu-
rately predicts performance of young normal readers,
children with developmental dyslexia, and children
with brain tumors (Castles et al., 2006). Rapcsak,
Henry, Teague, Carnahan, and Beeson (2007) extended
this work to a heterogeneous but well-studied group
of 33 adults with acquired dyslexia from stroke. They
demonstrated that the performance was well-predicted
by the equation derived from dual-route theory.
Finally, Nickels et al. (2008) reported simulations of
the data from three subjects with phonological dyslexia
with the DRC model. Interestingly, no single lesion
generated adequate simulations for all three subjects;
consistent with the basic principle that different sites
of pathology are likely to generate different processing
deficits, different “lesions” to the model were required
to reproduce the pattern of deficits exhibited by the
different patients.

Finally, a computationally instantiated model of
reading aloud based on Glushko’s (1979) “reading by
analogy” hypothesis has also been developed
(Damper, Marchand, Adamson, & Gustafson, 1999). In
this account, there is a single procedure for deriving
the pronunciation of letter strings that is based on
analogy to familiar words (Glushko, 1979; Kay &
Marcel, 1981). This account proposes that when con-
fronted with the nonword “paze,” subjects generate a
response that rhymes with gaze, reflecting the fact that
“-aze” has a single phonological instantiation in
English; when presented the letter string “tave,” in
contrast, subjects are both slower to respond and more
variable as “-ave” has multiple phonological instan-
tiations in English (e.g., have versus gave). Marchand
and Friedman (2005) demonstrated that a computa-
tionally implemented version of the analogy account
can be lesioned to account for the data of two dyslexic
subjects with unusual patterns of performance.

Semantics

Orthography Phonology

Hidden unitsHidden units

Hidden units

FIGURE 63.2 A simplified version of the “triangle model” of
reading.
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Although the DRC and triangle models are based on
fundamentally different perspectives regarding the brain
basis of reading and are instantiated in very different
computational architectures, both models accommodate
a wide range of empirical data. Additional data will
be required to adjudicate between the models and the
theoretical perspectives that animate them.

63.5 ASSESSMENT OF READING

As previously noted, the specific types of dyslexia
are distinguished on the basis of performance with
different types of stimuli. For example, deep dyslexia
is characterized by impaired performance on non-
words, an effect of part of speech such that nouns are
read better than modifiers or functors and an effect of
imageability such that words denoting more abstract
objects or concepts are read less well than words of
high imageability. The assessment of patients with
dyslexia should include stimuli varying along the
dimensions discussed here.

The effect of imageability or concreteness should be
assessed by presenting words of high (e.g., desk, frog,
mountain) and low (e.g., fate, universal, ambiguous)
imageability. Part of speech should be assessed by
presenting nouns (e.g., table, meatloaf), modifiers
(e.g., beautiful, early), verbs (e.g., ambulate, thrive), and
functors (e.g., because, their). The effect of orthographic
regularity should be assessed by presenting regular
words that can be “sounded out” (e.g., flame, target)
and irregular words that cannot (e.g., come, tomb). The
ability to “sound out” words is also assessed by pre-
senting nonword letter strings that may sound like a
real word (e.g., phish) or may not (e.g., blape).

Because word frequency is typically an important
determinant of performance, a wide range of word
frequencies should also be used. To obtain a reliable
assessment of performance, testing should include at least
10 words of each of the stimulus types noted in this chap-
ter. The compilation of the appropriate lists of stimuli
may be time-consuming; consequently, many investiga-
tors use published word lists, some of which are commer-
cially available (Kay, Lesser, & Coltheart, 1996). Clinical
assessments of acquired dyslexia should also include
sentence and paragraph reading, because real-life reading
requires reading words in context rather than in isolation.
In the research setting, additional tools such as
eye-tracking, neuroimaging, or electrophysiology can
complement behavioral performance.

Finally, it should be noted that there is an emerging
literature on the treatment of acquired reading dis-
orders. Whereas there is no widely recognized and
effective treatment for any of the acquired dyslexias,
there have been a number of reports of theoretically

motivated interventions that appear to offer promise
(see Leff & Behrmann, 2008 for a review).
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64.1 INTRODUCTION

Functional neuroimaging is a powerful tool for
answering questions regarding how the brain imple-
ments language. Standard functional neuroimaging
methods tend to treat the brain from a modular per-
spective, identifying sets of individual regions that are
active during particular language tasks. The majority
of studies examining the neurobiology of language
have used standard functional neuroimaging methods
that can help map out areas involved in reading and
spoken language. Anatomically, the brain consists of
dense and complex connections among these areas,
suggesting that interregional communication plays a
key role in cognitive function. More recent advances in
neuroimaging methods have been developed that can
be used to examine the interacting and overlapping
networks of the brain regions that support reading.
This permits the exploration of the functional proper-
ties of any single region with respect to the activity of
the other regions within the network (neural context;
McIntosh, 1998, 2000), which is essential for character-
izing the integration of function among regions. In this
chapter, we summarize some of the principal methods
of assessing functional and effective brain connectivity
and give examples of current studies using these
approaches to investigate reading-related networks.
We also discuss the advantage each method confers
relative to the other methods.

Functional and effective connectivity can be assessed
in the context of a particular behavior (task-dependent)
or during rest (task-independent). Task-dependent

approaches detect synchronization of activity in neural
regions in response to extrinsic stimulation.
Approaches involving the absence of a task examine
intrinsic functional connections that are formed via
spontaneous activity arising during the “resting state”
(Biswal, Yetkin, Haughton, & Hyde, 1995). Resting state
functional connectivity is thought to reflect a history of
coactivation among regions across a wide range of tasks
and time (Fox & Raichle, 2007) and can be used to char-
acterize regions across the whole brain into groupings
that show high correlations of spontaneous activity
(these groups have been referred to as communities,
modules, subnetworks, or clusters in network analyses;
Power et al., 2011).

Connectivity analyses require the selection of a set
of relevant nodes within the network to focus the
investigation. This is a nontrivial undertaking because
there is a lack of consensus regarding how best to
define fundamental neural elements (Craddock et al.,
2013) and connectivity results can vary based on
choices that are made regarding node definition. The
specific brain subunits encompassed by the nodes can
range from patches of cortex as small as one voxel in
size to macroscopic brain regions (such as the pars
opercularis of the inferior frontal gyrus). When macro-
scopic brain regions are used, parcellation schemes
have varied widely and can be anatomically based
(e.g., automated anatomic labeling (AAL), Tzourio-
Mazoyer et al., 2002; the Talairach Daemon, Lancaster
et al., 2000; or the “Destrieux” atlas, Fischl et al., 2004)
or functionally based (e.g., the CC200 and CC400
atlases that are derived from 200- and 400-unit
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functional parcellations, respectively; Craddock, James,
Holtzheimer, Hu, & Mayberg, 2012). Although these
atlases share some similarities macroscopically, the
specific details of the parcellations can vary consider-
ably. Meta-analyses can also be conducted to define
nodes based on previous task-based neuroimaging
studies (e.g., Vogel et al., 2013).

64.2 FUNCTIONAL CONNECTIVITY
ANALYSES: A SET OF EXPLORATORY

TECHNIQUES

64.2.1 Overview

Functional connectivity can be defined as the syn-
chronization between spatially remote neurophysiolog-
ical events (Friston, Frith, Liddle, & Frackowiak, 1993).
First introduced via early electroencephalography
(EEG) and multiunit recording studies, functional con-
nectivity analyses were applied to positron emission
tomography and functional magnetic resonance imag-
ing (fMRI) in 1993. Analyses of functional connectivity
identify reliable patterns of covarying brain signals that
index neural activity. These techniques are exploratory
in nature because they are mostly data-driven and are
not based on an explicit hypothesis or model about the
relationships among neural regions or the effects of task
conditions or subject groups. Therefore, a functional
connection does not necessarily arise from direct com-
munication between the two regions, because their
covariance (or correlation) could be due to input from a
third region (or a variety of other inputs), and thus
causal inferences cannot be made about the association.

64.2.2 Independent Components Analysis

64.2.2.1 ICA Method

Independent components analysis (ICA) is used to
take a large data set consisting of many variables and
reduce it into smaller number dimensions that can be
understood as self-organized functional networks
(Beckmann & Smith, 2004). Unlike principal compo-
nents analysis (PCA), which assumes that the
components are uncorrelated in both spatial and tem-
poral domains, ICA components are maximally statisti-
cally independent in only one domain. The rationale
for ICA is that blood-oxygen�dependent (BOLD) sig-
nal measured within the voxels can be regarded as a
linear combination of a smaller number of indepen-
dent component sources. The independent components
are identified to be maximally statistically indepen-
dent, but they are not necessarily uncorrelated as
principal components are (McIntosh & Mišić, 2013).

For neuroimaging analyses, independence among
components can be imposed in either the spatial (spatial
ICA) or the temporal (temporal ICA) domain. Spatial
ICA is used more often for fMRI analyses because neural
activity is assumed to be sparse among a large number
of voxels. Therefore, the independent components isolate
coherent networks that overlap as little as possible.
However, this assumption of sparseness in the brain can
be problematic because spatial ICA will push each non-
contiguous activity cluster into separate components.
Temporal ICA is more often used for event-related
potential (ERP) data because scalp recordings have dis-
tinct time courses; therefore, the underlying components
are assumed to be temporally independent but may
have overlapping spatial topographies.

To compare components across participants, the
ICA can be performed on all participants as a group.
Here, the data from all subjects are concatenated so
that each subject is treated as an observation of the
same underlying system (Calhoun, Adali, Pearlson, &
Pekar, 2001; Kovacevic & McIntosh, 2007). If data are
concatenated along the spatial dimension, subjects will
have unique spatial maps but common time courses.
The converse is true if data are concatenated along the
temporal dimension. The concatenated group data are
then decomposed into independent components. This
puts all subjects in the same space and allows them to
be directly compared. Statistical inference on the inde-
pendent components is then possible.

This method is useful for extracting functionally seg-
regated networks supporting a cognitive function. The
independence of the regions identified as active during
task performance relative to the rest of the brain cannot
be inferred from the other connectivity methods.

64.2.2.2 ICA: Reading Network Example

In an fMRI study, Ye, Doñamayor, and Münte (2014)
used ICA to examine connectivity across the whole
brain underlying semantic integration during a sen-
tence reading task with either semantically congruent
or incongruent endings. The authors extracted a func-
tional network consisting of the supplementary motor
area, left basal ganglia, left inferior frontal gyrus, left
middle temporal gyrus, and left angular gyrus that was
modulated by the semantic manipulation in the seman-
tic reading task. The time courses of these regions were
highly correlated and their activity was greater for
incongruent versus congruent sentence endings.

64.2.3 Seed Partial Least Squares (PLS)

64.2.3.1 PLS Method

In general, seed-based functional connectivity tech-
niques examine the correlation with an a priori region
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of interest (ROI) or “seed” region. In its most basic
form, an averaged ROI time series is correlated with
the time series of all other voxels in the brain or
with the average time series of a set of ROIs.
Determining the seed region can be done based on
functional activity or anatomical parcellation.

A specific type of seed-based functional connectivity
can be performed with partial least squares (PLS)
(McIntosh, Bookstein, Haxby, & Grady, 1996). PLS is a
multivariate analysis technique that can be used to
identify a set of variables (called latent variables (LVs))
that optimally link spatiotemporal brain data to the
task design or to behavioral measures, or, in the case
of seed PLS, that link functional connectivity to other
neural seed regions by extracting commonalities
between them. PLS is similar to a PCA with several
important differences: (i) PLS analysis is constrained
to the part of the covariance matrix that is related to
the time series of the given neural seed region that
allows for interpretation of brain connectivity results
as relating to each experimental condition; (ii) statisti-
cal inferences regarding the significance of the experi-
mental manipulations are made using nonparametric
permutation methods that allow one to select the LVs
that significantly express task or behavioral effects on
connectivity; and (iii) bootstrap resampling is used to
retain only voxels that robustly express the task or
the behavioral effects. Finally, PLS is specialized to
handle larger data sets where the dependent mea-
sures are highly correlated; therefore, it is well-suited
for the analysis of neuroimaging data (McIntosh &
Lobaugh, 2004).

Brain activity data for PLS are organized into a 2D
matrix where the rows contain scan data for each par-
ticipant within each task condition and the columns
consist of voxels3 time. A second matrix consisting of
time series of the seed neural region is similarly
stacked by participant within condition within partici-
pant group. The data from the seed region are then
correlated with the overall brain data of the partici-
pants and subjected to singular value decomposition
(SVD). From the input matrix, SVD creates a set of
orthogonal singular vectors (the LVs), which represent
the entire covariance of the mean-centered matrix in
decreasing order of magnitude and whose number is
equal to the total number of task conditions times
groups. Thus, the LVs can be thought of as being simi-
lar to the eigenvectors generated by PCA. Each LV
consists of a pair of left- and right-singular vectors that
relate brain connectivity to the experimental design.

The weights within the LV at each voxel�time point
combination are referred to as voxel saliences. The
voxel saliences identify a collection of voxels that, as a
group, have connectivity to the seed region most
related to the task design. The task saliences indicate

the degree to which each task is related to the pattern
BOLD connectivity differences. The saliences are simi-
lar to PCA eigenvector weights.

To determine how often the singular value matrix
for an LV generated from the original analysis is
larger than singular value matrices generated from
random data, permutation testing is used.
Permutation testing involves resampling without
replacement, where data are shuffled to reassign the
order of task conditions for each participant (Good,
2004). PLS is then re-run a certain number of times on
each set of reordered data, and the number of times
the permuted singular values exceed the original
values is calculated and given a probability. The 95th
percentile of the resulting probability distribution of
singular values is used as the significance threshold.
In this scenario, the assumption of a normal distribu-
tion is not required (McIntosh et al., 1996).

In a second step, one assesses the reliability of each
voxel’s contribution to the LV by estimating the stan-
dard error of the voxel saliences using bootstrapping.
Bootstrapping consists of resampling with replacement
where participant data are shuffled while the experi-
ment conditions remain fixed. SVD is then performed
on the resampled matrix consisting of participant sub-
sets of the original data set, and the standard error of
the voxels contributing to the task effects are calcu-
lated (Efron & Tibshirani, 1993). The ratio of the
salience to the standard error of the voxels is used to
threshold the data and can be thought of as similar to
a z-score if the data are normally distributed.

Although this method is quite data-driven, the
advantage of seed PLS relative to the other methods is
that it permits the testing of a hypothesis focused on a
particular ROI.

64.2.3.2 PLS: Reading Network Example

Reinke, Fernandes, Schwindt, O’Craven, and Grady
(2008) examined how whole brain functional connec-
tivity changed with the visual word form area (VWFA)
based on whether participants viewed English words,
meaningful symbols such as $ and %, digits, words in
an unfamiliar language (Hebrew), and a control set of
stimuli consisting of geometric shapes. They were able
to show that while neural activity in the VWFA did
not differ significantly for words and meaningful sym-
bols, a specific functional network of regions including
the left hippocampus, left lateral temporal, and left
prefrontal cortices was specific to words. This study
underscored the fact that the neural context of the
VWFA, specifically the broader distributed brain activ-
ity that is correlated with the VWFA, is specific for
visual word processing but not for activity in the focal
brain region itself.
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64.2.4 Synchronization of Neuronal
Oscillations

64.2.4.1 SNO Method

Scalp recordings techniques such as magnetoen-
cephalography (MEG) and EEG, which afford greater
temporal resolution than fMRI, allow for real-time
investigation of brain network dynamics during read-
ing. Constituent neuronal populations involved in the
same functional network are identifiable because of the
fact that they fire in synchrony at a given frequency.
The specificity of this frequency allows the neuronal
population to participate in a variety of representations
at different points in time. In addition, oscillatory syn-
chrony can also serve to bind together information that
is represented in the different neuronal populations
(Gray, Konig, Engel, & Singer, 1989).

In its simplest form, one can investigate the linear
interdependencies or correlations between the ampli-
tudes of various EEG or MEG signals. This avoids the
necessity to band-pass filter or extract instantaneous
phase. One can also examine the cross-correlation,
which includes further information about the system-
atic time shifts between the amplitudes of the two
signals. However, studies often examine phase syn-
chronization in frequency space. Cross-spectral density
can be computed by multiplying the Fourier-
transformed signals of the time series. Coherence is
assessed by normalizing the cross-spectral density
with the power spectral density of both time series.
This value ranges from 0, if the signals have no simi-
larity, to 1, if the signals are identical. It is critical for
such a synchronization analysis to select the frequency
bands of interest. Often, one can assess reliability via
confidence levels by comparing to synthetic data,
which are created by shuffling the time point of the
original data while preserving spatial relationships
(Gross et al., 2001).

The advantage of this method is that it allows the
researcher to characterize dynamics among regions
involved in reading on a faster temporal scale than the
other methods.

64.2.4.2 SNO: Reading Network Example

Kujala et al. (2007) found the strongest synchroniza-
tion among regions often implicated in reading (occipital
temporal, medial, superior, and inferior temporal, pre-
frontal, and orbital cortices, face motor areas, insula, and
cerebellum) at 8�13 Hz during a rapid reading task.
Notably, regions such as the supramarginal gyrus or the
posterior superior temporal cortex, which are thought to
be involved in grapheme-to-phoneme conversion, were
not a part of the network, potentially because the nature
of the task required a more lexical-semantic than phono-
logical reading strategy.

64.3 EFFECTIVE CONNECTIVITY
ANALYSES: A SET OF CONFIRMATORY

TECHNIQUES

64.3.1 Overview

Effective connectivity is defined as a directed causal
influence of one region on another (Aertsen, Gerstein,
Habib, & Palm, 1989). Analyses of effective connectiv-
ity involve confirmation of hypotheses. Unlike
exploratory analyses, a confirmatory approach begins
with the construction of an explicit model of interre-
gional neural relationships. The model is then tested
for goodness of fit with the observed data and/or
whether it can fit the observed data better than an
alternative model. Therefore, effective connectivity
analyses test precise hypotheses that take into account
external inputs and the neuroanatomical architecture
rather than being data-driven like functional connec-
tivity analyses (McIntosh & Mišić, 2013).

64.3.2 Psychophysiological Interactions (PPI)

64.3.2.1 PPI Method

If an experimental manipulation relates to signifi-
cant changes in the correlation between a pair of brain
regions, then this suggests an interaction between the
psychological variable and the neural or physiological
connectivity, termed a psychophysiological interaction
(PPI) (Friston et al., 1997). In a typical functional con-
nectivity analysis, regions may have some baseline
correlations due to anatomical connections as in the
case of resting state networks (Biswal et al., 1995), com-
mon sensory inputs, or neuromodulatory influences.
Furthermore, if a change in correlation of activity in
the seed is observed with another region, it could be
caused by a change in another functional connection, a
change in the level of observation noise, or a change in
the amplitude of endogenous neuronal fluctuations
(Friston, 2011). Therefore, a significant correlation or
even a significant change in correlation cannot always
be interpreted as a change in the underlying coupling
between the two regions. PPI seeks to address this
issue by moving beyond task-independent correlations
and examining changes in correlations that occur as a
result of an imposed task manipulation.

In PPI, the activity of the seed region is regressed
onto the activity of another brain region across differ-
ent experimental conditions and the change in slope is
calculated. Just like seed PLS, the first step of PPI
involves selecting a seed region and extracting its time
course. The goal is to find regions with which the seed
has a stronger relationship during a particular
experimental condition than during the others (i.e., a
task by seed region interaction). For this purpose, an
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interaction (PPI) regressor is created by taking the
scalar product of the mean-centered task time course
with the mean-corrected seed region time course.
Voxels whose activity correlates only with the seed
region or that show an effect of task will have some
correlation to the predictor. Therefore, it is necessary
to include the experimental task design and the physi-
ological time courses from which the interaction term
was created as covariates of no interest in the model.
This will ensure that the variance explained by the
interaction term goes significantly beyond what can
already be explained by the main effects of task and
correlation to the seed.

The advantage of this method is that, much like
seed PLS, it allows the researcher to test a hypothesis
focused on a particular ROI or voxel. However, it spe-
cifically examines how the task modulates the network
based on that ROI.

64.3.2.2 PPI: Reading Network Example

Callan, Callan, and Masaki (2005) trained native
Japanese speakers to learn the character-to-sound asso-
ciations of an unknown orthography (either Thai or
Korean phonograms, i.e., a grapheme that represents a
phoneme or a combination of phonemes) and examined
changes in brain connectivity pre- and post-training
with fMRI. They found significant changes in activation
post-training relative to pre-training in the left angular
gyrus, and then used this region as a seed for a PPI
analysis. The authors then identified a network show-
ing greater integration of left angular gyrus activity
with activity in the primary visual cortex and superior
temporal gyrus for the trained phonograms after train-
ing. This finding underscored the importance of the left
angular gyrus in grapheme-to-phoneme conversion.

64.3.3 Structural Equation Modeling (SEM)

64.3.3.1 SEM Method

The purpose of structural equation modeling (SEM)
is to define a theoretical causal model consisting of a
set of predicted covariances between variables and
then test whether it is plausible when compared to the
observed data (Jöreskog, 1970; Wright, 1934). In neuro-
imaging, these causal models consist of the brain
activity signal of interest in a subset of ROIs and the
pattern of directional influences among them
(McIntosh & Gonzalez-Lima, 1991, 1994). The influ-
ences are constrained anatomically so that a direct con-
nection between two regions is only possible if there is
a known white matter pathway between them.

The first step in defining an SEM is to specify the
brain regions, which are treated as variables, and
the causal influences between them in terms of linear

regression equations. There is always one equation for
each dependent variable (activity in the ROI), and
some variables can be included in more than one equa-
tion. This system of equations can be expressed in
matrix notation as Y5βY1ψ, where Y contains the
variances of the regional activity for the ROIs, β is a
matrix of connection strengths that defines the anatom-
ical network model, and ψ contains residual effects,
which can be thought of as either the external influ-
ences from other brain regions that cannot be stipu-
lated in the model or the influence of the brain region
on itself. Because the model is underspecified, having
more unknown than known parameters, it is not possi-
ble to construct the model in a completely data-driven
manner, and thus some constraints are needed on the
model parameters. The most common approach is to
arbitrarily restrict some elements of the residual matrix
ψ to a constant, usually 35�80% of the variance for a
given brain region, and to set the covariances between
residuals to zero (McIntosh & Gonzalez-Lima, 1994). It
is also common in neuroimaging to keep the path coef-
ficients in both directions equal for regions that have
mutually coupled paths.

The main idea of SEM is that the system of equa-
tions takes on a specific causal order, which can be
used to generate an implied covariance matrix
(McArdle & McDonald, 1984). Unlike in multiple
regression models, where the regression coefficients
are derived from the minimization of the sum of
squared differences from the observed and predicted
dependent variables, SEM minimizes the difference
between the observed covariance structure and the
one implied by the structural or path model. This is
done by modifying the path coefficients and residual
variances iteratively until there is no further improve-
ment in fit. In most cases, a method such as maxi-
mum likelihood estimation or weighted least-squares
is used to establish a fit criterion that needs to be
maximized. The identified best-fitting path coefficient
has a meaning similar to a semipartial correlation in
that it reflects the influence of one region onto a sec-
ond region with the influences from all other regions
to the second region held constant. SEM can be
conceptualized as a method that uses patterns of
functional connectivity (covariances) to derive infor-
mation about effective connectivity (path coefficients)
(McIntosh & Mišić, 2013).

Model inference is done in SEM by comparing the
goodness-of-fit between the model implied covariance
matrix and the empirical covariance matrix using a χ2

test. It is also possible to compare model fits using a χ2

difference test, and this can be done to examine
whether one or more causal influences change as the
result of a task or group effect. To this end, models are
combined in a single multigroup or stacked run.
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The null hypothesis is that the effective connections do
not differ between groups or task conditions and the
null model is constructed so that path coefficients are
set to be equal across groups or task conditions. The
alternative hypothesis is that the effective connections
are significantly different between groups or task con-
ditions. Implied covariance matrices are generated for
each group- or task-specific model. An alternative χ2

that is significantly lower (better fitting) than the null
χ2 implies a significant group or task effect on the
effective connections that were specified differently in
the models. It is possible that the omnibus test can
indicate a poor overall fit, but the difference test
shows a significant change from one task to another.
SEM has been shown to be robust in these cases and
is able to detect changes in effective connectivity,
even if the absolute fit of the model is insufficient
(Protzner & McIntosh, 2006). Finally, it is possible to
use an alternative approach to model selection, where
nodes of the network are selected a priori, but the
paths are connected in a data-driven manner (see
Bullmore et al., 2000).

The advantage of SEM is that one can identify direc-
tionality in the influence of activity from one region to
that of another. In addition, SEM allows the researcher
to test the validity of a theoretical model regarding
network interactions among regions supporting the
task under investigation.

64.3.3.2 SEM: Reading Network Example

Levy et al. (2009) used SEM to test neuroanatomical
predictions made by the dual-route cascade reading
model (Coltheart, Rastle, Perry, Langdon, & Ziegler,
2001) on reading skill. Their effective connectivity
models consisted of four left hemisphere ROIs: middle
occipital gyrus (MOG); occipito-temporal junction
(LOT); parietal cortex (LP); and inferior frontal gyrus
(IFG). For reading words, MOG-LP, MOG-LOT,
and LP-IFG pathways were significantly more
involved than the LOT-LP path, suggesting that
information traffics along both ventral and dorsal
pathways during word reading. For pseudoword read-
ing, MOG-LOT and LOT-LP were significantly
more involved than MOG-LP, suggesting that infor-
mation first flows to LOT before being transferred to
the dorsal pathway. In addition, increased reliance on
the “word pathway” (MOG-LP) positively correlated
with reading skill and increased reliance on the “pseu-
doword pathway” (MOG-LOT) correlated with the
pseudoword reading ability. Their findings are in
agreement with the DRC model, suggesting that regu-
lar words can be read in two ways (via parallel dorsal
and ventral stream processing); however, the dorsal
pathway is selective for word stimuli and increased
connectivity in this pathway is related to better word

reading. Pseudowords, however, undergo letter/sub-
lexical analysis in the posterior ventral pathway before
being fed to the dorsal path.

64.3.4 Dynamic Causal Modeling (DCM)

64.3.4.1 DCM Method

The key concept behind Dynamic Causal Modeling
(DCM) is that brain networks comprise an input-state-
output system, where causal interactions are mediated
by unobservable neuronal dynamics (Friston,
Harrison, & Penny, 2003). Referred to as a causal
model, these “hidden” interactions are specified by
coupling parameters, which denote the degree of syn-
aptic coupling and model effective connectivity. The
local neuronal dynamics underlying these interactions
are defined by a set of differential equations. This
causal model is then combined with a forward, or
observation, model that relates the mapping from the
neuronal activity to the observed responses (Friston,
Moran, & Seth, 2013). It is important to note that cau-
sality is inferred at the neuronal population level and
not at the level of the observed responses.

In the causal model, each ROI consists of neuronal
populations that are intrinsically coupled to each other
and extrinsically coupled to neuronal populations of
the other regions in the network. Stochastic or ordinary
differential equations relate the present state of a neu-
ronal population to the future state of the same neuro-
nal population and to the states of the other
populations. The coupling parameters can be thought
of as rate constants, which determine how rapidly one
population affects another (McIntosh & Mišić, 2013).
Experimental effects are modeled as external perturba-
tions to the system, which can cause either a change in
coupling or a change in neuronal activity of a popula-
tion. The underlying causal model is represented as a
system of coupled differential equations, where the
rate of changes of state x is a function of the states of
the other populations (x), the external inputs, and the
coupling parameters, which are unknown and need to
be inferred similarly to the path coefficients in SEM.
DCMs do not stipulate any particular biophysical
model of neuronal activity and only require the model
to be biologically plausible and sufficiently able to
explain the external perturbations and the interactions
between neuronal populations.

In the second step of DCM, the forward model is
used to map neuronal states into the observed signal
measurements while incorporating unknown para-
meters. The form of the forward model depends on the
imaging modality. For ERPs, for example, the mapping
function is the lead field matrix that models the propa-
gation and volume conduction of electromagnetic fields
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through neural tissue, cerebrospinal fluid, skull, and
skin. The unknown parameters that are introduced are
the location and orientation of the source dipole
(Kiebel, David, & Friston, 2006). If BOLD signal contrast
is the observed measure, then the mapping function
models how changes in neuronal activity engender
changes in local blood flow, which result in an influx of
oxygenated blood and a reduction in deoxygenated
hemoglobin (Buxton, Wong, & Frank, 1998). Here, the
unknown parameters can specify factors such as the
rate constants of vasodilatory signal decay and capil-
lary resting net oxygen extraction (Stephan, Weiskopf,
Drysdale, Robinson, & Friston, 2007).

DCMs use a Bayesian approach (see Friston et al.,
2002) for estimating the unknown parameters in the
models. Essentially, a posterior distribution is esti-
mated for each parameter using an optimization algo-
rithm and taking into account prior beliefs about the
value the parameter can realistically take on and the
observed data. The observed data are used to update
the model (i.e., estimate the parameters) to maximize
model evidence in a procedure known as Bayesian
model inversion. The model evidence accounts for the
ability of the model to explain the data as accurately as
possible and to have the fewest parameters (i.e., parsi-
monious models are rewarded). Models can be com-
pared by taking the ratio of their respective model
evidences or the difference in their respective log evi-
dences, and model comparisons can be made to deter-
mine group or task effects on anatomical connections
in a similar manner to SEMs; however, DCMs can also
vary in the specification of their priors for different
task or group treatments.

Model inversion is performed on each subject indi-
vidually. Therefore, an experimenter must decide
whether to keep the same model for all subjects in a
between-subjects analysis. If experimenters choose
this, then they can multiply the model evidences or
add the log evidences across subjects to get the group
model evidence, and this essentially represents a fixed-
effects analysis. In this case, one approach to obtaining
group-level estimates of the parameters is to compute
a joint density for the subject-specific posterior distri-
bution estimates. If the experimenters want to treat the
subjects as heterogeneous, then they can take the ratio
of the number of subjects who show positive model
evidence for a given model to the number of subjects
who show greater model evidence for another model
(Stephan et al., 2007), and this is essentially a random-
effects analysis. In this case, it is common to take a
summary statistic of the subject-specific posterior dis-
tribution estimates (such as the median or mode of the
distribution) as the parameter estimate and conduct
traditional random-effects analyses comparing the
group means of these summary statistics (e.g., t-test).

Like SEM, DCM can show the directional influences
of regions on one another. Whereas SEM is used to test
theoretical models of network interactions based on
what is known about anatomical connections, DCM is
meant to provide a more explanatory understanding of
the relationships among regions identified to be active
during task-based fMRI analyses.

64.3.4.2 DCM: Reading Network Example

The triangular part of the inferior frontal gyrus is
thought to be particularly involved in semantic proces-
sing, and the opercular part is thought to have more of
a role in phonological tasks (e.g., Poldrack et al., 1999).
Mechelli et al. (2005) tested this theoretical framework
using DCM. Effective connectivity from the anterior
fusiform gyrus to the pars triangularis increased for
exception words (e.g., PINT or STEAK), necessitating
more lexical-semantic processing relative to pseudo-
words and between dorsal premotor cortex and poste-
rior fusiform gyrus for pseudowords (e.g., RINT or
MAVE) requiring more phonological mapping relative
to exception words. This finding demonstrated distinct
neuronal mechanisms for semantic and phonological
processing and confirmed previous theories of dissoci-
ation of function in the inferior frontal gyrus.

64.4 TECHNIQUES SPANNING BOTH
FUNCTIONAL AND EFFECTIVE

DOMAINS

64.4.1 Granger Causality (GC)

64.4.1.1 GC Method

Granger causality (GC) does not fit easily into the
functional or effective connectivity because it has both
exploratory and confirmatory characteristics. The main
idea behind GC is that B “Granger causes” A if B con-
tains information that helps predict the future of A bet-
ter than information in the past of A predicts or
information in the past of other conditioning variables,
C (Friston et al., 2013). The GC measure is based on
the relative change in the model error when new time
series are added to improve the prediction of the
dependent signal (Granger, 1969). Essentially, GC is
the ratio of the variance of the model before and after
the addition of the new time series (time series “B”) in
this case:

Fy-x5 ln
VarðeajjaÞ
VarðeajjabÞ

In the context of brain networks, multiple predictors
comprising the past time series of all ROIs can be spec-
ified to account for the present time series of all ROIs.
If one assumes the effects to be linear, then the
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relationships can be specified using multivariate linear
regression (through what is termed multivariate vector
autoregressive (MVAR) modeling; Goebel, Roebroeck,
Kim, & Formisano, 2003). An MVAR model contains
every possible connection in the network, and each
connection is tested to determine which ones are non-
zero. This allows subnetworks to be extracted without
having to specify connectivity patterns a priori. For any
given connection, the influence of all other nodes are
partialled out, allowing one to obtain an estimate for
whether the past time series of B helps predict the
time series of A more than what is accounted for by all
other variables combined, C. The coefficients in the
MVAR can be estimated using ordinary least-squares
(by minimizing the difference in the sum of squared
errors between the predicted and observed values of
the present times series).

The advantage of Granger causality is that it allows
a researcher to pinpoint directional influences of
regions on another without any a priori hypothesis
regarding which regions are involved in particular
subnetworks. This is the case because subnetworks are
identified in a data-driven manner.

64.4.1.2 GC: Reading Network Example

In a MEG study, Frye, Liederman, McGraw Fisher,
and Wu (2012) used GC to examine the connectivity of
bilateral temporoparietal areas (TPAs) in dyslexic and
typical readers during a nonword reading task. The
important feature of this study is that GC allowed
them to examine hierarchical network structure (i.e.,
which nodes show dominant influences of the other
nodes) rather than connectivity alone. In the beta fre-
quency band, those participants with greater connec-
tivity from the left TPA to other regions (left TPA
dominant) were more likely to show improved phono-
logical decoding performance, and those with greater
connectivity from other regions into the TPA were
more likely to show poorer phonological decoding per-
formance across both groups of participants. It may be
the case that participants in which a hierarchical net-
work topography is manifested (i.e., those with greater
outward connectivity of TPA) also show more
stable network processing, allowing them to optimally
process stimuli, because neural networks with hierar-
chical structures have been shown to be more
stable compared to neural networks with nonhierarchi-
cal topography. Second, greater relative outward con-
nectivity of the right TPA to other brain areas was
associated with worse performance in dyslexic readers.
This finding extends previous studies of dyslexic read-
ers that reported greater TPA activity by indicating
that the direction of influence of the right TPA onto
other brain regions may play a key role in dyslexia.

64.4.2 Graph Theory

64.4.2.1 Graph Theory Method

Graph theoretic measures can be applied to struc-
tural, functional, and effective connectivity matrices
(Bullmore & Sporns, 2009). Unlike the metrics previ-
ously discussed, which are often limited by which
seeds or subset of nodes are chosen a priori, graph the-
oretic measures provide information regarding
changes in the topology of the whole brain as well as
the role that the individual nodes play within that
topology, thereby providing a comprehensive assess-
ment of patterns of information flow. This approach
allows for the investigation of functional integration
and functional segregation within the global brain
network architecture.

The first step of such an analysis is to construct a
graph that consists of nodes (i.e., the neural elements
of interest) and edges, representing the statistical
dependencies or connections between the nodes. For
structural connectivity graphs, the edges correspond to
anatomical white matter pathways; for functional con-
nectivity graphs, the edges are pairwise associations
between the brain signals of the nodes; and for effec-
tive connectivity graphs, the edges consist of pairwise
measures of the causal influence of one node onto
another. Structural brain connectivity yields a sparse
and directed (or asymmetric) graph. Functional and
effective brain connectivity give rise to full undirected
(or symmetric) or directed graphs, respectively, which
can be further reduced by setting a threshold to control
the degree of sparsity. All graphs may be weighted,
with the weights representing connection densities or
efficacies, or binary, indicating the presence or absence
of a connection.

Once the graph is constructed, various graph theo-
retic measures can be computed (see Rubinov &
Sporns, 2010). One can simply measure the connected-
ness of each node by counting its total number of con-
nections (degree). To investigate integration, one can
examine the least number of steps necessary to get
from one node to another (shortest path length) as
well as the characteristic path length for the entire net-
work. The network’s global efficiency is a related mea-
sure that is the average inverse shortest path length.
To examine segregation, one can compute the cluster-
ing coefficient, which is the fraction of the node’s
neighbors that are also neighbors of each other. One
can also partition the brain into subnetworks or com-
munities within the whole brain and then examine
their interactions by computing modularity, which is
the ratio of the density of connections within specific
subnetworks compared to the density of connections
between subnetworks. Once the brain has been parti-
tioned into subnetworks, it is possible to identify
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which nodes act as connector hubs (the terminology
for these nodes varies, but here we mean nodes that
play a strong role in linking subnetworks to each
other) by computing their participation coefficient and
which nodes act as modular hubs (nodes that have
greater connections within their own subnetwork) by
computing their within-module degree z-score. Finally,
it is possible to assess the frequency with which certain
combinations of nodes or edges occur by looking at
motifs. Some metrics, such as modularity or character-
istic path length, produce one value per subject and
can be submitted to standard between-subject univari-
ate tests. The node-specific measures can be used to
generate topological maps for each subject, and some
correction for multiple comparisons must be per-
formed for inferential analyses about robust effects.

The advantage of graph theory, unlike most of the
other methods that require confining analyses to a
priori regions thought to be involved in a functional
network, is that we have the capability of examining
and quantifying interactions among regions on a
whole-brain level, thus giving us a comprehensive
view of functional network architecture while still
being able to assign specific connectivity roles within
the network to certain nodes.

64.4.2.2 Graph Theory: Reading Network Example

Vogel et al. (2013) examined the functional subnet-
work structure during resting state in an attempt to
identify a reading-dedicated community. Unlike previ-
ous studies that have examined this, the authors only
included prominent reading-related regions derived
from a meta-analysis (including left supramarginal
gyrus, angular gyrus, middle temporal gyrus, and infe-
rior frontal gyrus) as nodes in the analysis. Rather than
cluster into their own community, reading-related
regions were assigned to other communities whose
primary function is more general than reading (e.g.,
the VWFA was assigned to a visual community, and
the angular gyrus was assigned to a default mode
community), suggesting the lack of an intrinsic reading
community in the brain. This was the case with mature
as well as developmental subjects, suggesting that the
regions implicated in reading are broadly used across
many tasks, including reading. Because this study was
undertaken during resting state, it does not rule out
that there may be special relationships among some of
these regions during task-based reading.

64.5 CONCLUSIONS

Connectivity analyses identifying neural networks
move beyond isolating a collection of individual
regions that are associated with reading and provide

an account of how neural regions interact with
one another. Exploratory methods such as ICA
and PLS aim to reduce the original data into
interpretable functional networks. Effective connectiv-
ity analyses like SEM and DCM are useful, particu-
larly when trying to test a priori anatomical or
theoretical hypotheses about the neurobiology under-
lying reading (e.g., the DRC model). Graph theoretic
measures take into account the global topology of neu-
ral networks while also specifying the role of individ-
ual regions within a network or subnetwork. These
measures can identify the patterns of information flow
among regions across the whole brain rather than
examining interactions with a seed or within a subset
of region, and they have been used to test whether
reading-specific subnetworks exist in the brain.
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65.1 INTRODUCTION

65.1.1 What Is Developmental Dyslexia?

Unlike spoken language, available to humans for
many thousands of years, written language is a recent
(less than 6,000 years) cultural invention and has not
been subjected to evolutionary pressure. As such,
existing brain regions that subserve other functions,
such as spoken language and object recognition, are
utilized for reading acquisition, which occurs over a
protracted period of time with formal schooling.
However, for some children, learning to read is espe-
cially difficult.

Developmental dyslexia is characterized by difficulties
with accurate and/or fluent word recognition and by poor
spelling and decoding abilities. These difficulties typically
result from a deficit in the phonological component of lan-
guage that is often unexpected in relation to other cognitive
abilities and the provision of effective classroom instruction.
Secondary consequences may include problems in reading
comprehension and reduced reading experience that can
impede growth of vocabulary and background knowledge
(Lyon, Shaywitz, & Shaywitz, 2003).

This is one of several research definitions of
dyslexia and was developed by the International
Dyslexia Association and endorsed by the US-based
National Institute of Child Health and Human
Development. Like most definitions, it emphasizes
problems with decoding, a critical piece in research
and diagnostic evaluation of dyslexia that is attributed
to poor phonological awareness (PA). Comprehension
of text can be impacted as a secondary consequence of
poor decoding (this distinguishes dyslexia from spe-
cific language impairment, wherein poor language
comprehension can directly lead to reading problems;
see Nation, Cocksey, Taylor, & Bishop, 2010).

Dyslexia is the most prevalent learning disability.
It affects 5�12% of the English-speaking population,
and the incidence is two to three times higher in males
than in females (Rutter et al., 2004). These rates are
slightly lower for other languages and other writing
systems (Brunswick, McDougall, & Davies, 2010), with
reading being espetrun cially challenging in English,
where the orthography is deep (the mapping between
sound and print is not one-to-one; see Richlan, 2014).
Dyslexia is highly heritable, with an estimated 30�50%
chance of being passed from parent to child (Fisher &
DeFries, 2002). Linkage and association studies have
identified candidate genes and established relation-
ships between genotypical variance and the dyslexia
endophenotype (for review, see Scerri & Schulte-Körne,
2010). Because reading provides the key to learning
almost all subject materials, reading failure can be a
limiting factor in almost all of a child’s academic learn-
ing experiences.

65.1.2 Skills That Support Typical Reading
Acquisition are Impaired in Dyslexia

There is a rich behavioral literature describing normal
reading acquisition (Ehri, 1999) and the skills that pro-
mote learning to read (Schatschneider, Fletcher, Francis,
Carlson, & Foorman, 2004; Wagner & Torgesen, 1987).
These include broad language skills such as expres-
sive and receptive language, vocabulary, morphology,
and syntax (Scarborough, 2005). Further, specific skills
such as PA (Bradley & Bryant, 1983; Schatschneider et al.,
2004) and orthographic awareness (Badian, 1994) have
been shown to be critical to reading acquisition.
Understanding the phonological code allows grapheme�
phoneme mapping of unfamiliar words, and visual word
form recognition aids in mapping orthography of familiar
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words to the mental lexicon, together providing access
to semantic representations. Good orthographic aware-
ness, whereby words are recognized without decoding,
leads to better reading fluency and, in turn, reading com-
prehension. PA refers to a “broad class of skills that
involve attending to, thinking about, and intentionally
manipulating the phonological aspects of spoken lan-
guage” (Scarborough & Brady, 2002). PA, typically mea-
sured by sound manipulation at the phoneme level (e.g.,
phoneme deletion), predicts future reading acquisition in
normal readers with a high degree of confidence
(Schatschneider et al., 2004; Wagner & Torgesen, 1987)
and is especially impaired in dyslexic readers (Lyon et al.,
2003; Peterson & Pennington, 2012; Vellutino, Fletcher,
Snowling, & Scanlon, 2004). These studies have also
shown that two other measures of phonological proces-
sing, speeded lexical retrieval (rapid naming of letters
and numbers) and verbal short-term memory, often have
a moderating role in reading outcome in addition to PA.

It has become widely accepted that weak PA is the
core deficit in dyslexia, causing reading impairment by
interfering with the grapheme�phoneme mapping
required for decoding. A causal role of poor PA in
dyslexia has been demonstrated by a combination of
evidence: (i) young children’s PA skills predict later
reading outcome; (ii) poorly developed PA skills are
found in children with dyslexia as early as kindergar-
ten and often prevail into adulthood; (iii) reading
level-match design studies demonstrate that children
with dyslexia have weaker PA than younger children
matched on reading level; and (iv) interventions
addressing these weaknesses in PA are largely success-
ful in bringing about gains in decoding in individuals
with dyslexia. Together, these have led to the theory
that a phonological core deficit best describes the con-
dition of dyslexia (McCardle, Scarborough, & Catts,
2001; Stanovich & Siegel, 1994). Although this account
is not likely to represent the entire explanation of this
reading disability (Peterson & Pennington, 2012;

Scarborough, 2005), and although alternative theories
exist, it is most relevant to the neurobiology of lan-
guage and thus provides the framework for this chap-
ter. For discussion of theoretical frameworks such as
auditory temporal, motor timing, automaticity-based
cerebellar, and visual magnocellular deficits, we refer
the reader to other in-depth reviews (Ramus, 2004;
Vellutino et al., 2004).

65.2 FUNCTIONAL ANATOMY
OF READING

As described in detail in the present volume (Cathy
Price and Karalyn Patterson) and elsewhere (Price,
2012), reading is supported by a network of regions in
the left hemisphere, including ventral (occipitotempor-
al), dorsal (temporoparietal), and inferior frontal corti-
ces (Figure 65.1). The occipitotemporal cortex (OTC)
holds the so-called visual word form system (VWFS),
specifically the “visual word form area” (VWFA),
which is responsible for visual identification of words.
Both the temporoparietal (TPC) and inferior frontal
(IFC) cortices play a role in phonological and semantic
processing of words, with IFC also involved in articu-
latory processes. These areas have all been shown to
be altered in dyslexia (for review see Gabrieli, 2009;
Pugh et al., 2001; Sandak, Mencl, Frost, & Pugh, 2004).

65.3 NEUROANATOMICAL
BASES OF DYSLEXIA

A neuroanatomical basis of dyslexia was first dis-
covered during postmortem examinations of gross
anatomy of brains of adults who had dyslexia during
their lifetime. Most notably, the asymmetry typically
seen in the planum temporale, favoring the left

Temporoparietal Cortex (TPC)

Occipitotemporal Cortex (OTC)

Supramarginal, Angular, and
Posterior Superior Temporal Gyri

Fusiform Gyrus

Inferior Frontal Cortex (IFC)

Inferior Frontal Gyrus

Phonological coding and articulation

Visual word form/orthographic
processing

Phonological coding

FIGURE 65.1 Schematic representa-
tion of brain regions involved in reading
and reading-related processes.
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hemisphere in size, was not found in the brains of
these dyslexics (Galaburda & Kemper, 1979). The same
investigators also discovered ectopias on the cortical
surfaces of these brains, presumed to be a result of
improper cortical migration (Galaburda, Sherman,
Rosen, Aboitiz, & Geschwind, 1985), a finding that has
received renewed interest in the context of dyslexia-
associated genes involved in axonal guidance during
development (Galaburda, LoTurco, Ramus, Fitch, &
Rosen, 2006).

Manual tracing of magnetic resonance imaging
(MRI) structural images later allowed for the replica-
tion of differences in the planum temporale in vivo,
along with more general differences in TPC (Hynd,
Semrud-Clikeman, Lorys, Novey, & Eliopulos, 1990;
Larsen, Høien, Lundberg, & Ødegaard, 1990; Leonard
et al., 2001). New observations were reported for
the cerebellum (Eckert et al., 2003; Leonard et al., 2001)
and inferior frontal gyrus (IFG) (Robichon, Levrier,
Farnarier, & Habib, 2000). Not surprisingly, given
the variability in measurement techniques, some
reports conflicted. The advent of automated image
processing techniques has enabled more quantitative
and investigator-independent examinations of brain
differences in dyslexia. Notably, voxel-based mor-
phometry (VBM), using fully or semiautomated algo-
rithms, has now been used in several studies of whole-
brain gray matter volume (GMV) in adults and chil-
dren (for recent review of details see Evans, Flowers,
Napoliello, & Eden, 2014). These studies suggest that
the most reliable differences in dyslexia are located in
bilateral temporal lobe structures (inferior, middle, and
superior gyri), inferior parietal lobes, and cerebellum.
This has been confirmed by meta-analyses of existing
VBM studies of GMV in dyslexia (Linkersdörfer,
Lonnemann, Lindberg, Hasselhorn, & Fiebach, 2012;
Richlan, Kronbichler, & Wimmer, 2013). For example,
Richlan and colleagues (2013) found, as shown in
Figure 65.2A, less GMV in right superior temporal
gyrus (STG) and left superior temporal sulcus (STS).

VBM has also been used to examine white matter
volume (WMV) anomalies in dyslexia, and less WMV
has been found within left temporoparietal regions in
dyslexic children (Eckert et al., 2005). Diffusion tensor
imaging (DTI) studies have shown results of lesser
fractional anisotropy (FA) in dyslexic individuals com-
pared with controls, indicating differences in white
matter integrity primarily in temporoparietal and fron-
tal areas (Klingberg et al., 2000; for review see
Vandermosten, Boets, Wouters, & Ghesquière, 2012).
A meta-analysis of DTI studies in dyslexia localized the
most common finding to a left temporoparietal region
(Figure 65.2B) and used tractography to demonstrate
that this region hosts the arcuate fasciculus (also
referred to as superior longitudinal fasciculus) and the

corona radiata (Vandermosten et al., 2012). Combined
with related observations of correlations between FA
values and reading skill in left temporoparietal tracts
(Odegard, Farris, Ring, McColl, & Black, 2009), these
findings suggest a loss of connections between temporo-
parietal and frontal areas and interruption of networks
that subserve phonological processing (Boets, 2014).

65.4 NEUROFUNCTIONAL BASES
OF DYSLEXIA

Early functional studies were limited to adults
because they used xenon (Flowers, Wood, & Naylor,
1991) and positron emission tomography (PET)
techniques (Gross-Glenn et al., 1991; Paulesu et al.,
1996; Rumsey et al., 1992). Then, magnetoencelography
(MEG) and functional magnetic resonance imaging
(fMRI) became available in the 1990s and provided
better temporal and spatial resolution, respectively,
without the concern of radioactive tracers. Reading
and its constituent components (phonology, orthogra-
phy, and semantics) were examined using a range of
overt and covert tasks, mostly using single word pre-
sentation. Despite variations in tasks and participants,
a substantial corpus of publications from different
countries achieved convergence in their findings of left
hemisphere areas, including: (i) the inferior ventral
visual stream, broadly referred to here as OTC;
(ii) posterior dorsal TPC, including the posterior super-
ior temporal gyrus (pSTG: within Wernicke’s area), the
angular gyrus (AG), supramarginal gyrus (SMG), and
the inferior parietal lobule (IPL); and (iii) IFC, includ-
ing IFG within Broca’s area. For example, lower signals
in dyslexic compared with control groups have
been demonstrated in the left OTC (Cao, Bitan, Chou,
Burman, & Booth, 2006; Georgiewa et al., 1999; Hu
et al., 2010; Paulesu, 2001; Richlan et al., 2010;
Shaywitz et al., 1998; Siok, Niu, Jin, Perfetti, & Tan,
2008; Van der Mark et al., 2009; Wimmer et al., 2010;
see also Salmelin, Service, Kiesilä, Uutela, & Salonen,
1996) and the left TPC (Brunswick, McCrory, Price,
Frith, & Frith, 1999; Cao et al., 2006; Eden et al., 2004;
Georgiewa et al., 1999; Paulesu, 2001; Richlan et al.,
2010; Shaywitz et al., 1998, 2003; Wimmer et al., 2010).
OTC dysfunction has been interpreted in terms of
problems with word form processing, whereas less
TPC activity has been attributed to poor phonological
processing (Pugh et al., 2001; Shaywitz et al., 1998).
Findings in the IFG have conflicting results, with some
studies reporting hypoactivation in dyslexics relative
to controls (Eden et al., 2004; Siok et al., 2008) and
others reporting hyperactivation (Shaywitz et al., 1998)
or no differences (Paulesu, 2001; Paulesu et al., 1996).
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Meta-analyses have again captured the most salient
observations (Linkersdörfer et al., 2012; Maisog,
Einbinder, Flowers, Turkeltaub, & Eden, 2008; Richlan,
Kronbichler, & Wimmer, 2011). Richlan and colleagues
(2011) performed separate meta-analyses of dyslexic
children and adults (Figure 65.2C). They found left
IFG hypoactivation in adults but not in children with
dyslexia (and hyperactivation in precentral/premotor
regions for both children and adults) and TPC hypoac-
tivation in pSTG in adults and in IPL in children,
together suggesting a dynamic developmental course
of dyslexia. Notably, hypoactivation of the left OTC
was found in both children and adults, suggesting
early alteration in this region.

Significant interest in the VWFS has influenced stud-
ies of dyslexia. This region is not only underactivated in
dyslexia; specific patterns have also been uncovered
using a region-of-interest (ROI) approach: whereas typ-
ically reading children and adults demonstrate a
posterior-to-anterior gradient of increasing word selec-
tivity in medial left OTC (i.e., relative signal increase
for words compared with false font/symbol string
stimuli along the posterior-to-anterior axis; Brem et al.,
2006; Olulade, Flowers, Napoliello, & Eden, 2013; Van
der Mark et al., 2009; Vinckier et al., 2007), this gradient
is disrupted (Van der Mark et al., 2009) and fails to
become tuned in the early phases of learning (Maurer
et al., 2007) in children with dyslexia.

FIGURE 65.2 (A) Surface rendering of
meta-analysis results for GMV differences
in dyslexics versus controls (children and
adults combined). Areas of less GMV
in dyslexics are shown in blue; there
were no findings for the reverse compari-
son. (B) Two angles of the same sagittal/
horizontal view of an anatomical scan
with superimposed three-dimensional
fibretracking data (obtained from one rep-
resentative adult control subject) through
the left temporoparietal cluster identified
in a meta-analysis (depicted in red:
controls more than dyslexics; reverse com-
parison not conducted). The cluster con-
tained fibers belonging to the corona
radiata (blue) and to the superior longitu-
dinal fasciculus/arcuate fasciculus
(green). (C) Surface rendering of two
meta-analyses results for brain activity
differences in dyslexics versus controls
(children and adults analyzed separately).
Areas of less activity in children with dys-
lexia are shown in red, and areas of more
activity are shown in yellow. Areas of less
activity in adults with dyslexia are shown
in blue, and areas of more activity are
shown in green. The overlap between chil-
dren and adults in areas of relatively less
activity in dyslexics is shown in violet.
Adapted from (A) Richlan et al. (2013); (B)
Vandermosten et al. (2012); (C) Richlan et al.
(2011) with permission from the publisher.
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Functional connectivity has been used to better
assess interregional correlations or cooperation between
different brain areas in typical and dyslexic readers.
Using PET and fMRI, respectively, two early investiga-
tions reported reduced connectivity between the AG
and several sites, including the pSTG, ventral OTC, and
early visual areas in dyslexics during phonological
tasks (Horwitz, Rumsey, & Donohue, 1998; Pugh et al.,
2000). Horwitz et al. (1998) also reported reduced AG
connectivity with the IFG and cerebellum. There are
several similar seed-based studies in adults, and dis-
ruption of connectivity has also been observed in chil-
dren, with some (Cao, Bitan, & Booth, 2008) noting
reduced connectivity between the ventral OTC and the
IPL and others (Richards & Berninger, 2008) reporting
abnormal connectivity between the left IFG and multi-
ple bilateral brain regions. These studies and others
(Van der Mark et al., 2011; Vourkas et al., 2011; see also
Koyama et al., 2011, for resting-state connectivity) illus-
trate the complex nature of the reading process and the
fact that dyslexia is associated with focal differences as
well as disruptions of connections among regions.

The origin of these differences remains unknown.
Several theories on the etiology and processes by
which the phonological deficit might be operating
have been put forward; these range from low-level
perceptual problems to higher meta-cognitive dysfunc-
tion and are beyond the scope of this chapter (we
refer the reader to specific studies and comprehensive
reviews, e.g., Ahissar, 2007; Boets, 2014; Giraud &
Ramus, 2013; Goswami, 2011, 2015; McArthur & Bishop,
2001; McNorgan, Randazzo-Wagner, & Booth, 2013).
Multimodal brain imaging is proving a valuable tool for
testing these theoretical frameworks. For example, using
a multivoxel pattern analysis of fMRI data in adult dys-
lexics, Boets and colleagues (2013) found intact phonetic
representations in bilateral auditory cortices but dis-
rupted functional and anatomical connections between
these regions and the left IFG, suggesting a problem of
access. These findings echo earlier brain imaging reports
of “disconnection” in dyslexia (Paulesu et al., 1996). As
such, the search for the neurobiological basis for the
phonological core deficit in dyslexia has expanded
beyond the left TPC regions known to be engaged in
phonological processing in typical readers to tracts that
connect posterior to frontal brain regions.

Specifically, the developmental trajectory of the neu-
ral basis of dyslexia is still poorly understood. Given
that reading is acquired over a protracted period of
time and during development, it is likely that brain-
based findings are going to be dynamic, sometimes
presenting proximally and other times distally to the
point of origin. For example, if normal reading acquisi-
tion is achieved by phonological assembly of novel
words in left dorsal regions, with a shift to more

automatic word recognition in OTC with increasing
reading expertise, then dyslexia might represent failure
to advance to the use of OTC due to disruption of
dorsal TPC for phonological assembly (Pugh et al.,
2001; Sandak et al., 2004). It could be that the OTC
underactivity represents a primary deficit, as sug-
gested by impaired OTC function in both children and
adults (Richlan et al., 2011). However, the problem
may not originate in cortex per se, but rather in abnor-
mal connecting fibers preventing the normal develop-
ment of skills subserved by the cortex that feeds into
them (Boets, 2014). Hyperactivations (e.g., in left fron-
tal as well as right hemisphere regions) have been
interpreted as compensatory mechanisms to offset
underactivity elsewhere (Pugh et al., 2001), but their
role is not clear. Many of the findings depend on the
age of participants, and together these factors indicate
the need for longitudinal studies of dyslexia to shed
light on the timing and etiology of these differences.

65.5 GENETIC AND PHYSIOLOGICAL
MECHANISMS IN DYSLEXIA

Genetic linkage studies have found several loci that
may be involved in dyslexia, and at some of these loci
genetic variants associated with disease risk have been
identified (Scerri & Schulte-Körne, 2010). Several genes
in the DYX2 (dyslexia susceptibility-2) locus on chromo-
some 6p22 have been associated with dyslexia (Eicher &
Gruen, 2013), including KIAA0319, TTRAP, and DCDC2.

Some of these dyslexia-associated genes have been
studied in knockout mice and have been found to be
implicated in abnormal neuronal migration (Galaburda
et al., 2006). A recent study suggests increased excit-
ability and decreased temporal precision in action
potential firing in neocortex of DCDC2 knockout mice,
implicating the N-methyl-D-aspartate (NMDA) recep-
tor (Che, Girgenti, & Loturco, 2014).

In humans, magnetic resonance spectroscopy (MRS)
has been used to identify which neurometabolites
might be altered in dyslexia. N-acetyl-aspartate and
choline were found to be abnormal in adults with dys-
lexia (Bruno, Lu, & Manis, 2013), and choline and glu-
tamate were abnormal in children with dyslexia (Pugh
et al., 2014). These reports highlight the connections
between choline levels and abnormal white matter
(dove-tailing with the described WMV and FA stud-
ies), as well as between increased glutamate and
hyperexcitability at the level of the synapse (Pugh
et al., 2014). More direct connections have been made
between brain anatomy and dyslexia-associated genes.
For example, Meda et al. (2008) investigated associa-
tions between DCDC2 and GMV in typical readers and
found that individuals heterozygous for the deletion,
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compared with those homozygous for no deletion, had
significantly higher GMV in brain regions related to
reading/language and symbol decoding. Looking at
white matter integrity, Darki, Peyrard-Janvid, Matsson,
Kere, and Klingberg (2012) found that DYX1C1, DCDC2,
and KIAA0319 were significantly associated with WMV
in the left temporoparietal region and that WMV was
positively correlated with reading ability. In functional
studies, participants with the KIAA0319/TTRAP/THEM2
variants showed a reduced left-hemispheric asymmetry
of the STS (Pinel et al., 2012), and Cope et al. (2012)
found activity in several brain areas to be influenced by
variants in the DYX2 locus. Together these studies are
beginning to reveal the possible connections between
molecular mechanisms and behavior in dyslexia, as well
as the brain’s mediating role.

65.6 NEUROBIOLOGY OF READING
INTERVENTIONS

Understanding the brain-based changes underlying
successful reading intervention demonstrated by behav-
ioral studies (Alexander & Slinger-Constant, 2004;
Bradley & Bryant, 1983) provides insights into treatment
mechanisms of dyslexia and, potentially, its etiology.
Functional neuroimaging studies in children and adults
have reported several regions of increased activation
after reading intervention. These have often been dis-
cussed in terms of “compensation” versus “normaliza-
tion” processes and in the context of language function,
with some discussion on skills outside of language that
might support reading. As summarized by Barquero,
Davis, and Cutting (2014), areas of postintervention
increases include bilateral inferior frontal, superior tem-
poral, middle temporal, middle frontal, superior frontal,
and postcentral gyri, as well as bilateral occipital cortex,
IPL, thalami, and insulae. A meta-analysis of fMRI
studies (also reported by Barquero et al. (2014)) sheds
light on the most salient postintervention increases,
namely left thalamus, right insula/IFG, left IFG, left
middle occipital gyri, and right posterior cingulate
(Figure 65.3). There are also studies examining anatomi-
cal changes after reading intervention in dyslexia, dem-
onstrating GMV increases in children in left anterior
fusiform gyrus/hippocampus and precuneus and right
hemisphere hippocampus and cerebellum (Krafnick,
Flowers, Napoliello, & Eden, 2011), and increased FA in
left anterior centrum semiovale in adults (Keller & Just,
2009). These anatomical changes do not directly coloca-
lize to the functional changes described, suggesting that
the neurobiological mechanisms of reading remediation
are complex. For example, even if the intervention
involves training of phonological skills, the brain
mechanisms underlying successful reading gains may

rely on memory and other learning mechanisms.
Further, the roles of participant age and the method of
treatment in the neural correlates of reading interven-
tion have yet to be fully explored.

There is increasing interest in correlating success of
reading acquisition with neurobiological measures. For
example, adult compensated dyslexics followed from
childhood were shown to have more activation in right
superior frontal and middle temporal gyri and left
anterior cingulate gyrus compared with persistently
poor readers (Shaywitz et al., 2003). Some studies have
compared postintervention brain activity in dyslexic
children who showed a favorable behavioral response
to intervention with activity in children who did not
benefit from treatment (Davis et al., 2011; Odegard,
Ring, Smith, Biggan, & Black, 2008). More activity in
responders than in nonresponders was found by
Odegard et al. (2008) in left IPL and in left STG by
Davis et al. (2011).

Furthermore, neuroimaging data have been used to
predict long-term outcomes of reading in typically
reading (McNorgan, Alvarez, Bhullar, Gayda, & Booth,
2011) and dyslexic children (Hoeft et al., 2011). The lat-
ter study found that right IFG activation and right
superior longitudinal fasciculus integrity at the begin-
ning of the study predicted reading scores in dyslexics
2.5 years later. As such, brain-based predictive studies

FIGURE 65.3 Axial view of meta-analysis results for brain activ-
ity increases in dyslexics after reading intervention: left middle
occipital gyrus, thalamus, inferior frontal gyrus; right posterior cin-
gulate and insula/inferior frontal gyrus. From Barquero et al. (2014)
with permission from the publisher.
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bear important information on the mechanisms of suc-
cessful treatment of dyslexia and also hold potential
for contributing to the decision for a specific interven-
tion strategy.

65.7 CAUSE VERSUS CONSEQUENCE?

A pressing question for the neurobiological bases of
dyslexia is in regard to whether the findings that dis-
tinguish dyslexics from nondyslexics represent a cause
or consequence of the disorder. Literate and illiterate
adults differ in brain function (Dehaene et al., 2010)
and anatomy, including brain regions known to be
involved in dyslexia, such as the arcuate fasciculus
(Thiebaut de Schotten, Cohen, Amemiya, Braga, &
Dehaene, 2014), suggesting that reading acquisition
results in significant learning-induced plasticity.
Adults who were illiterate but then learned to read
exhibit greater GMV in TPC compared with illiterate
adults (Carreiras et al., 2009). Longitudinal studies of
typical readers reveal widespread decrease in cortical
thickness with age (Giedd et al., 1999), yet language
regions in perisylvian cortex thicken (Sowell et al.,
2004) in correlation with improvements in phonologi-
cal skills (Lu et al., 2007). As such, it is possible that
typical readers, as a consequence of learning to read,
experience changes in brain anatomy and function that
are not realized in dyslexic readers (who read less),
leading to a relative difference that is the consequence,
and not the cause, of dyslexia.

Therefore, brain imaging studies have implemented
experimental designs that disambiguate those charac-
teristics causal to dyslexia from those that are second-
ary or, in fact, the consequence of experience (or lack
of experience). This question can be addressed by:
(i) longitudinal studies of typical readers and children
at risk for dyslexia (based on a family history or early
signs of weaknesses in skills that support reading) and
(ii) studies using the reading level-match design,
where children with dyslexia are compared with youn-
ger typical readers who are matched on reading level
(Goswami & Bryant, 1989). The noninvasive nature of
fMRI and event-related potential (ERP) techniques has
allowed pediatric studies to flourish, and brain imag-
ing studies on the causal nature of dyslexia have
begun to emerge. For example, Raschle, Chang, and
Gaab (2011) report reduced GMV in left OTC, bilateral
TPC, left fusiform gyrus, and right lingual regions in
prereading children with, compared with children
without, a family history of dyslexia (see Hosseini and
colleagues, 2013, for similar work measuring network
differences in surface area). The same group of
children also showed less brain activity in bilateral
OTC and left TPC (Raschle, Zuk, & Gaab, 2012).

Interestingly, maternal history of reading disability is
associated with smaller bilateral prefrontal and TPC
GMV of 5- to 6-year-olds, and because these replicate
for the left IPL on a measure of surface area but not
cortical thickness, they are likely due to prenatal influ-
ences (Black et al., 2012). In studies of white matter
structure, it has been shown that the volume and FA
of the arcuate fasciculus is positively correlated with
PA in children before they learn how to read (Saygin
et al., 2013). The reading level-match design has also
been applied: Hoeft et al. (2007) found left IPL GMV dif-
ferences in dyslexia for both control group comparisons
(age-matched and reading level-matched) in a study that
used fMRI data to determine the ROIs for GMV analyses.
However, using a whole-brain approach (as well as a
follow-up analysis using ROIs), Krafnick, Flowers,
Luetje, Napoliello, and Eden (2014) found that few GMV
and none of the WMV differences identified between
dyslexics and age-matched controls emerged when dys-
lexics were compared with controls matched on reading
abilities. Also, the older controls (age-matched to the
dyslexics) had more GMV than the younger controls in
several of the areas identified as variant in the dyslexics
when compared with age-matched controls, raising the
possibility that not all differences can be attributed to
dyslexia per se. Interestingly, in a sample of children
eventually diagnosed with dyslexia, the structural abnor-
malities that preceded learning to read were found in
early visual and auditory cortical areas and not in
regions associated with reading (Clark et al., 2014). As
such, the question remains whether anomalies in neural
migration or synaptic activity affect brain anatomy and
function directly or via reading experience.

65.8 IMPORTANT VARIABLES IN
STUDIES OF DYSLEXIA

Due to the heterogeneity in dyslexia, researchers
have attempted to identify subgroups. For example,
Jednoróg, Gawron, Marchewka, Heim, and Grabowska
(2014) have shown that cognitive subtypes of dyslexia
are characterized by distinct patterns of GMV. This
concept is also being applied to functional neuroim-
aging studies of reading intervention based on sub-
types (Heim, Pape-Neumann, van Ermingen-Marbach,
Brinkhaus, & Grande, 2014). Although the phonologi-
cal deficit theory also dominates such studies, it
must be noted again that there are criticisms of and
theoretical alternatives to the phonological deficit
theory, and careful consideration must be given to
dyslexia in languages other than English (Brunswick
et al., 2010), particularly those in which grapheme�
phoneme mapping is more direct (orthographically
transparent). A behavioral study of dyslexia in six
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languages revealed that high orthographic complexity
of a language exacerbates phoneme deletion and rapid
naming problems in dyslexia (Landerl et al., 2013). In
the case of German, where mapping between gra-
phemes and phonemes is highly consistent, dyslexia is
associated with poor reading speed and spelling,
whereas phonological deficits have a lesser role
(Wimmer & Schurz, 2010). It is also debated whether
the demands of a logographic writing system such as
Chinese result in brain-based differences that are
specific to dyslexia in that orthography (Siok, Perfetti,
Jin, & Tan, 2004) or not (Hu et al., 2010).

Because of higher prevalence of dyslexia in males,
some studies are based on samples that are dominated
by males, yet the results are generalized to both sexes
with dyslexia. For example, less than 20% of the parti-
cipants in the studies included in the meta-analysis by
Linkersdörfer et al. (2012) were female. However, there
is evidence to suggest sex-specific differences in brain
anatomy in dyslexia, as illustrated by GMV differences
in dyslexic females (children and adults) compared
with controls that reside outside of the language
regions typically reported in males with dyslexia
(Evans et al., 2014). Differences in cortical thickness
have been reported for girls but not boys in ventral
OTC (Altarelli et al., 2013), and altered asymmetry
(rightward) of the planum temporale surface area in
dyslexic boys but not girls (Altarelli et al., 2014). Given
the sexual dimorphism in the general population for
brain anatomy (Good et al., 2001) and brain function
underlying language, including phonological proces-
sing (Shaywitz et al., 1995), these findings may call for
sex-specific models of dyslexia and, at least, highlight
the need to include more females in dyslexia research.

Another understudied group includes those of low
socioeconomic status (SES). This has recently been
addressed in a study showing that the differences
observed in both OTC and STG in dyslexia exist
independently of SES (Monzalvo, Fluss, Billard, Dehaene,
& Dehaene-Lambertz, 2012), even though SES is associ-
ated with differences in GMV (but not WMV) in areas rel-
evant to language (Jednoróg et al., 2012). Together, these
and other variables will continue to play an increasingly
important role in studies of the brain bases of dyslexia.

65.9 CONCLUSION

Building on decades of behavioral work, brain
imaging has provided a neurobiological basis for
understanding reading and dyslexia. Consistent with
the predominant phonological core deficit theory of
dyslexia, anatomical and functional studies have
revealed differences in left temporoparietal, inferior
frontal, and ventral occipitotemporal cortices, together

with disruptions of their connections. This work has
been integrated with efforts in reading intervention,
predictors of reading outcome, dyslexia-associated
genes, and neurometabolites. Studies conducted at dif-
ferent ages suggest an age-dependent neurobiological
profile of dyslexia. Although this is captured by cur-
rent putative neurocognitive developmental models of
dyslexia, longitudinal investigations in young children
are ultimately needed to ascertain how these differ-
ences behave over time (e.g., a given anomaly may be
a different manifestation of an earlier anomaly) and to
determine which differences are attributed to dyslexia
per se (rather than altered reading experience) using
methods that capture the neurodevelopmental origin
of these. Further, diversity of writing systems and
orthographic depth is likely to play a modulating role,
suggesting that beyond the universal aspects of dys-
lexia, orthography-specific aspects of reading disability
will need to be integrated into neurobiological models
(Richlan, 2014).
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66.1 RODENT MODELS ARE IMPORTANT
FOR STUDYING NEURAL CORRELATES

OF SPEECH PERCEPTION

Numerous studies have documented the ability of
rodents to perform complex speech discrimination
tasks as accurately as humans. The observation that
rodents exhibit categorical perception of speech
sounds indicates that the basic neural mechanisms
used to distinguish speech sounds are present in
rodents. Speech sounds evoke unique spatiotemporal
response patterns in both human and rodent auditory
cortex. Rodent models of speech sound processing pro-
vide the opportunity to precisely control the genetic
and environmental factors that can impair speech
sound processing in humans.

66.2 SPEECH SOUND DISCRIMINATION
BY RODENTS

66.2.1 Consonants

Numerous studies of speech sound processing in
rodents have shown that humans and rodents discrim-
inate speech sounds similarly. Kuhl and Miller (1975)
performed one of the most well-known studies of
rodent speech perception, which went against the the-
ories of the time that speech perception was unique to
humans. Chinchillas were trained to categorize /d/
and /t/ syllables in multiple vowel and talker con-
texts. The acoustic cue voice onset time (VOT), which
is the time between the onset of the consonant and the
onset of voicing, can be used by humans and rodents
to categorize stop consonants. The voiced consonants
(/b/, /d/, /g/) have a short VOT, whereas the voice-
less consonants (/p/, /t/, /k/) have a long VOT.
Chinchillas were trained on an avoidance conditioning

task during which they had to cross a barrier when
presented with a target sound and refrain from cross-
ing when presented with a nontarget sound. The
chinchillas could accurately categorize voiced versus
voiceless sounds, and they were even able to general-
ize when presented with synthetic syllables, syllables
spoken by novel talkers, and syllables with novel
vowels. The chinchillas were then tested using syn-
thetic /d/ and /t/ syllables with VOTs ranging from
0 to 80 ms to determine their phonetic boundary, the
VOT where they were unable to distinguish the voic-
ing category. Chinchillas and humans had a nearly
identical phonetic boundary (33.5 ms for chinchillas
and 35.2 ms for humans). A follow-up study deter-
mined the phonetic boundary for chinchillas using a
/b/-/p/ continuum and a /g/-/k/ continuum, and
found that chinchillas and humans have equivalent
boundaries for these sounds as well (Kuhl & Miller,
1978). These findings support the idea that speech cat-
egories make use of natural boundaries in the auditory
system that are present in rodents and are not unique
to humans.

Studies testing the phonetic boundaries of synthetic
speech sound continuums in gerbils provided addi-
tional evidence that rodents and humans discriminate
speech sounds similarly. Gerbils were trained to cate-
gorize vowel, liquid, and stop consonant speech
sounds (Sinnott & Mosteller, 2001). The gerbils listened
to a repeating background speech sound and had to
jump off a platform when the repeating background
sound changed into a target speech sound to receive a
food pellet reward. The phonetic boundaries in gerbils
were similar to the boundaries using the same sounds
in humans, particularly for the stop consonant task (on
a continuum of 8 stimuli: stimulus 4.7 boundary for
gerbils and stimulus 4.5 boundary for humans).

In addition to stop consonants, speech sound con-
tinuums can also be made for affricate and fricative
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speech sounds by altering the rise time and duration
of the sounds. The affricate “ch” has a shorter duration
and faster rise time compared with the fricative “sh.”
Rats were trained to press a left lever for one sound
(e.g., “ch”) and a right lever for the other sound (“sh”),
and they were tested on their ability to generalize to
sounds midway along the continuum (Reed, Howell,
Sackin, Pizzimenti, & Rosen, 2003). The investigators
concluded that rats, like humans, appear to use the
rise time cue to accurately categorize these sounds.

As in humans, speech sound discrimination by rats
can be affected by previous exposure to speech
sounds. Infants who were exposed to a unimodal dis-
tribution of sounds at the midpoint of a /d/-/t/ con-
tinuum are less able to discriminate the endpoints of
the continuum compared with infants who were
exposed to a bimodal distribution of sounds near the
edges of the /d/-/t/ continuum (Maye, Werker, &
Gerken, 2002). After the same exposure, rats, like
infants, were able to discriminate the sounds more
accurately when exposed to a bimodal distribution
compared with a unimodal distribution (Pons, 2006).

While operant speech discrimination training in
rodents can be time-consuming, rats can rapidly learn
to discriminate between consonant sounds using a pre-
pulse inhibition (PPI) task (Floody & Kilgard, 2007).
During the PPI task, a standard speech sound is
played (“pa”) in the background, and this sound rarely
predicts a loud startle stimulus (a 102-dB burst of
white noise). A second oddball speech sound (“ba”)
occurs rarely, but it is always followed by the startle
stimulus. After just a few minutes of training, rats star-
tled less to the startle stimulus when it was preceded
by the oddball sound compared with trials in which
the startle stimulus was preceded by the standard
sound. These results suggest that rats could reliably
detect the change from the standard speech sound to
the oddball speech sound.

Rats have also been tested on consonant discrimina-
tion using pairs of sounds that differ in one articula-
tory feature (place of articulation, voicing, or manner
of articulation). Studies of speech sound processing in
rats often use speech sounds that have been shifted
higher by one octave to better match the rat hearing
range. Rats were trained to press the lever in response
to a target consonant (“d”), and to refrain from press-
ing the lever in response to a nontarget sound (“t”). As
seen in previous studies, rats could easily discriminate
most consonant contrasts, such as “d” versus “t” or
“sh” versus “ch” (Engineer et al., 2008). Rats were also
able to accurately categorize the sounds when addi-
tional temporal or speaker variation was introduced
(Engineer et al., 2013). Rats can discriminate consonant
sounds in the presence of background noise or after
spectral and temporal degradation (Ranasinghe,

Vrana, Matney, & Kilgard, 2012; Shetake et al., 2011).
However, rats were unable to discriminate consonant
contrasts that are difficult for individuals learning
English as a second language (Engineer et al., 2008),
such as “r” versus “l” (Logan, Lively, & Pisoni, 1991),
suggesting that rodents are a good animal model of
speech perception.

66.2.2 Vowels

Rats are also able to discriminate between vowel
sounds. Rats were trained to discriminate between two
vowel categories, and were able to generalize to novel
vowel sounds (Eriksson & Villa, 2006; Perez et al.,
2013). Next, novel vowels were introduced where the
formant frequency correlation to the fundamental fre-
quency was reversed, altering the normal relationship
between the formant and fundamental frequencies.
The results showed that rats, like humans, use the fun-
damental frequency as a cue in vowel discrimination
(Eriksson & Villa, 2006).

Chinchillas are also able to discriminate between
vowel sounds with a high degree of accuracy. Similar
to the Kuhl consonant discrimination study, chinchillas
were trained to categorize /a/ and /i/ vowels
(Burdick & Miller, 1975). There was no decrement in
performance when /a/ and /i/ vowels in multiple
pitch (low, natural, and high) and multiple talker con-
texts (two male, two female) were introduced. The
chinchillas were able to generalize to vowels produced
by novel talkers (12 male, 12 female), as well as syn-
thetic vowels. This extensive set of experiments dem-
onstrated that rodents, like humans, are able to
accurately categorize vowels while ignoring large
amounts of irrelevant variability in the sounds.

66.2.3 Complex Tasks

Rodents not only are able to discriminate between
individual consonant and vowel sounds but also are
able to perform complex speech sound discrimination
tasks. Toro and colleagues found that rats were able to
discriminate between sentences spoken in Dutch and
sentences spoken in Japanese, but were unable to dis-
criminate sentences in the two languages when the sen-
tences were presented backwards (Toro, Trobalon, &
Sebastián-Gallés, 2003, 2005). The same observation has
also been reported in infants and monkeys (Ramus,
Hauser, Miller, Morris, & Mehler, 2000).

Toro and colleagues also examined the ability of
rats to segment a speech stream using statistical regu-
larities (Toro & Trobalón, 2005). After being passively
exposed to words from an artificial language (e.g.,
“tupiro” or “pigola”), rats were tested using words
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they had been exposed to, part-words that were com-
posed of the last syllable of one word with the first
two syllables of another word, or nonwords that were
composed of syllables in a different order than the
order the rats had previously heard. Rats pressed the
lever more often during the test phase in response to a
word that they had been exposed to compared with
part-words or nonwords, suggesting that the rats were
able to detect syllable regularities in the speech stream.

Rats are also able to learn rules involving repeating
consonants and vowels, and they can generalize the
rule to novel words (de la Mora & Toro, 2013). In the
first experiment, rats were trained on CVCVCV words
(“C,” consonant; “V,” vowel) and learned to press the
lever for words that had repeating vowels (AAB struc-
ture, “bakasi”), but not for words with three different
vowels (ABC structure, “bakisœ”). The rats were then
able to generalize to new words composed of novel
consonants and vowels (e.g., lever press for “felepu,”
but not for “felopu”). The second experiment focused
on consonants instead of vowels, and rats learned to
press the lever for words that had repeating conso-
nants (AAB structure, “sasœki”), but not for words
that did not have repeating consonants (ABC structure,
“sikabœ”). Rats were then able to generalize the
repeating consonant rule to new words composed of
novel consonants and vowels (press for “fefulo” but
not “fepulo”). The same set of experiments was per-
formed in humans, and although humans could accu-
rately generalize the repeating vowel rule, they were
unable to generalize the repeating consonant rule, sug-
gesting that humans process consonants and vowels
differently because of their experience with language.
This study replicates the findings of a previous study
showing that rats can learn rules for sequences of audi-
tory (3.2 or 9 kHz tone) or visual stimuli (light or dark-
ness) and transfer the learned rule to novel sequences
(Murphy, Mondragón, & Murphy, 2008).

66.3 SPEECH SOUND NEURAL CODING

The early stages of speech sound processing in
rodents closely parallel early speech processing in
humans (Johnson, Nicol, & Kraus, 2005). Responses to
speech sounds in both humans and animals closely
resemble the physical characteristics of the sound early
in the auditory system (e.g., in the auditory nerve or
inferior colliculus [IC]), and they grow more abstract
to better represent the perceptual characteristics of the
sound at higher levels of the auditory system (e.g., in
secondary auditory cortex or prefrontal cortex).

Responses in the auditory nerve of chinchillas were
recorded in response to synthetic speech sounds differ-
ing in VOT (Sinex & McDonald, 1988). As in previous

studies, a /ga/�/ka/ or /da/�/ta/ continuum of speech
sounds with VOTs ranging from 0 to 80 ms in 10 ms
steps was presented. Neurons with a low characteristic
frequency (CF) near the first formant of the speech
sounds increased their firing rate in response to the
onset of voicing, and the strength of this onset response
can be used to accurately predict the onset of voicing
when compared with baseline. Neurons with higher
frequency tuning, however, did not reliably change
their firing rate and were not good predictors of the
onset of voicing. A second study of auditory nerve
responses to sounds differing in VOT in chinchillas
found differing results (Stevens & Wickesberg, 1999).
This study used the naturally spoken syllables /da/
and /ta/ and found that both low- and high-frequency
neurons accurately encode the onset of voicing. This
finding that naturally spoken speech and synthetic
speech produce different results in the same area of the
same species suggests that auditory nerve responses
are highly dependent on the acoustics of the sound.

Slightly higher along the auditory pathway, in the
ventral cochlear nucleus, responses were recorded in
anesthetized rats in response to six naturally spoken
consonants differing in VOT (/bot/, /dot/, /got/,
/pot/, /tot/, and /kot/) (Clarey, Paolini, Grayden,
Burkitt, & Clark, 2004). Responses recorded in three
ventral cochlear nucleus cell types (primary-like, chop-
per, and onset) were similar to auditory nerve
responses. The consonant release evoked a peak of
activity followed by a second peak of activity in
response to voicing onset.

Responses in the IC to speech sounds differing in
VOT also accurately encode the onset of voicing.
However, IC neurons have less sustained responses
through both the consonant and vowel portions of the
sound compared with auditory nerve responses
(Portfors & Sinex, 2005). A separate study recorded IC
responses to 28 CVC (consonant�vowel�consonant)
speech sounds differing in either the vowel or the ini-
tial consonant (Perez et al., 2013). IC response patterns
predicted both consonant and vowel discrimination
performance. Speech sounds that evoke similar
IC response patterns (“rad” versus “lad” or “dad” ver-
sus “dead”) are more difficult for rats to discriminate
than speech sounds that evoke distinct IC response
patterns (“dad” versus “bad” or “dad” versus “deed”).
Consonant discrimination was well-predicted by IC
response pattern similarity when spike timing infor-
mation was preserved, whereas vowel discrimination
was well-predicted by IC response pattern similarity
when spike timing information was eliminated. The
observation that consonants and vowels are processed
differently parallels similar findings in humans
(Caramazza, Chialant, Capasso, & Miceli, 2000;
Poeppel, 2003).
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Although auditory nerve and IC neurons respond
throughout a speech sound, primary auditory cortex
(A1) neurons more strongly represent the onset and
transition parts of speech sounds. The A1 response pat-
tern evoked by each consonant and vowel sound is
unique (Engineer et al., 2008; Perez et al., 2013). For
example, the stop consonants /b/, /d/, and /g/ differ
in their place of articulation, and A1 neurons respond
distinctly to each of the consonants. For the consonant
/b/, A1 low-frequency neurons respond first, followed
by high-frequency neurons; for the consonant /d/, A1
high-frequency neurons respond first, followed by low-
frequency neurons; for the consonant /g/, A1 mid-
frequency neurons respond first, followed by high- and
low-frequency neurons (Figure 66.1). As in IC, A1 neu-
ral response patterns accurately predict speech sound
discrimination accuracy (R25 0.75; Figure 66.2).

A recent study compared the amount of redundancy
in the responses to speech sounds in IC neurons com-
pared with A1 neurons (Ranasinghe, Vrana, Matney, &
Kilgard, 2013). The firing rate evoked by each speech

FIGURE 66.1 Primary auditory cortex responds uniquely to individual consonant sounds. The y-axis orders A1 sites by CF (kHz), and the
x-axis is time (ms). The average population response is plotted above each neurogram. From Engineer et al. (2008, Figure 2) with permission from
the publisher.

FIGURE 66.2 Neural similarity predicts consonant discrimina-
tion ability. The dotted line indicates chance performance (50%).
From Engineer et al. (2008, Figure 5a) with permission from the publisher.
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sound was compared in pairs of IC neurons that were
tuned to the same CF. The response strength to a speech
sound was nearly identical in pairs of IC neurons tuned
to the same frequency. The same comparison was made
using pairs of A1 neurons tuned to the same frequency,
but the response strength to a speech sound in one A1
neuron could not be predicted by the response strength
to a speech sound in a similarly tuned A1 neuron. This
finding indicates that A1 neurons evoke response pat-
terns that are more diverse than the patterns evoked by
IC neurons. The result that IC neurons tuned to the
same frequency evoke identical response patterns while
A1 neurons tuned to the same frequency evoke distinct
response patterns supports the finding that responses
in A1 and higher auditory areas are more abstract and
do not just represent the physical characteristics of the
sound (Chechik et al., 2006).

The various auditory cortical fields in the rat brain
respond differently to speech sounds (Centanni,
Engineer, & Kilgard, 2013). The cortical response pat-
terns in A1, anterior auditory field (AAF), ventral audi-
tory field (VAF), and posterior auditory field (PAF) are
correlated with behavioral discrimination ability. As
shown previously in IC and A1, the firing rate evoked
by each speech sound in pairs of neurons tuned to the
same CF was compared across the four auditory cortex
fields. A1 and AAF neurons tuned to the same fre-
quency evoked more similar response patterns than
neurons in PAF and VAF, suggesting that PAF and
VAF are higher along the auditory hierarchy and repre-
sent speech sounds in a more abstract manner.

The similarity of the basic behavioral and neural
responses to speech in rodents and humans can be
explained by the conservation of basic auditory coding
principles across mammals. There is evidence that
humans process speech sounds differently than animals
at later stages, but processing at earlier stages is
remarkably well-conserved (Davis, Ford, Kherif, &
Johnsrude, 2011; Obleser, Wise, Dresner, & Scott, 2007).
This fact provides an opportunity to use animal models
to better understand speech processing under difficult
conditions such as background noise, hearing loss, cen-
tral nervous system damage, and genetic disorders.

66.4 SPEECH SOUND PROCESSING
PROBLEMS

66.4.1 Acoustic Degradation

Human and animal communication requires spectro-
temporal precision in auditory cortex (Ranasinghe et al.,
2013; Sinex & McDonald, 1988; Steinschneider, Fishman, &
Arezzo, 2003; Steinschneider, Volkov, Noh, Garell, &
Howard, 1999). Auditory-evoked responses in A1 of

gerbils were recorded using gerbil vocalizations that were
spectrally degraded to 16, 8, or 4 bands using a noise
vocoder or temporally degraded by reversing the sound
using a variety of bin sizes (5, 10, 20, 30, 50, 100, 150, 200,
250 ms, or the entire sound). Spike rate could not be used
to identify stimulus condition, but a Euclidean distance
measure comparing pairs of spike trains (Victor &
Purpura, 1997) was able to identify the calls with a high
degree of accuracy. This method was more accurate on the
spectrally degraded calls than the temporally degraded
calls (Ter-Mikaelian, Semple, & Sanes, 2013). These results
demonstrate that the timing of evoked action potentials
contains more information about gerbil call identity than
the number of action potentials that occur over the same
period of time, and they suggest that A1 spike timing
could also be used to accurately identify spectrally and
temporally degraded speech sounds.

As discussed, chinchillas are able to discriminate
between human consonant sounds and could be a use-
ful model to understand neural correlates of speech
sound discrimination in humans. The initial consonant
from the words “ball,” “dirty,” “persons,” and “today”
were degraded into one, two, three, or four spectral
bands, and recordings were acquired from individual
auditory nerve fibers. Responses to one- and two-band
spectrally degraded stimuli were significantly different
than responses to sounds with greater spectral informa-
tion (Loebach & Wickesberg, 2006). Because rodents are
highly accurate at discriminating human speech sounds
(Ranasinghe et al., 2012), these results suggest that a
rodent would be able to accurately discriminate human
speech sounds with more than two spectral bands.

Rats are able to behaviorally discriminate human
speech sounds after significant spectral or temporal
degradation. Ranasinghe et al. (2012) demonstrated
that rats discriminate human speech sounds even
when only four bands of spectral information are pre-
served, as is seen in human participants (Figure 66.3).
The Euclidean distance between pairs of auditory cor-
tical responses to the degraded sounds was able to
predict the accuracy of the rats when discriminating
the same sounds (Ranasinghe et al., 2012).

Rats are also able to accurately discriminate speech
sounds in high levels of white and speech-shaped
background noise with thresholds that are comparable
with those of humans (Shetake et al., 2011). Like
humans, rats are more impaired both neurally and
behaviorally at discriminating sounds in speech-
shaped noise compared with white noise (Busch &
Eldredge, 1967). Both humans and rats are able to dis-
criminate some speech sound contrasts even when the
background noise is 12 dB louder than the speech sig-
nal (Miller & Nicely, 1955; Shetake et al., 2011). The
observation that rodents are able to discriminate
human speech sounds in a variety of difficult listening
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situations with thresholds that mimic those seen in
humans suggests that rodents are good animal models
of speech sound processing.

66.4.2 Cortical Lesions

Damage to auditory cortex has been a useful tool in
rats to investigate the role of specific auditory areas.

Removal or inactivation of auditory cortex causes defi-
cits specific to the affected region. Aspiration lesions
involve physically removing the gray matter section of
cortex while leaving the white matter underneath
intact. Bilateral removal of auditory cortex by this
method does not impair rats’ ability to reflexively dis-
criminate consonant�vowel�consonant speech sounds
(Floody, Ouda, Porter, & Kilgard, 2010), as measured
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criminate a target sound from several distractors when spectral information is reduced to only two bands of spectral information (top left) or when
the temporal information is reduced by low pass filtering of the speech envelope at 4 Hz (top right). The human pattern of speech discrimination per-
formance after spectral degradation (bottom left) and temporal degradation (bottom right) was similar to rat performance, which suggests that rats
are a good model for speech sound processing. Data from Ranasinghe et al. (2012, Figure 3) and (Xu, Thompson, & Pfingst, 2005, Figures 1 and 2) with
permission from the publisher.

834 66. RODENT MODELS OF SPEECH SOUND PROCESSING

M. ANIMAL MODELS FOR LANGUAGE



with a gap-detection startle task. Gap detection is a
task that relies on the rat’s reflexive startle response
rather than an operant go/no-go task. When tested on
the operant task described, rats with auditory cortex
lesions were unable to discriminate between consonant
onsets when tested using an operant go/no-go task
(Porter, Rosenthal, Ranasinghe, & Kilgard, 2011).
These results suggest that auditory cortex is important
for categorization of consonant sounds, but it is not
required for reflexive responses to a change in conso-
nant acoustics. Vowel discrimination ability is not
impaired by the removal of A1 through electrolytic
lesions, but it is impaired by removal of dorsal and
rostral auditory areas (Kudoh, Nakayama, Hishida, &
Shibuki, 2006). These results suggest that the different
auditory areas in rodents may extract different infor-
mation from speech, similar to humans (Obleser,
Leaver, VanMeter, & Rauschecker, 2010).

66.4.3 Rodent Models of Speech Processing
Impairments

Exposure to loud, repetitive stimuli during the early
postnatal period is known to cause changes in the
structure and function of auditory cortex. A1 in rats is
organized from neurons tuned to low frequencies at
the posterior end to neurons tuned to high frequencies
at the anterior end (Centanni et al., 2013; Polley, Read,
Storace, & Merzenich, 2007). When young rat pups
were raised in an environment with constant exposure
to pulsed noise, A1 developed with a significantly dif-
ferent tonotopic organization (Chang & Merzenich,
2003; Ranasinghe et al., 2012). However, despite signif-
icant degradation of tone response in A1, neural and
behavioral discrimination of speech sounds remained
highly accurate in these rats (Ranasinghe et al., 2012).

As discussed thus far, rodents have become a useful
model for studying perception and discrimination of
human speech sounds in a variety of contexts. Rodent
models also have the advantage that environmental and
genetic conditions can be strictly controlled to a level
not possible in human participants. Many researchers
have used such models to make progress in under-
standing the biology and function of many human
speech sound processing impairments. In addition to
the cortical and stimulus degradation conditions already
discussed, rodents exposed to high doses of valproic
acid in utero have been used to study autism and
valproate syndrome (Engineer et al., 2014; Markram &
Markram, 2010). A recent study used rodents to evalu-
ate the neural and behavioral effects of temporary or
permanent hearing loss on speech processing (Reed
et al., 2014). Many other environmental insults, includ-
ing perinatal anoxia (Strata et al., 2005), and prenatal

exposure to antidepressants (Simpson et al., 2011) or
pollutants (Kenet, Froemke, Schreiner, Pessah, &
Merzenich, 2007) are known to impair auditory system
function in rats, but the impact of these insults on speech
processing have not been evaluated. Rodent models are
likely to aid in understanding the neural mechanisms
responsible for a variety of communication disorders.

66.4.4 Genetic Manipulation

Rodents may prove to be particularly useful for
understanding communication disorders with a genetic
etiology. Rodents have a homolog for the majority of
the genes that cause communication disorders in
humans (Kere, 2011; Polleux & Lauder, 2004; Shearer &
Smith, 2012). Genetic disruption is now routinely per-
formed in rodents. The genes FMR1, MeCP2, and
KIAA0319 have been the focus of intense study in
rodent models in recent years, because disruption of
these genes can cause Fragile X syndrome, Rett syn-
drome, and dyslexia, respectively. Rats with reduced
expression of Kiaa0319 (the rat homolog of KIAA0319)
have cortical abnormalities similar to those seen in dys-
lexia, including microgyria and heterotopia (Szalkowski
et al., 2013). Neural responses in the auditory brainstem
to speech sounds in dyslexic individuals exhibit much
more trial-by-trial variability (Figure 66.4A) than in con-
trol subjects (Hornickel & Kraus, 2013). It has been pro-
posed that the inefficient mapping from phonemes
(sounds) to graphemes (letters) is a major cause of read-
ing problems. The recent demonstration that the dys-
lexia gene Kiaa0319 can increase trial-by-trial variability
in rats provides the first direct link between the genetics
of dyslexia and a potential mechanistic explanation
(Centanni et al., 2014). Reduced expression of Kiaa0319
reduced the amplitude of the average neural response
to speech and delayed the time to peak response, which
is consistent with human studies. Use of the rodent
model made it possible to demonstrate that these differ-
ences in the average response are caused by elevated
variability and not by a reduction in the neural
response (Figure 66.4B). The total number of cortical
action potentials evoked in response to speech sounds
in rats with reduced Kiaa0319 expression was not signif-
icantly different from that of control rats. This impor-
tant experiment confirms that rodent models of speech
sound processing are well-suited for evaluating critical
and long-standing hypotheses regarding the neural
basis of speech sound processing disorders.

It was not initially expected that rodents would
provide a valuable animal model of speech sound
processing because rodents do not use language.
However, the body of experimental evidence described
suggests that rodents are an appropriate model of
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human speech sound processing. The early stages of
speech sound processing (e.g., the spatiotemporal
response patterns evoked by human consonant and
vowel sounds) in humans and rodents rely on
conserved neural mechanisms that are shared by all
mammals. Additionally, the shared behavioral discrimi-
nation thresholds between rats and humans allow
researchers to investigate neural correlates of behavioral
ability while maintaining strict control of genetic and
environmental variables that cannot be controlled in
human participants.

Future research should take advantage of this
model, especially as candidate genes for a variety of
disorders are identified. Genetic knockdown models,
such as the one described, will be useful in disorders
where a specific protein is produced in lower quanti-
ties than in typically developing individuals. Knockout
models, such as the fragile X model described, will be
useful in evaluating the neural and behavioral impair-
ments of disorders in which the protein is not trans-
lated at all (Engineer et al., 2014). Both models will
provide the opportunity to not only elucidate the

neural mechanisms behind these disorders but also
help evaluate the effectiveness of behavioral and phar-
macological interventions. Future work in rodent mod-
els may also make valuable predictions about ways to
predict response to treatment in humans with the
same conditions.
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67.1 INTRODUCTION: AMNESIA
AND PATIENT H.M.

Amnesic patients gave us the first insight into the
role of the hippocampus and surrounding medial tem-
poral lobe cortex in the formation of long-term mem-
ory (Penfield & Milner, 1958; Ribot, 1882). Most
notably, in the 1950s, the hippocampus and most of
the surrounding medial temporal cortex were surgi-
cally removed in epileptic patient H.M. in an attempt
to cure his seizures (Scoville & Milner, 1957). His
resulting profound amnesia and inability to learn new
things and recall them at a later time emphasized the
importance of these brain regions for memory encod-
ing and retrieval. The following decades of research in
humans, nonhuman primates, and rodents have con-
tributed to a model of the medial temporal lobe mem-
ory system, which includes the hippocampal region,
perirhinal, entorhinal, and parahippocampal cortices
(Cohen & Eichenbaum, 1993; Squire, 1992; Squire,
Stark, & Clark, 2004).

After his surgery, H.M. suffered from both antero-
grade and retrograde amnesia. Anterograde amnesia
refers to an inability to learn new information and
retrieve it later as part of a long-term memory trace
(Scoville & Milner, 1957). H.M. was unable to learn the
names of the hospital staff, even years after his surgery
and after repeated exposure to these individuals
(Milner, Corkin, & Teuber, 1968). He was severely
impaired regarding episodic memory, or memory for
autobiographical events that are associated with a spe-
cific time, place, and emotion (Tulving, 1984), and
semantic memory, consisting of general knowledge
about the world (Tulving & Schacter, 1990). He was
also unable to learn new vocabulary or apply new
meanings to existing words (such as the computer-
related meaning for Windowss) (Gabrieli, Cohen, &
Corkin, 1988). In contrast, retrograde amnesia refers to

memory loss extending back in time from the surgery
or accident that caused the amnesia (Ribot, 1882;
Squire, Clark, & Knowlton, 2001). For example, H.M.
could recall early childhood memories, but not events
that happened in the years immediately prior to his
surgery.

Although H.M. was severely impaired on most
tests of memory (including, but not limited to, verbal,
spatial, and object-base stimuli presented in visual and
auditory domains), he was able to learn some new infor-
mation (Corkin, 2002). He could acquire tasks that
tapped skill or habit learning, demonstrating decreased
reaction times and increased accuracy on a mirror-
tracing task over repeated sessions. Although he could
not explicitly recall the task from one session to the next,
his performance improved with practice (Milner, 1962).
The dichotomy between these two types of memory
prompted the hypothesis that there are multiple forms
of memory supported by multiple memory systems in
the brain, broadly divided into declarative memories
(both episodic and semantic information), which rely on
the medial temporal lobes, and nondeclarative or proce-
dural memories, which rely on an array of other brain
structures outside the medial temporal lobe system
(Squire, 1992). In this chapter, we review these types
of memory and the brain regions that support them.
In addition, we discuss how these learning systems
might be relevant for language learning, such as vocabu-
lary acquisition, and the flexible and creative expression
of language.

67.2 MEDIALTEMPORAL LOBE
MEMORY SYSTEM

Squire and Zola-Morgan (1991) proposed the
“medial temporal lobe memory system” to describe
the network of brain structures critically involved in
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long-term memory formation. This neural system con-
sists of the hippocampus and the adjacent entorhinal,
perirhinal, and parahippocampal cortices (which
together form the parahippocampal gyrus). These
structures form a loose hierarchy such that hippocam-
pus receives projections from entorhinal cortex, which
in turn receives projections from the perirhinal and
parahippocampal cortices. These connections are bidi-
rectional, feeding information forward into the hippo-
campus and returning it back through the cortices. In
addition, heavy projections run between the perirhinal
and parahippocampal cortices that, in turn, receive
widespread projections from unimodal and polymodal
areas in the frontal, temporal, and parietal lobes
(Amaral, 1999).

Although these medial temporal structures are all
involved in declarative memory, some specificity has
been assigned to individual structures; however, it
remains a matter of debate how exclusive that specificity
is for each region. The parahippocampal cortex receives
input from the dorsal visual stream, often dubbed the
“where” visual stream because it is involved in the spa-
tial relationships of visual stimuli. Thus, this region (or a
portion of this region) has been coined the parahippo-
campal place area (Kanwisher, McDermott, & Chun,
1997) and is often associated with memory tasks that
involve a spatial component. In contrast, the perirhinal
cortex receives input from the ventral visual stream, or
the “what” visual stream, which has been associated
with object-based representations. Lesion studies have
identified a double dissociation between these two
regions on spatial and object-based memory tasks (see
Malkova & Mishkin, 2003 for a review). In addition,
neuroimaging studies have reported activation in the
parahippocampal cortex when participants view scenes
(Davachi, Mitchell, & Wagner, 2003; Epstein, Harris,
Stanley, & Kanwisher, 1999) or when scene representa-
tions are evoked (Buffalo, Bellgowan, & Martin, 2006)
and there is preferential activity in the perirhinal cortex
for objects (Awipi & Davachi, 2008). However, this
dichotomy may be oversimplified and dependent on task
demands. Some studies have reported comparable
imaging-related activity for objects in both the parahip-
pocampal and perirhinal cortices (Litman, Awipi, &
Davachi, 2009), whereas others have reported parahippo-
campal activation for associations that are not restricted
to spatial information (Aminoff, Gronau, & Bar, 2007).
An alternative view is that the perirhinal cortices and
parahippocampal cortices are preferentially involved in
item-based and contextual information, respectively
(Aggleton & Brown, 1999; Cohen & Eichenbaum, 1993;
Ranganath, 2010; Wang, Yonelinas, & Ranganath, 2013).

The entorhinal cortex is the main interface between
the hippocampus and rest of the neocortex. It consists of
six layers that contain different types of cells and

innervate the various subfields of the hippocampus.
Most notably, the entorhinal cortex contains “grid cells.”
These cells code for spatial locations in an environment
by responding to a grid of locations oriented at a specific
angle and with specific spacing (Hafting, Fyhn, Molden,
Moser, & Moser, 2005). The universal spatial representa-
tion of these grid cells may reflect a context-specific code
within the hippocampal network that is crucial for
successful storage of episodic memories (Fyhn, Molden,
Witter, Moser, & Moser, 2004). The entorhinal cortex can
also be divided into the lateral and medial portions,
which may be involved in differential processing (Kerr,
Agster, Furtak, & Burwell, 2007). The medial entorhinal
cortex, the primary location of the grid cells (and “head
direction cells”), has been heavily associated with spatial
processing (Hafting et al., 2005; McNaughton, Battaglia,
Jenson, Moser, & Moser, 2006). In contrast, the lateral
entorhinal cortex exhibits little spatial modulation
(Hargreaves, Rao, Lee, & Knierim, 2005; Yoganarasimha,
Rao, & Knierim, 2010) and may be more involved in
object-based processing (Hunsaker, Mooy, Swift, &
Kesner, 2007).

The hippocampus sits at the end of the medial tem-
poral lobe network, sharing reciprocal connections
with the entorhinal cortex. It is shaped somewhat like
a seahorse (hippocampus is the Greek term for seahorse)
and comprises the subfields CA1-CA4, the dentate
gyrus, and the subiculum (Cajal, 1911). These subfields
interact with each other in two primary loops, often
referred to as the direct and indirect pathways. In the
direct pathway, projections from the entorhinal cortex
feed forward to the CA1, onto the subiculum, and
return back to the entorhinal cortex. In the indirect
pathway, the entorhinal cortex feeds forward to the
dentate gyrus and then onto the CA3. The CA3 has
strong recurrent connections and also projects to CA1
(which then completes the cycle projecting to the subi-
culum, and then back to the entorhinal cortex). The
various layers of the entorhinal cortex interact differen-
tially with these subfields and the various subfields
also share reciprocal connections with one another, but
these two pathways represent the primary flow of
information through the hippocampus (Amaral &
Lavenex, 2007; Duvernoy et al., 2005).

Some of these subfields exhibit unique properties
that contribute to memory formation and retrieval.
Computational models have proposed pattern separation
and pattern completion as primary mechanisms of the
hippocampus (Marr, 1971; Treves & Rolls, 1994). Pattern
separation refers to the process whereby similar represen-
tations are transformed into distinct, nonoverlapping
representations. Pattern completion, in contrast, refers to
transforming incomplete or degraded representations
into previously stored representations by filling in the
missing information. Both mechanisms are critical in
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forming new associative memories, storing memories
independently of each other, retrieving memories from
partial cues, and flexibly applying stored memories to
novel situations (Yassa & Stark, 2011).

The dentate gyrus has been associated with pattern
separation in rodents (Leutgeb, Leutgeb, Treves, Moser, &
Moser, 2004; Vazdarjanova & Guzowski, 2004) and
humans (Bakker, Kirwan, Miller, & Stark, 2008; Lacy,
Yassa, Stark, Muftuler, & Stark, 2011). The dentate gyrus
receives input from the entorhinal cortex via the perforant
path (Witter, 1993). Activity in the dentate gyrus is
markedly sparse, with very few neurons firing at any
given time (Jung & McNaughton, 1993), leading to a
strong reduction in potential overlap between patterns
(i.e., pattern separation). It has sparse and powerful
projections to the CA3 (Blackstad, Brink, Hem, & Jeune,
1970; Swanson, Wyss, & Cowan, 1978) that give it the
potential to strongly drive representations in the CA3
(McNaughton & Morris, 1987). These properties make the
dentate gyrus optimal for coding unique representations
and sensitive to small changes in input. The CA3 contains
an extensive recurrent collateral network of neurons pos-
tulated to act as an auto-associative pattern completion
network (Marr, 1971; Treves & Rolls, 1992). These recur-
rent collaterals may be involved in matching the input
from the dentate gyrus with other stored representations
(Rolls, 2007). The winner of the competition between the
information sent from the dentate gyrus and the stored
representation from the CA3 is then fed onto the CA1,
which does not appear to perform either pattern separa-
tion or completion. One theory suggests that the CA1
plays a role in matching sensory input with an existing
memory trace, whereas the CA3 and dentate gyrus are
involved in the detection of a mismatch with a stored
representation (Duncan, Ketz, Inati, & Davachi, 2011;
Hasselmo, 2005; Kumaran &Maguire, 2007).

These subfields may be specialized in other ways as
well. The CA1 and CA3 subfields both exhibit place
fields in rats, such that these neurons exhibit a higher
rate of firing when an animal is in a specific location in
the environment (O’Keefe & Dostrosky, 1971). These
place cells are thought to help form a map of the envi-
ronment (O’Keefe & Nadel, 1978). There is evidence
that CA3 may also be involved in learning the
sequence of events over time (Lisman, 1999), and pos-
sibly more involved in tasks involving spatial locations
(Hunsaker, Rosenberg, & Kesner, 2008). CA1 may also
be involved in sequence learning, although to a lesser
extent (Farovik, Dupont, & Eichenbaum, 2010), and
possibly more so for object-based learning (Hoge &
Kesner, 2007; Manns, Howard, & Eichenbaum, 2007).
There is conflicting evidence for these theories partly
because of the interconnections between regions,
which makes it difficult to isolate the functioning of
any one region. Nevertheless, the subfields contain

unique properties that support the optimal functioning
of the hippocampus as a unit in memory encoding and
retrieval.

67.3 EPISODIC MEMORY

Episodic memory (and the related notion of autobio-
graphical memory) refers to memory for specific
experiences, usually associated with a time, place, and
emotion (Tulving, 1984). Tulving (2002) likened the
capacity of remembering specific episodes to “mental
time travel,” as if the individual is able to re-
experience individual events. This type of memory is
commonly associated with the subjective mental expe-
rience that requires a sense of self and an awareness
that this event happened in the past. For example,
recalling a birthday party that you attended, who was
there, where it occurred, and your own personal inter-
actions there, reflects your episodic memory of that
event. In this way, episodic memories represent one-
time episodes (i.e., one-trial learning) and rely heavily
on the hippocampus. Similarly, the first exposure to a
new vocabulary word will be encoded as an episodic
memory and be associated with the context in which it
was learned.

Episodic memory impairment is the hallmark
symptom of amnesic patients. For example, patient H.
M. was unable to recall any events from his daily life
after his hippocampal resection (Corkin, 2002).
Although the formation and retention of new episodic
memories is clearly impaired in amnesia, the preser-
vation of older episodic memories is less clear. It is
clear that even in cases of extensive medial temporal
lobe damage including the hippocampus, old autobio-
graphical memories are typically still present. For
example, H.M. was able to produce well-formed auto-
biographical memories from ages 16 years and youn-
ger (Corkin, 1984). Other amnesic patients have also
produced rich autobiographical memories from ear-
lier years prior to their amnesic episodes (Bayley,
Hopkins, & Squire, 2006; Kirwan, Bayley, Galvan, &
Squire, 2008). However, there is still debate regarding
whether these memories are truly episodic and con-
tain the same recollective detail found in healthy indi-
viduals (Gilboa et al., 2006; Moscovitch, Nadel,
Winocur, Gilboa, & Rosenbaum, 2006). Whether the
hippocampus is required to truly reexperience an
event retrieved from memory (as suggested by
Multiple Trace Theory, see below), it is clear that
damage to this system would have profound effects
on the learning and memory processes used in lan-
guage (which need not be truly episodic).

There is debate in the literature regarding whether
animals also possess episodic memory. Because
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episodic memory is defined as having insight into the
memory, to travel back in time and re-experience
a memory, it is nearly impossible to test in animals.
Therefore, based on this definition, Tulving (2002)
argues that episodic memory is unique to humans
and may be one of the factors that make humans
unique from other animals. However, an alternative
theory of episodic memory proposes that there is
shared neural history between animals and humans,
focusing on memory for events in context (Allen &
Fortin, 2013). Episodic memories can instead be defined
by the unique characteristics of their what, where, and
when components. Utilizing this definition, Clayton
and Dickinson (1998) demonstrated that scrub jays
could remember what food they stored (worms or pea-
nuts), as well as where (the location of the cage) and
when (4 or 124 h ago) it was cached. This information
can be updated and used flexibly (Clayton &
Dickinson, 1999; Clayton, Yu, & Dickinson, 2003) and
expressed spontaneously (Singer & Zentall, 2007),
and it has been demonstrated in other species, such
as rats (Eacott, Easton, & Zinkivskay, 2005; Ergorul &
Eichenbaum, 2004), mice (Dere, Huston, & De Souza
Silva, 2005), and nonhuman primates (Hoffman,
Beran, & Washburn, 2009), much like the definition
applied to episodic memories.

67.4 SEMANTIC MEMORY

The counterpart to episodic memory is semantic
memory, which is defined as the recollection of facts
and generalized knowledge about the world (Squire,
1992; Tulving, 1983). Semantic memories reflect the
information that remains after the details of the learn-
ing experience has been lost. Like autobiographical
memories, the acquisition of semantic memories is
impaired in amnesia (Gabrieli et al., 1988; Hamann &
Squire, 1995). Amnesic patients are impaired in learn-
ing new vocabulary words (Verfaellie, Croce, &
Milberg, 1995), recognizing famous faces (Smith et al.,
2014), and recalling current public events (Reed &
Squire, 1998). Although this learning does not empha-
size the source details of the learning event (the what-
where-when context of the learning), the semantic
knowledge is still not retained.

Most memories begin as relatively specific, episodic
memories and gradually become more general or
semantic over time (Cermak, 1984). The loss of source
details may be the result of some form of averaging of
learning experiences, where many details of the
learning experience are irrelevant to the learned infor-
mation. For example, most people know that George
Washington was the first president of the United

States, or the meaning of the word “retribution.”
However, most of us do not recall the details regarding
when or where we first learned that information. As
we encounter information over multiple learning epi-
sodes, in different contexts, those details are lost, per-
haps during the process of systems consolidation.
Systems consolidation refers to the process by which
memories are transferred from the hippocampus to
areas of the cortex as part of long-term retention
(McClelland, McNaughton, & O’Reilly, 1995). Through
this mechanism, most declarative memories are
acquired through episodic learning but become seman-
ticized over time.

Although this mechanism is generally accepted, there
is some debate regarding the role of the hippocampus in
retrieving semantic and episodic memories over time.
The Standard Model of Systems Consolidation (Squire &
Alvarez, 1995) asserts that the initial memory trace
is critical in the early encoding of the memory; however,
as that memory is transferred to the cortex, the
hippocampus is no longer required for retrieval. In
contrast, the Multiple Trace Theory (Nadel, Samsonovich,
Ryan, & Moscovitch, 2000) proposes that the hippocam-
pus is involved in the retrieval of all episodic memories,
including remote ones. The hippocampal traces are
presumed to be contextually rich in spatial and temporal
details, critical for episodic memories, whereas the cortical
traces are presumed to be semantic and largely
context-free. In this framework, the hippocampus acts as
an index to retrieve older episodic memories, along with
their contextual details.

There is support for both these models in the amne-
sia literature (in many domains both make the same
predictions) with no clear consensus regarding which
is more accurate. The key test of these models relies on
the nature of retrograde amnesia. If the hippocampus
is required for the retrieval of all episodic memories,
regardless of age, then there should not be evidence
for a temporally graded retrograde amnesia for epi-
sodic memory. In other words, without a hippocam-
pus, all memories should be semanticized, with no
qualitative difference as a function of the age of the
memory. Although early reports on H.M. indicated
that he demonstrated temporally graded retrograde
amnesia (Scoville & Milner, 1957), more refined testing
later revealed that much of H.M.’s memories had
become semanticized. For example, Corkin (2002)
asserted that “H.M. was unable to supply an episodic
memory of his mother or his father—he could not nar-
rate even one event that occurred in a specific time
and place.” Studies of other amnesic patients, how-
ever, have revealed older episodic memories that
appear to be qualitatively intact and demonstrate a
temporal gradient such that older memories are intact,
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whereas more recent memories are impaired (Bayley
et al., 2006; Kirwan et al., 2008). The discrepancies in
these findings are sometimes attributed to variability
in the etiology and location of the brain damage
reported in various amnesic patients. Partial hippo-
campal damage is not uncommon, and there is consid-
erable variability in the condition of the surrounding
medial temporal cortex and lateral temporal cortex.
However, even in lesions of the hippocampus in
rodents, where the extent and location of the hippo-
campal damage can be better controlled and quanti-
fied, the evidence is mixed for temporally graded
amnesia (Frankland & Bontempi, 2005; Sutherland,
Sparks, & Lehmann, 2010). Recently, the Competitive
Trace Theory has been proposed to account for these
disparate data that combine aspects of both of them
(Yassa & Reagh, 2013). Future studies are necessary to
settle the debate regarding the role of the hippocam-
pus in episodic memory retrieval.

Regardless of the differences between these models, it
is clear that the hippocampus and surrounding medial
temporal cortices are critical for the encoding of new
information and then transferring this information into
the cortex over time. These episodic experiences are
thought to become semanticized over time through a
process of “replay” in which the hippocampus trains the
cortex directly (McClelland et al., 1995). There is also evi-
dence, however, that the cortex can learn directly, without
relying on the hippocampus to relay the information first.
Although H.M. performed poorly on tests of current
events or naming people who had become famous after
his surgery, he was able to identify some of them, indicat-
ing some new learning (Corkin, 2002; Mayes et al., 1994).
Furthermore, he was also able to draw an accurate and
detailed map of his home, which he lived in only after his
hippocampal resection (Corkin, 2002).

There are two main theories regarding how this
new learning was accomplished. The first is that this
learning was supported by residual medial temporal
lobe structures that are still intact. In H.M., for exam-
ple, the posterior parahippocampal gyrus was largely
spared (Corkin, Amaral, Gonzales, Johnson, & Hyman,
1997; Salat et al., 2006). Another well-characterized
amnesic patient, E.P., had a more complete medial
temporal lesion (resulting from herpes simplex
encephalitis) (Insausti, Annese, Amaral, & Squire,
2013; Stefanacci, Buffalo, Schmolck, & Squire, 2000),
with very little residual functional tissue. Yet, he was
able to identify some household items that had been
acquired after the onset of his amnesia (Bayley,
O’Reilly, Curran, & Squire, 2008). In this case, the
medial temporal lobe is unlikely to have contributed to
this new learning, leading to the second theory of how
this learning was accomplished, which is by the neo-
cortex directly.

Complimentary Learning Systems models of mem-
ory have proposed two learning systems in the brain:
the hippocampal system (encompassing the hippocam-
pus and surrounding medial temporal lobe regions)
and the neocortical learning system (McClelland et al.,
1995). As mentioned, the hippocampal system is
responsible for episodic and semantic learning, rapidly
acquiring information in a single episode and gradu-
ally transferring this information to the cortex over
time for permanent storage. This process involves
gradual, interleaved learning, possibly involving
replay of events during wakefulness (Karlsson &
Frank, 2009) and sleep (Frankland & Bontempi, 2005).
In the absence of an intact hippocampal memory sys-
tem, the cortex may be able to learn the statistical regu-
larities or “similarity structure” in the environment
through repeated exposure, mimicking the interleaved
training normally provided by the hippocampus.

One could imagine that through repeated exposure
via television and magazines, how a severely amnesic
patient like H.M. could learn the names of presidents
and other major events that occurred after his surgery
by utilizing such a mechanism. A more rigorous dem-
onstration of this learning comes from the training of
vocabulary words to memory-impaired patients. Using
a technique called “errorless learning” in which a new
vocabulary word and its definition are presented
repeatedly and without an opportunity for incorrect
associations, amnesic patients have demonstrated new
learning of vocabulary words (Glisky, Schacter, &
Tulving, 1986). However, this learning is hyper-specific,
such that performance plummets with any variation
from the original training in the context in which the
word is presented or any rewording of the definition
(Baddeley & Wilson, 1994; Glisky et al., 1986).
Nevertheless, these studies provide evidence that some
new learning can be acquired outside of the medial
temporal lobes and can be applied for rehabilitation
(Clare, Wilson, Breen, & Hodges, 1999; Wilson,
Baddeley, & Evans, 1994), particularly if specific
training techniques are utilized to increase the generali-
zation of the information (Stark & Gordon, 2008; Stark,
Stark, & Gordon, 2005).

67.5 PROCEDURAL MEMORY

Learning mechanisms that operate outside the
medial temporal lobe represent a diverse array of other
types of learning, beyond the semantic learning noted.
Procedural memory refers to several forms of learning
that occurs during the performance of various tasks,
which is typically expressed in enhanced or speeded
performance (Squire, 2004). For example, learning a
sequence of movements, such as swinging a golf club
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or riding a bike, is expressed as a gradual improve-
ment in speed and accuracy. Patients with amnesia
perform normally on these procedural learning
tasks because they do not rely on the medial temporal
lobes, but instead they involve a variety of other
structures. For example, patient H.M. was able to
improve his accuracy on a mirror-tracing task over the
course of several trials and several days, despite
having no memory for the learning events themselves
(Milner, 1962).

Procedural memory can take many different forms,
sometimes called “habit learning.” Importantly, it
operates outside of conscious awareness and typically
requires several learning trials, in contrast to the
hippocampal memory system, which requires only one
exposure to acquire new information and involves
conscious information processing. Procedural memory
includes skills and habits, largely dependent on the
striatum and basal ganglia, and refers to those tasks
that involve a series of motor movements, such as
riding a bike or playing the piano (Seger & Spiering,
2011). Priming and perceptual learning occur in the neo-
cortex and are reflected in faster reaction times in
responding to a repeated word or picture. The initial pre-
sentation “primes” the memory trace such that it is more
accessible during a second presentation (Hamann &
Squire, 1997; Levy, Stark, & Squire, 2004; Stark &
Squire, 2000). Simple classical conditioning operates in
the amygdala, such as fear conditioning in which an
animal can learn to associate a painful shock with a par-
ticular context in one exposure and without the use of the
hippocampus (Fanselow, 1994; Phillips & LeDoux, 1992),
and the cerebellum, such as eye-blink conditioning
(Steinmetz, Lavond, Ivkovich, Logan, & Thompson,
1992), Additionally, some tasks that require gradually
acquiring the statistical regularities of a stimulus set can
operate outside of the medial temporal lobe. For example,
amnesic patients are able to learn new cognitive skills
(Dienes, Baddeley, & Jansari, 2012; Squire & Frambach,
1990), artificial grammar (Knowlton & Squire, 1996), and
categorical assignment (Hopkins, Myers, Shohamy,
Grossman, & Gluck, 2004; Knowlton & Squire, 1993).
This same network of brain regions also serves to support
the rules associated with the sequential order of lexical
items, the structure of phrases and sentences (syntax),
and the morphology of complex words (Ullman, 2004).

67.6 MEMORY CONSOLIDATION
AND SLEEP

As discussed, the process of memory consolidation
at a systems level involves the transfer of memories
from the hippocampus and medial temporal lobe
structures to the cortex for long-term storage. There is

considerable debate regarding the role of the hippo-
campus in the retrieval of old episodic memories, but
it is widely accepted that the final storage site of much
of declarative memory is in the cortex. However, it is
unclear how long it takes for a memory to be fully
transferred to the cortex. Studies of retrograde amnesia
indicate that it may take 10 or 20 years for memories
to be fully consolidated and stable, such that they are
resilient in the face of damage to the hippocampus
(Bayley, Hopkins, & Squire, 2003; Cipolotti et al., 2001;
Manns, Hopkins, & Squire, 2003; Nadel et al., 2000).
This consolidation process occurs without intent or
awareness, and it does not refer to conscious or behav-
ioral rehearsal.

Systems consolidation is only one form of memory
consolidation, however. At a cellular level, learning
initially leads to an “early” form of Long-Term
Potentiation (LTP) of synapses that will decay within
hours unless specific forms of protein synthesis occur
that stabilize or consolidate the memory at a cellular
level within the hippocampus (Nicoll & Roche, 2013).
Retrieval and replay of a memory can also “consoli-
date” or stabilize a memory, perhaps explaining at
least some of why memory consolidation is facilitated
by sleep (Stickgold & Walker, 2007).

Memory consolidation serves to stabilize the
memory in the initial phase and then to enhance and
integrate the memory at later stages. Motor skill mem-
ories have been shown to be disrupted by training on
an alternate task within the first hours after training
on the initial task, indicating the importance of the
stabilization phase in reducing interference (Brashers-
Krug, Shadmehr, & Bizzi, 1996; Walker, Brakefield,
Hobson, & Stickgold, 2003). Memory consolidation
may also serve to enhance memories, improving
behavioral performance independent of further
practice (Walker, Liston, Hobson, & Stickgold, 2002).
Additionally, the memories gradually become inte-
grated into existing memory networks (Dumay &
Gaskell, 2005; Dumay & Gaskell, 2007; Stickgold,
2002). There is also evidence that the mere act of
recalling a memory can destabilize it, making it vul-
nerable to interference and degradation, in a process
called reconsolidation (Nader, 2003).

The stabilization phase of memory consolidation
appears to occur largely during wakefulness (Brashers-
Krug et al., 1996; Walker et al., 2003). The enhancement
stage appears to occur primarily during sleep, either
restoring previously lost memories (Fenn, Nusbaum, &
Margoliash, 2003) or producing additional learning
(Walker et al., 2003, 2002), both without need for addi-
tional practice. Although many of these studies involve
a motor-learning task, such as finger tapping, and assess
the improvement in performance over time, similar ben-
efits have been reported for the learning of word pairs
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after sleep (Gais, Molle, Helms, & Born, 2002). The “slow
wave sleep” (SWS) phase of the rapid eye movement
(REM) cycle of sleep seems to be particularly important
(Gais & Born, 2004; Gais, Plihal, Wagner, & Born, 2000),
with sleep deprivation resulting in learning impairments
(Zimmerman, Stoyva, & Metcalf, 1970; Zimmerman,
Stoyva, & Reite, 1978). Neuroimaging studies have
revealed reactivation during sleep of regions active dur-
ing learning of a task (Peigneux et al., 2003). This sleep
reactivation, or replay, has also been observed in neural
firing rates in rodent studies, particularly in the hippo-
campus, but also in other cortical regions (Euston,
Tatsuno, & McNaughton, 2007; Ji & Wilson, 2007;
Wilson & McNaughton, 1994). The process of sleep reac-
tivation is thought to strengthen the cortical memory
trace, thereby allowing memories to become indepen-
dent of the hippocampus (Frankland & Bontempi, 2005).
There is also evidence for replay during wakefulness
that may play a similar role in consolidation (Karlsson &
Frank, 2009).

67.7 NEUROGENESIS

Neurogenesis refers to the birth of new neurons in
the brain and occurs primarily in the dentate gyrus of
the hippocampus and the olfactory bulb (Altman,
1962, 1963). Recent estimates indicate that one-third of
the neurons in the hippocampus are regularly renewed
in the hippocampus throughout life, amounting to
approximately 700 new neurons added to the hippo-
campus per day (Spalding et al., 2013). Adult-born hip-
pocampal neurons have enhanced synaptic plasticity
for a period of time (Ge, Yang, Hsu, Ming, & Song,
2007; Schmidt-Hieber, Jonas, & Bischofberger, 2004),
indicating that they may provide an optimal mecha-
nism for encoding new memories. The long-term stor-
age capacity of the human brain is unknown, but the
process of neurogenesis may provide an explanation
for how a relatively small brain structure can continu-
ously encode new experiences and integrate them into
long-term storage.

There is some evidence for the functional signifi-
cance of these newborn neurons for efficient pattern
separation and the ability to distinguish and store sim-
ilar experiences as distinct memories (Clelland et al.,
2009; Sahay et al., 2011). These new neurons have been
directly associated with spatial pattern separation
(Clelland et al., 2009) and in the encoding of time in
new memories (Aimone, Wiles, & Gage, 2006). In
contrast, there is some evidence to suggest that older
granule cells in the dentate gyrus are necessary for
pattern completion, which serves to generalize
similar memories with each other (Nakashiba et al.,
2012). Computational models of neurogenesis in

hippocampal learning also propose that this mecha-
nism can increase memory capacity (Becker, 2005).
Taken together, neurogenesis provides a mechanism
for encoding new memories over the course of the
lifespan.

Neurogenesis also provides a mechanism to explain
memory deficits and a target for improving memory
performance. A decrease in adult-born neurons has
been observed in cases of severe depression and is asso-
ciated with an increased stress response (Sahay & Hen,
2007; Schloesser, Lehmann, Martinowich, Manji, &
Herkenham, 2010; Snyder, Soumier, Brewer, Pickel, &
Cameron, 2011). A neurogenesis deficit could bias
hippocampal encoding and retrieval toward a narrow,
predominately negative representation of context, gen-
eralizing across all positive or negative experiences
(Becker & Wojtowicz, 2006). In addition, a decrease
in neurogenesis may be linked to age-related declines
in hippocampal function and associated memory
performance (Kuhn, Dickinson-Anson, & Gage, 1996;
Spalding et al., 2013; Zitnik & Martin, 2002).

The potential for rescue of neurogenesis is an
important target for improving memory performance.
Antidepressants have been shown to increase neurogen-
esis and rescue memory deficits (Dranovsky & Hen, 2006;
Surget et al., 2011). Interestingly, environmental enrich-
ment and physical exercise have proven to be extremely
beneficial in increasing the production of newborn
neurons and in their long-term integration in the brain.
Environmental enrichment in animals involving larger
cages with exposure to balls, tunnels, and other novelties,
have resulted in greater neurogenesis (Kempermann,
Kuhn, & Gage, 1997; Leal-Galicia, Castaneda-Bueno,
Quiroz-Baez, & Arias, 2008). Likewise, voluntary
wheel-running in rodents has been shown to increase
neurogenesis and enhance learning (van Praag, 2008;
van Praag, Shubert, Zhao, & Gage, 2005). These findings
have been extended to humans, such that physical exer-
cise has been associated with improved memory perfor-
mance in healthy adults (Hertzog, Kramer, Wilson, &
Lindenberger, 2009) and has been shown to offset some
of the memory declines associated with aging (Erickson
et al., 2011; Kramer, Erickson, & Colcombe, 2006) and
Alzheimer’s disease (Cotman, Berchtold, & Christie, 2007;
Lautenschlager et al., 2008).

67.8 AGING AND MEMORY

One of the key concerns of older adults is the expe-
rience of memory loss, both in the normal course of
aging and as it is associated with Alzheimer’s disease
and other forms of dementia. Age-related memory
impairment affects various types of memory, includ-
ing source memory (i.e., the knowledge of where or
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when information was encoded) (Johnson,
Hashtroudi, & Lindsay, 1993; Schacter, Koutstaal,
Johnson, Gross, & Angell, 1997). Older adults are also
more prone to false recollections (i.e., miscombining
features of different events that are confidently held
as true) (Koutstaal, Schacter, & Brenner, 2001; Lyle,
Bloise, & Johnson, 2006). Changes in the hippocampus
may be responsible for these errors in binding in older
adults (Kessels, Hobbel, & Postma, 2007). It is worth not-
ing that some domains of memory remain unchanged
with age, such as procedural memory (Fleischman,
Wilson, Gabrieli, Bienias, & Bennett, 2004) and working
memory (Nilsson, 2003), whereas semantic knowledge
(e.g., vocabulary) actually improves (Verhaeghen, 2003).

Although several brain regions undergo changes
associated with aging, such as the frontal and temporal
cortices (Fjell & Walhovd, 2005), changes in the hippo-
campus may be particularly relevant for memory-
related declines. Hippocampal volume is reduced in
older adults (Raz, Rodrigue, Head, Kennedy, & Acker,
2004), but there is no evidence that this volume loss is
due to fewer neurons (Burke & Barnes, 2006). Instead,
there may be synaptic loss, although only in selective
regions. For example, the synapses in the CA3 subfield
of the hippocampus that form the recurrent collaterals
in the auto-associative network are not reduced in
aging (Smith, Adams, Gallagher, Morrison, & Rapp,
2000). In contrast, the number of synapses from the
entorhinal cortex into the dentate gyrus via the perfor-
ant path is reduced (Scheff, Price, Schmitt, & Mufson,
2006). This pattern was also observed in the integrity of
the perforant path in humans using neuroimaging and
was tied to memory performance, such that reduced
perforant path integrity in older adults was correlated
with worse memory performance (Yassa, Mattfeld,
Stark, & Stark, 2011). In addition to this reduction in
input, there is also reduced activity in the dentate
gyrus, resulting in weak pattern separation processes
(Wilson, Gallagher, Eichenbaum, & Tanila, 2006; Yassa
et al., 2011; Yassa & Stark, 2011). In contrast, neuroim-
aging of the CA1 subfield of the hippocampus appears
unaffected and is consistent with robust pattern com-
pletion performance (Stark, Yassa, Lacy, & Stark, 2013;
Yassa et al., 2011).

In addition to age-related memory changes associ-
ated with normal aging, there are memory deficits and
brain changes associated with Alzheimer’s disease. The
earliest brain changes in Alzheimer’s disease appear to
be targeted in the entorhinal cortex, demonstrating
neuronal loss (Gomez-Isla et al., 1996) and an increase
in neurofibrillary tangles associated with the disease
(Braak, Alafuzoff, Arzberger, Kretzschmar, & Del
Tredici, 2006). Whereas memory-related changes associ-
ated with aging appear to be somewhat confined (with

preserved performance on most tests of recognition
memory), Alzheimer’s disease results in fairly general
memory deficits (McKhann et al., 1984) that progress
over the course of the disease and extend to other cog-
nitive domains (Bowen et al., 1997). Discriminating
between those individuals with healthy aging and
those with early Alzheimer’s disease remains a target
of vigorous research (Bauer, Cabral, Greve, & Killiany,
2013; Colliot et al., 2008; Morris et al., 1991), particu-
larly that aiming for earlier detection and, ultimately,
earlier intervention and treatment.

67.9 LANGUAGE LEARNING AND
THE MEDIALTEMPORAL LOBE

The hippocampus and surrounding medial tempo-
ral cortices are involved in the acquisition of new facts
and events, so it serves to reason that damage to these
regions would impair the learning of language as well.
Amnesic patient H.M. demonstrated the relative integ-
rity of his expressive and comprehensive language
capacity (Kensinger, Ullman, & Corkin, 2001).
However, more detailed investigations revealed
impairments in sentence ambiguity (MacKay, James,
Taylor, & Marian, 2007; Schmolck, Stefanacci, &
Squire, 2000) and increases in grammatical errors
(MacKay et al., 2007; MacKay, James, Hadley, &
Fogler, 2011). Studies of patients with damage limited
to just the hippocampus perform much like healthy
controls (Schmolck et al., 2000), indicating that other
medial temporal structures or lateral temporal lobe
structures, such as the anterolateral cortex (often also
damaged in these patients), may be more involved
(Schmolck, Kensinger, Corkin, & Squire, 2002).
Consistent with this interpretation, patients with
semantic dementia, a progressive neurodegenerative
disorder characterized by loss of semantic memory in
both verbal and nonverbal domains, have atrophy in
the lateral temporal cortex (Bozeat, Lambon Ralph,
Patterson, Garrard, & Hodges, 2000; Hodges,
Patterson, Oxbury, & Funnell, 1992). These patients act
as a counterpart to amnesia in that they have semantic
learning impairments, whereas their episodic memory
for recent events remains intact. In terms of consolida-
tion, the anterolateral cortex may be critical as the
long-term repository of perceptual and semantic cate-
gorical knowledge that is transferred from the hippo-
campus (Murre, Graham, & Hodges, 2001). Damage to
the hippocampal memory system prevents the learning
of new vocabulary, whereas damage to the anterolat-
eral cortex impairs the semantic knowledge for previ-
ously acquired words and concepts.
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The procedural memory system, composed of a
large network of brain structures, including the basal
ganglia, frontal cortex, parietal cortex, and the cerebel-
lum, may subserve the rule-based structure underlying
grammar. These regions may play a role in the mainte-
nance in working memory for linguistic elements and
in learning of grammatical rules underlying the regu-
larities of complex structures (Ullman, 2004). This sys-
tem is largely spared in amnesia, yet there has been
mixed evidence regarding the integrity of grammar in
these patients. Amnesic patient H.M. displayed normal
syntactic processing and morphological production of
irregular and plural words (Kensinger et al., 2001).
Further investigation revealed that H.M. produced
fewer grammatical sentences and described pictures
less completely and accurately than controls, particu-
larly for unfamiliar stimuli, challenging the conclusion
that his language production is intact (MacKay, James,
& Hadley, 2008). However, similar investigations of
other amnesic patients have not replicated this deficit
in grammar, identifying cerebellar (or other) degenera-
tion in H.M. that may account for these impairments
(Schmolck et al., 2002). The interaction between these
two memory systems likely accounts for some of the
deficits observed in H.M., particularly because his
errors are more pronounced in reference to novel
stimuli.

The hippocampus and surrounding medial tempo-
ral lobe may be critical for the acquisition of language
and the ability to use it creatively and flexibly in novel
ways. Certainly, the medial temporal lobe is necessary
for the acquisition of new vocabulary words, including
the meaning, lexical status, and pronunciation of the
words (Gabrieli et al., 1988). In addition, the medial
temporal lobe memory system may be critical for rela-
tional binding (Shimamura, 2010) and representational
flexibility (Bunsey, 2002). Duff and Brown-Schmidt
(2012) have made a strong argument for the necessity
of the medial temporal lobe memory system in online
language processing. They argue that language is a
system of arbitrary associations arranged in a temporal
pattern, consistent with the ample evidence that the
hippocampus is critical for the learning of temporal
sequences of events (Fortin, Agster, & Eichenbaum,
2002). Without a medial temporal lobe memory sys-
tem, individuals with amnesia exhibit rigidity in their
referential expressions, with a lack of communal
knowledge during discourse (Duff et al., 2008).
However, language is flexible and creative, allowing
for a nearly unlimited combination of words in novel
constructions and contexts. Combined, these data sup-
port the theory that the medial temporal lobe memory
system contains unique properties, making it a key
contributor to language learning and production.
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The short-term maintenance of phonological (speech-
related) information is crucial to the performance of
many tasks. These include acts of communication, such
as formulating and producing a spoken sentence
(Acheson & McDonald, 2009), and acts of cognition,
such as using inner speech to help mentally solve an
arithmetic problem (Frank, Fedorenko, Lai, Saxe, &
Gibson, 2012). Thus, understanding how phonological
content is dynamically stored (i.e., understanding short-
term phonological memory) is central to understanding
how language is used for communication and verbally
mediated cognition.

This chapter provides an overview of phonological
memory that draws on cognitive psychological and cog-
nitive neuroscience theories, methods, and results.
Cognitive psychology, which emerged in the mid-1900s,
marked a shift from behaviorist approaches that treated
the mind as a “black box” to cognitive approaches
that focused on internal representations and processes
that underlie observable human behavior. The increase
of cognitive neuroscience in the late 1900s provided the
opportunity to look inside the “black box” through
neuropsychological studies that examined the effects of
brain damage on cognitive performance and neuroim-
aging studies that examined local changes in brain
activity associated with the performance of cognitive
tasks. As these two disciplines have continued to
mature and interact, so has our understanding of pho-
nological memory and its neural basis. The chapter
begins by describing different theoretical perspectives
on phonological memory. It then reviews how theoreti-
cal aspects of phonological memory have been mapped
onto particular brain regions and considers how the

functions of implicated brain regions can be further
contextualized by looking outside of the verbal working
memory literature.

68.1 THEORETICAL PERSPECTIVES
ON PHONOLOGICAL SHORT-TERM

MEMORY

68.1.1 Phonological Memory as a Passive Process

Early research on phonological memory tackled
basic questions, including how much verbal infor-
mation can be stored in short-term memory (i.e., its
capacity), how long it can be stored before the content
is forgotten (i.e., its duration), and whether the loss of
information is due to the decay of a memory trace or
interference between similar traces. These questions
can be posed for situations in which short-term
memory storage is passive and when it occurs as part
of a deliberate and effortful strategy to maintain pre-
sented information (Crowder, 1982; Jones, Macken, &
Nicholls, 2004). In this first section, the passive storage
of auditory and phonological content is discussed.

The Brown�Petersen task provides a classic example
of how passive short-term phonological memory can
be probed. In this task, subjects view three letters in
each trial while at the same time performing a deman-
ding concurrent task (e.g., mental arithmetic). The
secondary task is designed to prevent (or minimize)
active efforts to remember the presented letter trigram.
After a short delay, subjects respond to a probe letter
by indicating whether it was or was not presented in
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the previously viewed trigram. Findings from the
Brown�Peterson task indicate that verbal content is
rapidly forgotten unless active measures are taken to
prevent forgetting, which can occur due to both trace
decay and item interference effects (Crowder, 1982).

One important twist is that there are modality
effects in the passive storage of verbal content.
Specifically, recall is typically better when list items
are spoken rather than written. The benefit of auditory
presentation is particularly pronounced for the final
one or two items on a list. This enhanced recency effect
can be observed even when subjects are required to
perform a concurrent task that reduces their overall
memory performance (Penney, 1989). Moreover, the
size of an observed recency effect depends on whether
an auditory stimulus is perceived as speech, as
opposed to a nonspeech sound (Neath, Surprenant, &
Crowder, 1993). Together, these findings suggest that
passive phonological memory mechanisms may differ
across sensory systems, such that there may be an
“echoic store” that specifically supports the passive,
short-term storage of spoken input (Crowder &
Morton, 1969). This idea would be consistent with
computational models of speech perception that
emphasize the importance of temporal integration in
the linguistic perception of an evolving acoustic signal
(McClelland & Elman, 1986).

68.1.2 Phonological Memory as a Dedicated
Repository That Can Be “Refreshed” via
Inner Speech

Short-term phonological memory can also be
investigated under conditions that allow the use of
volitional processes, such as executive control and
inner speech, as a way to mitigate information loss.
Baddeley and Hitch (1974) used the term working
memory to distinguish this more active type of short-
term memory. Their seminal work popularized the use
of serial recall tasks as a tool for studying the short-
term maintenance of verbal information. For the proto-
typical immediate serial recall (ISR) task, subjects are
given a short list of verbal items (e.g., a list of nine or
fewer letters, digits, or words) that are presented one
at a time (usually 1 every 1�2 s). After presentation of
the list, subjects are prompted to immediately recall
the items in the order they were presented through
spoken, written, or pointed responses.

Baddeley and Hitch proposed the Multicomponent
Model of Working Memory as a way to account for
a body of experimental results obtained using the
ISR task (Baddeley, 1986; Baddeley & Hitch, 1974).
With nearly 10,000 citations to date, this model con-
tinues to be a highly influential conceptualization of

phonological memory. The original model contains a
central executive component and two “slave” systems:
a phonological loop for the maintenance of verbal con-
tent and a visuospatial sketchpad for the maintenance
of nonverbal content. The phonological loop comprises
a phonological store that is dedicated to working
memory and that serves to temporarily hold verbal
information, and an articulatory loop, through which
inner speech is used to reactivate, or “refresh,” the
representations in the phonological store. The store can
be directly accessed by spoken stimuli, whereas writ-
ten stimuli must be recoded into the store using the
articulatory loop. Items in the phonological store are
subject to decay unless they are refreshed by the artic-
ulatory loop. As a consequence, the number of items
that can be maintained in phonological short-term
memory will reflect how well the items can gain access
to the phonological store, how well items represented
within the store can resist interference and decay, and
how quickly and effectively they can be reactivated by
articulatory rehearsal.

68.1.3 Short-Term Phonological Memory
as Attention-Based Activation

The Baddeley and Hitch model treats phonological
memory as a process distinct from language proces-
sing. However, other theoretical models have regarded
it as an emergent product of phonological knowledge
stored in long-term memory and general attention
mechanisms. For example, in the Embedded Processes
model developed by Cowan (1999), there is a main
memory repository that can be approximately equated
with the long-term memory system and a very brief
sensory store. Information in the long-term memory
system can be brought into working memory, which
occurs when an “embedded” subset of information in
the long-term store takes on a temporarily heightened
state of activation. A further embedded subset of the
activated information can be made particularly salient
when it falls under the focus of attention. Working mem-
ory is assumed to comprise all information in a readily
accessible state by virtue of its activation, including
information within the focus of attention and also
information in an activated state outside of attention.

68.1.4 Short-Term Phonological Memory via
Speech Planning and Efferent Reactivation

A third perspective on phonological memory
regards it as the natural by-product of an interactive
neural architecture for speech perception and produc-
tion (for review, see Acheson & McDonald, 2009).
In this view, degradation within the speech architecture
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not only will affect linguistic performance but also will
imperil the maintenance of phonological information as
an emergent by-product of processing. This perspective
is consistent with the fact that ISR and repetition deficits
are pervasive in individuals with an acquired central
disorder of language (e.g., some form of aphasia), and
these deficits can be related to aspects of word and
sentence-level performance (Martin, Saffran, & Dell,
1996; Martin, 2005).

The model proposed by Gupta and MacWhinney
(1997) illustrates an integrated model of phonological
memory and speech perception and production. In this
model, phoneme-level representations are intercon-
nected with lexical-phonology representations, which
are interconnected with semantic representations.
Speech input automatically activates phonemic and
lexical representations of the spoken input, and then
connections between the phoneme representations
and an optional speech planning pathway allow the
encoded phonological information to guide spoken
output. Rehearsal is conceptualized as the volitional
activation of lexical-phonological representations,
which then activate phonemic representations and
output planning. The engagement of output planning
yields an efference copy of the planned production or,
in other words, an internal representation of the
planned articulation. The efference copy is processed
in the same way that would occur if the planned out-
put were presented as spoken input. Thus, verbal
rehearsal yields automatic reactivation of the lexical-
phonological and phoneme representations by using
the internal outputs of speech planning to mimic the
repeated presentation of the list items.

68.2 NEURAL PERSPECTIVES ON
SHORT-TERM PHONOLOGICAL MEMORY

68.2.1 Passive Phonological Memory

The neural underpinnings of passive short-term
phonological storage remain unclear, in part because
they have received little direct investigation. One possi-
bility is that the neurons involved in representing the
experienced content (e.g., representing the phonological
forms of spoken stimuli) exhibit persistent activity
across a delay interval. There are neural mechanisms
that could produce such persistent activity, such as
top-down signals from prefrontal cortex or dynamically
assembled oscillatory networks (Benchenane, Tiesinga, &
Battaglia, 2011; Gazzaley & Nobre, 2012). However, such
mechanisms are generally regarded as attention demand-
ing, and therefore they would be difficult to sustain
in combination with the types of effortful concurrent
tasks that have been used to reveal passive short-term

phonological memory. Another possibility is that neurons
involved in representing phonological content can
undergo a form of short-term synaptic plasticity, leaving
them more easily reactivated in response to a subsequent
probe stimulus or internal recall attempt. This type of
mechanism would be consistent with cellular and molec-
ular studies of memory formation, which have shown
that changes in neural connection strengths involve a
variety of mechanisms that occur across different time
scales (milliseconds to days). Thus, passive phonological
memory could reflect intrinsic cellular processes that
occur after a period of active neuronal firing (Nee &
Jonides, 2013).

The neural basis of echoic memory has also received
relatively little attention. The neuropsychological litera-
ture provides examples of patients with brain injury
who did not show modality and auditory recency
effects, suggesting that their brain injury disrupted the
functions of an echoic store (Vallar & Papagno, 1986).
However, the lesion sites of such patients have not
been systematically investigated and, moreover, the
impairments of these patients have not generally been
interpreted from an echoic memory perspective.
Neuroimaging studies have examined the short-term
retention of spoken information but have generally
used active conditions (e.g., repetition tasks) that do not
specifically probe the passive storage of speech content
(Hickok & Poeppel, 2004). Studies involving the audi-
tory short-term memory abilities of nonhuman primates
are similarly limited, but intriguing: results from neuro-
physiological recordings of single auditory cortex
neurons indicate that a prior sound can influence the
neural processing of a subsequent sound for at least 5 s,
irrespective of whether an auditory stimulus sequence
is presented within an active or passive behavioral
context (Werner-Reiss, Porter, Underhill, & Groh, 2006).

68.2.2 Active Short-Term Phonological
Memory: Differing Perspectives

The differing theoretical perspectives on active
phonological memory lead to different proposed
structure�function mappings in the brain. Much of
the early research on this topic used the Baddeley and
Hitch model to motivate experimental designs and
explain observed findings. For instance, early neuro-
biological support for the phonological loop sub-
component came from case studies of patients with
brain injury, typically due to stroke. These studies
provided evidence of dissociations in the behavioral
profile of ISR performance across different patients,
lending support to the idea that different components
of verbal working memory could be dissociated from
each other (Baddeley, 1986).
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As neuroimaging became available in the 1980s and
1990s, it offered a new tool for investigating verbal
working memory. Early work tested various aspects of
the Baddeley and Hitch model, such as the assumption
of a central executive processor that mediates the
behavior of the subsidiary maintenance subsystems, the
existence of dissociable verbal and visuospatial main-
tenance subsystems, and the dissociability of storage
and rehearsal processes within a phonological loop. The
results from such efforts generally placed the phono-
logical storage component of the verbal maintenance
subsystem into the left inferior parietal cortex, the
speech-based rehearsal process into the inferior frontal
gyrus (with possible additional contributions from the
premotor, supplementary motor, and cerebellar areas),
and the executive control system into the dorsolateral
prefrontal cortex (D’Esposito et al., 1995; Paulesu, Frith,
& Frackowiak, 1993; Smith & Jonides, 1998). Overall,
this body of work provided convergent support for the
general tenets of the Baddeley and Hitch model.

However, arguments have also been made against
simple mappings of the Baddeley and Hitch model
onto a corresponding set of brain regions. For instance,
Chein and Fiez (2010) used neuroimaging and behav-
ioral approaches to investigate the effects of three dif-
ferent manipulations on ISR performance and brain
activation: irrelevant speech presentation, irrelevant
nonspeech presentation, and concurrent articulation.
These effects were chosen because different models of
working memory posit unique patterns of association
and dissociation between them. By gathering empirical
evidence for how the effects patterned together, they
tested which theory best predicted the observed data.
The results indicated that the Embedded Process
model (Cowan, 1999) provided the most straightfor-
ward fit to the data. Chein and Fiez combined key
components of the Embedded Process model with
their information about the neural locus of the differ-
ent manipulations to assign functions to the brain
regions that are active during verbal working memory
tasks. They proposed that dorsolateral prefrontal cortex
supports executive control, the dorsal sector of the infe-
rior parietal cortex supports attentional scanning, the
inferior frontal gyrus supports the activation of phono-
logical information from long-term memory, and
motor-related regions (e.g., premotor cortex,
supplementary motor cortex, and the cerebellum) are
specifically used when a volitional rehearsal-based
strategy is used. One appealing aspect of this structure-
�function mapping is its closer alignment to the con-
cept of working memory in the basic neuroscience
literature, which has focused on the role of a frontopar-
ietal attention system in maintaining the active neuronal
firing that is necessary to keep information in conscious
awareness (Goldman-Rakic, 1995).

Other investigators have approached the neuro-
psychological and neuroimaging literature on phono-
logical memory from a psycholinguistic perspective
(for reviews, see Buchsbaum & D’Esposito, 2008;
Gupta & MacWhinney, 1997; Hickok & Poeppel, 2004;
Jacquemot & Scott, 2006; Martin, 2005). All of these
reviews present a cogent analysis of the overlap
between brain regions involved in speech perception
and production, leading them to argue against the idea
of a dedicated phonological store. Instead, they posit
that the speech perception and production system
has an intrinsic ability to support the sustained activa-
tion of phonological information, and they share the
view that the brain regions involved in phonological
memory are highly interactive but at the same time
tuned to different types of phonological representation.
A psycholinguistic perspective on phonological mem-
ory motivates the following sections, which draw on
results from outside the verbal working memory
literature to further contextualize the neural basis of
phonological memory.

68.2.3 A Core Phonological System

Although differing theoretical perspectives on
phonological memory give rise to differing structure�
function mappings, there is a high level of agreement
on the set of involved brain regions (Figure 68.1).
Anteriorly, the critical tissue can be broadly labeled as
the left frontal operculum (L-FO) and considered to
include the inferior frontal gyrus, the ventral portions
of the precentral gyrus, and the anterior portions of
the insula. Posteriorly, the critical tissue can be broadly
labeled as the left temporoparietal junction (L-TPJ) and
considered to include the posterior superior temporal
gyrus and sulcus, the posterior sector of the insula,
and the ventral portions of the supramarginal gyrus.
Together, the L-FO and L-TPJ territories can be
regarded as constituents of a core phonological system
for language, which can be complemented by non-
linguistic areas that have been associated with inner
speech (e.g., the supplementary motor area, the premo-
tor cortex, and the cerebellum) and brain regions
involved in attentional control (e.g., dorsolateral
prefrontal cortex).

Turning first to the frontal portion of the core
phonological system, the L-FO territory is generally
thought to be involved in output-based phonological
processing (i.e., processing that is weighted toward
supporting speech production) (Benson, 1979; Gupta &
MacWhinney, 1997; Hickok & Poeppel, 2007; Martin,
2005). A variety of evidence suggests that the L-FO sup-
ports phonological representation at the level of articula-
tory gestures and that it is particularly important for
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tasks that require sublexical phonetic analysis (Hickok &
Poeppel, 2007; Indefrey & Levelt, 2004). Although the
L-FO is usually linked to rehearsal-related processing in
verbal working (Paulesu et al., 1993; Smith, Jonides,
Marshuetz, & Koeppe, 1998), there are reasons to believe
that it may automatically support the output-based cod-
ing of visual and auditory stimuli in phonological mem-
ory even when rehearsal is not used. For instance, Chein
and Fiez (2010) found that this region was affected
differently by a concurrent articulation task than other
motor speech areas in the frontal lobe.

There is less agreement about the role of posterior
components of the core phonological system (Becker,
MacAndrew, & Fiez, 1999; Buchsbaum & D’Esposito,
2008), most likely because specific areas within the
L-TPJ territory make distinct contributions that require
further delineation (Buchsbaum & D’Esposito, 2008;
Jacquemot & Scott, 2006; Martin, 2005). Setting aside
the issue of precise localization, the L-TPJ territory is
commonly associated with input-based phonological
processing (i.e., processing that is weighted toward

supporting speech perception) (Gupta & MacWhinney,
1997; Hickok & Poeppel, 2007; Jacquemot & Scott, 2006;
Martin, 2005). Neuropsychological and neuroimaging
studies provide compelling, although not completely
consistent, evidence that the L-TPJ territory is active
during the maintenance of phonological information
and that it is crucial for normal ISR task performance
(for review, see Buchsbaum & D’Esposito, 2008). It has
often been proposed as the site of a phonological
store: either one that is dedicated to verbal working
memory (Paulesu et al., 1993; Vigneau et al., 2006) or
one that reflects demands for the buffering of phono-
logical and order information associated not only
with verbal working memory but also with speech
planning and production (Buchsbaum & D’Esposito,
2008; Gupta & MacWhinney, 1997; Jacquemot & Scott,
2006; Martin, 2005).

Anatomically, the dorsal sector of the L-TPJ is
interconnected with regions associated with auditory,
motor, and speech processing (Guenther, 2006; Petrides &
Pandya, 1988; Rauschecker, 2011; Simonyan & Jurgens,
2002; Yeterian & Pandya, 1998); furthermore, neuroimag-
ing studies have demonstrated that both sensory and
motor-related responses can be found within this region
(for review, see Guenther, 2006; Hickok, Houde, & Rong,
2011; Rauschecker, 2011). These and other findings sug-
gest that this dorsal territory functions as a sensorimotor
bridge between frontal tissue associated with speech pro-
duction and temporal tissue associated with speech rec-
ognition and semantic analysis (Acheson, Hamidi,
Binder, & Postle, 2011; Buchsbaum & D’Esposito, 2008;
Hickok & Poeppel, 2007; Rauschecker, 2011). In the con-
text of an ISR task, the dorsal L-TPJ may be weighted
toward phonological encoding and the maintenance of
order information, whereas the ventral L-TPJ may be
weighted toward lexical-level coding (Acheson et al.,
2011; Buchsbaum & D’Esposito, 2008; Gupta &
MacWhinney, 1997; Jacquemot & Scott, 2006; Martin,
2005). Engagement of the ventral L-TPJ could provide a
pathway that accounts for lexical and semantic influences
on ISR task performance and speech production (Corley,
Brockehurst, & Moat, 2011; Martin, 2008; Roelofs, 2004).

68.2.4 Neural Mechanisms for Articulatory
Rehearsal

Moving outside the core phonological network,
areas implicated in motor processing may be used to
strategically implement verbal rehearsal. The motoric
coding that is associated with intentional rehearsal
could provide an efferent-based mechanism by which
phonological information can be reactivated (Guenther,
1995; Gupta & MacWhinney, 1997; Jacquemot & Scott,
2006; Rauschecker, 2011). This is a conceptually simple

Premotor
(artic reh/

monitoring)

FO
(output phon)

Dorsal TPJ
(input phon/
monitoring)

Ventral TPJ
(lex phon/
semantics)

cblm
(monitoring)

FIGURE 68.1 Neural regions associated with active short-term
phonological memory. A variety of evidence indicates that tissue
within the L-FO and the L-TPJ contributes to core phonological pro-
cessing across a variety of language tasks, including verbal ISR tasks.
It is thought that the dorsal L-TPJ territory is weighted toward repre-
sentations and processes associated with speech perception (input-
based phonological processing), the ventral L-TPJ territory is
weighted toward representations and processes associated with
lexical-level phonology and semantics, and the L-FO territory is
weighted toward representations and processes associated with
speech production. Phonological memory may also involve the use
of motor-related regions (such as premotor cortex and the cerebel-
lum) to take advantage of speech production mechanisms for reacti-
vating input-based phonological representations and providing
efferent-based signals that can be used to detect and correct errors in
a rehearsed sequence. Not shown are regions thought to contribute
to domain-general aspects of active phonological memory, such as
parietal and dorsolateral prefrontal regions associated with attention
and executive control. Abbreviations: artic reh, articulatory rehearsal;
phon, phonology; lex, lexical; cbm, cerebellum; FO, frontal opercu-
lum; TPJ, temporoparietal junction.
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and compelling idea, but there is surprisingly little neu-
ral data to support it. One idea might be that premotor
or motor association areas would be a source of excit-
atory input into one or more areas within the L-TPJ ter-
ritory. Cortical surface electrode recordings from
individuals undergoing presurgical planning for epi-
lepsy treatment provide intriguing evidence for motor-
related changes in L-TPJ tissue (Edwards et al., 2010).
However, fMRI studies have not consistently revealed
increased L-TPJ activation associated with verbal
rehearsal and silent speech; if anything, there appears
to be a suppression of activity within the superior tem-
poral gyrus during speech production (Curio, Neuloh,
Numminen, Jousmaki, & Hari, 2000; Paus, Marrett,
Worsley, & Evans, 1996; Yinen et al., 2014). The dispa-
rate results may reflect the fact that speech production
leads to highly focal regions of activation that can
become obscured by surrounding areas of suppression
and individual neuroanatomical variability
(Buchsbaum, Olsen, Koch, & Berman, 2005; Flinker,
Chang, Barbaro, Berger, & Knight, 2011).

A related idea is that efferent-based information
may be used to monitor and correct for errors that
occur during either overt speech production or internal
speech. Theories of motor control and motor learning
emphasize the need for neural mechanisms that allow
motor representations to be derived from sensory
goals (inverse models) and for sensory consequences
to be predicted based on actual or planned actions
(forward models); inverse and forward models are
thought to play a critical role in detecting and correct-
ing breakdowns in performance that occur when there
are mismatches between sensory and motor represen-
tational spaces (Kawato & Wolpert, 1998; Wolpert &
Ghahramani, 2000). A relatively large amount of data
provide evidence that the L-TPJ territory plays a criti-
cal role in the monitoring of internal speech, most
likely as recipient of information about the planned
utterance (for review, see Guenther, 2006; Hickok
et al., 2011; Rauschecker, 2011). The cerebellum is
also likely to be important, given that this brain struc-
ture features prominently in many models of motor
control and learning (Doya, 2000). Particularly relevant
is the model of verbal rehearsal proposed by Desmond
and collaborators (Desmond, Gabrieli, Wagner, Ginier,
& Glover, 1997). This model proposes a cerebro-
cerebellar loop involving frontal motor areas, which
provides the superior cerebellum with information
about the actual contents of the rehearsal loop,
whereas a second loop involving the L-TPJ provides
the inferior cerebellum with information about the
intended contents. Circuitry within the cerebellum is
used to compare the two pieces of information and to
create an error correction signal (when there is a dis-
crepancy) that is relayed to frontal motor areas to

adaptively modify the contents of the rehearsal loop.
Neuropsychological studies have shown that indivi-
duals with cerebellar damage exhibit modest decre-
ments in ISR performance, as would be expected if
core phonological processing was left intact but the
capacity for error correction was impaired (Justus,
Ravizza, Fiez, & Ivry, 2005; Ravizza et al., 2006).

68.3 SUMMARY

Language and verbally mediated cognition involve
short-term phonological storage in the form of passive
and active mechanisms for maintaining phonological
content. Three general classes of models provide
differing theoretical perspectives on how short-term
phonological memories are actively stored and main-
tained, and how different functional aspects of phono-
logical memory map onto specific brain regions. In
general, however, phonological memory is thought to
rely on a core phonological network that includes the
tissue surrounding the L-TPJ and the L-FO, brain terri-
tories that are also associated with speech perception
and production, respectively. In addition, brain regions
associated with motor aspects of speech production
(e.g., premotor cortex, the cerebellum) may contribute
to phonological memory, most likely by providing the
neural substrates for inner speech. The volitional
use of inner speech may mitigate memory loss by reac-
tivating phonological content and providing the infor-
mation needed to monitor and correct degraded
representations in phonological memory.
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69.1 INTRODUCTION

In human verbal communication there is frequently
some period of time that intervenes between the sen-
sory perception of a speech message and an appropri-
ate response to that message. Consider the plight of
the Starbucks barista: a fastidious customer makes his
way to the front of the line and orders a rather com-
plex espresso concoction. The cashier rings up the
order and repeats it aloud: “double decaf lightly
foamed soy milk cappucino”—a verbal message con-
taining all of 7 words and 13 syllables. The barista,
meanwhile busy preparing a peppermint caramel
machiatto for the previous customer, must mentally
record and retain in memory the content of the new
request. Although the spoken message describing an
elaborate coffee drink has only a brief existence as a
stream of acoustic vibrations in the physical world, it
must nevertheless be transmitted and stably repre-
sented in the minds of three successive people. The
customer produces the message, the cashier repeats the
message, and the barista must maintain the message “in
mind” until he or she has completed the order. When
the drink arrives at the counter with a cheerful: “Sir,
your double decaf lightly foamed soy milk capuccino
is ready!” a bystander, uninitiated to this routine mod-
ern coffee-ordering spectacle, might be forgiven for
considering the fulfillment of the customer’s request to
be something of a miracle. From the standpoint of the
study of human cognition, the success of this commer-
cial exchange depends critically not only on language
competence (i.e., the ability to perceive and produce
speech) but also on the ability to consciously hold onto
a sequence of verbal information over a short period of
time. In the parlance of modern cognitive psychology
and neuroscience, we refer to this ability to retain
information in an accessible state over short periods of

time as “working memory,” a cognitive faculty that
enables humans and other complex animals to tempo-
rarily store, process, and manipulate important pieces
of information that are no longer readily available in
the sensory environment.

In this chapter, I first review how working memory
emerged as a concept in cognitive psychology. I then
describe the preeminent cognitive model of verbal
working memory, the phonological loop, and the logic
by which it explains critical laboratory phenomena
associated with memory for verbal material. I then dis-
cuss the attempts and associated difficulties in map-
ping and otherwise situating the phonological loop in
the brain. Finally, I cover the recent movement in the
cognitive neuroscience of language to view verbal
working memory as emerging from the language cir-
cuitry that underpins core language functions such as
the perception and production on speech.

69.2 THE EMERGENCE OF THE
CONCEPT OF SHORT-TERM MEMORY

The idea of memory as consisting of two main com-
partments, one for the current contents of consci-
ousness and another for a permanent record of
experience, has gone in and out of fashion in the past
century. James (2011) coined the terms “primary mem-
ory” and “secondary memory” to refer to these two
basic concepts, setting off a long-standing debate in
the psychological sciences as to whether memory is
best viewed a unitary or mechanistically divisible phe-
nomenon. In the middle part of the 20th century, most
theorists viewed memory as a unitary system gov-
erned by a single set of principles that were largely
invariant over time (Melton, 1963; Underwood, 1957).
However, in the 1960s, evidence from cognitive
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psychology began to point to the existence of two
memory systems, one for very recent events (short-
term memory) and one for events that occurred in the
more distant past (long-term memory).

A critical piece of evidence supporting the “dual-
store” view of memory came from studies of free
recall. It was shown that when subjects are presented
a list of words and must recall them in any order (free
recall), performance is best for the first few items (the
primacy effect) and for the last few items (the recency
effect). When accuracy is plotted as a function of input
order, it reveals a characteristic U-shaped (Davelaar,
Goshen-Gottstein, Ashkenazi, Haarmann, & Usher,
2005; Glanzer & Cunitz, 1966; Waugh & Norman,
1965) pattern, which is referred to as the serial posi-
tion curve. However, if a short delay (e.g., 10 s) is
placed between stimulus presentation and recall dur-
ing which subjects are required to engage in some dis-
tracting activity, the shape of the serial positive curve
changed. Performance on early items (primacy) is rel-
atively unaffected, but the recency effect is abolished
(Glanzer & Cunitz, 1966; Postman & Phillips, 1965).
Recency effects are attributed to the readout of the last
few items in a list from short-term memory (STM),
and primacy effects are reflected in the long-term
memory (LTM) advantage for the first few items in a
list due to the greater rehearsal devoted to those
items. Moreover, recall from the long-term store
requires a more effortful and slow probabilistic form
of retrieval that largely depends on associative,
semantic, and contextual retrieval cues than is
retrieval from the short-term store. It would be remiss
not to mention that this interpretation of patterns of
recency effects in immediate and delayed recall as
reflected in the operation of two stores has long been
disputed and is complicated by the demonstration of
recency effects that can span across minutes or even
days (Bjork & Whitten, 1974; Crowder, 1982),
although it has yet to be shown that these “long-term
recency effects” have the same underlying mechanism
as standard recency effects.

In summary, short-term memory is essentially a lim-
itation of the online capacity of an information proces-
sing system. Thus, short-term memory can be viewed
as a cup into which sensory information flows. The
capacity of the cup is fixed and is prone to overflow-
ing. The precise capacity of the cup varies across indi-
viduals (Unsworth & Engle, 2007), although as Miller
(1956) memorably pointed out, it tends to hover
around a “magical number” of 7 plus or minus 2 (but
see also Cowan, 2001). When incoming information
exceeds the capacity of the cup, the spillover may still
be recorded in a secondary container, that is, long-
term memory.

69.3 NEUROLOGICAL EVIDENCE FOR A
SEPARATION OF SHORT-TERM AND

LONG-TERM MEMORY

One of the critical pieces of evidence supporting the
existence of separable systems for short-term and long-
term memory was the discovery of patients with brain
damage that appeared to have selective deficits affect-
ing only long-term or only short-term memory. The
most famous example of such dissociation was the
case of the patient H.M., whose medial temporal
lobes were famously removed as a treatment of
intractable epilepsy. The surgery resulted in nearly
complete loss in the ability to form new long-term
declarative memories (Corkin, 2002; Scoville & Milner,
1957). H.M. and other patients with bilateral medial
temporal lobe lesions that have subsequently been
described (Squire, Stark, & Clark, 2004) live in a kind
of “permanent present tense” (Corkin, 2013), unable to
consciously recall events that occurred even a few min-
utes ago. Notwithstanding this severe impairment in
the ability to form new long-term declarative
memories, such patients appear to have little or no
deficit on tests of short-term memory such as repeating
back short strings of digits (Baddeley & Warrington,
1970; Wickelgren, 1968), although deficits in short-
term memory have been sometimes observed in these
patients in tests using novel visual objects (Ranganath
& Blumenfeld, 2005) or in tests of short-term associa-
tive memory (Olson, Page, Moore, Chatterjee, &
Verfaellie, 2006; Ryan & Cohen, 2004; Yee, Hannula,
Tranel, & Cohen, 2014).

Further bolstering support for the idea of a neurobi-
ological distinction between short-term and long-term
memory was the discovery of patients with severely
impaired short-term memory for numbers and words
together with a preserved ability to learn supra-span
(e.g., more than 10 items) word lists with repea-
ted study (Baddeley, Papagno, & Vallar, 1988;
Basso, Spinnler, Vallar, & Zanobio, 1982; Shallice &
Warrington, 1970; Warrington & Shallice, 1969). Thus,
the behavioral pattern evidenced in these subjects con-
trasted with that of H.M. in that they could form new
long-term (verbal) memories but had little or no verbal
short-term memory. However, whereas H.M.’s mem-
ory deficit was a general memory impairment that
applied to all forms of declarative information (e.g.,
verbal, visual, and spatial), these particular “short-
term memory patients,” as they would later be called,
had deficits that were confined to the auditory-verbal
modality. It is also important to emphasize that the
short-term memory deficits by these patients, in the
purest cases (Shallice & Butterworth, 1977; Shallice &
Vallar, 1990; Shallice & Warrington, 1977; Takayama,
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Kinomoto, & Nakamura, 2004; Vallar & Baddeley,
1984; Vallar, Di Betta, & Silveri, 1997), are not accompa-
nied by severe deficits in language comprehension and
production. Thus, patient J.B. (Shallice & Butterworth,
1977) was able to have conversations normally and to
speak fluently without abnormal pauses, errors, or
other aphasic symptoms. What this seemed to show
was that verbal storage is not “built in” to the language
processing system but is an independent entity in its
own right, an informational buffer that exists not to
support language per se, but rather as a passive “hold-
ing place” where recently encountered linguistic infor-
mation can be temporarily stored. Thus, the discovery
of “short-term memory patients,” as they were to be
called (Vallar, 2006), established a double dissociation
both in brain localization (LTM, medial temporal lobe;
verbal STM, temporoparietal cortex) and patterns of
performance, between short-term and long-term mem-
ory systems. In addition, the short-term memory disor-
der could be distinguished from severe disorders of
language production and comprehension such as
Broca’s aphasia, Wernicke’s aphasia, and other classic
neurological language impairments.

69.4 THE EMERGENCE OF THE
CONCEPT OF WORKING MEMORY

The Working Memory model of Baddeley and col-
leagues (Baddeley, 1986, 2000; Baddeley & Hitch, 1974)
was developed with the aim of explaining the relevant
behavioral findings in the memory literature while
also taking into account important neuropsychological
case study reports such as those reviewed here. In
addition, whereas prior models of short-term memory
tended to emphasize storage buffers as the receptacles
for information arriving from the senses, Baddeley and
Hitch (1974) focused on rehearsal processes, that is,
strategic mechanisms for the maintenance of items in
memory. Baddeley and Hitch (1974) attempted to
account for a system that could simultaneously manip-
ulate the current contents of memory and update
information in working memory in the service of task
goals. Such a system is especially important when one
needs to maintain information over short periods in
many complex cognitive activities such as reading,
mental calculation, spatial reasoning, and so forth.

In the canonical “real world” example, when one is
trying to keep a telephone number in mind, one will
often mentally rehearse the contents of the numeric
sequence. Research has shown that in tests of serial
recall, when subjects are prevented from engaging in
subvocal rehearsal during a delay period that is
inserted between stimulus presentation and recall,

overall performance suffers (Baddeley, Thomson, &
Buchanan, 1975). In the case of verbal material, then,
this suggested that the ability to keep verbal sequences
in working memory depends on covert articulatory
processes. This insight was central to the development
of the verbal component of Working Memory, the
“phonological loop,” and led to a broader conceptuali-
zation of short-term memory that sought to explain
not only how and why information enters and exits
awareness but also how resources are deployed in a
strategic effort to capture and maintain the objects of
memory in conscious awareness.

The key tenets of the Working Memory model are
as follows: (i) it is a limited capacity system; at any
moment in time, there is only a finite amount of infor-
mation directly available for processing in memory; (ii)
specialized subsystems devoted to the representation
of information of a particular type, for instance, verbal
or visuospatial, are structurally independent of one
another (i.e., the integrity of information represented
in one domain is protected from the interfering
effects of information that may be arriving to another
domain); and (iii) storage of information in memory is
distinct from the processes that underlie sensory per-
ception; instead, there is two-stage process whereby
sensory information is first analyzed by perceptual
modules and then transferred into specialized storage
buffers that have no other role but to temporarily
“hold” preprocessed units of information. Moreover,
the pieces of information that reside in these special-
ized buffers are subject to passive, time-based decay as
well as inter-item interference (e.g., similar sounding
words like “man, mad, map, cap, mad” can lead to
interference within a specialized phonological storage
structure). Finally, the storage buffers have no built-in
or internal mechanism for maintaining or otherwise
refreshing their contents, rather, this must occur from
without, through the process of rehearsal, which might
be a motor or top-down control mechanism that can
sequentially access and refresh the contents that
remain active within the store.

The Working Memory model, first proposed by
Baddeley and Hitch (1974) and later refined (Baddeley,
1986, 2000; Salame & Baddeley, 1982), argued for the
existence of three functional components of working
memory. The “central executive” was envisioned as a
control system of limited attentional capacity responsi-
ble for coordinating and controlling two subsidiary
slave systems, a phonological loop and a visuospatial
sketchpad. The phonological loop was responsible for
the storage and maintenance of information in a verbal
form, and the visuospatial sketchpad was dedicated to
the storage and maintenance of visuospatial informa-
tion. In the past decade, a fourth component, the
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“episodic buffer,” has been added to the model to cap-
ture a number of phenomena related to interactions
between short-term and long-term memory that could
not be readily explained within the original frame-
work. In the next section, the phonological loop is
described in more detail because it is the central com-
ponent underlying working memory for verbal
material.

69.5 THE PHONOLOGICAL LOOP

As noted, the Working Memory model entails a sep-
aration of domain-specific mechanisms of memory
maintenance and domain-general mechanisms of exec-
utive control (Figure 69.1). Thus, the verbal component
of working memory, or the phonological loop, is
regarded as a “slave” system that is under the supervi-
sory control of the central executive component.
Within the phonological loop, two interacting
components—the phonological store and the articula-
tory rehearsal process—enable verbal representations
to be maintained in an active state.

The phonological store is a passive buffer wherein
verbal information can be stored for brief (approxi-
mately 2 s) periods. The articulatory control process
serves to refresh the contents of the store, thereby
allowing the system to maintain sequences of verbal
items in memory over some interval of time. This divi-
sion of labor between two interlocking components,
one an active process and the other a passive store, is
crucial to the model’s explanatory power. For instance,
when the articulatory control process is interfered with
through the method of articulatory suppression (e.g.,
by requiring subjects to say “hiya” over and over
again), items in the store rapidly decay and recall

performance suffers greatly. The phonological store,
then, lacks a mechanism of reactivating its own con-
tents but possesses memory capacity, whereas the
articulatory rehearsal process lacks an intrinsic mem-
ory capacity of its own but can exert its effect indi-
rectly by refreshing the contents of the store.

The phonological loop model of verbal working
memory has stood the test of time, largely because it
explains many of the behavioral phenomena associated
with verbal memory performance in a simple and intu-
itive way. It is important to briefly note what these
core behavioral phenomena are and how the phono-
logical loop model accounts for them. The appeal of
the model comes partly from its parsimony—with only
a very minimal set of functional specifications, it is
able to account for a large number of behavioral find-
ings. It therefore provides a benchmark that any com-
peting model, whether neural or purely cognitive,
must be able to match. An overview of how the pho-
nological loop explains certain well-established behav-
ioral phenomena associated with verbal working
memory, namely, the phonological similarity effect, the
word-length effect, the effect of articulatory suppression,
and the irrelevant sound effect (Repovs & Baddeley,
2006) is provided here. The phonological similarity
effect refers to the finding that similar sounding sets of
words are more difficult to retain in memory than sets
of phonologically dissimilar words (Conrad & Hull,
1964). The locus of this effect is the phonological store,
and it results from the increased amount of interfer-
ence that occurs between memory traces that share
overlapping representational (e.g., phonemic) features,
relative to those that do not.

The word-length effect simply refers to the fact that
lists of words that take more time to articulate—longer
words—are more poorly remembered than words that
take less time to articulate (Baddeley et al., 1975;
Mueller, Seymour, Kieras, & Meyer, 2003). This occurs
not only between sets of words that have different
numbers of syllables but also in sets of words that are
equated for number of syllables but are, nevertheless,
unequal in absolute articulatory duration. The effect is
explained by assuming that items in the phonological
store suffer time-based decay that can only be reversed
by way of articulation. Thus, as the articulatory loop
cycles through a set of long words, the overall time
elapsed between successive iterations will be greater
and, therefore, the probability that one of the several
items in the store may have (irretrievably) decayed
will be consequently increased. This effect, then, is
jointly determined by the properties of the rehearsal
process (rate of articulation) and that of the phonologi-
cal store (rate of decay).

The negative effect of articulatory suppression on
recall performance is observed when subjects are

Auditory input Visual input

Visual analysis and STS

Orthographic to
phonological

recoding

Phonological
output buffer

Spoken output

Phonological analysis

Phonological
STS

Long term
verbal memory

Rehearsal process

FIGURE 69.1 An anatomo-functional model of phonological
short-term memory based on Vallar et al. (1997) and Baddeley,
Gathercole, and Papagno (1998).
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prevented from using inner speech either during pre-
sentation or during a delay inserted before recall.
Thus, as articulatory suppression interferes with the
articulatory rehearsal process, the mechanisms that are
ordinarily used to refresh the items in the phonological
store and the system are therefore unable to counteract
trace decay, thus leading to a decline in recall
performance.

The irrelevant sound effect occurs when the to-be-
remembered verbal stimuli are accompanied by a
stream of unattended auditory information (Macken,
Mosdell, & Jones, 1999; Salame & Baddeley, 1982;
Tremblay, Nicholls, Alford, & Jones, 2000). These
“irrelevant sounds” need not be in the speaker’s native
language or even phonemic to be disruptive, provided
there is some degree of variation in the sound stream.
For instance, a single tone or even white noise does
not have an effect, although a changing sequence of
tones does cause impairment (Jones, Madden, & Miles,
1992). The locus of the irrelevant sound effect is in the
phonological store, where the incoming acoustic infor-
mation interferes with the to-be-remembered items in
the store. Because the presentation of irrelevant
visual�verbal information does not have an effect on
recall, it is assumed that auditory information has
obligatory access to the store, whereas visual�verbal
information does not. How, then, does visual�verbal
information enter the phonological store? The answer,
supported by several lines of evidence (Baddeley,
Lewis, & Vallar, 1984; Levy, 1971), is that textual infor-
mation must first be recoded phonologically before it
can enter the store. This recoding process requires the
involvement of the articulatory rehearsal process,
because subvocalization is necessary to reroute visu-
ally derived verbal information into the phonological
store. In support of this contention is the finding that
articulatory suppression abolishes the phonological
similarity effect for visual, but not auditory, presenta-
tion. Because auditory information has obligatory
access to the store, articulatory suppression has no
effect on its deposition within the store. For visual pre-
sentation, however, articulatory suppression ties up
the rehearsal system, preventing phonological recod-
ing of visual�verbal material and, consequently, block-
ing subvocally mediated access to the store. The main
components of the phonological loop, as well as the
manner in which its architecture and functional char-
acteristics account for certain reliable effects observed
in studies of verbal STM, have been briefly outlined. It
should be made clear that it is not universally accepted
that every detail of the phonological loop is perfectly
supported by available evidence. For instance, there is
a great deal of debate about whether the word-length
effect is actually caused by an increase in the absolute
spoken duration of the items, or whether it is better

explained by, for instance, the phonological complexity
of the items (Caplan, Rochon, & Waters, 1992; Mueller
et al., 2003).

In summary, the Working Memory model of
Baddeley and colleagues describes a system for the
maintenance and manipulation of information that is
stored in domain-specific memory buffers. Separate
cognitive components are dedicated to the functions of
storage, rehearsal, and executive control. Informational
encapsulation and domain segregation dictates that
auditory-verbal and visual information is kept in sepa-
rate storage subsystems—the phonological loop and
the visuospatial sketchpad, respectively. These storage
subsystems themselves comprise specialized compo-
nents for the passive storage of memory traces, which
are subject to time and interference-based decay, and
for the reactivation of these memory traces by way of
simulation, or rehearsal. Thus, storage components
represent memory traces but have no internal means
of refreshing them, whereas rehearsal processes (e.g.,
articulatory) have no mnemonic capacity of their own
but can reactivate the decaying traces held in tempo-
rary stores. How neuroscience has built on the cogni-
tive foundation of the Working Memory model of
Baddeley and colleagues to refine our understanding
of how information is maintained and manipulated in
the brain is discussed here. We see that, in some cases,
neuroscientific evidence has bolstered and reinforced
aspects of the Working Memory model, whereas in
other cases neuroscience has compelled a departure
from certain core principles of the Baddeleyan concept.

69.6 NEURAL BASIS OF VERBAL
WORKING MEMORY

Research on the neural basis verbal working mem-
ory has some unique challenges and is in several ways
more difficult to study than, for example, visual or
spatial working memory. For example, whereas in
visual working memory many of the most influential
ideas and concepts have derived from work in non-
human primates and other animals, verbal working
memory is a uniquely human phenomenon; therefore,
it has benefited from animal research only in terms of
broad neuroscience principles.

Even research on the primary modality relevant to
verbal working memory, that of audition, is surpris-
ingly scarce in the monkey literature because of the
difficulty in training nonhuman primates to perform
delayed response tasks with auditory stimuli, which
can take upwards of 15,000 learning trials (Fritz,
Mishkin, & Saunders, 2005). Because of the lack of ani-
mal work on verbal working memory, neuroscience
has often looked to cognitive psychological models,
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such as the Working Memory model of Baddeley col-
leagues, for a sensible framework for interpreting neu-
roscientific evidence about verbal working memory. Of
course, many of the classic neurological studies of lan-
guage were performed before “working memory”
existed as a concept, let alone an object of avid neuro-
science enquiry. Nevertheless, the core idea of
Baddeley and colleagues phonological loop, namely,
that verbal information can be reciprocally transferred
between auditory and motor components, has a clear
cognate in the Wernicke�Lichtehim�Geschwind
model of language organization, the core of which
originated in Carl Wernicke’s 1874 monograph on the
aphasias (Geschwind, 1965b; Wernicke, 1874). A fun-
damental challenge to the cognitive neuroscience of
verbal working memory has been to integrate both
empirical data and theoretical constructs that have
emerged from different subfields—cognitive, neurolog-
ical, neuropsychological—of enquiry in the brain and
behavioral sciences.

69.7 NEUROLOGICAL STUDIES
OF LANGUAGE AND VERBAL

SHORT-TERM MEMORY

Early neurological investigations of patients with
language disturbances, or aphasia, revealed that lesions
to specific parts of the cerebral cortex could cause selec-
tive deficits in language abilities (Goodglass, 1993).
Thus, lesions to the inferior frontal gyrus and surroun-
ding cortex are associated with Broca’s aphasia, a
disorder that causes severe impairments in speech pro-
duction. Broca’s aphasia is not, however, a disorder of
peripheral motor coordination, such as the ability to
move and control the tongue and mouth, but rather is a
disorder of the ability to plan, program, and access the
motor codes required for the production of speech
(Goodglass, 1993; Mohr et al., 1978). Lesions to the pos-
terior superior temporal gyrus and surrounding cortex,
however, are associated with Wernicke’s aphasia, a
complex syndrome that is characterized by fluent, but
error-filled production, and poor comprehension and
perception of speech. A third, less common, syndrome
called conduction aphasia, typically caused by lesions
in the auditory cortex and posterior Sylvian region
(generally less extensive and relatively superior to
lesions causing Wernicke’s aphasia), is associated with
relatively preserved speech perception and comprehen-
sion, occasional errors in otherwise fluent spontaneous
speech (e.g., phoneme substitutions), and severe diffi-
culties with verbatim repetition of words and sentences
(Axer, Keyserlingk, Berks, & Keyserlingk, 2001; Baldo
& Dronkers, 2006; Damasio & Damasio, 1980).

From the standpoint of verbal short-term memory,
there are a number of important points to be drawn
from these three classic aphasic syndromes. First, the
neural structures that underlie the perception and pro-
duction of speech are partly dissociable. Although it is
tempting to postulate that posterior temporal lesions
primarily affect receptive language functions and ante-
rior lesions affect productive language functions, this
is not quite true. Both Wernicke’s aphasia and conduc-
tion aphasia are caused by posterior lesions, yet only
the former is associated with a receptive language dis-
turbance, whereas both syndromes involve a deficit in
speech production. Moreover, lesions in and around
the inferior frontal gyrus (Broca’s area), although nor-
mally associated with deficits in speech production
(labored, nonfluent speech), can also lead to deficits in
the comprehension of grammatically complex sen-
tences and subtle deficits in speech perception (Berndt,
Mitchum, & Wayland, 1997; Caplan, Baker, & Dehaut,
1985). Second, the aforementioned disorders affect
basic aspects of language processing, such as the com-
prehension, production, and perception of speech.
Third, the classical Wernicke�Lichteim�Geschwind
(Geschwind, 1965a) model of language explains each
of these three syndromes as disruptions to components
of a neuroanatomical network of areas in the inferior
frontal and superior temporal cortices that subserve
language function. Finally, it should not be surprising
that aphasic syndromes associated with poor language
performance have also been shown to affect verbal
working memory (Burgio & Basso, 1997; De Renzi &
Nichelli, 1975). This cannot be taken to necessarily
imply that verbal working memory is a function of the
core language network. For example, as noted, input
to the storage component of the phonological loop the-
oretically depends on a functioning language system
while not participating in core language processes
such as speech perception and speech production.
Thus, the association between language disturbances
and verbal working memory impairment does not
prove that the two systems are functionally equivalent.

This is especially true in light of evidence from neu-
ropsychology showing that verbal short-term memory
impairment need not accompany a basic impairment
to the language faculty. An interpretation consistent
with the phonological loop model of verbal working
memory is that a selective deficit to verbal short-term
memory is caused by lesions that have damaged the
phonological store while leaving language perception
and production centers intact. Moreover, these patients
offer credence to the conceptualization of memory,
exemplified by the phonological loop, as a distinct
entity in its own right, whose functional purpose is to
store and maintain information in mind, rather than to
analyze and process incoming sensory input. Although
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the evidence for such a functional dissociation on the
basis of these “short-term memory patients” is intrigu-
ing and compelling, the anatomical localization of
these lesions presents cognitive neuroscience with a
difficult puzzle.

With respect to the “short-term memory patient,”
the critical question from the standpoint of cognitive
neuroscience is how a lesion in the middle of the peri-
sylvian speech center encompassing the temporoparie-
tal area could produce such a pure short-term memory
deficit without any collateral impairment in basic
online language functioning. One possibility is that
the precise location of the brain injury is determina-
tive, so that a particularly focal and well-placed
lesion in temporoparietal cortex might spare cortex
critical for speech perception and speech production
while damaging a region dedicated to the temporary
storage of auditory-verbal information. The number
of patients described with a selective impairment to
auditory-verbal short-term memory is small, how-
ever, and the lesion locations that have been reported
are not clearly distinguishable from those that
might, in another patient, have led to conduction or
Wernicke’s aphasia (Baldo & Dronkers, 2006;
Damasio, 1992; Goodglass, 1993). This would seem
to be a question particularly well-suited for high-
resolution functional neuroimaging.

69.8 FUNCTIONAL NEUROIMAGING
INVESTIGATIONS OF VERBAL

WORKING MEMORY

The first study that attempted to localize the compo-
nents of phonological loop in the brain was that of
Paulesu and colleagues (1993). In one task, English let-
ters were visually presented on a monitor and subjects
were asked to remember them. In a second task, letters
were presented and rhyming judgments were made
about them (press a button if letter rhymes with “B”).
In a baseline condition, Korean letters were visually
presented and subjects were asked to remember them
using a visual code. According to the authors’ logic,
the first task would require the contribution of all the
components of the phonological loop—subvocal
rehearsal, phonological storage, and executive pro-
cesses—whereas the second (rhyming) task would
only require subvocal rehearsal and executive
processes. This reasoning was based on previous
research showing that when letters are presented visu-
ally (Vallar & Baddeley, 1984), rhyming decisions
engage the subvocal rehearsal system, but not the pho-
nological store. Thus, a subtraction of the rhyming
condition from the letter-rehearsal condition should
isolate the neural locus of the phonological store. First,

results were presented for the two tasks requiring pho-
nological processing with the baseline tasks (viewing
Korean letters) that did not. Several areas were shown
to be significantly more active in the “phonological”
tasks, including (in all cases, bilaterally) Broca’s area
(BA 44/45), the supplementary motor cortex (SMA),
the insula, the cerebellum, Brodmann area 22/42, and
Brodmann area 40. Subtracting the rhyming condition
from the phonological short-term memory condition
left a single brain area, Brodmann area 40, which is the
neural correlate of the phonological store.

The articulatory rehearsal process recruited a dis-
tributed neural circuit that included the inferior fron-
tal gyrus, cerebellum, supplementarty motor area,
and premotor cortex. Activation of multiple brain
regions during articulatory rehearsal is not surprising
given the complexity of the process and the variety of
lesion sites associated with a speech production defi-
cit. However, the localization of the phonological
store in a single brain region, BA 40 (or the supramar-
ginal gyrus of the parietal lobe), fit well with the idea
of a “receptacle” where phonological information is
temporarily stored. A number of follow-up positron
emission tomography (PET) studies using various
tasks and design logic generally replicated the basic
finding of the Paulesu et al. study, namely, a fronto-
insular-cerebellar network associated with rehearsal
processes and a parietal locus for the phonological
store (Awh et al., 1996; Jonides et al., 1998; Salmon
et al., 1996; Schumacher et al., 1996; Smith & Jonides,
1999). Early PET studies of verbal working memory
were interpreted as broadly supporting the architec-
ture of the phonological loop, with storage being sub-
served by a left parietal lobe structure outside the
core language network and articulatory rehearsal
associated with regions known to be involved in
motor speech planning.

In a trenchant review of these initial PET investiga-
tions of verbal working memory work, however,
Becker, MacAndrew, and Fiez (1999) questioned
whether the localization of the phonological store in the
left parietal cortex could be reconciled with the logical
architecture of the phonological loop. For instance, as
reviewed, a key element of the phonological loop model
is that auditory information (whether it be speech,
tones, music, or white noise), but not visual informa-
tion, has obligatory access to the phonological store. The
reason for this difference is to account for dissociations
in memory performance that depend on the modality in
which information is presented. For instance, the pre-
sentation of distracting auditory information while sub-
jects attempt to retain a list of verbal items in memory
impairs performance on tests of recall. In contrast, the
presentation of distracting visual information during
verbal memory retention has no impact on verbal recall.
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This phenomenon—the irrelevant sound effect—is
explained by assuming that auditory information always
enters the phonological store, but that visual�verbal
information only enters the store when it is explicitly
subvocalized. Becker et al., however, argued that if audi-
tory information has automatic access to the phonologi-
cal store, then its “neural correlate” should be active
even during passive auditory perception. Functional neuro-
imaging studies of passive auditory listening (e.g., with
no memory component), however, do not show activity
in the region of the parietal that had been associated in
previous studies with phonological storage, but rather
show activation that is largely confined to the superior
temporal lobe (Binder et al., 2000).

A second difficulty with a parietal locus of the pho-
nological store is that efforts to show verbal mnemonic
specificity to maintenance-related activity in the parie-
tal lobe have not been successful (Chein, Ravizza, &
Fiez, 2003). Instead, it has been shown that working
memory for words, visual objects, and spatial locations
all activate the area (Badre, Poldrack, Pare-Blagoev,
Insler, & Wagner, 2005; Niendam et al., 2012; Nystrom
et al., 2000; Zurowski et al., 2002). Thus, if there were a
perfect “neural correlate” of the phonological store,
then it must reside within the confines of the auditory
cortical zone of the superior temporal cortex.

69.9 EVENT-RELATED fMRI STUDIES
OF VERBAL AND AUDITORY

WORKING MEMORY

Studies using event-related functional magnetic reso-
nance imaging (fMRI), with its ability to isolate delay-
period activity during working memory, have greatly
improved our understanding of the neural circuitry asso-
ciated with verbal working memory maintenance. Postle,
Berger, and D‘Esposito (1999) showed, with
visual�verbal presentation of letter stimuli, that delay-
period activity in single subjects was often localized in
the posterior superior temporal cortex rather than the
parietal lobe that was typically identified in the early PET
studies reviewed here. Buchsbaum, Hickok, and
Humphries (2001) also used an event-related fMRI para-
digm in which, during each trial, subjects were presented
with acoustic speech information that they then rehearsed
subvocally for 27 s, followed by a rest period. Analysis
focused on identifying regions that were responsive both
during the perceptual phase and the rehearsal phase of
the trial. Activation occurred in two regions in the poste-
rior superior temporal cortex, one in the posterior super-
ior temporal sulcus (STS) bilaterally and one along the
dorsal surface of the left posterior planum temporale, that
is, in the Sylvian fissure at the parietal-temporal bound-
ary (area “Spt”). Notably, whereas the parietal lobe did

show delay-period activity, it was unresponsive during
auditory stimulus presentation. In a follow-up study,
Hickok, Buchsbaum, Humphries, and Muftuler (2003)
showed that the same superior temporal regions (poste-
rior STS and Spt) were active both during the perception
and delay-period maintenance of short (5 s) musical mel-
odies, suggesting that these posterior temporal storage
sites are not restricted to speech-based, or “phonological,”
information (Figure 69.2).

Several subsequent studies have confirmed the role
of Spt in internal rehearsal of musical and speech
sequences (Hashimoto, Lee, Preus, McCarley, & Wible,
2010; Hickok, Okada, & Serences, 2009; Koelsch et al.,
2009). Acheson, Hamidi, Binder, and Postle (2011)
used fMRI to identify posterior temporal regions acti-
vated during verbal working memory maintenance,
and then used repetitive transcranial magnetic stimula-
tion (TMS) to these sites while subjects performed a
rapid paced reading task that involved language pro-
duction but no memory load. TMS applied to the pos-
terior temporal area significantly interfered with paced
reading, arguing for common neural substrate for lan-
guage production and verbal working memory.

Stevens (2004) and Rama et al. (2004) have shown
that memory for voice identity, independent of
phonological content (i.e., matching speaker identity as
opposed to word identity), selectively activates the
mid-STS and the anterior STG of the superior temporal
region, but not the more posterior and dorsally situ-
ated Spt region. Buchsbaum, Olsen, Koch, and Berman
(2005) have further shown that the mid-STS is more
active when subjects recall verbal information that is
acoustically presented than when the information is
visually presented, whereas area Spt shows equally
strong delay-period activity for both auditory and
visual forms of input (Hashimoto et al., 2010). This
finding is supported by regional analyses of structural
magnetic resonance imaging (MRI) in large groups of
patients with brain lesions that have showed that dam-
age to the STG is most predictive of auditory short-
term memory impairment (Koenigs et al., 2011; Leff
et al., 2009). Leung and Alain (2011) have also shown
dissociation between auditory object and spatial work-
ing memory, with the former activating more ventral
stream auditory areas and the latter activating the dor-
sal parietal lobe. Thus, it appears that different regions
in the temporoparietal area are attuned to different
qualities or features of a verbal stimulus, such as
voice information, input modality, phonological
content, spatial location, and lexical status (Martin &
Freedman, 2001); all of these codes may play a role in
the short-term maintenance of verbal information.

Additional support for a feature-based topography
of auditory association cortex comes from neuroana-
tomical tract-tracing studies in both monkeys and
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humans that have revealed separate temporo-
prefrontal pathways arising along the anterior-
posterior axis of the superior temporal region (Bavelier
et al., 1998; Rauschecker, 2011; Romanski, 2004;
Romanski et al., 1999; Saur et al., 2008). The posterior
part of the STG projects to dorsolateral PFC (BA 46, 8),
whereas neurons in the anterior STG are more strongly
connected to the ventral PFC, including BA 12 and 47.
Several authors have suggested, similar to the visual
system, a dichotomy between ventral-going auditory-
object and a dorsal-going auditory-spatial processing
streams (Arnott, Binns, Grady, & Alain, 2004;
Rauschecker & Tian, 2000; Tian, Reser, Durham,
Kustov, & Rauschecker, 2001). Thus, studies have
shown that the neurons in the rostral STG show more
selective responses to classes of complex sounds, such
as vocalizations, whereas more caudally located
regions show more spatial selectivity (Chevillet,
Riesenhuber, & Rauschecker, 2011; Rauschecker &
Tian, 2000; Tian et al., 2001).

Hickok and Poeppel (2007) have proposed that
human speech processing also proceeds along diverg-
ing auditory dorsal and ventral streams, although they

emphasize the distinction between perception for
action, or auditory-motor integration, in the dorsal
stream and perception for comprehension in the ven-
tral stream. Buchsbaum et al. (2005) has shown with
fMRI time series data that, consistent with the monkey
connectivity patterns, the most posterior and dorsal
part of the superior temporal cortex, area Spt, shows
the strongest functional connectivity with dorsolateral
and posterior (premotor) parts of the PFC, whereas the
mid portion of the STS is most tightly coupled with
BA 12 and BA 47 of the ventrolateral PFC
(Figure 69.3). Moreover, gross distinctions between
anterior (BA 47) and posterior (BA 44/6), parts of the
PFC have been associated with conceptual-semantic
and phonological-articulatory aspects of verbal proces-
sing (Poldrack et al., 1999; Wagner, Pare-Blagoev,
Clark, & Poldrack, 2001). The fMRI studies have also
shown that maintenance of verbal-semantic informa-
tion relies to a greater extent on the anteroventral
aspects of the temproal lobe than does mainteance of
phonological information (e.g., nonword sequences;
Fiebach, Rissman, & D’Esposito, 2006; Shivde &
Thompson-Schill, 2004).
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FIGURE 69.2 Main results from the Hickok et al. (2003) study of verbal and musical working memory maintenance. (A) Averaged time-
course of activation over the course of a trial in area Spt for speech and music conditions. Timeline at the bottom shows the structure of each
trial; black bars indicate auditory stimulus presentation. Red traces indicate activation during rehearsal trials, and black traces indicate activity
during listen-only trials in which subjects did not rehearse stimuli at all. (B) Activation maps of the left hemisphere (sagittal slices) showing
three response patterns for both music rehearsal (left) and speech rehearsal trials (right): auditory-only responses shown in green; delay-
period responses shown in blue; and auditory1 rehearsal responses shown in red. Arrows indicate the location of area Spt.
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Taken together, findings from functional neuroimag-
ing have shown that the maintenance of verbal informa-
tion in working memory relies of a distributed network
of primarily frontal, temporal, and parietal brain
regions. The particular topography of activation
depends on the content matter of the to-be-remembered
stimuli and/or current task goals. Moreover, activation
patterns during memory for musical or tonal sequences
overlap considerably with that for phonological
sequences. There does not appear to be a single brain
region where verbal information is passively stored, as
would be predicted by the phonological loop model.
Rather, it seems that short-term mnemonic storage is
embedded in the very neural structures that support
the auditory-verbal perception and production, and
that these areas comprise a distributed fronto-temporo-
parietal network.

69.10 RECONCILING
NEUROPSYCHOLOGICAL AND

FUNCTIONAL NEUROIMAGING DATA

The question regarding how a lesion in posterior
Sylvian cortex, an area of known importance for online
language processing, could occasionally produce an
impairment restricted to phonological short-term
memory has been posed previously. One solution to
this puzzle is that subjects with selective verbal short-
term memory deficits from temporoparietal lesions

retain their perceptual and comprehension abilities
due to the sparing of the ventral stream pathways in
the lateral temporal cortex, whereas the preservation
of speech production is due to an unusual capacity in
these subjects for right-hemisphere control of speech
(Buchsbaum & D’Esposito, 2008; Hickok & Poeppel,
2004; Nadeau, 2001). The short-term memory deficit
arises from a selective deficit in auditory-motor inte-
gration—or the ability to translate between acoustic
and articulatory speech codes—a function that is espe-
cially taxed during tests of repetition and short-term
memory (Buchsbaum & D’Esposito, 2008). Conduction
aphasia, the aphasic syndrome most often associated
with a deficit in auditory repetition and verbal short-
term memory in the absence of any difficulty with
speech perception, may reflect a disorder of auditory-
motor integration. It has recently been shown that the
lesion site most often implicated in conduction aphasia
circumscribes area Spt in the posteriormost portion of
the superior temporal lobe, and is a link between a dis-
order of verbal repetition and a region in the brain
often implicated in tasks of verbal working memory
(Buchsbaum et al., 2011; see Figure 69.4). Thus,
impairment in the ability to temporarily store verbal
information, as occurs in conduction aphasia, may
result from damage to a system, area Spt, which is crit-
ical for the interfacing of auditory and motor represen-
tations of sound.

69.11 SUMMARY AND CONCLUSION

Elucidation of the cognitive and neural architectures
underlying verbal working memory has been an
important focus of neuroscience research for much of
the past two decades. The emergence of the concept of
working memory, with its emphasis on the utilization
of the information stored in memory in the service of
behavioral goals, has enlarged our understanding and
broadened the scope of neuroscience research of short-
term memory. Data from numerous studies have been
reviewed and have demonstrated that a network of
brain regions, principally in the temporal and frontal
lobes, is critical for the active maintenance of internal
verbal representations. It is clear from these investiga-
tions that verbal memory cannot be localized to a
single brain region, but rather it is an emergent prop-
erty of the functional interactions between the frontal
and posterior neocortical regions. Numerous questions
remain about the neural basis of this complex cogni-
tive system, but studies such as those reviewed in this
chapter should continue to provide converging evi-
dence that may provide answers to the many residual
questions.

FIGURE 69.3 Map of functional connectivity delay period main-
tenance of verbal stimuli from Buchsbaum et al. (2005). Seed regions
for correlation analysis are denoted by stars located in area Spt and
the middle part of the STS. Warm (red, orange, and yellow) colors
show areas more strongly correlated with Spt than with STS; cold
(blue and green) colors show areas more strongly correlated with
STS than Spt. Inset shows temporal-prefrontal connectivity in the
monkey (Romanski et al., 1999).
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The diagnostic criteria for autism in the American
Psychiatric Association’s (APA) most recent Diagnostic
and Statistical Manual (APA, 2013) are mute regarding
language development. Instead, the most recent diag-
nostic criteria mention only aspects of sociocultural
communication, such as eye contact, facial expressions,
or hand gestures. Language itself—the perception and
production of speech or writing—is not referenced,
and neither is language development.

In contrast, more than 30 years ago, when autism
first appeared in the Diagnostic and Statistical Manual
(APA, 1980), “gross deficits in language development”
were considered so dispositive of the autistic pheno-
type that this diagnostic criterion not only was required
but also was one of only a few criteria (Gernsbacher,
Dawson, & Goldsmith, 2005; Gernsbacher, Geye, & Ellis
Weismer, 2005). Seven years later, the focus moved
away from how language developed to how language
was produced. “Marked abnormalities in the produc-
tion of speech, including volume, pitch, stress, rate,
rhythm, and intonation” and “marked abnormalities in
the form or content of speech, including stereotyped
and repetitive use of speech” appeared as diagnostic
criteria. However, these two criteria were among more
than a dozen other criteria, and they need not be met to
warrant a diagnosis (APA, 1987).

Another 7 years passed, and language development
recurred in the diagnostic criteria (“delay in, or total
lack of, the development of spoken language”), but
again as only one of numerous criteria for which only
a subset needed to be met (APA, 1994, 2000). Thus,
abnormal language development at one time defined
autism and then became an optional means for making
a diagnosis. Now, it no longer figures into contempo-
rary diagnostic criteria.

In this chapter, we review recent empirical research
on language development in autism. To paint a

contemporary picture, we restrict our review to studies
published in the twenty-first century. We conclude that
language development in autism is often delayed, but
not deviant; that a delay in language development is
not unique to autism; and that language development
in autism is remarkably heterogeneous and variable.

70.1 DELAY IN AUTISTIC LANGUAGE
DEVELOPMENT

Many studies that have measured language abilities
at one discrete point in time have suggested that autis-
tic language development is delayed compared with
typical language development. The most consistently
reported delays are in producing and expressing lan-
guage, what is often referred to as productive or
expressive language. For example, autistic children
have been reported to be delayed in speaking their
first words (Charman, Drew, Baird, & Baird, 2003;
Matson, Mahan, Kozlowski, & Shoemaker, 2010),
speaking their first phrases (e.g., blue car, Grandgeorge
et al., 2009; Kenworthy et al., 2012; Pry, Peterson, &
Baghdadli, 2011), and speaking their first grammatical
utterances (e.g., go bye-bye) or sentences (Anderson
et al., 2007; Wodka, Mathy, & Kalb, 2013).

Therefore, studies that have measured the size of
young, autistic children’s expressive vocabularies at
specific points during development have often
reported that young, autistic children have smaller
expressive vocabularies than typically developing chil-
dren of the same age (Charman et al., 2003; Fulton &
D’Entremont, 2013; Kover, McDuffie, Hagerman, &
Abbeduto, 2013; Luyster, Kadlec, Carter, & Tager-
Flusberg, 2008; Luyster, Lopez, & Lord, 2007;
Miniscalco, Fränberg, Schachinger-Lorentzon, &
Gillberg, 2012; Sandercock, 2013; Stone & Yoder, 2001).
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Other studies that have examined other expressive
language skills, for instance, expressing relations such
as big and little, correctly producing grammatical mor-
phemes for plurals and verb tenses, and using rising
intonation when asking questions, have also reported
that autistic children are less skilled than typically
developing children (Fulton & D’Entremont, 2013;
Hudry et al., 2010; Sigman & McGovern, 2005; Sutera
et al., 2007; Vanvuchelen, Roeyers, & DeWeerdt, 2011;
Walton & Ingersoll, 2013).

That young, autistic children are often characterized by
smaller expressive vocabularies should be of little sur-
prise given that delays in the number of words and
phrases children are saying are some of the most
notable ‘red flags’ for autism (Baird, Cass, & Slonims,
2003; Filipek et al., 1999). Delays in early expressive lan-
guage are also the primary concern that motivates parents
to seek diagnostic evaluation of their children (Agin,
2004).

Regarding receptive language (the ability to under-
stand language rather than produce it), reliable mea-
surements are more difficult to obtain, particularly for
very young children. Consequently, valid conclusions
are more difficult to draw. One problem is that mea-
suring receptive language in young children often
relies heavily on parent report measures, such as the
MacArthur-Bates Communicative Development
Inventory (Fenson et al., 1993, 2007), which asks par-
ents to check-off which of a list of words or phrases
the parents believe their children can understand.

There are multiple reasons why parents might mises-
timate the number of words that their children under-
stand (Feldman et al., 2000); for children who respond
atypically, such misestimates are more likely (Akhtar
& Gernsbacher, 2007, 2008; Bruckner, Yoder, Stone, &
Saylor, 2007). Nonetheless, many studies using the
MacArthur-Bates Communicative Development
Inventory have reported that young, autistic children are
delayed in their receptive language development
(Charman et al., 2003; Fulton & D’Entremont, 2013;
Luyster et al., 2008, 2007; Maljaars, Noens, Scholte, &
Van Berckelaer-Onnes, 2012; Miniscalco et al., 2012; Paul,
Chawarska, Cicchetti, & Volkmar, 2008; Paul,
Chawarska, Fowler, Cicchetti, & Volkmar, 2007;
Vanvuchelen et al., 2011).

Using more objective measures, other studies have also
reported that autistic children are delayed in their recep-
tive language development. These studies have used stan-
dardized assessments, such as the Reynell Language
Development scale (RLDS: Miniscalco et al., 2012; Reynell
& Gruber, 1990; Vanvuchelen et al., 2011), the Peabody
Picture Vocabulary Test or British Picture Vocabulary
Scale (PPVT: Dunn & Dunn, 1997; BPVS: Dunn, Dunn,
Whetton, & Burley, 1997; Grigorenko et al., 2002; Howlin,
2003; Kover et al., 2013), the Clinical Evaluations of

Language Fundamentals (Aman et al., 2004; CELF: Semel,
Wiig, & Secord, 1992, 1995, 2000, 2006; Sigman &
McGovern, 2005; Wisdom, Dyck, Piek, Hay, &
Hallmayer, 2007), the Mullen Scale of Early Learning
(Luyster et al., 2008; MSEL: Mullen, 1995; Sutera et al.,
2007; Swensen, Kelley, Fein, & Naigles, 2007), the
Preschool Language Scale (Hudry et al., 2010; Jasmin
et al., 2009; Walton & Ingersoll, 2013; PLS: Zimmerman,
Steiner, & Pond, 1992, 2002), or the Psychoeducational
Profile-3 (Fulton & D’Entremont, 2013; PEP-3: Schopler,
Lansing, Reichler, & Marcus, 2005).

However, other studies that have also measured
language abilities at one discrete point in time have
not shown that autistic language development differed
from typical language development. For example,
autistic toddlers were not reported to differ from typi-
cally developing toddlers in the number of words that
they produced (Goodwin, Fein, & Naigles, 2012); autis-
tic teenagers did not differ from typically developing
teenagers in the number of words that they under-
stood (Åsberg, 2010; Henderson, Clarke, & Snowling,
2011; Paul, Augustyn, Klin, & Volkmar, 2005); and
autistic children, teens, and adults did not differ from
typically developing participants in the quality or
quantity of their written language production, be it
number of words, length of words, length of sentences,
or complexity of sentences (Troyb, 2011).

To summarize, several contemporary studies have
suggested that autistic language development is
delayed compared with typical language development.
These studies have suggested delays in both expressive
(producing) language and receptive (understanding)
language. However, other studies have not shown that
autistic language development is delayed compared
with typical language development. Thus, delayed lan-
guage development is a common, but not a universal,
characteristic of autism. In fact, there is good evidence
that language develops independently from autistic
traits. For example, in a recent large-scale study involv-
ing 3,000 pairs of twins, amount of language develop-
ment was both phenotypically and genetically
unrelated to degree of autistic traits (so-called severity;
Taylor et al., 2014). The empirically demonstrated inde-
pendence between language and autism underlies not
only the variability in research findings but also the
variability in autistic language development.

70.2 HETEROGENEITY AND
VARIABILITY IN AUTISTIC LANGUAGE

DEVELOPMENT

Several studies have reported observing language
delays in some subgroups of autistic participants
but not in others (Kjelgaard & Tager-Flusberg, 2001).
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For example, the majority of a sample of autistic chil-
dren achieved normative size expressive vocabularies,
but 15% of that sample were delayed between one
and two standard deviations below normal (Jones &
Schwartz, 2009). Most of a sample of autistic teenagers
did not differ from a sample of typically developing
teenagers in their ability to read, but one-third of the
sample did (Åsberg & Dahlgren Sandberg, 2012). Half
of a sample of autistic children and teenagers produced
scores on the BPVS in the average range, but one-
quarter of the sample performed one to two standard
deviations below average, and another one-quarter of
the sample performed more than two standard devia-
tions above average (McCann, Peppé, Gibbon, O’Hare,
& Rutherford, 2005).

Autistic language development often demonstrates
extreme variability. For example, in a large sample of
autistic toddlers with a wide range of reported IQ
scores, more than three-fourths of the sample had spo-
ken their first words before 18 months, which is within
the range of typical development. However, a bit more
than 5% of the sample had still not spoken their first
words at 6 years of age (Wilson et al., 2003), which is
far beyond the range of typical development. In two
large samples of autistic preschool-age children, some
children scored 2 years below age level on measures
of expressive and receptive language, whereas other
children scored nearly 2 years above age level (Fulton
& D’Entremont, 2013; Hudry et al., 2010).

In a sample of autistic children and teenagers whose
receptive vocabulary was, on average, in the normal
range, some autistic children scored as low as four
standard deviations below normal, whereas other
autistic children scored as high as two standard devia-
tions above normal (Nation, Clarke, Wright, &
Williams, 2006). Similarly, in a sample of autistic
preschool-age children, their receptive vocabulary ran-
ged from four standard deviations below normal to
two standard deviations above normal (Jasmin et al.,
2009). In a sample of autistic school-age children, their
expressive vocabulary also ranged from four standard
deviations below normal to two standard deviations
above normal (Joseph, McGrath, & Tager-Flusberg,
2005). In a sample of autistic teens, their reading
vocabulary ranged from three standard deviations
below normal to one standard deviation above normal
(Ricketts, Jones, Happé, & Charman, 2013).

To summarize, several studies have reported observ-
ing language delays in some subgroups of autistic parti-
cipants but not others; autistic language development
often demonstrates extreme variability. In large sam-
ples of autistic participants, it is not unusual to find
scores on various language measures that range from as
low as two standard deviations below the norm to as
high as two standard deviations above the norm.

70.3 TRAJECTORIES OF LANGUAGE
DEVELOPMENT

Within the first few years of life, autistic children’s
language development trajectories have been reported
to be flatter than that of typically developing children
(or children with other developmental disabilities;
Landa & Garrett-Mayer, 2006). However, examining
development over a longer period of time sometimes
shows that autistic language development trajectories
can subsequently become steeper. After an initial
delay, there was accelerated growth.

For example, autistic boys of grade-school age began
with lower receptive, expressive, and overall language
skills than typically developing boys. However, over a
9-year period, the autistic boys’ language skills
improved, on average, by 10% per year, whereas the
typically developing boys’ language skills improved by
only 1.6% per year (Cariello et al., 2011). Autistic chil-
dren’s language development continued on an upward
trajectory at age 9, whereas nonautistic children, who
were characterized by other types of atypical develop-
ment, began to plateau (Anderson et al., 2007).

Vocabulary development continued to improve
through adulthood for a sample of autistic adults first
studied during grade school and followed-up in their
early 20s; however, for a comparable sample of adults
with language impairment, vocabulary development
stagnated (Mawhood, Howlin, & Rutter, 2000). A steeper
trajectory of language development is, of course,
expected if the starting point is low—but only if the final
measurement point also indicates improvement.

Figure 70.1 (modified from data reported by Dockrell,
Ricketts, Palikara, Charman, & Lindsay, 2010) illustrates
the growth of expressive language (Figure 70.1A) and
receptive language (Figure 70.1B) during a 4-year period
for a sample of more than 100 autistic children of grade-
school age. Illustrated along with the autistic grade-
school children is a matched sample of more than 200
grade-school children who were not autistic but had
language disabilities. The data presented are the two
groups’ performances on expressive and receptive mea-
sures from the Clinical Evaluation of Language
Fundamentals (Semel et al., 2006), presented in z-scores,
based on a norms-based mean of zero and a
norms-based standard deviation of one.

As Figure 70.1 illustrates, the older the autistic
grade-school children, the better their expressive and
receptive language skills. In contrast, for the language-
disabled children who were not autistic, neither their
expressive nor their receptive language skills
improved with age. Although these data are cross-
sectional, they represent a steep trajectory of increasing
language development for the autistic children, such
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that by the end point of measurement the autistic
children’s language skills did not differ from normal.

However, trajectories of language development in
autism, similar to static measures of language ability in
autism, show great individual variability. Figure 70.2
(modified from data reported by Smith, Mirenda, &
Zaidman-Zait, 2007) illustrates individual trajectories
in expressive vocabulary development for 35 autistic
preschool-age children. Each child was assessed (by
the MacArthur-Bates Communicative Development
Inventory, Fenson et al., 1993) at four time points over
a 24-month period. Although children were enrolled
into the study only if their expressive vocabulary was
less than 60 words, the children showed a wide range
of vocabulary growth over the subsequent 2-year
period, as Figure 70.2 demonstrates.

Some children, indicated by blue lines in
Figure 70.2, showed a steep rate of expressive vocabu-
lary development, with expressive vocabularies of
nearly 700 words at the last time point. Other children,
indicated by green lines in Figure 70.2, showed a stea-
dy increase in vocabulary development, with expres-
sive vocabularies of 400 to a bit more than 600 words
at the last time point. Still other children, indicated by
gold lines in Figure 70.2, showed a slow increase in
vocabulary development. The remaining children,

indicated by red lines, showed a flat rate of vocabulary
development, with little change in the number of
words they produced over the 2-year period.

The four color-coded clusters illustrated in
Figure 70.2 were produced via statistical cluster anal-
ysis (Smith et al., 2007) based on the trajectory of
the individual children’s vocabulary development.
However, the average age of the children within each
of the four clusters did not differ; neither did their
level of cognitive development nor their degree of
autistic traits. Most markedly, all children were under-
going the same therapy. Therefore, these data show
just how variable the course of language development
can be for autistic children, even when the children are
all receiving 15�20 h per week of early behavioral
intervention, including speech-language therapy.

Very few studies of autistic language development
have followed participants through adulthood; indeed,
very few studies have followed autistic participants
into adulthood at all regarding any type of develop-
ment (Dawson, Mottron, & Gernsbacher, 2008).
However, one of the few longitudinal studies that has
extended through adulthood followed 29 autistic adults
who had marked language delays in childhood and 35
autistic adults who did not. In adulthood, the two
groups did not differ in either their expressive or their
receptive vocabulary (Howlin, 2003).

To summarize, within the first few years of life,
autistic children’s language development trajectories
have been reported to be flatter than that of typically
developing children (or children with other develop-
mental disabilities); however, examining development
over a longer period of time sometimes shows that
autistic language development trajectories can also be
steeper. After an initial delay, there is accelerated
growth. However, trajectories of language develop-
ment in autism, similar to static measures of language
ability in autism, show great individual variability.
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70.4 LANGUAGE DELAY VERSUS
LANGUAGE DEVIANCE

Evidence suggests that language development can be
delayed in autism, but is it deviant? Does it proceed in
the same general sequence? Are there qualitative dif-
ferences? Most studies that have investigated specific
nuances of language development, rather than gross
measures on standardized tests, have suggested that
autistic children’s language development proceeds in the
same order and is qualitatively similar in its developmen-
tal course to the language development of nonautistic
children at the same stages of development.

For example, although autistic toddlers and
preschool-age children might understand fewer words
than age-matched typically developing children, when
compared with younger, typically developing children
with the same size vocabulary, autistic children’s recep-
tive vocabularies contain the same relative proportion
of words from different grammatical categories (e.g.,
nouns, verbs, pronouns, and the like) and the same rela-
tive proportion of words from various semantic catego-
ries (e.g., people, games and routines, body parts,
sound effects, and the like; Charman et al., 2003).

Similarly, although autistic toddlers and preschool-
age children might produce fewer words than
age-matched typically developing children, when com-
pared with younger, typically developing children
with the same vocabulary size, there is substantial
overlap in autistic and typically developing children’s
most frequently spoken words (Wicklund, 2012).
When autistic toddlers are compared with nonautistic
toddlers with delays in their language development
(“late talkers”), the two groups are just as likely to pro-
duce words from a range of grammatical and semantic
categories, including emotion terms, and the autistic
toddlers do not differ from the nonautistic late talkers
in the complexity of their grammatical utterances (Ellis
Weismer et al., 2011).

When autistic preschool-age children are compared
with nonautistic preschool-age children who have
other developmental disabilities, the autistic children
do not differ from the nonautistic children in their cor-
rect production of noun phrases, sentence structures,
plurals, singulars, or past-tense inflections (Park,
Yelland, Taffe, & Gray, 2012).

Norbury and colleagues have demonstrated in sev-
eral studies that when compared with nonautistic chil-
dren of grade-school age, autistic children do not differ
from nonautistic children in their sequential achieve-
ment of a variety of language comprehension processes.
For instance, autistic children of grade-school age
acquire the understanding of idioms (e.g., “it’s rain-
ing cats and dogs”) at the same time as language

ability�matched nonautistic children do (Norbury,
2004; see also Gernsbacher & Pripas-Kapit, 2012).

Autistic children acquire the understanding of meta-
phors (e.g., “[Because] John spent too long in the
swimming pool, he was a prune”) at the same time as
language ability�matched nonautistic children
(Norbury, 2005b). Autistic children acquire the ability
to draw inferences from stories (Norbury & Bishop,
2002; see also Young, Diehl, Morris, Hyman, &
Bennetto, 2005), negotiate ambiguities in language
(Norbury, 2005a), and structure the stories that they
tell (Norbury & Bishop, 2003) at the same time as
language-ability matched nonautistic children.

Norbury’s studies also illustrate the independence
between language development and autistic traits. In
these studies, Norbury and colleagues typically assem-
ble four participant groups: autistic children with lan-
guage impairment; autistic children without language
impairment; nonautistic children with language impair-
ment; and nonautistic children without language
impairment. By definition, the autistic participants dif-
fer from the nonautistic participants in their degree of
autistic traits. For instance, in Norbury’s (2005a) study,
the difference in degree of autistic traits between the
autistic and nonautistic participants is more than two
standard deviations (which is beyond the effect size of
the difference between average height of men versus
women). Thus, the autistic children in these studies
clearly have more autistic traits than the nonautistic
children and most likely are “autistic enough.”

However, in each of Norbury and colleagues’ studies,
it is the participants’ degree of language impairment, not
their degree of autistic traits, that predicts their ability to
understand idioms (Norbury, 2004), understand meta-
phors (Norbury, 2005b), draw inferences from stories
(Norbury & Bishop, 2002), negotiate ambiguities in lan-
guage (Norbury, 2005a), and structure stories that they
tell (Norbury & Bishop, 2003). Thus, autistic children do
not differ from language-matched nonautistic children
in their sequential achievement of important language
comprehension processes.

Historically it was assumed that unusual, perhaps
aberrant, features of language development character-
ized autism, such as echolalia (repeating words and
expressions verbatim) and pronoun reversal (using you
when I is intended). More recently, some researchers
have suggested another aberrant feature might charac-
terize autistic language development. Expressive lan-
guage might proceed abnormally ahead of receptive
language (i.e., autistic children say more than they
understand). However, none of these putatively aberrant
characteristics are empirically reliable or universal
among autistic children, as Gernsbacher, Morson, and
Grace (in press) recently argued.
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Another characteristic of autistic language develop-
ment that is sometimes assumed to be specific to
autism is regression, or loss, of language skills.
Unfortunately, codifying language loss is complicated
(is it a consistent loss or a fluctuating loss?), and mea-
suring language loss is difficult, particularly if mea-
surements are not taken prospectively (Lord, Shulman,
& DiLavore, 2004). Despite classification and measure-
ment difficulties, two patterns appear to be consistent
in the data on autistic language loss.

First, autistic children who seemed to lose language
are those whose early language was developing on
time or with little delay (Baird et al., 2008; Pickles
et al., 2009). For example, autistic toddlers who were
coded as having lost language had produced their first
words at approximately 1 year of age, whereas autistic
toddlers who were not coded as having lost language
had not produced their first words until 2 years of age
(Pickles et al., 2009).

Second, autistic children who seemed to lose lan-
guage do not progress as quickly in subsequent lan-
guage development as autistic children who do not
seem to lose language. For example, at age 6, many of
the autistic children who seemed to lose language ear-
lier were still using single words, whereas other autis-
tic children had advanced to producing sentences
(Bernabei, Cerquiglini, Cortesi, & D’Ardia, 2007).

To summarize, most studies that have investigated
specific nuances of language development, rather
than gross measures on standardized tests, have
suggested that autistic children’s language develop-
ment proceeds in the same order and is qualitatively
similar in its developmental course to the language
development of nonautistic children at the same
stages of development. Although it has been assumed
that aberrant features of language development char-
acterize autism, such as echolalia and pronoun rever-
sal, neither these features nor language loss is unique
to autism.
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71.1 INTRODUCTION

Schizophrenia is a common, severe, and complex men-
tal disorder that affects approximately 1% of the popula-
tion worldwide (Sawa & Snyder, 2002), irrespective of
cultural background. The course of disease differs among
patients; however, symptoms usually first occur in young
adulthood (20�30 years). Before the acute onset of the dis-
order, patients experience a subclinical prodromal phase,
lasting from weeks to years, comprising cognitive impair-
ments, depression, subclinical psychotic symptoms, and
psychosocial impairments. The diagnosis is made from
interview-based clinical observations—the way in
which patients communicate thoughts and emotions via
language—often supplemented by third party reports.
Overt organic causes, determined by physical examina-
tion, CT/MRI, blood and cerebrospinal fluid tests, or
drug intoxication have to be absent. The course of illness
varies widely between individuals, ranging from one
single episode lasting a couple of weeks to episodic (e.g.,
a few episodes in a lifetime with symptoms present for
several weeks with complete or partial remission) and
severe, primary chronic, detrimental courses (patient
lives in supported housing and work, dependent on
social welfare). Treatment consists of antipsychotic med-
ication, psychoeducation, cognitive behavioral psycho-
therapy, and social support, tailored to the individual
needs of the patient.

Schizophrenia psychopathology can be subdivided
into positive (e.g., delusions, hallucinations), negative
(e.g., affective blunting, social withdrawal, anergia,
laconic speech) and disorganized symptoms. The latter
are reflected in disorganized behavior and/or incoher-
ent, disorganized, or dysfluent speech patterns (e.g.,
thought interference, derailment), referred to as (positive)

formal thought disorder (FTD). Other language-related
symptoms are auditory hallucinations—usually hearing
the voices of other people—that are not covered in this
chapter. Not all symptoms are present in all patients and
the expression of a specific symptom in an individual
also varies over time. FTD represents a hallmark syndrome
playing a crucial role in the diagnosis of schizophrenia
(DSM V, ICD 10). It is therefore not surprising that
researchers with different backgrounds such as linguists,
speech scientists, (neuro-)psychologists, psychiatrists,
neuroscientists, and others are interested in the descrip-
tion and pathophysiology of the wide variety of language
and speech impairments in these patients.

After more than a century of schizophrenia research,
it has become clear that the interplay between genetic
vulnerability and environmental risk factors contributes
to the etiology of the disorder. The concordance rate of
monozygotic twins, for instance, is approximately
50�80%, indicating a considerable influence of genetic
predisposition. A number of risk genes have been identi-
fied, such as CACNA1C, NRG1, or MHC regions (each
with a low odds ratio [OR] of approximately 1.2�1.6).
Environmental risk factors further include high paternal
age, pregnancy and birth complications, childhood mal-
treatment, urban upbringing, migration, and cannabis
abuse. These risk factors lead—among others—to synap-
tic rarefication and dysconnectivity, as well as to a neuro-
transmitter imbalance (particularly in the dopaminergic
and glutamatergic system), giving rise to a vulnerable
brain system. MRI brain volumetric investigations found
reduced gray matter, most prominently in the frontal
operculae, anterior cingulate cortex (ACC), and middle/
superior lateral as well as medial temporal lobes. In addi-
tion, ventricular enlargements (Huber, 1955, 1961) as
well as a dysconnection between brain areas—already
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hypothetically postulated by Carl Wernicke (Wernicke,
1906)—are observed (Friston & Frith, 1995). These points
are addressed in detail in the following sections.

Language-related dysfunctions in patients with
schizophrenia can be observed throughout the differ-
ent, multi-faceted domains of speech production and
perception, ranging from basic auditory perception
mechanisms (such as mismatch negativity [MMN]) to
complex pragmatic information processing deficits
(such as metaphors, jokes, irony, or Theory of Mind).
Thus, relating language deficits to neural dys-
functions in a heterogeneous disorder is challenging
and requires both reduction and abstraction. We there-
fore restrict our framework to the following premises.
If available, we will focus on patients with (versus
without) FTD. This approach controls for confounding
factors such as general aspects of disease pathology and
medication. Due to the complexity of the neural archi-
tecture of the language system, we will restrict ourselves
primarily to “traditional” language-related brain regions
(e.g., DLPFC, VLPFC, MTG, STG) and their connections,
being aware that the neural network underlying human
speech comprises multiple and widespread regions
throughout the brain (e.g., corpus callosum, IPL, hippo-
campus, cerebellum, motor areas, subcortical loops). We
further conceptualize schizophrenia—besides localized
(focal) structural alterations—as a brain disconnection
syndrome from synaptic to gross white matter levels.

Regarding specific linguistic domains, special consid-
eration is given to neurobiological correlates of semantics
and pragmatics while only briefly touching on the other
domains such as acoustic perception, phonological pro-
cessing, and syntax. First, we focus on the descriptive
phenomenology of FTDs as well as on their structural
and functional correlates (see Sections 71.2�71.4).
Thereafter, results of a representative sample of studies
on semantic impairments are discussed (see Section 71.5),
whereupon we move to the superordinate level of prag-
matic deficits (see Section 71.6). Dysfunctions on the pho-
nological level as well as on the syntactic level are briefly
referred to in Sections 71.7 and 71.8. Subsequently, we
review neurobiological and molecular models of schizo-
phrenia, relating them to language deficits and touching
briefly on imaging genetics and pharmacological imaging
approaches (Sections 71.9 and 71.10). Inversed language
lateralization and functional asymmetries are summa-
rized separately (Section 71.11).

71.2 PHENOMENOLOGY, ASSESSMENT,
AND COURSE OF FORMALTHOUGHT

AND LANGUAGE DISORDER

In patients with schizophrenia, impairments in the
production of language and subjective alterations in the

thinking process are clinically referred to as FTD—a
disorder in the form of thought and not the content (i.e.,
delusions). On a phenomenological level, severe posi-
tive FTD in schizophrenia is very similar to the speech
of neurologically impaired patients with Wernicke’s
aphasia (Faber et al., 1983) (e.g., vagueness, looseness of
associations, neologisms, etc.) (Gerson, Benson, &
Frazier, 1977).

One can distinguish positive from negative FTD.
The latter mostly reflects a quantitative deficit in
speech production (poverty of speech, laconic speech, slo-
wed thinking) or a lack of ideas. Negative FTD, partic-
ularly alogia, are often seen in patients with chronic
schizophrenia (McKenna & Oh, 2005). In contrast,
positive FTD usually refers to a larger amount of pro-
duced speech (logorrhea, pressure of speech), loosening
of associations, the use of new words (neologisms), or
stilted speech (manneristic speech) phenomena. The
total breakdown of language, referred to as schizopha-
sia or word salad typically occurs in acute states of the
disease. In extremely rare cases, patients even use
their own terminology, invented words, and novel
morpho-syntactic constructions (new, private lan-
guage), resulting in a largely or even entirely unintel-
ligible speech.

FTD symptoms may vary markedly between
patients and also during the individual course of ill-
ness, yet moderate consistency of FTD over time was
also reported (Docherty, Cohen, Nienow, Dinzeo, &
Dangelmaier, 2003). The presence of negative FTD may
be predictive of a poor outcome (Andreasen & Grove,
1986).

Along with the introduction of operationalized diag-
nostic systems (the DSM III and ICD 10), the develop-
ment of validated clinical rating scales for FTD took
hold (Andreasen, 1986; Liddle et al., 2002; Parnas et al.,
2005). An example is the Scale for the Assessment of
Thought, Language, and Communication (Andreasen,
1986), translated and validated for German (Nagels
et al., 2013), French (Bazin, Lefrere, Passerieux,
Sarfati, & Hardy-Bayle, 2002), and Greek (Andreou
et al., 2008). The existing rating instruments, however,
did not consider subjectively reported FTD in patients
that is the self-reported dysfunction in the production
and perception of language and speech. For this pur-
pose, a new comprehensive and nosologically open
clinical rating scale for the comprehensive assess-
ment of formal Thought and Language Dysfunctions
(TALD), available in English and German, has been
developed and validated (Kircher et al., 2014). The 30-
item TALD scale, based on a clinical interview, has
good psychometric properties and a four-dimensional
structure of FTD symptoms, reflecting a positive and
a negative factor as well as an objective and subjective
dimension.
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71.3 STRUCTURAL BRAIN CHANGES
AND FTD

Regional cortical thinning in the frontal operculum and
lateral temporal (language-related) cortices in patients
with schizophrenia versus healthy subjects are consis-
tent findings from structural MRI meta- and mega-
analyses (Fusar-Poli, Radua, McGuire, & Borgwardt, 2012;
Shepherd, Laurens, Matheson, Carr, & Green, 2012).
Shenton et al. (1992) reported for the first time a relation
between FTD and a reduction in grey matter volume of
the posterior superior temporal region in schizophrenia
patients with FTD. This finding has been replicated in
other independent samples (Horn et al., 2010; Horn et al.,
2009; Shenton, Dickey, Frumin, & McCarley, 2001). For
example, Sans-Sansa et al. (2013) found correlations
between volume reductions in Broca’s and Wernicke’s
areas and fluent disorganization phenomena, whereas
poverty of content of speech was related to reductions in
bilateral medial frontal and orbito-frontal cortical regions,
respectively. Altogether, these results show that volu-
metric structural aberrations in language related areas
(superior temporal, lateral prefrontal) are the most consis-
tent structural findings in schizophrenia and are corre-
lated with the presence of FTD.

Besides cortical grey matter thinning in the superior
temporal gyrus (STG), the integrity of the left white
matter fiber bundle (fractional anisotropy measured
with MRI Diffusion Tensor Imaging) of the left middle
longitudinal fascicle—a long association fiber connect-
ing the STG and temporal pole with the angular gyrus
through the white matter of the STG—demonstrated a
negative association with disorganized thoughts
(Asami et al., 2013). Thus, the connection within the
left STG and to the angular gyrus is correlated with
the amount of FTD in patients, providing further evi-
dence for the disconnection hypothesis previously
mentioned.

71.4 NEURAL CORRELATES OF FTD
(SYMPTOM CATCHING)

To date, very few studies have investigated the neural
substrates of naturally produced speech in FTD patients,
and brain activation using H3O-PET or fMRI is measured
at the same time (symptom catching approach). In these
rare but revealing studies, patients were asked to speak
about pictures in the scanner and their verbal output was
recorded online and transcribed subsequently so that
psychopathological phenomena could be assessed, evalu-
ated, and precisely time-locked with the brain signal
changes. Accordingly, in one study the amount of FTD as

measured with a clinical rating scale (Thought and
Language Index) (Liddle et al., 2002) was correlated with
brain activation during 20-s epochs. The expression of
positive FTD was found to be negatively correlated
with activation in the left STG, part of Wernicke’s area
(Figure 71.1) (Kircher et al., 2001). Thus, during the
production of positive FTD, brain activation in the STG
fluctuated and was reduced during those short time
intervals when language dysfunction (i.e., positive FTD)
was maximal (Kircher et al., 2001; McGuire et al., 1998).

Using an fMRI event-related approach, the occur-
rence of particular FTD symptoms, recorded in contin-
uously speaking patients, has been correlated with
brain activation (see Figure 71.1). Here, a correlation
was found between semantic paraphasias (“peculiar
words”) and BOLD enhancements in the left anterior
cingulate (ACC) and the right middle temporal gyrus
(MTG) (Kircher, 2003). The ACC is associated with
decision processes or error monitoring, as well as with
the detection of paraphasias in this study. The retrieval
of semantic information in the RH, in particular in the
right MTG, was found to be related to the processing
of wide associative semantic fields, giving rise to the
selection of “unintended” but semantically related
peculiar notions (Beeman, 1993). During the articula-
tion of peculiar sentences (Liddle et al., 2002) as
opposed to morpho-syntactically correct lexical sen-
tences, the left and right STG were deactivated
(Kircher, 2003) (for further details, see Section 71.8).

Neural dysfunctions during language production

Peculiar
Words

R

–7 +15 +15

L R L R L

Peculiar
Sentences

Positive
FTD

FIGURE 71.1 The “symptom catching” approach in schizophre-
nia patients during natural speech production. Brain signal changes
were correlated with the production of “peculiar words” (left),
“peculiar sentences” (middle), and “positive FTD” (right). Red voxels
indicate positive correlations; blue voxels refer to negative correla-
tions. Note that according to the neuroradiological convention, the
left hemisphere (L) is presented on the right side (R) of the brain
image. Based on Kircher (2003) and Kircher et al. (2001).
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These areas are generally involved in both language
production and perception, however deactivated, dur-
ing aberrant, nonlexical speech production in patients.

The same approach has also been applied for nega-
tive FTD (poverty of speech), detecting positive corre-
lations in the right inferior parietal lobe, middle frontal
gyrus, cuneus, and the left posterior cingulate. Inverse
correlations were found in the left hippocampal and
fusiform region. Results were interpreted in terms of
rich memories and associations being experienced sub-
jectively by the patient, but not verbalized (Kircher,
Liddle, Brammer, Murray, & McGuire, 2003). A recent
investigation examined the neural activity associated
with pauses that occurred between clauses and with
pauses that were filled (Matsumoto et al., 2013). An
attenuated involvement of the STG during between-
clause pauses indicates defective speech planning and
monitoring mechanisms being related to FTD symp-
tomatology (Matsumoto et al., 2013). In summary,
structural and functional imaging investigations point
to an involvement of IFG and, in particular, STG struc-
tures in the pathophysiology of FTD (Figure 71.2).

71.5 SEMANTICS

Dysfunctions in semantic associations—measured
behaviorally (Ketteler, Theodoridou, Ketteler, & Jager,
2012)—and semantic memory (Rossell & David, 2006)
are frequently reported and account for some of the

language impairments. One way to access the function-
ality of the associative semantic network connections is
realized by behavioral semantic priming tasks. Here, the
participants decide whether a presented letter string is a
word or a nonword and indicate their decision via but-
ton press. Beforehand, a prime word is briefly presented
(e.g., 150 ms), which is either semantically related to the
target word or not. The dependent variable is the reac-
tion time that is significantly shorter when the priming
word is semantically related to the target. Patients with
positive FTD (versus non-TD patients) show a shorter
reaction time during short Stimulus Onset Asynchrony
(SOA) (,250 ms automatic processing versus more
controlled processing with SOA .500 ms) for semanti-
cally indirectly (versus directly) related words. Indirectly
related words are, for instance, anvil�nail, directly
related words are picture�frame. Based on the assump-
tions of the spreading semantic activation model
(Collins & Loftus, 1975), it has been shown in these
semantic priming studies that altered associative pro-
cesses within the semantic network or, in other words,
decreases in inhibition in the spreading and associ-
ational activation are related to positive FTD in schizo-
phrenia patients (Manschreck et al., 1988; Spitzer, Braun,
Maier, Hermle, & Maher, 1993). It is important to note
that this hyperpriming only occurs under the conditions
that patients display positive FTD, there is automatic
processing, and the semantic relation of words is indi-
rect. In FTD patients, the automatic spread of activation
happens faster and more widely in the semantic network
(most likely related to the right lateral temporal lobe, see
parts 4 and 11).

Brain imaging studies investigated the neural corre-
lates of semantic association (priming) tasks in moder-
ately thought-disordered patients with schizophrenia
and healthy controls (Sass et al., 2014). Here, an effect of
semantic relation was found within the right angular
gyrus and precuneus. Moreover, semantic distance
(direct as opposed to indirect semantic association of the
prime target relation) revealed distinct patterns of
activations encompassing the left middle temporal and
right precuneus, among others. Here, direct relations
induced higher activations in controls. Results were
interpreted in terms of aberrant priming-related brain
responses in schizophrenia patients. Both delayed and
enhanced spreading activations within the semantic
framework may influence semantic processing im-
pairments. Kuperberg and colleagues took a similar
approach using a semantic priming paradigm with
directly related, indirectly related, and unrelated word
pairs in schizophrenia patients (Kuperberg, Deckersbach,
Holt, Goff, & West, 2007). They revealed hemodynamic
dysactivation in inferior prefrontal and temporal regions
in connection with direct and indirect (relative to unre-
lated) word pairs in chronic schizophrenia.

Disruption of fronto-temporal pathways associated
with language aberrations in schizophrenia

IFG pSTG MTG ACC

FIGURE 71.2 Brain regions (orange, inferior frontal gyrus [IFG];
yellow, superior temporal gyrus [STG]/inferior parietal lobe [IPL];
green, middle temporal gyrus [MTG]; blue, anterior cingulate cortex
[ACC]) being associated with functional and anatomical aberrations in
schizophrenia patients related to language impairments. Arrows depict
fronto-temporal dysconnections (arcuate fasciculus, uncinate fascicu-
lus, superior longitudinal fasciculus), particularly between the IFG and
the pSTG/MTG. Note that brain regions are schematically depicted.
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Speech does not consist of single, isolated semantic
units, but rather of coherent discourse (i.e., several words
in context). Concerning language comprehension on the
sentence level, a recent review of fMRI studies revealed
activation changes in the IFG as well as in the STG (left
“fronto-temporal network”) in FTD versus non-FTD
patients with schizophrenia (Rapp & Steinhauser, 2013).
Weinstein and colleagues investigated a receptive
language processing task, asking patients as well as
healthy controls to listen to 30-s speech samples. Only
FTD was reported to correlate positively with BOLD
response in the left pSTG, indicating that compensatory
mechanisms are involved to allow for normal perfor-
mance (Weinstein, Werker, Vouloumanos, Woodward &
Ngan, 2006). An association between fronto-temporal
network dysfunctions and the presence of FTD was also
found in the context of semantic decision tasks (Arcuri
et al., 2012), so that a fronto-temporal dysconnection in
the semantic network is suggested to be involved in FTD
(Horn et al., 2012).

On a speech production level, lexico-semantic defi-
cits are often investigated in highly controlled word
generation tasks. A frequently used approach for
assessing the functionality of word retrieval according
to given stimuli (e.g., semantic categories such as “ani-
mals” 5 semantic verbal fluency; words to a given ini-
tial letter such as “P” 5 lexical verbal fluency) and
rules (e.g., no word stem repetitions) within a prede-
termined time window is referred to as verbal fluency
task (Nagels, Kircher, et al., 2012). In schizophrenia
patients, deficits in semantic verbal fluency perfor-
mance represent the most consistent neuropsychologi-
cal finding (Henry & Crawford, 2005; Szoke et al.,
2008). Larger deficits for semantic relative to lexical
fluency performance suggest that, in addition to gener-
alized retrieval difficulties of verbal information,
schizophrenia is associated with particular impair-
ments in the semantic store (Henry & Crawford, 2005).
Neural evidence for impaired relational memory pro-
cesses was derived from impaired semantic verbal flu-
ency performance (Kircher, Whitney, Krings, Huber, &
Weis, 2008). Here, patients revealed attenuated hippo-
campal activity indicating dysfunctions in the retrieval
of semantic verbal knowledge. In general, neural
dysfunctions—hypoactivations as well as hyperactiva-
tions, particularly in left prefrontal regions—during
verbal fluency performance were reported (Broome
et al., 2009; Curtis et al., 1998, 1999, 2001; Fu, Suckling,
et al., 2005; Ragland et al., 2008), depending on the
investigated task (e.g., semantic versus lexical fluency,
continuous versus single word production, silent ver-
sus overt) and the specific cognitive demands (Curtis
et al., 1999). In one study, the severity of psychotic
symptoms was associated with the recruitment of
the anterior cingulate (Fu, Suckling, et al., 2005).

Dysfunctions in the latter region as well as in the right
prefrontal cortex for patients as compared with
controls were interpreted in terms of compensatory
mechanisms (Schaufelberger et al., 2005). According to
this model, additional neural resources are recruited to
countervail cognitive deficits. The inverted U-shaped
model—originally introduced to explain task-related
hypoactivations and hyperactivations in working mem-
ory paradigms (Manoach, 2003)—suggests that with
increasing cognitive demand, frontal neural responses
increase. In the case of schizophrenia patients, however,
the U-shaped curve is shifted to the left, resulting
in temporarily earlier activations as observed in healthy
controls.

On the whole, behavioral study results point to
impairments in retrieval and inhibition of contextually
irrelevant semantic information in schizophrenia, par-
ticularly in patients with positive FTD. Neural aberra-
tions were mainly reported in left frontal as well as in
temporal brain regions. However, different experimen-
tal approaches (indirect versus direct priming, seman-
tic decision, verbal fluency), varying semantic task
demand (single word production versus continuous
generation), production versus perception tasks, and
FTD symptom severity all contribute to different neu-
ral responses and must be meticulously taken into con-
sideration when interpreting the results.

71.6 PRAGMATICS

Apart from dysfunctions on the semantic level,
contextual information processing in schizophrenia
patients is impaired as well. In everyday communica-
tion, pragmatic aspects of communication such as inter-
pretations in situations and conversational implicatures
play an important role. Here, the intended meaning is
often conveyed in an indirect way inasmuch as infor-
mation exchange may comprise indirect meanings
(“Could you open the window?”), abstract figurative
expressions (proverbs), and nonliteral meanings (irony,
sarcasm) asking the interlocutor to read the intended
message between the lines (Rapp et al., 2013). In schizo-
phrenia patients, the ability to transfer the abstract
semantic content of a metaphoric expression (“Life is a
journey.”) or a proverb (“You can lead a horse to water,
but you can’t make him drink.”) to the intended con-
crete meaning is impaired. As a result, affected patients
tend to interpret the figurative meaning literally, which
is clinically referred to as concretism, a commonly
observed phenomenon in schizophrenia.

Nevertheless, imaging studies on the neural basis of
metaphor processing dysfunctions in schizophrenia
are still rare, because many potentially confounding
factors need to be controlled for (word frequency,
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syntactic complexity, familiarity, etc.). The few studies
available report the left IFG to be dysactivated during
metaphor processing in patients (Kircher, Leube, Erb,
Grodd, & Rapp, 2007; Mashal, Vishne, Laor, & Titone,
2013) (Figure 71.3).

Further evidence for neural dysfunctions in meta-
phor processing in schizophrenia was found in an fMRI
study on abstract gesture processing (e.g., hearing “The

talk was on a high level” while watching the actor lift
his hand to indicate the “high level”) (Straube, Green,
Sass, Kirner-Veselinovic, & Kircher, 2013). Patients and
a healthy control group were presented with either
concrete iconic (form-descriptive) gestures or abstract
metaphoric gesture material, as described. Imaging
results indicate that the neural integration of gesture and
speech is not impaired per se, because the processing of
concrete iconic co-speech gesture was intact. However,
patients failed to recruit the fronto-temporal neural net-
work in the metaphoric gesture context, which leads to
the assumption that the multi-modal integration of
audio-visual language material is specifically impaired
with respect to the abstract figurative domain. Evidence
for a functional fronto-temporal dysconnectivity in
patients was found in a subsequent investigation of met-
aphoric gesture processing (Straube, Green, Sass, &
Kircher, 2014) (Figure 71.4). Here, the left superior tem-
poral sulcus was misconnected to the IFG, supporting
the view of a dysfunctional integration of abstract
language material.

71.7 AUDITORY SENSORY,
PHONOLOGICAL, AND PROSODIC

PROCESSING

Patients with schizophrenia exhibit aberrations in
the most basic, early stages of auditory signal proces-
sing such as mere tone perception, distinction, and

IFG

LH

The neural signature of metaphor processing in schizophrenia

Negative association between left IFG activation
and severity of concretism

FIGURE 71.3 A negative association between left IFG recruitment
and the severity of concretistic thinking in schizophrenia patients was
found in the left hemisphere (LH). Based on Kircher et al. (2007).
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discrimination. This has been widely demonstrated
using event-related potentials. For instance, “MMN”
deficits represent an often replicated finding in schizo-
phrenia patients (Kircher et al., 2004; Umbricht & Krljes,
2005). MMN is a correlate of auditory (sensory) mem-
ory and has been linked to coordinated neural mass
synchronization (several thousands of neurons firing
coordinated when a deviant tone occurs). MMN is gen-
erated in the posterior portion of the STG, as demon-
strated in a combined MEG and fMRI study (Kircher
et al., 2004) in healthy subjects, with a dysregulation in
patients in this area. Further, the glutamate system, par-
ticularly the N-methyl-D-aspartate (NMDA) receptor
(see Section 71.9), is fundamentally involved in the gen-
eration of MMN (Javitt, 2009). We therefore propose
NMDA receptor dysfunction and synaptic rarefication
in the STG including the primary (sensory) auditory cir-
cuits as the origin of altered tone processing, giving rise
to difficulties in acoustic discrimination (e.g., phones)
and phonological working memory capacities. Note
that this is the key area of dysfunction in auditory hal-
lucinations and positive FTD (see Sections 71.3 and
71.4). Further auditory deficits such as prosody discrim-
ination and detection impairments (Leitman et al., 2007)
together with a reduced sensitivity to alterations in
pitch processing (Kantrowitz, Hoptman, Leitman,
Silipo, & Javitt, 2013), correlated with dysactivations in
the STG in patients, also indicate impairments in the
primary auditory cortex (Leitman et al., 2007). Taken
together, it can be assumed that dysactivations in the
left STG particularly contribute to phonological aspects
of aberrant speech processing.

71.8 SYNTAX

More complex syntactic processing is impaired in
some patients; in others, reduced syntactic complexity
of spoken language is observed (Morice & McNicol,
1985). The articulation of grammatically more simple
speech patterns in patients versus healthy control sub-
jects was found to be associated with an absence of
activation in the right posterior temporal as well as in
the left superior frontal cortex in the patients only
(Kircher, Oh, Brammer, & McGuire, 2005).

Neural dysfunctions underlying impaired syntactic
processing may potentially be associated with impaired
verbal working memory capacities as well as with
aberrations in the online processing of morpho-
syntactic relationships between words. Apart from
these impairments, aberrations in the complex interac-
tion between semantic memory and the build-up of sen-
tence and discourse (Kuperberg, 2008) may play an
influential role leading to dysfunctions on the syntactic
level within a sentence (“Who does what to whom”)

(Kuperberg, 2008). These different cognitive, hierar-
chically organized, and serially linked processes cannot
be easily disentangled and controlled for in an experi-
mental setting. Thus, imaging studies investigating this
particular field are still rare, so that the validity of
obtained results is still limited to date.

71.9 NEUROTRANSMITTER
DYSFUNCTION

So far, patient studies have been discussed focusing
on different levels of language impairments in
connection with the neural dysfunctions. To further
probe particular neurotransmitter systems, pharmaco-
logical model psychoses have been tested with psycho-
active substances administered to healthy volunteers.
Schizophrenia-like symptoms such as hallucinations or
FTD can be elicited in healthy subjects in a controlled
experimental context by administering substances such
as LSD, PCP, psylocybin, or ketamine (for review see
Gouzoulis-Mayfrank, Hermle, Thelen, & Sass, 1998;
Vollenweider & Kometer, 2010). The main neurotrans-
mitter systems implicated in schizophrenia are dopa-
mine, glutamate, and acetylcholine, which of course
interact in a complex way.

Ketamine, a glutamatergic NMDA receptor anta-
gonist, was used to test the hypothesis that an imbalance
in the glutamatergic system is associated with the
presence of psychotic symptoms. Thus, a number of
PET (Vernaleken et al., 2012; Vollenweider, Leenders,
Oye, Hell, & Angst, 1997; Vollenweider, Leenders,
Scharfetter, et al., 1997; Vollenweider, Vontobel, Oye,
Hell, & Leenders, 2000) and fMRI studies (Abel, Allin,
Kucharska-Pietura, Andrew, et al., 2003; Abel, Allin,
Kucharska-Pietura, David, et al., 2003; Fu, Abel, et al.,
2005; Musso et al., 2011) investigated the effects of an
experimentally controlled NMDA receptor blockade on
the psychopathological, behavioral, and neural level.
Ketamine administration particularly elicited FTD symp-
toms, largely resembling those observed in schizophre-
nia patients (Nagels, Kirner-Veselinovic, et al., 2012).
Language-related fMRI ketamine studies used overt
verbal fluency tasks (Fu, Abel, et al., 2005; Nagels,
Kirner-Veselinovic, Krach, & Kircher, 2011), revealing
quantitative impairments in verbal fluency performance
on the behavioral performance level (Krystal et al., 1994;
Nagels et al., 2011). In addition, positive correlations
were found between left STG activations and ketamine-
induced FTD symptoms during an overt verbal fluency
task. Altogether, effects on the neural and behavioral
level for visual field (VF) were comparable with
those observed in patients with schizophrenia (e.g.,
fronto-temporal dysfunctions, impaired VF perfor-
mance), strengthening the hypothesis of a glutamatergic
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NMDA receptor dysfunction being involved in the
pathophysiology of schizophrenia. However, more
pharmaco-imaging studies are needed to elucidate the
connection between NMDA receptor dysfunction, symp-
tom formation, and language impairments, particularly
using multi-modal imaging approaches such as com-
bined EEG-fMRI (Musso et al., 2011).

71.10 GENETIC INFLUENCE ON SPEECH
AND LANGUAGE DYSFUNCTIONS

IN SCHIZOPHRENIA

Alterations in language use are the only symptoms in
schizophrenia that are genetically inherited (Arboleda &
Holzman, 1985; Cardno, Sham, Murray, & McGuffin,
2001; Kinney et al., 1997). Research has recently focused
on genetic variations of candidate genes for schizophre-
nia and their effects on brain structure and function. The
majority of these common risk variants are found in the
general population (.10%), and each conveys only very
little increase in risk (OR 1.2�1.6). For many risk var-
iants, their effects on the brain are unknown; therefore,
imaging genetics studies comprise healthy subjects car-
rying a genetic risk single nucleotide polymorphism tag-
ging marker for schizophrenia. This approach allows for
an assessment of behavioral and imaging data in the
absence of potentially confounding effects due to medi-
cation, duration of illness, or psychopathological differ-
ences between subjects.

Functional imaging tasks often investigate para-
digms that are known to be sensitive for cognitive
impairments in schizophrenia, such as semantic verbal
fluency tasks. Thus, in the context of a genetic risk var-
iant in CACNA1c, Krug et al. (2010) reported dysfunc-
tions in the left IFG. Another susceptibility gene,
NRG1, was also found to modulate VF performance as
well as neural activations (Kircher et al., 2009). The
authors report decreased activation encompassing the
left IFG, right middle temporal gyri, and the anterior
cingulate being correlated with the number of risk
alleles in an overt semantic verbal fluency task. In this
study, an association was found for both neural activa-
tion patterns and VF impairments similar to schizo-
phrenia patients—but to a lesser degree—leading to
the assumption that NRG1 has an impact on semantic
language capacities.

Further imaging genetics investigations are needed
to confirm the obtained results. Moreover, future stud-
ies should investigate follow-up, longitudinal designs
to further elucidate the influence of candidate risk var-
iants, as well as environmental effects on functional,
structural, and behavioral aberrations over time.

71.11 LATERALIZATION ASYMMETRY
IN SCHIZOPHRENIA

A well-replicated finding is the functional asymmetry
or decreased language lateralization in schizophrenia
(Bleich-Cohen, Hendler, Kotler, & Strous, 2009; Bleich-
Cohen et al., 2012) that is already present in patients with
a first episode. In healthy subjects, the left STG as
opposed to its contralateral homologue in the right hemi-
sphere is comparatively thicker. However, in patients
with schizophrenia this distribution is symmetrical or
even reversed (Ratnanather et al., 2013). These structural
asymmetry deficits as well as the cortical gray matter
volume deficits in the STG region may contribute to FTD
symptom formation (Horn et al., 2010; Sans-Sansa et al.,
2013; Subotnik, Bartzokis, Green, & Nuechterlein, 2003).
Diminished functional trans-hemispheric connectivity,
due to structural and functional abnormalities in the cor-
pus callosum, for example, between the VLPFC or lateral
temporal lobes (Curcic-Blake et al., 2013), are other
potential reasons for language impairments, particularly
with respect to higher-order contextual discourse proces-
sing. Likely, the interaction deficit between hemispheres
results in these language impairments (Strelnikov, 2010).

71.12 CONCLUSIONS AND FUTURE
PERSPECTIVES

Language-related dysfunctions in patients with
schizophrenia can be observed throughout all the
multi-layered domains of speech production and per-
ception. Structural, functional, and pharmacological
imaging investigations mostly found aberrations in
fronto-temporal neural circuits, particularly encom-
passing the left IFG and portions of the left STG,
together with their interhemispheric and transhemi-
spheric connections. Other areas, such as the hippo-
campi, precuneus, anterior cingulate, cerebellar, and
motor areas, as well as subcortical structures are
further involved in this language pathology.

With the exception of a few imaging studies, the major-
ity of studies used highly controlled experimental percep-
tion/processing (rather than production) paradigms
eliminating the “natural” complex context (Andric &
Small, 2012). Imaging genetics approaches may play a
role in relating genetic with neurophysiological and
anatomical findings. Follow-up study designs are needed
to illuminate the longitudinal progression of neural
changes as well as its influencing factors.

Considering that the complex and multi-facetted
human speech capacity and its neurobiological founda-
tions are not yet fully understood in healthy participants,
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it is not surprising that there is no single unified explana-
tory model for speech and language deficits in schizo-
phrenia patients available yet. Further multi-modal and
translational approaches—combining results from differ-
ent scientific fields—are needed to explore the nature of
the underlying pathophysiological mechanisms resulting
in language aberrations in schizophrenia.
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72.1 INTRODUCTION

Specific language impairment (SLI) is a develop-
mental language disorder characterized by the inability
to master spoken and written language expression and
comprehension, despite normal nonverbal intelligence,
hearing acuity, and speech motor skills, and no overt
physical disability, recognized syndrome, or other mit-
igating medical factors known to cause language disor-
ders in children (Tager-Flusberg & Cooper, 1999).
Although numbers vary slightly across countries, in
the United States SLI is estimated to occur in B7% of
English-speaking 5-year-old children (Tomblin,
Smith, & Zhang, 1997). It persists, fully or partially,
into adulthood, placing individuals with SLI at risk for
poor academic performance, difficulty developing and
maintaining friendships and significant relationships,
difficulty in the work environment, and reduced earn-
ing potential and standard of living. The stress that
accompanies coping with the disorder also places both
individuals with SLI and their families at risk for
secondary stress-related physical, social, and emotional
problems (Catts, Bridges, Little, & Tomblin, 2008;
Conti-Ramsden, 2013; Durkin & Conti-Ramsden, 2007;
Tomblin, Freese, & Records, 1992).

SLI has been described in the literature for more
than a century; however, despite decades of study, the
cause of the disorder is still unknown (Leonard, 2014).
Historically, hypothesized accounts of SLI have been
based predominantly on experimental data and behav-
ioral observations. Taking advantage of advances in
noninvasive brain imaging techniques that allow for
increased spatial and temporal resolution, a growing

number of SLI researchers have begun to focus on
brain structure and brain function in this population.
From these studies of the neurobiology of SLI, a richer
understanding of the nature of brain�language rela-
tionships is beginning to develop.

Some of the techniques that have been used in these
investigations of the neurobiology of SLI include
structural magnetic resonance imaging (sMRI), func-
tional magnetic resonance imaging (fMRI), diffusion ten-
sor imaging (DTI), functional transcranial Doppler
ultrasound (fTCD), single-photon emission computed
tomography (SPECT), event-related potentials (ERPs),
magnetoencephalography (MEG), and anatomically con-
strained magnetoencephalography (aMEG). Although
each of these techniques has limitations, when taken
together a profile emerges for SLI that is characterized
not by a single pattern of gross abnormality but also by
patterns of atypical brain morphology and tissue proper-
ties for some brain regions but not others, coupled with
atypical patterns of neural activity mediating some
aspects of language but not others.

72.2 NEUROPSYCHOLOGICAL PROFILE

There is no universally agreed on set of diagnostic cri-
teria or terminology for SLI; however, there is general
agreement among clinicians and researchers that these
are children who have notable language disabilities that
are below age-level expectations and are significantly
out of line with other aspects of the child’s development
(for detailed discussion see Bishop, 2014; Reilly,
Bishop, & Tomblin, 2014).1 As with any clinical disorder,

1In this chapter, we use the term “specific” to denote “ideiopathic” or “functional” language impairment—of unknown cause—as recently

proposed by Bishop (2014).
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there are individual differences in severity and symptom-
atology of SLI, yet despite this heterogeneity, there are
some common deficit profiles. The most common profile
is delayed onset and slower acquisition of the lexical,
syntax, and grammatical morphological aspects of
spoken and written language coupled with nonlinguistic
cognitive processing, learning, and memory impairments
(Leonard, 2000). These nonlinguistic deficits typically
include slower speed of processing, poor phonological
and verbal working memory, poor auditory processing,
and slow and inefficient sequential procedural
learning and memory (Leonard &Weber-Fox, 2012).

72.3 STRUCTURAL IMAGING OF SLI

Although the anatomical correlates of acquired lan-
guage disorders in other clinical populations have
received considerable attention over the past century
(Geschwind, 1970, 1979), studies of brain morphology in
SLI began in earnest in the early 1990s. In unimpaired
populations, asymmetries in brain morphology within
left hemisphere perisylvian areas are the norm, most
notably expressed as relatively greater volumetric mea-
sures as compared with homologous right hemisphere
regions, and they have been viewed as support for a left
hemisphere dominance model of language (Dorsaint-
Pierre et al., 2006; Szaflarski et al., 2012). Guided by
Orton’s proposal that a lack of left hemisphere dominance
for language could result in the failure to develop
language (Molfese & Segalowitz, 1988; Orton, 1937;
Vallortigara, Rogers, & Bisazza, 1999), these initial studies
focused on reversed or a lack of hemispheric asymmetry
in SLI. Early studies used MRI and manual slice-wise
tracing to investigate left�right hemisphere (a)symmetry
in those regions specifically hypothesized to support
language (Clark & Plante, 1998; Jernigan, Hesselink,
Sowell, & Tallal, 1991; Plante, Swisher, Vance, & Rapcsak,
1991). These studies found a higher prevalence of “atypi-
cal” cerebral asymmetry (i.e., R.L) in the language-
impaired participants as compared with normal language
controls. Follow-up studies continue to report lacking or
rightward asymmetry, as well as abnormal patterning,
shape, and volume of brain morphology for SLI, most
notably in anterior and posterior perisylvian areas such as
pars triangularis, planum temporale, and the posterior
ascending ramus in individuals with SLI (De Fossé et al.,
2004; Gauger, Lombardino, & Leonard, 1997; Soriano-
Mas et al., 2009).

With advances in imaging technologies, automated
postprocessing, and statistical and modeling approaches
to the analysis of brain imaging data, researchers are now
able to quantify anatomical features of the brain in more
nuanced units. Recent automated techniques can reliably
separate cerebral and cerebellar gray and white matter

into cortical and subcortical compartments, measure the
volumes of deep nuclei and cerebrospinal fluid (CSF)
compartments, accurately reconstruct the cortex and sub-
divide its volume into measures of surface area and thick-
ness at every region, and map the tissue properties and
volumes of white matter connections across different cor-
tical and subcortical regions. These morphological
approaches all begin with noninvasive neuroimaging
data, typically fromMRI data—with one of the most com-
mon methods being voxel-based morphometry (VBM).

Using largely VBM-based processing and analysis
techniques, data from studies of brain morphology in
SLI consistently show atypical gray and white matter
volumes in some brain regions but not in all brain regions
(Badcock, Bishop, Hardiman, Barry, & Watkins,
2012; Girbau-Massana, Garcia-Marti, Marti-Bonmati, &
Schwartz, 2014; Lee, Nopoulos, & Tomblin, 2013; Mayes,
Reilly, & Morgan, 2015; Soriano-Mas et al., 2009). For
instance, Badcock et al. (2012) observed that although
total gray matter volume was no different for SLI and
normal controls, gray matter volume was significantly
different in some regions for SLI as compared with nor-
mal controls. Specifically, Badcock and colleagues
observed that their SLI group had significantly more gray
matter than controls in the left inferior gyrus (IFG), right
insula, and left intraparietal sulcus, but significantly less
gray matter in medial frontal pole, medial superior parie-
tal cortex, posterior superior temporal sulcus (STS),
superior temporal gyrus (STG), and subcortical regions
such as the caudate nucleus and in the midbrain at the
level of the substantia nigra.

One advantage of the VBM approach over previously
common manual tracing methods is that researchers can
more readily attempt to control for individual differ-
ences in intracranial and/or intrahemisphere volume by
norm-referencing the morphology of specific regions of
interest to individual intracranial and/or intra-
hemisphere volumes. For instance, Lee et al. (2013) con-
trolled for differences in intracranial volume (ICV) in
their SLI and normal control groups. They observed
absolute volume of the bilateral caudate nucleus, left
globus pallidus, bilateral thalamus, and cerebral lobes to
be less for SLI as compared with normal controls.
However, ICV was also significantly less for the SLI as
compared with normal controls. To address this poten-
tial confound of differences in ICV between the two
groups, Lee and colleagues adjusted region-wise mea-
sures based on each participant’s total ICV. Using
regional measures as a proportion of total volume, Lee
and colleagues instead found that the putamen, right
globus pallidus, nucleus accumbens, and hippocampus
adjusted volumes were significantly greater for the SLI
group as compared with normal controls, whereas
adjusted volume of the cerebral lobes were now no
longer different for SLI and normal controls.

900 72. SPECIFIC LANGUAGE IMPAIRMENT

O. LANGUAGE BREAKDOWN



A small number of researchers are beginning to exam-
ine the CSF volume in SLI; however, findings from these
studies are somewhat inconsistent (Soriano-Mas et al.,
2009). Comparing absolute values, Soriano-Mas et al.
(2009) observed CSF volumes to be normal for children
with SLI. However, using VBM and controlling for indi-
vidual differences in ICV, Girbau-Massana et al. (2014)
found a different pattern. They examined CSF volumes
in a group of children with SLI, a group with SLI and
reading disabilities, and a group of normal controls and
found greater CSF volume for both SLI groups as com-
pared with normal controls. Although the possible cog-
nitive implications of greater CSF volume are not clear,
similar effects in age-matched comparisons have been
associated with a variety of clinical groups and may
reflect relatively decreased total gray matter.

In addition to investigating cortical and subcortical
structural volumes in SLI, researchers have also exam-
ined white matter in SLI using DTI measures. Based on
anisotropic water movement within fibrous tissue,
DTI measures provide indices of the overall magnitude of
diffusion within a given white matter tract regardless
of direction and indices of the directionality of
diffusion (Basser, Mattiello, & LeBihan, 1994; Lim, Han,
Uhlhaas, & Kaiser, 2013; Beaulieu, 2002). Measures of
diffusion magnitude within white matter, such as mean
diffusivity (MD), tend to show age-related decreases
across childhood development, and measures of diffu-
sion directionality, such as fractional anisotropy (FA),
tend to show developmental increases (Brown et al.,
2012). These two age-related effects are believed to be
related in part to the increasing degree of myelination
that occurs around the axons of neurons, and their spe-
cific time courses vary by brain region and tract. Using
DTI tractography, maps of fiber tracts in the brain can be
virtually reconstructed, revealing streamlines of white
matter that purportedly connect one brain region to
another. Although commonly used tractography methods
require manual guidance to reveal white matter tract
regions of interest (Mori & Van Zijl, 2002; Mori & Zhang,
2006), recent methods provide fully automated tractogra-
phy, thus avoiding the subjective biases inherent in choos-
ing interregional streamlines by hand (Hagler et al., 2009).

One of the first studies to use DTI to examine white
matter pathways in SLI was conducted by Kim et al.
(2006). They found decreased anisotropy in the genu of
the corpus callosum for SLI despite the appearance of
“normal” brain characteristics based on MRI scans,
indicating that individuals with SLI may have grossly
normal brain morphology but still have that abnormali-
ties in the brain at the microstructural level that are not
evident on conventional MRI scans. For example,
abnormal corpus callosum white matter microstructure
might contribute to abnormal integration of information
between the left and right hemispheres.

Similar to studies of brain morphology, data from DTI
studies of SLI also have found diffusion properties
within white matter tracts that are outside typical ranges
in some, but not all, regions of the brain (Kim et al., 2006;
Lee et al., 2013; Verhoeven et al., 2012). For instance,
comparing FA values in individuals with autism spec-
trum disorder, those with SLI, and normal controls,
Verhoeven and colleagues (Verhoeven et al., 2012)
observed no differences in FA values in the superior lon-
gitudinal fascicle (SLF) between the normal control and
autism spectrum groups, but they found that SLF FA
values were significantly reduced in the SLI group as
compared with normal controls. Similarly, Lee and col-
leagues (2013) found FA values in the hippocampus,
caudate nucleus, putamen, and nucleus accumbens to be
similar for those with SLI and normal controls, but FA
values for thalamus, globus pallidus, and superior longi-
tudinal fasciculus were found to be significantly lower in
the SLI group as compared with normal controls.

Taken together, imaging studies of brain morphol-
ogy in SLI suggest a notable absence of gross brain
abnormalities. Instead, these studies suggest a pattern
of abnormal left/right hemisphere asymmetry in some
brain regions for SLI, reduced cortical and subcortical
volumetric values for some brain regions but not
others, and reduced measures of diffusion directional-
ity (i.e., FA) for SLI as compared with controls,
again in some regions but not in others. Data from
more recent studies indicate that comparison of wide-
ranging or global values and/or absolute values alone
may not capture the region-specific nature of many
differences and suggest that norm-referencing volume
in regions of interest to individual interhemisphere/
intrahemisphere/cranial volumes may be an important
methodological consideration in future research.

Another important issue for future studies of SLI
brain morphology and tissue properties will be to use
more consistent brain segmentation techniques, includ-
ing cortical surface-based reconstruction and analysis,
which can accurately separate cortical volume into
independent measures of surface area and thickness,
which vary regionally and have very distinct normal
developmental trajectories (Brown et al., 2012). Manual
tracing and VBM-based methods in some regions can
lead to inaccurate volume and asymmetry measure-
ments because of partial voluming of gray matter, white
matter, and CSF (or all three) at the edges of structures
of interest. Further, manual tracking methods rely on
subjective visual determination of specific cortical
structures, and this assumes that gross structural fea-
tures are clearly visible relative to the boundaries of
cortical regions to be defined. Even issues such as head
motion and position can introduce noise into the data.
For instance, even when researchers use standardized
head positioning, the slightest head rotation will result
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in qualitative differences in the appearance of brain
structures along the plane being imaged and this will
lead to spurious “within plane” asymmetries of appar-
ently comparable structures in the two hemispheres
(Jernigan, Hesselink, et al., 1991). The methods used to
measure cortical volume, area, and thickness and how
these measures are related and/or distinguished from
one another can also influence researcher’s interpreta-
tions of the data. New techniques now make it possible
for researchers to obtain topologically accurate mea-
surements of cortical brain morphology and relate this
information to subcortical anatomy.

To gain a more accurate picture of cortical
morphology in SLI, future research should use three-
dimensional surface-based reconstructions to examine
cortical thickness and surface area separately, instead
of simply measuring cortical volume. Cortical surface
area and thickness have distinct cellular mechanisms
and genetic etiologies (Chen et al., 2013, 2012, 2011).
For typical individuals, total cortical surface area, aver-
age cortical thickness, and total intracranial volume
(TIV) (global measures and head size) are each highly
heritable (Brans et al., 2010; Panizzon et al., 2009), with
genetic influences accounting for 89% of the variance
in cortical surface area, 81% of the variance for cortical
thickness, and 78% of the variance for TIV.

A complete picture of the topological organization of
brain morphology for SLI will require a developmental
approach in which both age-related and gender-related
aspects of regionally varying brain morphology and tis-
sue properties are factored into any study of SLI brain
structure (Brown et al., 2012; Khundrakpam et al., 2013;
Squeglia, Jacobus, Sorg, Jernigan, & Tapert, 2013;
Tamnes et al., 2013). Before child brain imaging became
commonplace, it was assumed that the majority of
changes in brain tissue occurred during the immediate
postnatal brain growth spurt; however, studies compar-
ing gray and white matter morphology and tissue
properties in children and adults now show that con-
siderable changes in brain maturation continue to take
place throughout adolescence and well into adulthood,
and that these changes vary considerably in girls and
boys (Brown & Jernigan, 2012; Jernigan, Archibald,
et al., 1991; Jernigan & Tallal, 2010).

72.4 FUNCTIONAL IMAGING OF SLI

72.4.1 Localization of Brain Activity in SLI

Degree of hemispheric specialization, so-called cere-
bral dominance, for language functioning in SLI has
been examined using techniques such as fTCD and
SPECT. fTCD compares blood flow velocity within cere-
bral arteries related to regional increases in associated
neural activity linked to the performance of cognitive

tasks. Often in language studies, the left and right mid-
dle cerebral arteries are measured during fTCD, account-
ing for more than 70% of the blood supply to the
respective hemispheres. As with other hemodynamic
and perfusion-sensitive neuroimaging techniques, fTCD
works under the premise that regional increases in neu-
ral activity are associated with greater glucose and oxy-
gen consumption that must be replenished via enhanced
blood flow to the area (Müller, Neumann, Lohmann,
Mildner, & Cramon, 2005).

SPECT relies on an injection of a radioactive tracer
that travels through the brain’s vasculature and pro-
vides a reading of regional blood flow concentrations
detected using a ring of radioactivity sensors. The
development of three-dimensional techniques used in
SPECT and positron emission tomography (PET) allow
for visualization of blood flow in any region of the
body, including cortical, subcortical, and cerebellar
brain structures. The decay of the radiotracer depends
on which radionuclide is used, but typically a series of
scans is completed within several minutes, providing
measures of regional cerebral blood flow (rCBF) at the
time of injection. Because change in the cerebral blood
flow is linearly related to glucose consumption,
changes in cerebral blood flow are believed to be an
indication of local neuronal activity (Saper et al., 2000).

In unimpaired populations, language processing is
most often characterized by relatively greater activity in
the left as compared with the right cerebral hemisphere
(Brown et al., 2005; Knecht et al., 1998). SLI studies using
fTCD more commonly show abnormal patterns of cere-
bral blood flow, characterized either by relatively greater
right hemisphere lateralization or by bilateral cerebral
blood flow. For example, one fTCD study of 11 indivi-
duals with SLI found that two of the subjects (18.2%)
had left lateralization, six subjects (54.5%) showed right
lateralization, and three subjects with SLI (27.3%)
showed bilateral or mixed dominance (Whitehouse &
Bishop, 2008). SLI studies using SPECT also show an
abnormal pattern of cerebral blood flow, characterized
by reduced asymmetry and/or relative hypoperfusion
of the left hemisphere—an atypical pattern as compared
with unimpaired populations (Chiron et al., 1999;
Denays et al., 1989; Lou, Henriksen, & Bruhn, 1990; Ors
et al., 2005; Tzourio, Heim, Zilbovicius, Gerard, &
Mazoyer, 1994).

A small number of SLI studies have used fMRI to
investigate the cerebral functional organization of lan-
guage and cognitive processing (Badcock et al., 2012;
Ellis Weismer, Plante, Jones, & Tomblin, 2005; Hugdahl
et al., 2004; Schmithorst, Yuan, & Plante, 2007). fMRI is
a functional neuroimaging procedure using MRI tech-
nology that measures regional brain activity by
detecting associated changes in the relative concentra-
tions of oxygenated and deoxygenated hemoglobin
within blood vessels. This technique, similar to other
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hemodynamic methods such as PET and SPECT, relies
on the fact that deoxygenated hemoglobin is paramag-
netic and that increases and decreases in its concentra-
tions are regionally coupled with changes in neural
activity. The primary form of fMRI uses the blood oxy-
gen level�dependent (BOLD) contrast. Because of the
high spatial resolution of MRI, fMRI provides for a very
precise localization of brain activity. However, because
fMRI must rely on a sluggish hemodynamic proxy of
neural activity, it provides indirect information about
brain activation that is limited to much poorer temporal
resolution (i.e., smeared over several seconds) than neu-
ral activity itself (i.e., in milliseconds).

Similar to the fTCD and SPECT studies, data from
fMRI studies of SLI indicate abnormal patterns of brain
activation during language and cognitive processing
tasks (Badcock et al., 2012; de Guibert et al., 2011; Ellis
Weismer et al., 2005; Hugdahl et al., 2004). These studies
report reduced left lateralization in those areas viewed
as core to language functions, normal lateralization, and
significantly reduced activation in the left hemisphere
(relative to the right) in frontal, parietal, or temporal
areas (Ellis Weismer et al., 2005; Hugdahl et al., 2004).
For instance, Hugdahl et al. (2004) observed reduced
brain activation in left temporal and frontal lobes, pri-
marily in the middle temporal gyrus bordering the STS
in SLI as compared with normal controls during lexical
processing and phonological awareness tasks. Badcock
et al. (2012) also observed reduced left hemisphere as
compared with right hemisphere activation in SLI as
compared with normal controls, as well as reduced acti-
vation for SLI as compared with normal controls, partic-
ularly in the left IFG (pars orbitalis), right putamen, and
the STS/G bilaterally. Studies of children with a docu-
mented delay in onset of spoken language (e.g., late talk-
ers) also demonstrate significantly reduced activation in
the left superior temporal gyrus as compared with nor-
mal controls (Preston et al., 2010).

What is notable about the Badcock et al. (2012)
study is that the researchers also directly examined the
relationship between brain structure and brain func-
tion in children with SLI, their siblings, and normal
language controls. As discussed, the SLI group had
significantly more gray matter as compared with nor-
mal controls in the left inferior frontal gyrus (IFG) and
significantly less gray matter in the right caudate
nucleus and the STS bilaterally. The SLI group also
had atypical brain activation during language proces-
sing in the left IFG and posterior temporal cortex bilat-
erally as well. The pattern of linkage between atypical
structure and function was not evident in Broca’s area,
however. Specifically, in regions where the children
with SLI had increased gray matter as compared with
controls, they showed decreased brain activation dur-
ing language processing. Thus, despite the coincident
atypical structure and function in SLI, gray matter

volume and brain activity may be more closely related
in some brain regions than in others.

Taken together, brain activation patterns for SLI
appear to be characterized by atypically reduced levels
of activity within the left hemisphere as compared
with the right, as well as significantly reduced overall
amplitude of brain activation when compared with
normal controls not only in the left hemisphere but in
contralateral cortical and subcortical areas as well. One
question is whether the functional brain organization
is atypical for all aspects of language in SLI or only for
some subcomponents or processing operations of lan-
guage tasks. Studies examining the relationships
between brain organization and language performance
now indicate that this relationship is a dynamic one
involving complex, distributed brain systems, and that
simplistic concepts such as hemispheric asymmetry or
cerebral dominance are not likely to capture the subtle-
ties of these brain-behavior relationships (Dorsaint-
Pierre et al., 2006; Keller et al., 2011). In particular,
studies of the neurobiology of language in typical indi-
viduals suggest that while the left hemisphere is
clearly dominant for many aspects of language, the
functional organization of language is more complex
than a simple left�right dichotomy and comprises
multiple brain systems that also vary meaningfully
according to the anterior and posterior dimensions
of both hemispheres (Brown et al., 2014; Federmeier,
Wlotko, & Meyer, 2008; Friederici, 2005;
Friederici, Wang, Herrmann, Maess, & Oertel, 2000;
Helenius, Parviainen, Paetau, & Salmelin, 2009; Kuhl
& Rivera-Gaxiola, 2008; Poeppel, Emmorey, Hickok, &
Pylkkänen, 2012; Pylkkänen & Marantz, 2003).

72.4.2 Time Course of Cortical Activation
in SLI

Although the high spatial resolution of SPECT and
fMRI make them well-suited to investigate the location
of brain activation in SLI, the temporal resolution of
SPECT and fMRI is on the order of seconds to minutes,
making these techniques poorly suited to investigate
the time course of brain activity. In contrast, EEG and
MEG, which measure electrical and magnetic fluctua-
tions, respectively, have a temporal resolution on the
order of milliseconds, making them better suited to
examine the time course of brain activity (Hansen,
Kringelbach, & Salmelin, 2010; Näätänen, Ilmoniemi, &
Alho, 1994). The time-locked changes in EEG and
MEG activity that are triggered by an external stimulus
or event can be classified in various ways according to
their amplitude, timing relative to stimulus onset,
polarity, and anatomical site of generation. These
“event-related” potentials (ERPs) are commonly
referred to by their polarity (negative/positive) and
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latency in milliseconds. For instance, the large,
negative-going EEG-evoked potential measured peaks
in adults between 80 and 120 milliseconds after the
onset of a stimulus that are referred to as the N100 or
N1 (its equivalent in MEG is referred to as M100).

ERP and MEG components can also be classified in
terms of the “functional” processes that are believed to be
associated with each of them (Luck & Kappenman, 2012).
From a functional perspective, differences in the time
course of a component are often viewed as a reflection of
the time course of the cognitive processes that are being
engaged across different experimental conditions or
experimental stimuli. Similarly, differences in the degree
of amplitude modulation of a component are often
viewed as a measure of cognitive processing “effort”
inherent in the stimuli and/or experimental task, or
expectation (Frisch, Kotz, Yves von Cramon, & Friederici,
2003; Kutas & Federmeier, 2011; Polich & Kok, 1995).

The ERP components that have been examined in
SLI include, but are not limited to, mismatch negativity
(MMN), T-complex, late discriminative negativity
(LDN), early left anterior negativity (ELAN), N1, P2,
N1-P2, P3, N400, and P600. In these studies, brain activ-
ity has been investigated within the context of different
hypothesized deficits in SLI. For instance, researchers
have examined the T-complex and MMN components
in investigations of central auditory processing deficits
in SLI (Bishop, 2007; Bishop, Hardiman, & Barry, 2012),
the N400 in studies of lexical-semantic knowledge in
SLI (Neville, Coffey, Holcomb, & Tallal, 1993; Weber-
Fox, Leonard, Wray, & Tomblin, 2010), the P3 and N2
in studies of cognitive and working memory deficits in
SLI (Evans, Selinger, & Pollak, 2011; Epstein, Shafer,
Melara, & Schwartz, 2014), and the P600 and
left-anterior negativity (LAN) in studies of syntactic
knowledge in SLI (Epstein, Hestvik, Shafer, &
Schwartz, 2013; Friederici, 2006; Fonteneau & van der
Lely, 2008; Purdy, Leonard, Weber-Fox, & Kaganovich,
2014; Sabisch, Hahne, Glass, Suchodoletz von, &
Friederici, 2009; Weber-Fox et al., 2010).

Much of the electrophysiological data indicate abnor-
mal cerebral information processing for SLI, character-
ized by patterns of both atypical timing and peak
amplitudes for the early occurring components such as
MMN, N1-P2 (Kaganovich, Schumaker, Leonard,
Gustafson, & Macias, 2014; Kaganovich, Schumaker,
Macias, & Gustafson, 2014; Schwartz & Shafer, 2012)
and N2 (Epstein et al., 2014). For the later occurring
components (e.g., P3, N400, P600), the pattern is some-
what different, characterized broadly as one of more
normal peak latency but of abnormal amplitude modu-
lation and lateralization of cortical activation for SLI as
compared with normal controls. There are inconsisten-
cies in these findings, however. For instance, atypical
attenuation and latency of MMN have been observed

for SLI in some, but not all, studies (Bishop, 2007).
Similarly, the latency and amplitude modulation of the
N1-P2 has been reported to be normal for SLI in some
studies, but not others (Adams, Courchesne, Elmasian,
& Lincoln, 1987; Çeponiené, Cummings, Wulfect,
Ballantyne, & Townsend, 2009; McArthur, Atkinson, &
Ellis, 2009; McArthur & Bishop, 2005; Neville et al.,
1993; Tonnquist-Uhlen, 1996).

P3 studies consistently report similar peak latencies
for SLI and normal controls (Courchesne & Plante, 1996;
Evans et al., 2011; Jirsa & Clontz, 1990; Lincoln
Courchesne, Harms, & Allen, 1993), but some studies
report normal modulation of the P300 for SLI (Lincoln
et al., 1993), whereas others report abnormal modulation
of the P3 (Evans et al., 2011). Similarly, for the N400, left-
anterior negativity (LAN), and P600, some studies report
both latency and amplitude modulation of N400, left-
anterior negativity (LAN), and P600 to be abnormal for
SLI as compared with normal controls, but others find
that only the peak amplitudes of scalp potentials, but not
the latencies, are abnormal for SLI (Epstein et al., 2013;
Cummings & Çeponiené, 2010; Neville et al., 1993;
Plante, Petten, & Senkfor, 2000; Polse, Sizemore, Burns,
& Evans, 2011; Sabisch et al., 2009; Sizemore, Polse,
Burns, & Evans, 2011; Weber-Fox et al., 2010).

Although differences in stimuli and participant selec-
tion criteria coupled with low statistical power may be
contributing to the inconsistencies in ERP studies, there
are methodological issues that are unique to EEG that
may also be contributing to the lack of a clear pattern of
evoked activity for SLI. For instance, one might find it
striking, given that the wealth of behavioral data consis-
tently show slower speed of processing in SLI (Leonard
et al., 2007), that there seems to be a notable absence of
a pattern of slower scalp-recorded activity in EEG stud-
ies of SLI. Although one of the advantages of EEG is
that the temporal resolution is on the order of millise-
conds, analysis of latency measures of the EEG compo-
nents are particularly unreliable because a sharp peak
often cannot be defined in the waveform (Luck, 2005;
Luck & Kappenman, 2012).

This problem of identification of “peak amplitude” is
compounded further in studies where individuals dif-
fer in the time course of spoken word identification. For
instance, lexical-phonological processing in children
with SLI is characterized not only by atypical activation
of lexical-phonological competitors as compared with
normal controls but also by the need for up to more
than 200 ms more of the acoustic signal as compared
with normal controls before spoken word are recog-
nized (Mainela-Arnold & Evans, 2013; Mainela-Arnold,
Evans, & Coady, 2008). If one assumes that semantic
and/or syntactic processing of spoken words begins at
the point when the child is able to pick out the word
from the acoustic signal, and the point at which
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children with SLI and typical children can uniquely
identify a word differs on the order of 200 ms, then the
time course of ERP components should be differentially
affected for children with SLI as compared with normal
controls, and comparison of amplitude modulation will
be out of synchronization.

In addition to the timing features of ERP waveforms
not necessarily reflecting the actual point in time when
the brain first distinguishes the conditions, differences
in the amplitude of an ERP component also may not
correspond to differences in component size. For
instance, it is possible that neural activity differed
before a given time point but that the ERP is not sensi-
tive to this difference. Further issues arise in comparing
the time courses of ERP components across groups. A
primary question of interest is differences in latency,
and the measure most often used is comparing peak
latencies (Jemel, Oades, Oknina, Achenbach, & Röpcke,
2003; Luck, 2005); however, there are significant issues
inherent in using peak latency to infer differences in the
time course of the ERP components across groups or
conditions (Bishop & Hardiman, 2010; Luck, 2005).

The degree of modulation of an ERP component is
measured by subtracting the average response between
two conditions (i.e., standard/deviant; semantically
congruent/semantically incongruent; grammatical/
agrammatical) and comparing the amplitude of this
difference wave in a given time window. Differences in
modulation of a component for SLI as compared with
normal controls may also be confounded by learning
and memory in SLI, which will manifest in differences
in repetition effects over the course of the trials for SLI
as compared with normal controls. Finally, the topo-
graphy of activity for SLI as compared with normal
controls may be swamped by factors such as atypical
laterality for SLI as compared with normal controls.

To address some of these methodological problems,
researchers have begun to explore alternative research
designs and data analysis techniques. For instance,
Bishop and Hardiman (2010) recently presented a
novel analysis of MMN data using an independent
component analysis to reduce artifacts and remove
those components having high trial-by-trial variance.
Using this analysis, Bishop and Hardmin were able to
show that the sensitivity and specificity of MMN could
be used to identify individuals with auditory proces-
sing deficits. In an analysis of experimental data, as
well as of a dummy dataset, their criterion for MMN
identified 2 of 17 (12%) false-positive results and
showed that some individuals evidenced atypical
MMN despite showing good ability to discriminate the
stimuli on behavioral tests (Bishop & Hardiman, 2010).

One limitation of ERP studies is their inherently
poor spatial resolution, which significantly constrains
the degree to which one can make inferences about
specific locations of brain activity. MEG is a neuro-
physiological technique similar to EEG in that it mea-
sures neural activity with potentially sub-millisecond
temporal resolution, limited only by the digitization
rate. It differs from EEG in that it measures magnetic
fields from electrical currents that are produced by the
brain during sensory, motor, or cognitive tasks.
Because magnetic fields pass through biological tissues
with essentially no perturbation, the spatial relation-
ship between active cortical sources and the sensor
layout is quite correspondent, providing greater preci-
sion in the localization of brain activity as compared
with EEG (Huang et al., 2007).2 As a result, MEG pro-
vides a means of observing not only the temporal
patterns in cortical activity underlying language pro-
cessing but also, simultaneously, information regard-
ing where in the brain this activity is occurring
(Marinkovic et al., 2003).

To date, only a few studies have used MEG to
investigate language processing in SLI (Brown et al.,
2014; Helenius et al., 2009, 2014; Larson & Lee, 2014).
For instance, Helenius et al. (2014) used MEG to inves-
tigate the spatiotemporal course of cortical activation
in SLI. Peak latency and amplitude of the N400 m
response in the SLI children did not differ from normal
controls; however, detailed analysis revealed that func-
tionally, the N400 m response was qualitatively differ-
ent for SLI as compared with the normal controls.
Specifically, although the SLI group showed activity
similar to that of normal controls for the N400 m effect
on words and nonwords at 600�900 ms after word
onset in the left and right hemispheres, there was no
repetition effect evident in the left hemisphere for the
SLI group during the initial phase of the N400 m
response (300�600 ms). This nearly nonexistent repeti-
tion priming in the left hemisphere in the SLI children
is consistent with other studies of brain function in
SLI, suggesting abnormal or reduced involvement of
the left hemisphere while processing words. The find-
ings from this study differ from the study of Helenius
and colleagues involving adults with a history of SLI
(Helenius et al., 2009). In this earlier study, they
observed that although repetition effects were less
robust for adults with a history of SLI as compared
with normal controls, there was nonetheless a repeti-
tion suppression effect, albeit abnormally small but
evident bilaterally, in contrast to the lack of normal lat-
eralization and uniquely right hemisphere suppression
for the children with SLI.

2Unlike PET and fMRI, MEG activity maps are still dependent on the modeling assumptions about the number and complexity of the activity

sources being examined.
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A technology known as aMEG (Dale & Halgren, 2001)
has also recently been used to investigate individual
differences in language in SLI (Brown et al., 2014).
aMEG is a technique that uses anatomical MRI informa-
tion about an individual subject’s cortical structure to
constrain the space of potential activity sources for MEG
or EEG signals (Dale et al., 2000; Dale & Sereno, 1993) to
generate a dynamic statistical parametric map (dSPM)
similar to maps generated for fMRI. These map movies
provide millisecond-wise temporal resolution with
much better spatial resolution than standard EEG of
real-time language and cognitive processing, revealing
the dynamic unfolding of task-locked brain activity for
an individual subject. Noise-normalized, anatomically
constrained statistical parametric maps of MEG-derived
brain activity have been shown to have strong spatial
correspondence with recordings from direct intracranial
EEG for a variety of stimulus types and sensory and
cognitive components (Halgren et al., 1994).

In addition to its sub-millisecond temporal resolu-
tion, aMEG provides excellent signal-to-noise proper-
ties and enhanced localization of brain activity
through the use of noise-normalized source estimates
constrained to the cortical reconstruction of each indi-
vidual subject and aligned using sulcal and gyral
surface-based registration (Dale & Halgren, 2001; Dale
et al., 2000). Unlike single-dipole fitting MEG methods,
the aMEG technique assumes multiple, distributed,
and simultaneous cortical generators, which multiple
functional neuroimaging and recording studies over-
whelmingly show is an appropriate assumption for
complex cognitive and language tasks. Many research-
ers now using MEG use some model constraints that
attempt to inform activity localization with informa-
tion from the same subject’s MRI scan.

Recently, Brown et al. (2014) used a novel technique
that allowed them to investigate the dynamic func-
tional brain organization for semantic processing for
individual subjects with SLI using aMEG. In using this
approach, they were able to compare the dynamic time
course and cortical activity linked to semantic proces-
sing of a single participant with SLI to his sibling with
normal language abilities as well as to a normal control
group. Brown and colleagues found that the dynamic
pattern of brain activity for the child with SLI was sub-
jectively and statistically different from his sibling and
from the average of the group of unrelated normal
controls. Specifically, during the semantic processing
of pictures of concrete objects, the SLI participant
showed a spatiotemporal pattern of activity that was
most notable for being strongly right-lateralized and
delayed as compared with the normal control group
and his sibling. When performing the same semantic
task with word stimuli, cortical activity for the child
with SLI was characterized by an even greater degree

of right hemisphere lateralization and was similarly
delayed in time as compared with his siblings as well
as the normal control group.

In a direct comparison with the distribution of
neural activity at all cortical locations and time points
within the typically developing group using z-scores,
Brown and colleagues observed that the child with
SLI showed marked differences from the typical
dynamic functional organization that agreed with qual-
itative comparisons of the dSPMs. Consistent with pre-
vious studies, Brown and colleagues observed the child
with SLI to evidence statistically greater right hemi-
sphere cortical activation and statistically significant
under-recruitment of left hemisphere cortical regions
including perisylvian, anterior temporal, opercular, and
lateral and superior frontal cortex as compared with
normal controls. However, this study was novel in its
characterization of the dynamic and localized patterns
of cortical activity over time, using the combined spatial
and temporal sensitivities of aMEG to make inferences
about specific components of language that might be
affected in this individual with SLI.

72.5 CONCLUSION

Structurally, a pattern that emerges across studies of
brain structure in SLI is one of atypical cortical and sub-
cortical morphology and tissue properties for some, but
not all, areas of the brain. Abnormal findings in SLI
have been demonstrated in measures of cortical and
subcortical gray matter volumes and in the microstruc-
tural characteristics of white matter as revealed by dif-
fusion imaging and tractography. Recent technological
advances that now enable researchers to differentiate
cortical and subcortical surface area and thickness, and
genetic influences on these aspects of cortical and sub-
cortical structure, suggest an important future direction
in the study of SLI. Two important questions that need
to be addressed are the following: (i) are the characteris-
tics of cortical and subcortical neuronal structure in SLI
reflective of “immature” or delayed cortical develop-
ment, or do they reflect qualitatively different brain
development and (ii) to what extent is atypical brain
structure and functional organization in SLI a proximal
“cause” of the language impairments, or are there some
aspects of the structural and functional brain abnormal-
ities that are more accurately thought of as merely the
expression or product of the behavioral deficits of the
child with SLI?

Overall, brain activity for SLI appears to be charac-
terized by reduced activation levels for some, but not
all, cortical and subcortical regions based on studies
using hemodynamic measures, atypical modulation of
cerebral peak latencies and amplitudes when
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measured by EEG, and differences in the lateralization
and timing of cortical activation patterns when
assessed via MEG. Electrophysiological studies suggest
that the latency of brain activity in SLI appears to be
atypical during early stages, but not at later points in
the time course of speech and language processing. If
future research shows that this lack of difference in the
time course of brain activity for SLI and typical peers
at later time points (i.e., P3, N400, P600) is not an arti-
fact of data analysis methods, then a model of SLI
needs to be developed that accounts for atypical brain
activation, the time course of early and late stages of
cortical activity, and the substantial body of behavioral
data consistently showing a pattern of generalized
slower speed of processing for children with SLI.

Findings from recent studies using MEG and aMEG
that suggest the language systems of individuals with
SLI may be organized quantitatively and qualitatively in
a different manner from those of their typically develop-
ing peers, and that, at least for some individuals, this
may involve atypical right hemisphere specialization for
specific subcomponents of language such as semantic
representations for word meanings and object concepts.
So, future research should incorporate the use of these
multimodal imaging techniques that allow for a
dynamic approach to examine the multiple language
systems in the working brain. This may be advantageous
in understanding the cortical and subcortical organiza-
tion of both normal and abnormal language systems.

72.6 TOWARDS A NEUROBIOLOGY
OF SLI

Historically, the focus of studies of brain structure
and function in SLI has been on characterizing the
underlying neurobiology in these children with the
hope that a more detailed characterization of the brain
structure and function might ultimately lead to the dis-
covery of the cause of SLI. There is a debate among
researchers regarding whether SLI comprises a distinct
diagnostic clinical category, or if children with SLI
merely represent those children whose language abili-
ties fall at the lower end of the normal distribution (for
detailed discussion see Bishop, 2014; Dollaghan, 2011).
This debate rests largely on the use of behavioral mea-
sures to classify SLI. From the rapidly growing body
of work investigating brain structure and function in
SLI, a picture is emerging that suggests that, although
there are individual differences in the manifestation of
the behavioral symptoms of SLI, the term SLI does not
merely represent children on the low end of the normal
distribution but is instead a neurodevelopmental lan-
guage disorder, characterized by a disturbance in the
dynamics of brain development that collectively affect

cortical and subcortical morphology in selected regions
of the brain and the tissue properties of white matter
connections, and that this pattern of neurobiological
aberrations leads to a characteristic combination of
delayed onset of language acquisition, uneven language
acquisition profile, and learning and memory deficits.

Advances in noninvasive, safe, functional brain
imaging technologies coupled with a richer integration
between neuroscience, cognitive psychology, and lin-
guistics have led to an explosion of new research in
the neuroscience of language and in our understand-
ing of the nature of language and cognition in the
brain (Devor et al., 2013; Eicher et al., 2013; Erus et al.,
2014; Fjell et al., 2012, 2013; Lieberman, 2002; Poeppel
et al., 2012). With the advent of better imaging technol-
ogies and a growing body of research in SLI, neurobio-
logical models of the language impairments in SLI are
being reconceptualized and are beginning to rest on
richer theoretical foundations. Instead of looking for a
direct link between abnormal brain morphology and
brain function and language impairments in SLI, these
new models are shifting away from a “single-cause”
model of SLI and are beginning to take advantage of
these technologies to unravel the genetic and neurobio-
logical characteristics of SLI (Badcock et al., 2012;
Bishop, 2013; Bishop, 2009; Li & Bartlett, 2012;
Paracchini, 2011; Poeppel, 2011; Rice, 2013).

Focusing on general purpose learning systems that
appear to support language acquisition in normal
populations, this new work suggests that abnormal
brain development and, specifically, atypical cortical
structural organization may result in subsequent
abnormal cerebral functional organization. In line with
this new view, studies directly comparing structural
and functional brain organization in SLI show both
anatomical and physiological abnormalities in some
regions, but in other regions abnormalities in brain
structure were not correlated with brain function dur-
ing language processing, raising the question regard-
ing whether and in which direction abnormal brain
morphology and atypical functional lateralization in
SLI are causally linked (Badcock et al., 2012; Bishop,
Holt, Whitehouse, & Groen, 2014). This work also sug-
gests that the language impairments seen for some
children with SLI may be the result of a domain-
general learning and memory deficit—mediated by the
corticostriatal system—where abnormal functioning of
this system manifests as atypical cortical organization
of language (Brown et al., 2014; Lum, Conti-Ramsden,
Page, & Ullman, 2012; Lum, Ullman, & Conti-
Ramsden, 2015; van der Lely & Pinker, 2014).

Importantly, similar to a host of neurodegenerative
disorders, multiple genetic and environmental factors
will likely be shown to contribute to disturbances in
the dynamics of brain development in children with
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SLI. Thus, the dynamic between these factors and
atypical brain development in SLI is a complex one.
However, moving away from both a “single-cause”
deficit account of SLI and the classic left hemisphere
dominant model of language and moving toward char-
acterizing this dynamic neurodevelopmental phenome-
non as a complex system may ultimately be the key to
discovering the cause of SLI.
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73.1 INTRODUCTION

The study of aphasia and its associated lesions in
the 19th century by Dax (1936), Broca (1861, 1865),
Wernicke (1874, 1881) and others revealed new
insights about the neural organization of language.
Perhaps the most reliable finding was that patients
with language impairment typically had damage to
the left hemisphere. Damage to the more anterior parts
of the brain, particularly the left posterior inferior fron-
tal gyrus (IFG), was often found in those whose spo-
ken output was limited or poorly articulated (Broca,
1865); damage to the more posterior regions in the left
temporal lobe (in the absence of damage to frontal
regions) was found in those whose spoken output was
well-articulated but meaningless (Wernicke, 1881).
These early observations established that language
functions are localized in the left cerebral hemisphere
and provided the groundwork for Lichtheim’s model
of aphasia, later adapted by Geschwind (1965).
Geschwind put together early observations, along with
subsequent reports of behavior and associated lesions
(based largely on autopsy), to characterize the collec-
tion of frequently co-occurring language characteristics
that result from damage to particular areas of the
brain. With the advent of computerized tomography
(CT) technology in the early 1970s, it was confirmed
that classic aphasic syndromes correlated with particu-
lar vascular territories (Damasio & Geschwind, 1984).

In this chapter, the vascular aphasia syndromes are
described. It is emphasized that the various characteris-
tics frequently co-occur because they all depend on
areas of the brain supplied by the same artery (or
branch of an artery). If only part of the territory is dam-
aged, then only a subset of the characteristics is present.

That is, the characteristics are dissociable. Many of the
vascular aphasia syndromes are associated with dam-
age to nonlanguage functions that also depend on brain
tissue supplied by the same arterial branch. For exam-
ple, Broca’s aphasia is associated with left arm weak-
ness or spasticity, because left arm function (like the
speech and language functions affected in Broca’s apha-
sia) depends on territory supplied by the superior divi-
sion of the left middle cerebral artery (MCA).
Therefore, one can see from the outset that these syn-
dromes are not theoretically coherent syndromes in the
sense that they have a single underlying functional
basis; rather, they have a shared anatomical basis. After
describing the vascular syndromes, we discuss how
they can be understood within more current concepts
of language and aphasia, and whether they have any
usefulness in aphasia research, management of stroke,
or rehabilitation of aphasia.

73.2 CLASSIC APHASIA
CATEGORIZATION: VASCULAR

SYNDROMES

73.2.1 Broca’s Aphasia

Broca’s aphasia is characterized by nonfluent, tele-
graphic, poorly articulated verbal output in which
meaning is conveyed by content or information-
carrying words, such as nouns and verbs; however,
nouns are named more accurately than verbs (Berndt,
Mitchum, Haendiges, & Sandson, 1997; Miceli, Silveri,
Villa, & Caramazza, 1984). Morphological inflections
(e.g., past tense, plurals) and function words (e.g., arti-
cles, conjunctions, prepositions, auxiliary verbs,
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pronouns) are often omitted or incorrectly produced,
and word order may be incorrect. Thus, speech produc-
tion is characterized as agrammatic. Although it is
widely agreed that individuals with Broca’s aphasia are
nonfluent, fluency is a multidimensional construct.
“Nonfluency” may be associated with diminished num-
ber of words per minute, reduced phrase length,
impaired melody, disrupted articulatory agility, and/or
agrammatic sentence production (Goodglass & Kaplan,
1983). The factors that affect speech fluency may vary
from one individual to the next. Also, individuals with
aphasia may have preserved islands of fluency, particu-
larly for rote and overlearned speech, in otherwise non-
fluent novel speech output. Because speech fluency can
be defined by a complex set of features, it may be diffi-
cult to judge. Experienced speech-language patholo-
gists analyzed the content and fluency ratings on the
Western Aphasia Battery for 20 individuals with apha-
sia. Inter-rater reliability ratings for fluency were poor
using published criteria (Trupe, 1984).

It is important to note that the severity of language
impairment can vary across individuals with Broca’s
aphasia. In its mildest form, Broca’s aphasia presents
with reduced phrase length with agrammatic sentence
production and relatively retained language comprehen-
sion, although there may be deficits in comprehension of
multistep commands or sentences with complex syntax
(e.g., The flowers that Bob gave to Susan were roses). In
more severe presentations, there is reduction of all
speech output, with speech being limited to one or more
recurrent utterances and automatic sequences
(Goodglass, Kaplan, & Barresi, 2001). Repetition is usu-
ally halting and dysfluent. Reading comprehension may
parallel auditory comprehension. The mechanics of writ-
ten expression are compromised because patients must
write with the left, nondominant hand, because of fre-
quently co-occurring right hemiparesis. Spelling is often
impaired, and written output is agrammatic.

Broca’s aphasia, as originally described by Paul
Broca, was attributed to lesions of the posterior half of
the left third frontal convolution (IFG; Brodmann area
44). This area became known as Broca’s area and,
along with surrounding areas in the posterior frontal
lobe, is supplied by the superior division of the left
MCA. Subsequently, neuroanatomists and aphasiolo-
gists challenged the causative association between this
circumscribed lesion site and the nature of the aphasia
reported by Broca. Mohr et al. (1978) reported that a
more widespread region must be damaged to result in
the constellation of impairments seen in the syndrome
of Broca’s aphasia as originally described. Damage to
Broca’s area alone, according to Mohr, results in only a
subset of the symptoms, most notably impaired motor
speech (Keller, Crow, Foundas, Amunts, & Roberts,
2009). Furthermore, advances in neuroimaging,

permitting studies of neural activity in normal adults
during cognitive/language tasks, have led away from
classic structure/function relationships to the role of
brain networks and regions in the performance of cog-
nitive/language tasks. Increasingly, Broca’s area is tied
to a variety of language functions (Davis et al., 2008;
Grodzinsky & Amunts, 2006), functions that might be
critical to language such as verbal working memory
(Rogalsky & Hickok, 2011), and even nonlinguistic
functions, such as visual searching and visual spatial
cognition (Grodzinsky & Amunts, 2006). Many studies
distinguish between functions of pars opercularis and
pars triangularis (which are distinct cytoarchitectural
fields that comprise Broca’s area but have a great deal
of anatomical overlap across individuals; Grodzinsky
& Amunts, 2006). In individuals with stroke involving
Broca’s area, there is often concomitant right hemipar-
esis or monoparesis of the arm (and right facial weak-
ness) due to ischemia of the nearby precentral gyrus.

73.2.2 Wernicke’s Aphasia

Wernicke’s aphasia is characterized by fluent, effort-
less, but relatively meaningless, spontaneous speech
and repetition, and impaired comprehension at the
word, sentence, and discourse levels. Spoken language
may be limited to jargon comprising either real words
or neologisms (nonwords such as “klimorata”), or a
combination of the two. In milder forms, paraphasic
errors are present as well as intermittent coherent
“social” phrases, such as, “yes, that’s right.” Melodic
contour of spoken language is often preserved, initially
giving listeners the impression that output is intact.
Comprehension may be severely compromised and
impaired phonological analysis is thought to underlie
the comprehension impairment in Wernicke’s aphasia
(Robson, Keidel, Lambon Ralph, & Sage, 2012).
Repetition is generally similar to spontaneous speech—
fluent jargon. These deficits have been attributed to
impaired inhibition of lexical activation, so that the per-
son cannot select the appropriate word, sound, or
meaning from competing linguistic units that are also
activated (Blumstein & Milberg, 2000). Although such
an underlying impairment would account for many of
the observed language deficits, it could not easily
account for all cases. For example, there have been
some reported cases of Wernicke’s aphasia with rela-
tively preserved or relatively impaired categories of
words, such as animals or tools (Hillis & Caramazza,
1991a), or selectively impaired nouns relative to verbs
(Zingeser & Berndt, 1990). Selective impairment or
preservation of particular semantic categories of words
indicates a deficit at the level of accessing lexical-
semantics (Hillis & Caramazza, 1991a). Reading
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comprehension and written expression are typically
impaired in a very similar pattern as the impairment in
auditory comprehension and verbal expression, respec-
tively, although some individuals may be able to read
aloud and spell to dictation regular words that they fail
to understand (Hillis & Caramazza, 1991a). In contrast
to those with Broca’s aphasia, individuals with
Wernicke’s aphasia are typically unaware of their
errors; they may have only a shallow awareness that
they have some kind of difficulty communicating.

This collection of deficits is usually caused by neural
dysfunction in regions supplied by the inferior division
of the left MCA, including Wernicke’s area (most of
Brodmann area 22, in the posterior, superior temporal
gyrus), and often inferior parietal cortex (angular and
supramarginal gyri) and inferior and middle temporal
gyri. Because the Meyer’s loop of the optic radiations
runs through the temporal cortex, there is often a con-
comitant right homonymous superior quadrantanopsia.
The fact that there is individual variability in the cere-
bral vasculature and the areas supplied by particular
arteries can account for occasional dissociations
between the typical deficits in Wernicke’s aphasia (i.e.,
only some of the usual territory is affected by stroke in
some cases, such that only some of the symptoms
occur) as well as occasional anomalous lesion sites in
patients with Wernicke’s aphasia.

73.2.3 Global Aphasia

Global aphasia refers to a profound impairment of
all modalities of receptive and expressive language.
Individuals with global aphasia typically present with
marked impairments of comprehension of single
words, sentences, and conversations, as well as
severely limited spoken output. Spontaneous verbal
output may be restricted to single words, nonwords,
or undifferentiated phonation and some individuals’
speech only consists of perseverative utterances (e.g.,
“no, no”). In addition, reading and writing are typi-
cally profoundly compromised. Because of the severity
of language impairment, communication partners
sometimes need to anticipate the communicative inten-
tions of individuals with global aphasia or rely primar-
ily on gestures or drawing. In most cases, both Broca’s
area and Wernicke’s area are damaged (Mazzocchi &
Vignolo, 1979) or functionally compromised (Hillis
et al., 2004) because of occlusion or stenosis of the
proximal MCA (affecting both the inferior and super-
ior divisions) or the internal carotid artery (ICA).

73.2.4 Conduction Aphasia

Conduction aphasia is usually defined as a language
impairment characterized by relatively fluent, although

paraphasic, spontaneous speech, intact auditory com-
prehension, and disproportionately impaired speech
repetition. Secondary features include reading impair-
ments, variable writing difficulties, and ideomotor
apraxia (Benson et al., 1973). Individuals with conduc-
tion aphasia display well-articulated responses that are
phonemically similar to target words and repetitive
self-corrections resulting in increasingly closer approxi-
mations to targets. This phenomenon is termed “con-
duit d’approache” (Goodglass, 1992). Traditionally,
conduction aphasia is thought to be caused by a lesion
in the arcuate fasciculus, a white matter tract that runs
between Broca’s and Wernicke’s areas, and thus is con-
sidered a disconnection syndrome because a lesion in
the arcuate fasciculus is assumed to interrupt commu-
nication between the sensory and motor modules of the
classically defined speech-language system
(Geschwind, 1965). This hypothesis has been chal-
lenged. More recent evidence shows that conduction
aphasia is not the result of damage only to the arcuate
fasciculus. Although damage to the arcuate fasciculus
is reported be present in the setting of conduction apha-
sia in some contemporary accounts (Geldmacher,
Quigg, & Elias, 2007; Yamada et al., 2007; Zhang et al.,
2010), it is not reported in others. In fact, cortical lesions
alone may produce conduction aphasia (Anderson
et al., 1999; Quigg, Geldmacher, & Elias, 2006), indicat-
ing that damage to the arcuate fasciculus is not a pre-
requisite condition for conduction aphasia.
Furthermore, lesions of the arcuate fasciculus do not
always cause conduction aphasia (Epstein-Peterson,
Vasconcellos-Faria, Mori, Hillis, & Tsapkini, 2012;
Selnes, van Zijl, Barker, Hillis, & Mori, 2002).
Substantial anatomical evidence suggests that conduc-
tion aphasia is caused by damage to the left superior
temporal gyrus and/or the left supramarginal gyrus
(Axer, von Keyserlingk, Berks, & von Keyserlingk,
2001; Baldo & Dronkers, 2006) due to occlusion of a
branch of the inferior division of the left MCA.

73.2.5 Anomic Aphasia

Impairment of word retrieval is the primary feature
of anomic aphasia with relatively well-preserved lan-
guage function in other realms. Individuals with
anomic aphasia may use circumlocutions for targets
and display protracted pauses in verbal output and use
of fillers (e.g., “What is that called?”; “You know what I
mean”), resulting in empty or low-content verbal out-
put. Anomia is present in other aphasia syndromes and
may be the residual language symptom as individuals
recover language abilities. Consequently, anomic apha-
sia is the least reliably localized aphasia in chronic
stroke. However, acute, isolated anomia is most often
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associated with small areas of ischemia in left inferior
temporal cortex or thalamus (Hillis et al., 2006).

73.2.6 Transcortical Aphasias

Three transcortical aphasias have been characterized:
transcortical motor (TCM); transcortical sensory (TCS);
and mixed transcortical (MTC). The transcortical apha-
sias are distinguished by intact repetition ability. TCM
aphasia shares many characteristics of Broca’s aphasia
but has the distinctive feature of fluent, grammatical
repetition. This vascular syndrome is caused by lesions
just anterior or superior to (surrounding) Broca’s area
(Freedman, Alexander, & Naeser, 1984), often caused
by occlusion of the anterior cerebral artery (ACA)
(Masdeu, Schoene, & Funkenstein, 1979; Rubens, 1976)
or “watershed” areas between the ACA and the MCA.
TCS aphasia is similar to Wernicke’s aphasia, except for
the presence of accurate repetition. TCS aphasia is usu-
ally attributed to lesions in areas surrounding
Wernicke’s area, in the watershed territories between
the MCA and posterior cerebral artery (PCA), or the
PCA territory (Alexander, Hiltbrunner, & Fischer,
1989). Induction of transient TCS aphasia during corti-
cal mapping of individuals with seizure disorders is
associated with multiple sites along the posterior super-
ior and middle temporal gyri in classical Wernicke’s
area. Electrical interference mapping studies indicate
that sparing of Wernicke’s area is not a necessary condi-
tion for TCS aphasia (Boatman et al., 2000). MTC apha-
sia is analogous to global aphasia, with reduced or
absent spontaneous speech, severely impaired language
comprehension, and preserved repetition with conse-
quent echolalia (Albert, Goodglass, Helm, Rubens, &
Alexander, 1981). Lesion sites include both anterior and
posterior left hemisphere cortical association areas,
sparing the perisylvian language core and producing
an “isolation of the speech area” (Rapcsak, Krupp,
Rubens, & Reim, 1990).

73.2.7 Subcortical Aphasias

Subcortical aphasias can be classified into three
groups: striato-capsular aphasia; thalamic aphasia; and
aphasia associated with white matter paraventricular
lesions (Kuljic-Obradovic, 2003). Preservation of repeti-
tion is common to all three subtypes, although there
are features specific to each subtype. Striato-capsular
aphasia and aphasia associated with paraventricular
lesions are characterized by impairment of fluency,
semantic paraphasias, and generally preserved com-
prehension. Thalamic aphasia is characterized by
impaired comprehension and naming with fluent out-
put containing predominantly semantic paraphasias

(Benson & Ardila, 1995; Demonet, 1997). The role of
subcortical structures in language remains controver-
sial and different mechanisms have been offered to
explain how such subcortical lesions can lead to apha-
sia. Some ascribe a direct role to subcortical areas in
language function (Cappa, Cavallotti, Guidotti,
Papagno, & Vignolo, 1983; Damasio, Damasio, Rizzo,
Varney, & Gersh, 1982). Others contend that subcorti-
cal lesions lead to aphasia through diaschisis—dys-
function of a remote area of cortex caused by impaired
input from the subcortical region (Perani, Vallar,
Cappa, Messa, & Fazio, 1987; von Monakow, 1914).
For example, unilateral lesions of the ventromedial
thalamic nucleus produce a major ipsilateral metabolic
depression in the cortex and adjacent thalamic nuclei,
bilateral metabolic reduction in the basal ganglia, and
relatively minor effects in the contralateral cortex
(Girault, Savaki, Desban, Glowinski, & Besson, 1985).
Language impairments in nonthalamic subcortical
infarcts have been attributed to hypoperfusion of corti-
cal structures caused by stenosis or occlusion of a large
cerebral vessel responsible at the same time as the
subcortical infarct (Hillis et al., 2002).

73.2.8 Variability of Vascular Syndromes

These classic aphasia classifications have also been
reviewed in detail by Damasio (1992), Goodglass
(1993), and Hillis (2007). The early accounts of vascular
syndromes used the lesion method in which abnormal
behavior is documented in the context of brain pathol-
ogy, and localization of normal function is extrapo-
lated by assuming that the lesioned area was
responsible for whatever function was impaired at the
time of assessment (Benson, 1994). It is important to
note that individual variability in the shape of the
brain as well as the patterns of sulci and gyri renders
only approximate localization of cytoarchitectural
fields, so even lesions that appear to be in the identical
area may not affect identical functions (Amunts et al.,
1999; Rademacher, Caviness, Steinmetz, & Galaburda,
1993). Furthermore, human vasculature varies consid-
erably, more so in disease states, so that blockage of a
particular branch does not reliably affect the identical
areas (Caplan & Van Gijn, 2012). Not surprisingly,
studies have variably confirmed the relationship
between vascular territories and the vascular syn-
dromes (Gavrilescu & Kase, 1995; Kumral, Bayulkem,
Evyapan, & Yunten, 2002). Furthermore, recovery from
aphasia varies substantially among patients
(Hochstenback, den Otter, & Mulder, 2003; Lazar,
Speizer, Festa, Krakauer, & Marshall, 2008).
Depending on the time of evaluation, a person with
damage to an entire vascular territory might present
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with the entire vascular syndrome, a partial syndrome,
or none of it (if the person recovered completely). One
study showed that the vascular syndromes correspond
to vascular territories more reliably in the acute than
in the chronic stages of stroke (Ochfeld et al., 2010). In
acute stroke, language impairments reflect the entire
dysfunctional tissue (both infarcted and hypoperfused
tissue) not always visible on structural imaging.

Beginning in the 1980s, developments in functional
neuroimaging, including PET, functional MRI (fMRI),
and magnetoencephalography, expanded understand-
ing of the functional neuroanatomy of language. Safe,
noninvasive imaging of the brain reveals that areas in
both hemispheres of the brain are activated specifically
during language tasks, although the left hemisphere
shows more activation in the majority of neurologically
normal adults (Binder, 1997; Crinion, Lambon Ralph,
Warburton, Howard, & Wise, 2003; Fridriksson &
Morrow, 2005; Petersen, Fox, Posner, Mintun, &
Raichle, 1988), and that more distant areas of the cortex,
such as inferior and anterior temporal cortex (Wise,
2003) and the basal ganglia and thalamus (Kraut et al.,
2002), are also activated during language tasks.

73.3 VASCULAR SYNDROMES AND
CONTEMPORARY PARADIGMS

How do the vascular syndromes fit with more con-
temporary frameworks of the functional neuroanatomy
of language that postulate a dual stream of language
processing (Hickok & Poeppel, 2000, 2004, 2007)? The
brain is assumed to compute a transformation between
thought and an acoustic signal (Schwartz, Faseyitan,
Kim, & Coslett, 2012), and it executes parallel proces-
sing to synthesize input via interconnected neural net-
works (Ueno, Saito, Rogers, & Lambon Ralph, 2011). In
the neuroanatomical model of speech processing, pro-
posed by Hickok and Poeppel (2007), speech percep-
tion involves auditory-responsive areas in the superior
temporal gyrus bilaterally, left more so than right. The
processing system then diverges into two streams. The
ventral stream is a sound-meaning interface responsi-
ble for processing speech signals for comprehension.
In the dorsal stream, acoustic speech signals are trans-
lated into articulatory representations essential for
speech development and production involving
auditory-motor integration. These streams are also
thought to be bidirectional; the ventral stream med-
iates the relationship between sound and meaning for
perception and production, and the dorsal system can
also map motor speech representations onto auditory
speech representations (Hickok & Poeppel, 2004, 2007).

When a map of the vascular territories is superim-
posed onto this neuroanatomical model of speech

processing (Figure 73.1), one can see that the dorsal
stream is supplied by the superior division of the left
MCA, and the ventral stream is supplied largely by
the inferior division of the left MCA. Therefore, it is
not surprising that individuals with the vascular syn-
drome of Broca’s aphasia typically have deficits that
can be attributed to disruption of the dorsal stream:
the articulatory network or sensorimotor interface.
Likewise, it is not surprising that individuals with the
vascular syndrome of Wernicke’s aphasia have deficits
that can be attributed to the lexical interface and/or
combinatorial network to map sound onto meaning.
The repetition deficit in conduction aphasia is attrib-
uted to damage in the Sylvian parietal�temporal (Spt)
area, which is located within the Sylvian fissure at the
parietal�temporal boundary, reflecting disruption of
the dorsal stream route (Hickok & Poeppel, 2004). This
hypothesis is supported by fMRI data that show that
the region of maximal overlap in lesion distribution in
14 conduction aphasics includes area Spt (Buchsbaum
et al., 2011). This is consistent with recent evidence
that suggests that conduction aphasia is caused by
damage to the left superior temporal gyrus and/or the
left supramarginal gyrus (Axer et al., 2001; Baldo &
Dronkers, 2006), both of which are anatomical regions
associated with the dorsal stream (Schwartz et al.,
2012). Further support is found in studies using
computational models to synthesize aphasia.
Conduction aphasia is produced after damage to the
dorsal pathway in a neuroanatomically constrained
computational dual dorsal-ventral pathway computa-
tional model (Ueno et al., 2011). Other relevant work
includes voxelwise lesion behavior mapping to investi-
gate the association of language impairments and
dorsal-ventral streams. Although these studies do not
typically associate lesions in particular voxels with
specific aphasia syndromes, findings are that deficits
in naming and repetition are associated with the dorsal
stream (Hanley, Kay, & Edwards, 2002; Ueno et al.,
2011) and deficits in comprehension are associated
with the ventral pathway (Hillis & Caramazza, 1991b).
Finally, it should not be surprising that unilateral vas-
cular syndromes do not typically disrupt the concep-
tual system, which is bilaterally and widely
represented in this model. Rather, conceptual meaning
is disrupted in neurodegenerative disease, such as
semantic variant primary progressive aphasia.

73.4 COGNITIVE PROCESSES
UNDERLYING APHASIA

What is lost by characterizing an individual as an
exemplar of a particular vascular syndrome? As noted,
each vascular syndrome is a collection of frequently
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co-occurring impairments to functions that depend on
an area of brain supplied by a particular blood vessel.
In the past, these deficits were characterized as impair-
ments to particular tasks (e.g., sentence repetition).
However, it is now understood that each language
task comprises a number of cognitive representations
and processes that might depend on different areas of
the brain. For example, some of the controversy
regarding the anatomical correlates of conduction
aphasia may have arisen by characterizing patients as
having impaired sentence repetition, rather than iden-
tifying what cognitive processes underlying sentence
repetition were impaired in individual patients.
Cognitive models of language processing include both
a semantic and nonlexical phonological mechanism for
word and sentence repetition (Hanley et al., 2002).
Evidence for this model is found in case reports of per-
formance on language tasks in individuals with neuro-
logic impairments (Hanley, Dell, Kay, & Baron, 2004;
Hillis & Caramazza, 1991b). More recently, in a study
of sentence recall in healthy adults and an individual
with aphasia, phonological information was judged to
contribute to sentence recall performance as a comple-
ment to semantic and conceptual information
(Schweppe, Rummer, Bormann, & Martin, 2011). Some
patients may have a disrupted phonological short-term

storage system, whereas others may have a disrupted
semantic working memory system or disrupted “cen-
tral executive” component of working memory as the
cause of impaired sentence repetition. Each of these
impairments might be associated with different lesion
sites. Error rates on syllable and pseudoword repeti-
tion tasks were increased with inhibitory transcranial
magnetic stimulation (TMS) to the posterior part of the
superior temporal sulcus and temporoparietal junction
in normal volunteers, implicating the role of the dorsal
pathway. Differences in error rates were not seen dur-
ing sentence repetition tasks, suggesting that the ven-
tral pathway may have been recruited for sentence
repetition (Murakami, Kell, Restile, Ugawa, &
Siemann, 2013).

73.5 POTENTIAL USEFULNESS OF
VASCULAR SYNDROMES

73.5.1 Aphasia Research

Grouping patients for research assumes that indivi-
duals in the group are homogeneous with respect to
something of theoretical interest. The vascular syn-
dromes are frequently co-occurring symptoms.

Via higher-order frontal networks

Articulatory network

pIFG, PM, anterior insula
(left dominant)

Sensorimotor interface

Parietal-temporal Spt
(left dominant)

Spectrotemporal analysis

Dorsal STG
(bilateral)

Combinatorial network

aMTG, aITS
(left dominant?)

Lexical interface

pMTG, pITS
(weak left-hemisphere bias)

Phonological network

Mid-post STS
(bilateral)

Conceptual network

Widely distributed

Dorsal stream

Ventral stream

Input from
other sensory
modalities

(A)

(B)

FIGURE 73.1 A schematic repre-
sentation of the cortical organization
of speech processing proposed by
Hickok and Poeppel (2007), on which
we have superimposed a map of the
vascular territories on the left hemi-
sphere only. The left ACA is shown
in transparent yellow; the left super-
ior division MCA is shown in trans-
parent blue; the left inferior division
MCA is shown in transparent pink;
and the left PCA is shown in green.
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Individuals with Broca’s aphasia often have both
apraxia of speech and more difficulty naming verbs
than nouns (Miceli et al., 1984); they also often have
weakness of the right arm. These symptoms may all
stem from damage to the posterior frontal lobe, sup-
plied by the left superior division MCA. But they do
not have a common underlying cause, and they disso-
ciate in individuals. It has been argued that because
only a subset of deficits in a vascular syndrome is
likely to be present in an individual (depending on the
portion of the vascular territory affected by stroke, the
degree of recovery, individual variation in anatomy),
the syndrome approach has limited usefulness for
aphasia research. For example, patients in the group
“Broca’s aphasia” might each have different disrup-
tions to cognitive processes underlying articulation
and/or sentence production (Caramazza & Badecker,
1989), all due to lesions in areas supplied by the super-
ior division of the left MCA. Alternatives include sin-
gle subject designs (Caramazza & Coltheart, 2006) and
case series analysis (Schwartz & Dell, 2010), or group-
ing by cognitive impairment (DeLeon et al., 2007).
However, classification by vascular syndrome remains
the standard basis for describing groups of partici-
pants in aphasia research.

73.5.2 Treatment of Stroke

Furthermore, grouping patients by affected vascular
territory may be quite useful for a stroke neurologist.
For example, grouping by vascular aphasia syndromes
allowed the discovery that inferior division MCA
strokes (associated with Wernicke’s aphasia) were
more likely due to cardioembolism (Bogousslavsky,
Van Melle, & Regli, 1989), and superior division MCA
strokes (associated with Broca’s aphasia) were more
likely due to carotid dissection and carotid occlusion
(Trupe et al., 2013). Because it is often essential to initi-
ate treatment before the lesion is seen on imaging, a
good idea of the volume and location of the affected
territory is useful in planning intervention.
Furthermore, acute presentations of vascular aphasia
syndromes provide the stroke neurologist with infor-
mation about the likely areas of brain that are dysfunc-
tional (either infarcted or hypoperfused). When there
is mismatch between the vascular aphasia syndrome
and the structural lesion seen on diffusion-weighted
imaging (DWI; which is very sensitive to ischemic tis-
sue even early in stroke), the stroke neurologist knows
there is brain tissue that is hypoperfused and at risk
for further ischemia. This “diffusion-clinical mismatch”
is frequently a prompt for intervention (Reineck,
Agarwal, & Hillis, 2005). To illustrate, the patient
whose scans are shown in Figure 73.2 had Wernicke’s

aphasia at onset but only a tiny lesion on DWI in the
insula that could not account for his deficits. His “dif-
fusion-clinical mismatch” prompted further imaging
with perfusion-weighted imaging (PWI) the same day
and intervention to reperfuse Wernicke’s area. His
Wernicke’s aphasia resolved by day 3 with restored
blood flow to Wernicke’s area.

73.5.3 Aphasia Treatment

Is it useful to group patients by vascular aphasia
syndrome for treatment of their aphasia? Certainly,
there have been treatments described for Broca’s apha-
sia, Wernicke’s aphasia, and so on (Carlomagno,
Zulian, Razzano, DeMercurio, & Marini, 2013;
Conklyn, Novak, Boissy, Bethoux, & Chemali, 2012;
Helm-Estabrooks, Fitzpatrick, & Barresi, 1982; Helm-
Estabrooks & Ramsberger, 1986). Treatment on the
basis of syndrome classification alone would obviously
neglect important individual differences known to
exist in each of the aphasia syndromes as well as

FIGURE 73.2 MRI scans of an individual with Wernicke’s apha-
sia at day 1 (top panel). DWI (left) shows a tiny area of ischemia in
the left insula. PWI the same day shows severe hypoperfusion of
Wernicke’s area and the surrounding left superior temporal cortex.
Repeat imaging at day 3 (lower panel) shows restored blood flow to
the entire area in association with resolution of Wernicke’s aphasia.
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personal preferences of individual patients, vital
aspects of therapy consistent with evidence-based
practice. In fact, most of these treatments are therapies
for particular deficits within each syndrome. For exam-
ple, in a case series study including individuals with
Broca’s, Wernicke’s, and anomic aphasia, a cueing
hierarchy was developed to treat anomia due to
impaired access to word meaning or word form in all
participants (Best et al., 2013). It would be at least as
rational in most cases to describe the intervention as a
therapy for “constructing a sentence planning frame”
(rather than Broca’s aphasia) or “mapping lexical
representations to meaning” (rather than Wernicke’s
aphasia). Therapy for specific aphasia syndromes may
be optimized by considering the respective roles of the
ventral and dorsal streams. For example, the ventral
pathway could be leveraged by encouraging patients
to process the meaning of a target word during a repe-
tition task in the treatment of conduction aphasia
(Ueno & Lambon Ralph, 2013).

However, characterizing patients as exemplars of a
vascular aphasia syndrome might be useful for neuro-
modulatory treatments that are, by hypothesis,
directed to particular sites of the brain. Aphasia treat-
ment is just beginning to take advantage of targeted
brain-based interventions, such as transcranial direct
current stimulation (tDCS) and TMS designed to facili-
tate synaptic plasticity (Mottaghy, Sparing, & Topper,
2006; Schlaug, Renga, & Nair, 2008). Most studies have
selected patients for treatment on the basis of vascular
syndrome (Vines, Norton, & Schlaug, 2011) and have
carefully targeted particular areas of the brain based
on fMRI (Dmochowski et al., 2013; Fridriksson,
Richardson, Baker, & Rorden, 2011) or predetermined
regions. However, it is yet to be shown whether the
localization of these treatments or the site of lesion/
vascular syndrome of patients receiving these treat-
ments (in conjunction with behavioral therapies) is
critical to their effectiveness.

73.6 CONCLUSION

The value of classifying aphasias as vascular syn-
dromes continues to be deliberated as the field of
aphasiology evolves. The usefulness of classification
depends on the goal. Characterizing someone as hav-
ing a particular vascular syndrome communicates: (i) a
set of likely symptoms; (ii) the area of the brain most
likely to be affected (at least if the individual has not
shown substantial change in either the lesion or the
language symptoms since onset); and (iii) the arterial
branch most likely to be involved if the cause of apha-
sia is ischemic stroke. Advances in neuroimaging have
allowed refinements in characterizing lesions, so we

can now identify areas of the brain associated with
impairments in specific cognitive functions underlying
language. We are no longer limited to describing the
symptoms associated with a vascular territory. New
theories of language processing and production com-
plement long-established classification systems, and
these novel and emerging perspectives will certainly
translate to changes in the conducting of research and
treatment of stroke.
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74.1 INTRODUCTION

One of the fascinating aspects of aphasia is that lan-
guage breakdown is not unitary. Not all aspects of lan-
guage are affected in the same way and, crucially,
depending on the site and extent of the lesion, brain
injury to the left hemisphere results in a clinically
diverse set of impairments and abilities. Persons with
aphasia may show a constellation of impaired and
spared abilities in auditory comprehension, speech
output, repetition, naming, reading, and writing that
together comprise a particular syndrome.

There is a long history of the characterization of the
aphasia syndromes (Geschwind, 1965; Benson, 1979 for
review), and although there are differences in nomen-
clature, there is general consensus on the clinical fea-
tures that comprise a particular syndrome. However,
syndromes provide a description of clinical behaviors.
They do not provide an explanation of the language
deficits that give rise to these behaviors. For example,
a failure to understand language could be due to any
number of factors—among them, impairment in pro-
cessing the sound structure of language, impairment
in mapping sounds to word meaning, and/or failure
to process the syntactic structure or the semantic struc-
ture of words. To understand the nature of language
deficits in aphasia requires taking a different approach,
one that takes into consideration the potential lan-
guage processes and mechanisms underlying these
deficits. Roman Jakobson (1956) was probably the first
linguist to take such a psycholinguistic approach to
aphasia. Since then, there has been a history and tradi-
tion of using the theoretical framework and experi-
mental tools provided by psycholinguistics to examine
the nature of deficits among the different types of

aphasia (Goodglass, 1993). As discussed, such a study
has provided the framework for much of the recent
work using functional neuroimaging and electrophysi-
ological approaches to the neurobiology of language.

This chapter reviews the contributions that this
approach has made to our understanding of the neuro-
biology of language. We begin by describing those
classical aphasia syndromes and their associated lesion
profiles that have served as the focus of much of the
research on language impairments in aphasia. The psy-
cholinguistic studies that were conducted were
designed to understand the basis of the underlying
deficits giving rise to particular clinical features of
these syndromes and the functional role of the brain
areas involved. The findings have also been used to
provide insight into the functional architecture of lan-
guage, that is, how the system fractionates provides a
window into its structural properties and the mechan-
isms and processes involved in normal language use.

74.2 THE APHASIA SYNDROMES

The aphasia syndromes typically result from damage
to perisylvian areas of the left hemisphere. Although
there have been many syndromes described in the liter-
ature (see Geschwind, 1965 for a review), the three that
have probably been studied in the most detail and have
served as the foundation for psycholinguistic studies
of aphasia are Broca’s, conduction, and Wernicke’s
aphasia. These syndromes provide a rich tapestry of
impaired and spared language abilities. Of importance,
they are defined in terms of the relative performance of
patients among a set of language functions, including
speaking, auditory comprehension, repetition, naming,
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and comprehension and production in reading and
writing. Thus, an absolute score on a particular lan-
guage function cannot be used to classify a patient.
Rather, it is performance on a particular language func-
tion in relation to the other clinical characteristics that
defines a patient’s syndrome.

Focusing solely on a particular language function
will result in grouping patients together who have
different syndromes and potentially different under-
lying deficits. For example, there are a number of
aphasia syndromes that are characterized by poor
auditory comprehension, including Wernicke’s apha-
sia, transcortical sensory aphasia, and global aphasia
(Goodglass & Kaplan, 1972). Similarly, there are a
number of syndromes that are characterized by fluent
speech output, including Wernicke’s aphasia, conduc-
tion aphasia, transcortical sensory aphasia, and anomic
aphasia. It is the relationship between these various
language functions that differentiate between and
among the aphasia types.

Broca’s aphasia is characterized by impairment in
language expression in the face of relatively good audi-
tory comprehension. Speech output of these patients is
typically nonfluent: production is slow, labored, with
many speech errors, and is often dysarthric, (i.e., char-
acterized by motor weakness that affects speech articu-
lation). Additionally, these patients often display
agrammatism in their speech output, with a tendency
to omit freestanding function words such as the and is
and to either delete or substitute grammatical endings.
Repetition is usually similar to or a little better than
spontaneous speech output. Lesions associated with
Broca’s aphasia typically involve the frontal operculum
(Broca’s area, i.e., BA44 and 45) and premotor and
motor regions posterior and superior to the frontal
operculum, and extend to the white matter structures
including the basal ganglia and insula (Damasio, 1998).

Wernicke’s aphasics show a very different clinical
picture. They have fluent well-articulated speech in the
context of impairment in auditory language compre-
hension. These patients often produce paraphasias,
which are errors in their output that are either phono-
logically based (phonemic paraphasias, e.g., top - dop)
or semantically based (verbal paraphasia, e.g., wife -
sister). Some Wernicke’s aphasics produce jargon or
neologisms, which are productions that are phonologi-
cally possible but are not words in the language (e.g.,
tufbei). Although speech output is fluent, containing
grammatical words and endings, sentences are often
described as paragrammatic, characterized by the
inappropriate juxtaposition of words often rendering
the sentence ungrammatical. Additionally, the content
of the discourse is typically empty semantically, partly
because of the overuse of semantically empty high-
frequency words such as thing, is, this. Wernicke’s

patients also have repetition impairment as well as a
naming deficit. The lesions associated with Wernicke’s
aphasia include the posterior superior temporal gyrus
(BA22), often extending to the middle temporal, supra-
marginal, and angular gyri (Damasio, 1998; Dronkers,
Redfern, & Ludy, 1995; Dronkers, Wilkins, Van Valin,
Redfern, & Jaeger, 2004).

In conduction aphasia, repetition is the presenting
deficit in the context of fluent, well-articulated speech
and relatively good auditory language comprehension.
Speech output contains phonemic paraphasias and rel-
atively few semantic paraphasias. The patient appears
to be aware of these errors because they often attempt
to correct them, producing conduite d’approche or suc-
cessive approximations to the target word. The lesions
associated with conduction aphasia include the supra-
marginal gyrus and the white matter structures deep
to it (the arcuate fasciculus). Importantly, the posterior
portion of the superior temporal gyrus (Wernicke’s
area) is typically spared (Damasio, 1998; but see
Hickok et al., 2000).

These clinical characteristics and associated lesion
loci have raised a series of questions about the func-
tional and neural architecture of language. With respect
to the functional architecture of language, it is generally
assumed that both expressive and receptive language
functions comprise different linguistic domains involv-
ing multiple stages of processing. These domains
include phonological/phonetic, lexical, syntactic, and
conceptual/semantic. It is also generally assumed that
information flows from one stage of processing to the
other and that this information flow is interactive, with
activation at one stage of processing influencing activa-
tion at other stages of processing both upstream and
downstream from it (Dell, 1986; Marslen-Wilson &
Warren, 1994). For example, phonetic/phonological infor-
mation affects lexical processing (bottom-up processing),
and lexical processing, in turn, can affect phonetic/
phonological processing (top-down processing).

The clinical characteristics of Broca’s, conduction,
and Wernicke’s aphasia suggest potential deficits in
the representations and processes involved in the
reception and/or expression of speech, words, and
syntax. And it is these domains that we review here.
At the same time, they also provide potential insight
into the neural systems underlying these domains,
allowing for an examination of whether the neural
areas are functionally autonomous.

74.3 SOME CAVEATS AND CHALLENGES

The use of the aphasia syndromes as the framework
to investigate the neurobiology of language has
been met with challenges in the literature that are
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worthwhile to briefly review and consider. In particu-
lar, there have been challenges to the assumption that
clinical syndromes can be used to reliably classify and
study participants with aphasia (Caramazza, 1984), and
there have been challenges to the assumption that there
is one-to-one mapping between clinical syndrome and
underlying neuropathology (Willmes & Poeck, 1993).
This has led to two other approaches over the past 30
years in the investigation of language deficits in
aphasia. The first has focused on detailed case studies
of patients as a means of informing current theories of
language processing (Caramazza, 1986; see Rapp &
Goldrick, 2006 for a review). The single case methodol-
ogy has been used throughout the history of neuropsy-
chology and has provided many insights into not only
how language may fractionate but also what neural
areas give rise to the deficit (Geschwind, 1965 discus-
sion of Dejerine). However, the more recent case study
approach has largely been agnostic with respect to the
underlying neuropathology of the patient (Rapp &
Goldrick, 2006). Thus, a downside of this approach is
that it cannot provide insight into the neural architec-
ture underlying the patient’s deficit, nor can it provide
predictions of patterns of deficits to new patients. In the
second approach, a psycholinguistic question is raised
and then studied in a group of patients unselected for
either syndrome or lesion (see Schuell & Jenkins, 1959).
The assumption here is that the underlying deficit is
the same irrespective of lesion localization. Under these
assumptions, it is impossible to determine whether
there are distinct deficits that arise as a function of a
particular area of damage and whether the basis of the
deficit differs as a function of lesion site.

In the end, it is lesions that produce language
impairments in aphasia. And the rationale for focusing
on syndromes is that they not only present with a con-
stellation of impairments but also are the result of
lesions to particular neural areas. With advances in
neuroimaging techniques over the past 20 years, we
know that lesions of patients are rarely focal and typi-
cally include both cortical and subcortical structures.
No individual with aphasia has exactly the same lesion
profile, and there are differences not only in the extent
of the lesion but also in the degree of damage to a par-
ticular area. With regard to behavioral effects of
lesions, we know that within a syndrome there are dif-
ferences in severity and that not all patients can be
classified into a particular syndrome, in both cases pre-
sumably because of the extent and location of the
lesion. We also have learned that damage in one area
can result in hypometabolism in areas distant from it,
even in the absence of overt structural damage
(Metter, Hanson, Jackson, & Kempler, 1990). Such find-
ings suggest that deficits may reflect neural systems,
rather than solely being due to local pathology.

Taken together, such observations identify the com-
plexities of this research endeavor. That the picture is
more complex than what the classical aphasiologists
from the 1920s to the 1960s had proposed in terms of
clinical diagnosis and lesion locus is not surprising.
However, these facts do not obviate the existence of
the aphasia syndromes or that lesions are localizable
and ultimately produce different patterns of language
impairment broadly in line with the classical aphasia
syndromes (Kreisler et al., 2000; Richardson, Fillmore,
Rorden, LaPointe, & Fridriksson, 2012). The results of
this approach converge with recent neuroimaging find-
ings focusing on the neural substrates of language.

74.4 LANGUAGE DEFICITS
UNDERLYING APHASIA SYNDROMES

It is beyond the scope of this article to review the
extensive literature on psycholinguistic investigations
of aphasia. Rather, we examine two main classes of
findings that have been shown in each of the domains
of phonetics/phonology, the lexicon, and syntax. The
first class of findings has shown similarities in patterns
of deficits across patients presenting with different
aphasia syndromes. Such results provide insight into
the functional architecture of language, typically show-
ing integrity of the structural properties of language.
They also suggest that such processing recruits a
broadly distributed neural system. The second class of
findings has shown deficits in patients presenting with
different aphasia syndromes; however, of interest and
importance, the patterns of deficits differ as a function
of clinical syndrome. Such findings suggest that the
nature of the deficit giving rise to the pathological per-
formance is due to a different functional impairment
presumably reflecting the neural locus of the lesion.

74.4.1 Phonetic/Phonological Impairments

74.4.1.1 Speech Production

Although all aphasic patients make speech produc-
tion errors across a number of language tasks, based on
the clinical picture of the patients, it was generally
assumed that the source of those errors differed. In par-
ticular, given that the lesions of Broca’s aphasics
involved frontal structures typically including motor
areas, they were considered to have phonetic impair-
ments reflecting articulatory planning and articulatory
implementation deficits. In contrast, given that
Wernicke’s and conduction aphasics’ lesions involved
posterior areas, these patients were considered to
have phonological impairments reflecting selection
deficits. Experimental results showed that these
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characterizations were both correct and wrong. In par-
ticular, acoustic analysis of the patterns of production
of a number of parameters of speech showed clear-cut
phonetic impairments for Broca’s aphasics that were
not present in either Wernicke’s or conduction apha-
sics. Broca’s aphasics showed deficits in the timing
relations required for voicing in stop consonants
(voice-onset time) (Blumstein, Cooper, Goodglass,
Statlender, & Gottlieb, 1980; Gandour & Dardarananda,
1984; Kent & Rosenbek, 1983), timing of voicing onset
and amplitude properties required for voicing in frica-
tive consonants (Kurowski, Hazen, & Blumstein, 2003),
and duration and amplitude measures required for the
production manner of articulation for nasal consonants
(Kurowski, Blumstein, Palumbo, Waldstein, & Burton,
2007). Although the two posterior aphasic groups
showed normal articulatory implementation, they did
show more variability in their productions than normal
individuals. Taken together, these findings support the
view that Broca’s aphasics have articulatory planning
and implementation deficits, and that frontal brain
structures including Broca’s area, premotor and motor
regions posterior and superior to the frontal opercu-
lum, and white matter structures deep to them are
functionally involved in these stages of production.
That the posterior patients only showed variability in
their productions in the context of normal articulatory
implementation suggests that speech production not
only recruits frontal structures but also invokes
posterior structures, presumably as part of a feedback
mechanism for error detection, monitoring, and senso-
rimotor integration from auditory (temporal cortex)
and somatosensory (inferior parietal cortex) areas
(Guenther, Ghosh, & Tourville, 2006; Hickok, 2012;
Hickok, Houde, & Rong, 2011; Houde & Nagarajan,
2011; see Blumstein & Baum for discussion of neuroim-
aging studies supporting this view, Chapter 55, this
volume).

In contrast to phonetic deficits, studies of phonolog-
ical analysis of the speech of Broca’s, conduction, and
Wernicke’s aphasia failed to show different patterns
of errors. Analyses of speech output errors showed
that patients from all three groups made similar pho-
nological errors, including phoneme substitutions
(phonemic paraphasias), addition or deletions of
sounds, transposition of sounds either within a word
or between words, and contextual errors based on the
phonological context of the word (Blumstein, 1973).
For all patients, errors reflected structural principles
of the language. In particular, sound substitutions
were more likely to occur between sounds that were
distinguished by a single phonetic feature, and both
addition and deletion errors were more likely to result
in the canonical syllable structure CV (e.g., segments
were typically added if a word began with a vowel,

e.g., “elevator” - /kεləvetr/, sound segments were
added to produce a word with a CV onset, e.g.,
“cloudy” - /kəlawdi/, and consonant clusters were
simplified, “French” - /fεnč/). The similar pattern of
errors irrespective of clinical syndrome suggests that
whether the error occurred at selection, articulatory
planning, or implementation stages of production, the
basic structure of words and the phonological princi-
ples underlying them are preserved. It is not surpris-
ing that when errors occur, they are more likely to be
manifest among phonologically similar sounds and to
result in “simpler” phonological structures.

74.4.1.2 Speech Perception

As described, one of the distinguishing clinical fea-
tures for Wernicke’s aphasics is poor auditory compre-
hension. The question is, what is the basis or bases of
this impairment? Because the primary auditory areas
surface in the temporal lobe and the superior temporal
gyrus has been implicated in speech perception
(Binder, 2000; Hickok & Poeppel, 2007), one likely can-
didate deficit that has been studied in detail is an
impairment in the processing of the sounds of speech.
Luria (1966) proposed that Wernicke’s aphasics have a
deficit in phonemic hearing. In this view, an inability
to correctly perceive the phonological properties of
speech sounds leads to poor auditory comprehension
and results in what appears to be semantic impair-
ments. For example, it is not uncommon for such
patients to select the incorrect picture of a word such
as “pea” if it is presented in an array of phonologically
similar items such as “bee,” “T,” or “key.”

A series of studies was conducted investigating dis-
crimination and identification of both naturally pro-
duced and synthetically constructed stimuli (Csepe,
Osman-Sagi, Molnar, & Gosy, 2001; Leeper, Shewan, &
Booth, 1986). Results showed that Wernicke’s
aphasics displayed severe speech perception deficits
(Basso, Casati, & Vignolo, 1977; Blumstein, Baker, &
Goodglass, 1977; Caplan, Gow, & Makris, 1995; Gow &
Caplan, 1996; Robson, Keidel, Lambon Ralph, & Sage,
2012; see Hickok, 2009 for an alternative view). In
addition, however, Broca’s and conduction aphasics
also showed deficits, although they were milder (see
Hickok, Costanzo, Capasso, & Miceli, 2011 for an alter-
native view). Of interest, the predictive relationship
between performance on these tasks and comprehen-
sion ability was inconsistent across studies; some failed
to show a relationship (Basso et al., 1977; Blumstein
et al., 1977), whereas others did show a relationship
(Miceli, Gainotti, Caltagirone, & Masullo, 1980; Robson
et al., 2012). These findings suggest that Wernicke’s
aphasics do have a speech perception deficit, but that
other aspects of language, particularly semantic pro-
cessing, may also be impaired (Baker, Blumstein, &
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Goodglass, 1981; Basso et al., 1977; Robson, Sage, &
Lambon Ralph, 2012; but see Walker et al., 2011). The
possibility that Wernicke’s aphasics have not only
speech perception impairment but also a deficit in
semantic processing is also supported by the neuroim-
aging literature. As described, it is not uncommon for
the lesion profile of Wernicke’s aphasics to extend into
the middle temporal gyrus, an area that is involved in
semantic processing and appears to be recruited in
accessing stored semantic representations (see Binder,
Desai, Graves, & Conant, 2009 for a review).

The findings that speech perception impairments
emerge not only in Wernicke’s aphasics but also in
milder forms in Broca’s and conduction aphasics are
consistent with neuroimaging results showing that
multiple neural areas are recruited in the processing of
speech. Studies examining phonological contrasts
(Burton, Small, & Blumstein, 2000) and acoustic pho-
netic properties of speech (Blumstein, Myers, &
Rissman, 2005; Joanisse, Zevin, & McCandliss, 2007;
Liebenthal et al., 2010) have shown activation in a neu-
ral network, including temporal (superior temporal
gyrus), parietal (supramarginal gyrus), and frontal
(inferior frontal gyrus) areas. It has been argued that
the functional role of these areas differs with superior
temporal areas (potentially bilaterally) recruited in ear-
lier stages of speech processing, temporoparietal areas
(posterior superior temporal and supramarginal gyri)
involved in phonological processing (Buchsbaum,
Hickok, & Humphries, 2001; Hickok et al., 2008;
Hickok, 2009), and frontal areas engaged in executive
processes related to phonetic category decisions
(Burton et al., 2000; Myers, Blumstein, Walsh, &
Eliassen, 2009; see also Venezia, Saberi, Chubb, &
Hickok, 2012).

Nonetheless, of interest, despite differences in over-
all performance of the patients in speech perception
tasks, their patterns of impairment were similar.
Namely, all patients were more likely to make discrim-
ination errors on stimulus pairs that were distin-
guished by a single phonetic feature than several
features, and they were more likely to make errors dis-
criminating stimulus pairs contrasting in the features
corresponding to place of articulation than for the fea-
ture voicing (Blumstein et al., 1977). Finally, all
patients displayed more deficits in perceiving the
sound structure of nonsense syllables compared with
real words. That Wernicke’s aphasics showed a sys-
tematic pattern of impairment similar to other aphasic
patients indicates that their behavior is not random
and does not reflect a loss of sensitivity to the
phonetic/phonological properties of speech.

The patterns of performance displayed by the
patients reflect the integrity of the structural proper-
ties of the sound structure of language. Sounds

distinguished by a single phonetic feature not only
share more phonological features but also are more
similar acoustically than are sounds distinguished by
multiple features. Thus, it is not surprising that they
are more difficult to discriminate. Nonetheless, despite
the difficulty that all patients have in either discrimi-
nating or categorizing acoustic cues associated with
either voicing or place of articulation, the locus and
shape of the phonetic boundary are similar to those of
normal individuals. The superiority of performance for
real words compared with nonsense syllables is consis-
tent with current models of the functional architecture
of language (Dell, 1986; McClelland & Elman, 1986).
Here, information flow is interactive; namely, informa-
tion flows from phonetic/phonological analysis stages
to activate potential lexical candidates. These candi-
dates, in turn, boost the activation of phonological
units downstream from them. Because nonwords do
not match any words in the lexicon, they may only
weakly activate phonologically similar words (Milberg,
Blumstein, & Dworetzky, 1988). In such a case, they do
not have the same degree of support of the lexical-
semantic network; hence, they are more vulnerable in
tasks that focus on phonological/phonetic properties.

74.5 LEXICAL IMPAIRMENTS

Models of the cognitive architecture of language
have proposed that the words of a language (the men-
tal lexicon) are organized in terms of a network-like
architecture of shared or partially overlapping sound
structure or semantic properties (Gaskell & Marslen-
Wilson, 1999; Plaut, 1995). In this view, a word not
only activates its phonological and semantic represen-
tations but also partially activates words that share
sound structure and semantic properties with it. As a
consequence, accessing a word for either spoken pro-
duction or auditory word recognition requires select-
ing the target word from this set of activated
competitors. Thus, both the production and recogni-
tion of words require a multistage process including
access to the mental lexicon, activation of a network of
potential word candidates, and, ultimately, the selec-
tion of the target word from the set of semantically
related and phonologically related competitors.

One of the most common and least localizing clini-
cal features in aphasia is a word retrieval deficit. This
may be shown either in spoken word production or in
auditory word recognition. In spoken word produc-
tion, patients may fail to come up with a word either
in spontaneous speech output or when presented with
a picture or verbal description of a word (naming)
(Goodglass & Kaplan, 1972). Typically, naming errors
include phonemic paraphasias, where the patient

92774.5 LEXICAL IMPAIRMENTS

O. LANGUAGE BREAKDOWN



makes a sound error on the target word, or verbal
(semantic) paraphasias, where the patient produces an
incorrect word, often semantically or associatively
related to the target word. Clinically, Wernicke’s apha-
sics tend to make more semantic paraphasias, and con-
duction aphasics make more phonemic paraphasias. In
auditory word recognition, Broca’s, conduction, and
Wernicke’s aphasics may fail to select a picture of a
word from an array of pictures whose names are either
phonemically or semantically related to the target
(Baker et al., 1981).

Evidence suggests that although Broca’s, conduc-
tion, and Wernicke’s aphasics display word processing
deficits, it is not because they have lost either the “con-
cept” of a word or its phonological representation.
Rather, they appear to have difficulty accessing or
retrieving the word. Improved naming occurs for these
patients with contextual support provided by either a
phonological cue (e.g., producing [bə] for the word
“bear”) or a semantic cue (“Smoky, the _.”).

The relative preservation of semantic/conceptual
representations has been shown in studies examining
semantic priming. Both Broca’s and Wernicke’s
aphasics show semantic priming in a lexical decision
task (Blumstein, Milberg, & Shrier, 1982; de Salles,
Holderbaum, Parente, Mansur, & Ansaldo, 2012;
Hagoort, 1997; Milberg & Blumstein, 1981). That is,
they display shorter reaction time latencies to target
words preceded by semantically related (“dog�cat”)
compared with semantically unrelated (“ring-cat”)
words. These findings support the integrity of the
lexical-semantic network in these patients. In contrast
to the classical aphasias, however, recent research sug-
gests that degradation of semantic structure does
occur, but in patients with semantic dementia or apha-
sic patients with lesions extending to the anterior tem-
poral lobe (an area not included in the lesion profile of
Wernicke’s aphasics) (Jefferies & Lambon Ralph, 2006;
Walker et al., 2011).

The relative preservation of phonological represen-
tations has been shown in studies examining the
tip-of-the-tongue state in aphasic patients. The tip-of-
the-tongue state is a phenomenon in which subjects
are unable to come up with a word but “feel” that they
know what the word is and, in fact, that the word is
on the “tip of their tongue.” Brown and McNeil (1966)
showed that normal individuals retain the sound
structure properties of words that they failed to
retrieve; they can identify its first letter, the number of
syllables it has, and words that are semantically
related to it. Although aphasics show a similar sensi-
tivity to the sound structure of words they cannot
name (Barton, 1971), Goodglass, Kaplan, Weintraub,
and Ackerman (1976) showed that conduction aphasics
were better able to recall the sound properties of

words compared with both Broca’s and Wernicke’s
aphasics. Thus, they suggested that the differences in
the pattern of performance reflected different stages in
word retrieval.

Despite the relative preservation of the lexical-
semantic and phonological structure of words in
Broca’s, conduction, and Wernicke’s aphasics, these
patients do show deficits in the various stages involved
in lexical access. In particular, a series of studies have
shown that Wernicke’s aphasics are able to activate lex-
ical candidates; however, the lexical competitors
remain active longer (or fail to get inhibited). In con-
trast, Broca’s aphasics also activate lexical candidates;
however, they are unable to resolve competition in
selecting the target word from among competing lexi-
cal candidates. These findings have been shown using
a variety of paradigms, including lexical decision
(Janse, 2006; Milberg, Blumstein, & Dworetzky, 1987)
and eyetracking (Yee, Blumstein, & Sedivy, 2008).
Additional support for selection deficits comes from
both verb generation (Thompson-Schill et al., 1998) and
lexical decision studies (Bedny, Hulbert, & Thompson-
Schill, 2007) that focused on lesion location, in this case
a portion of the inferior frontal gyrus (BA45), and not
clinical diagnosis of aphasia.

The lexical processing deficits of Broca’s and
Wernicke’s aphasics emerge whether the source of the
competition is semantic or phonological. For example,
in the semantic case, the patient must select a word
from competing meanings of ambiguous words pre-
sented in congruent and incongruent contexts (e.g., the
subject is required to make a lexical decision on the
third word of a triplet such as “coin-bank-money” ver-
sus “river-bank-money”) (Bedny et al., 2007; Milberg
et al., 1987). Another study required the patient to
select words that have high versus low selection
demands (e.g., the subject is asked to generate a verb
for the word “scissors” versus “ball”) (Thompson-
Schill et al., 1998).

Several paradigms have been used to investigate the
effects of resolving phonological competitors. One set
of experiments used eyetracking and examined the
potential effects of onset competitors in selecting a tar-
get word (Yee et al., 2008). Here, the subject was asked
to point to a picture given the auditory presentation of
a word from an array that included the picture of the
target word, a word with an onset competitor, and two
semantically and phonologically unrelated foils (e.g.,
the target word is “hammock” and the pictures include
“hammock,” “hammer,” “monkey,” and “chocolate”).
Another series of experiments examined the effects of
acoustically degraded prime stimuli on the magnitude
of semantic priming (Misiurski, Blumstein, Rissman, &
Berman, 2005; Utman, Blumstein, & Sullivan, 2001).
Stimulus pairs included semantically related stimuli
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with and without voicing competitors, “time-clock”
(with a voiced competitor “dime”) and “cat�dog”
(with no voiced competitor, “gat” is not a word).
Similar to normal individuals, Broca’s aphasics
showed semantic priming for phonologically clear,
semantically related pairs, and reduced semantic prim-
ing for degraded prime stimuli without a voiced com-
petitor. In contrast to normal individuals, Broca’s
aphasics lost priming only when the degraded prime
had a voiced competitor.

Taken together, these findings indicate that aphasic
patients have lexical processing impairments. In partic-
ular, aphasics retain the underlying semantic and pho-
nological representations of words, but they show
impairments in accessing them. Moreover, different pat-
terns of performance emerge between Broca’s and
Wernicke’s aphasics, suggesting that the basis of their
deficit differs (see Blumstein, 2009, for review; Janse,
2006). For Wernicke’s aphasics, word candidates stay
active longer either due to an inability to inhibit word
competitors or due to their overactivation. In contrast,
Broca’s aphasics show a deficit in selection processes
and an inability to select among competing semantic
and phonological competitors.

Neuroimaging findings support the view that both
spoken word production and word recognition pro-
cesses engage a temporoparietal and frontal network.
Semantic processing recruits both temporal and frontal
structures (see Binder et al., 2009 for a review);
selection among competing semantic alternatives
recruits the inferior frontal gyrus (Thompson-Schill,
D’Esposito, Aguirre, & Farah, 1997); and selection
among competing phonological alternatives also
recruits the inferior frontal gyrus as well as the poste-
rior superior temporal and supramarginal gyri (Righi,
Blumstein, Mertus, & Worden, 2010).

74.6 SYNTACTIC IMPAIRMENTS

As described, one of the clinical characteristics of
some Broca’s aphasics is agrammatism in speech out-
put in the context of generally good auditory compre-
hension. There is a long and controversial history of
the potential basis of the grammatical deficit in these
patients. Early hypotheses (Kolk & Heeschen, 1990;
Kolk & Van Grunsven, 1985) suggested that the deficit
reflected a compensatory mechanism of the patient to
provide the most semantic content with the least
amount of speech. In this view, the output disorder
reflects an “economy of effort” and thus is secondary
to nonfluent output and difficulty in producing and
articulating speech. Evidence in support of this view
came from analyses of the error patterns in production.
Results showed that there was not only a tendency to

omit function words but also a tendency to simplify
morphological structures, particularly in contexts
where the morphological ending was redundant (e.g.,
“two books” - “two book”) (Dick, Bates, Wulfeck,
Utman, & Gernsbacher, 2001). As shown by analyses
of inflected languages, morphological errors produced
by agrammatic aphasics were in fact substitutions of
one morphological ending for another, not a “loss” of
endings (Grodzinksy, 1990; Menn & Obler, 1990).
Analyses showed that there was a tendency to produce
a linguistically less marked structure such as a verb in
the present tense or in infinitival form rather than a
verb with a past tense or future tense inflection.

A series of seminal studies by Zurif and colleagues
(Caramazza & Zurif, 1976; Goodenough, Zurif, &
Weintraub, 1977; Zurif, Caramazza, & Myerson, 1972),
however, suggested that the agrammatic deficit of
Broca’s aphasics was not limited to speech production,
but rather was a “central” impairment affecting not
only speech production but also comprehension. This
was originally shown using a hierarchical clustering
paradigm in which subjects were presented the written
form of a sentence such as “the dog chased a cat”
(Zurif et al., 1972). With the sentence always in display,
subjects were given a random selection of three cards,
each containing one of the words in the sentence. They
were asked to put “the two words that went best
together.” Results showed that Broca’s aphasics did not
know where/how to cluster the function words. They
were as likely to cluster “the” and “a” with each other
than within their associated noun phrases. Thus,
Broca’s aphasics showed impairment in their linguistic
“intuitions” about the syntactic structure of sentences.

From there, a plethora of studies examined sentence
comprehension in aphasia focusing on syntactic struc-
tures. Results have shown that Broca’s aphasics dis-
played impairments in comprehending sentences
when the only cue to comprehension was syntax (e.g.,
“the lion chased the tiger” versus “the boy ate the
hamburger”) (Caramazza & Zurif, 1976). They had dif-
ficulty in understanding noncanonical syntactic struc-
tures such as passive sentences compared with active
sentences (“the girl is liked by the boy” versus “the
boy likes the girl”), syntactically complex compared
with simple sentences (“the boy who sees the man
likes the girl” versus “the boy likes the girl”) object-
embedded compared with subject-embedded sentences
(“the boy the girl likes reads a book” versus “the girl
likes the boy who reads the book”) and sentences that
did and did not contain traces (Caplan, Baker, &
Dehaut, 1985).

These findings gave rise to a large number of
hypotheses to characterize the underlying impairment,
the details of which are beyond the scope of
this article. The proposals are far-reaching,

92974.6 SYNTACTIC IMPAIRMENTS

O. LANGUAGE BREAKDOWN



invoking either representational (Grodzinsky, 1986, 2000;
Mauner, Fromkin, & Cornell, 1993) or processing
deficits (Grodzinsky & Friederici, 2006; Love, Swinney,
Walenski, & Zurif, 2008) involving potential impair-
ments in syntactic structures governing movement and/
or binding (Choy & Thompson, 2010; Swinney & Zurif,
1995), thematic role assignment (Saffran, Schwartz, &
Linebarger, 1998), working memory or resource limita-
tions (Caplan & Waters, 1995; Carpenter, Miyake, &
Just, 1995), and time-course delay of processing (Ferrill,
Love, Walenski, & Shapiro, 2012; Love, Swinney, &
Zurif, 2001). See Chapter 47 (Rogalsky) of this volume
for further discussion.

Beyond the debate concerning the underlying
deficit in Broca’s aphasics, there is a more critical
issue—namely, is it truly the case that only Broca’s
aphasics display syntactic comprehension impair-
ments? Unfortunately, much of the literature examin-
ing the basis of syntactic impairments has tested only
Broca’s aphasics. Thus, it is not clear whether other
types of patients also show impairments. Those stud-
ies that have looked at other patient groups or patients
with different lesion sites show similar patterns of
impairment as those of Broca’s aphasics (Caplan et al.,
1995; Caplan, Hildebrandt, & Makris, 1996; Dick et al.,
2001; Zurif & Caramazza, 1976). It is not surprising to
find that structurally complex sentences are more diffi-
cult to understand not only for aphasic patients but
also for neurologically intact subjects tested under
adverse listening conditions (Dick et al., 2001; cf. also
Obleser, Meyer, & Friederici, 2011).

What is not clear from these studies is whether the
basis of the impairment is different across aphasia syn-
dromes. Although some hypotheses have been pro-
posed (Friederici, 2011), no studies have yet been
conducted that distinguish behavioral performance of
patients based on some operational measure of the
purported functional deficit. One challenge inherent in
this research is assessing syntactic comprehension
independent of meaning.

The neuroimaging literature has shown similar con-
flicting findings. Some studies have shown selective
activation of the inferior frontal gyrus in auditory pro-
cessing of syntactic structure (Moro et al., 2001;
Stromswold, Caplan, Alpert, & Rauch, 1996), and
others have shown a broad fronto-temporo-parietal
network (Fedorenko, Nieto-Castañon, & Kanwisher,
2012; Friederici, Meyer, & von Cramon, 2000; Just,
Carpenter, Keller, Eddy, & Thulborn, 1996; see Kaan &
Swaab, 2002 for a review).

Although it remains unclear whether there are func-
tional distinctions in the auditory processing of syntac-
tic structure as a function of clinical syndrome and/or
lesion site, the original observation that only Broca’s
aphasics display agrammatism in production remains.

This leaves open the possibility that these patients do
have a selective syntactic impairment, but it is restricted
to spoken language production. It is for future research
to determine whether this is the case and what the
underlying basis of this impairment may be.

74.7 CONCLUSION

Psycholinguistic studies of the clinical syndromes of
aphasia have provided a unique window into the neu-
robiology of language. Such studies offer insights that
behavioral and neuroimaging studies alone cannot.
Behavioral studies do not provide evidence of
the neural systems underlying a particular deficit.
Neuroimaging studies are unable to determine
whether activation of a neural area indicates that it is
necessary for a particular linguistic function. Coupled
with these approaches, technological advances now
available for detailed mapping of lesion profiles cou-
pled with careful clinical examination and classifica-
tion of patients hold the promise of not only gaining a
deeper understanding of the functional and neural
architecture of language but also providing critical
insights into the bases of language deficits that can
be used in developing rehabilitation programs for
patients with aphasia.
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Fedorenko, E., Nieto-Castañon, A., & Kanwisher, N. (2012). Lexical
and syntactic representations in the brain: An fMRI investigation
with multi-voxel pattern analyses. Neuropsychologia, 50, 499�513.

Ferrill, M., Love, T., Walenski, M., & Shapiro, L. P. (2012). The time-
course of lexical activation during sentence comprehension in
people with aphasia. American Journal of Speech and Language
Pathology, 21, S179�S189.

Friederici, A. D. (2011). The brain basis of language processing: From
structure to function. Physiological Review, 91, 1357�1392.

Friederici, A. D., Meyer, M., & von Cramon, D. Y. (2000). Auditory
language comprehension: An event-related fMRI study on the
processing of syntactic and lexical information. Brain and
Language, 74, 289�300.

Gandour, J., & Dardarananda, R. (1984). Voice-onset time in aphasia:
Thai, II: Production. Brain and Language, 18, 389�410.

Gaskell, M. G., & Marslen-Wilson, W. D. (1999). Ambiguity, competi-
tion, and blending in spoken word recognition. Cognitive Science,
23, 439�462.

Geschwind, N. (1965). Disconnexion syndromes in animals and man.
Brain, 88, 237�294, 585�944.

Goodenough, C., Zurif, E., & Weintraub, S. (1977). Aphasics’ atten-
tion to grammatical morphemes. Language and Speech, 20, 11�19.

Goodglass, H. (1993). Understanding aphasia. New York, NY:
Academic Press.

Goodglass, H., & Kaplan, E. (1972). The assessment of aphasia and
related disorders. Philadelphia, PA: Lea & Febiger.

Goodglass, H., Kaplan, E., Weintraub, S., & Ackerman, N. (1976).
The “tip of the tongue” phenomenon in aphasia. Cortex, 12,
145�153.

Gow, D. W., & Caplan, D. (1996). An examination of impaired
acoustic-phonetic processing in aphasia. Brain and Language, 52,
386�407.

Grodzinksy, Y. (1990). The formal description of agrammatism.
In Y. Grodzinsky (Ed.), Theoretical perspectives on language deficits
(pp. 37�108). Cambridge, MA: MIT Press.

Grodzinsky, Y. (1986). Language deficits and the theory of syntax.
Brain and Language, 27, 135�159.

Grodzinsky, Y. (2000). The neurology of syntax: Language use with-
out Broca’s area. Behavioral and Brain Sciences, 23, 1�71.

Grodzinsky, Y., & Friederici, A. D. (2006). Neuroimaging of syntax
and syntactic processing. Current Opinions in Neurobiology, 15,
240�246.

Guenther, F., Ghosh, S., & Tourville, J. (2006). Neural modeling and
imaging of the cortical interactions underlying syllable produc-
tion. Brain and Language, 96, 280�301.

Hagoort, P. (1997). Semantic priming in Broca’s aphasics at a short
SOA: No support for an automatic access deficit. Brain and
Language, 56, 287�300.

Hickok, G. (2009). The functional neuroanatomy of language. Physics
of Life Reviews, 6, 121�143.

Hickok, G. (2012). Computational neuroanatomy of speech produc-
tion. Nature Reviews Neuroscience, 13(2), 135�145.

Hickok, G., Costanzo, M., Capasso, R., & Miceli, G. (2011). The role
of Broca’s area in speech perception: Evidence from aphasia
revisited. Brain and Language, 119, 214�220.

Hickok, G., Erhard, P., Kassubek, J., Helms-Tilleryd, K., Naeve-
Velguth, S., Strupp, J. P., et al. (2000). A functional magnetic reso-
nance imaging study of the role of left posterior superior

931REFERENCES

O. LANGUAGE BREAKDOWN



temporal gyrus in speech production: Implications for the expla-
nation of conduction aphasia. Neuroscience Letters, 287, 156�160.

Hickok, G., Houde, J., & Rong, F. (2011). Sensorimotor integration in
speech processing: Computational basis and neural organization.
Neuron, 69, 407�422.

Hickok, G., Okada, K., Barr, W., Rogalsky, C., Donnelly, K., Barde, L.,
et al. (2008). Bilateral capacity for speech sound processing in audi-
tory comprehension: Evidence from Wada procedures. Brain and
Language, 107, 179�184.

Hickok, G., & Poeppel, D. (2007). The cortical organization of speech
processing. Nature Reviews Neuroscience, 8, 393�402.

Houde, J. F., & Nagarajan, S. S. (2011). Speech production as state
feedback control. Frontiers in Human Neuroscience, 5, 82.

Jakobson, J. (1956). Two aspects of language and two types of apha-
sic disturbances. In R. Jakobson, & M. Halle (Eds.), Fundamentals
of language (pp. 55�82). The Hague: Mouton.

Janse, E. (2006). Lexical competition effects in aphasia: Deactivation
of lexical candidates in spoken word processing. Brain and
Language, 97, 1�11.

Jefferies, E., & Lambon Ralph, M. A. (2006). Semantic impairment in
stroke aphasia versus semantic dementia: A case-series compari-
son. Brain, 129, 2132�2147.

Joanisse, M. F., Zevin, J. D., & McCandliss, B. D. (2007). Brain
mechanisms implicated in the preattentive categorization of
speech sounds revealed using fMRI and a short-interval habitua-
tion trial paradigm. Cerebral Cortex, 17, 2084�2093.

Just, M. A., Carpenter, P. A., Keller, T. A., Eddy, W. F., & Thulborn,
K. R. (1996). Brain activation modulated by sentence comprehen-
sion. Science, 274, 114�116.

Kaan, E., & Swaab, T. Y. (2002). The brain circuitry of syntactic com-
prehension. Trends in Cognitive Science, 6, 350�356.

Kent, R., & Rosenbek, J. (1983). Acoustic patterns of apraxia of
speech. Journal of Speech and Hearing Research, 26, 231�248.

Kolk, H., & Heeschen, O. (1990). Adaptation symptoms and
impairment symptoms in Broca’s aphasia. Aphasiology, 4, 221�231.

Kolk, H., & Van Grunsven, M. J. F. (1985). Agrammatism as a vari-
able phenomenon. Cognitive Neuropsychology, 2, 347�384.

Kreisler, A., Godefroy, O., Delmaire, C., Debachy, B., Leclerq, M.,
Pruvo, J. P., et al. (2000). The anatomy of aphasia revisited.
Neurology, 54, 1117�1123.

Kurowski, K., Blumstein, S. E., Palumbo, C. L., Waldstein, R., &
Burton, M. W. (2007). Nasal production in anterior and posterior
aphasics: Speech deficits and neuroanatomical correlates. Brain
and Language, 100, 262�275.

Kurowski, K., Hazen, E., & Blumstein, S. E. (2003). The nature of speech
production impairments in anterior aphasics: An acoustic analysis
of voicing in fricative consonants. Brain and Language, 84, 353�371.

Leeper, H. A., Shewan, C. M., & Booth, J. C. (1986). Altered acoustic
cue discrimination in Broca’s and conduction aphasia. Journal of
Communication Disorders, 19, 83�103.

Liebenthal, E., Desai, R., Ellingson, M. M., Ramachandran, B., Desai, A., &
Binder, J. R. (2010). Specialization along the left superior temporal
sulcus for auditory categorization. Cerebral Cortex, 20, 2958�2970.

Love, T., Swinney, D., Walenski, & Zurif, E. (2008). How left inferior
frontal cortex participates in syntactic processing: Evidence from
aphasia. Brain and Language, 107, 203�219.

Love, T., Swinney, D., & Zurif, E. (2001). Aphasia and the time-
course of processing long distance dependencies. Brain and
Language, 79, 169�171.

Luria, A. R. (1966). Higher cortical functions in man. New York, NY:
Basic Books (Chapter 2).

Marslen-Wilson, W., & Warren, P. (1994). Levels of representation
and process in lexical access. Psychological Review, 101, 653�675.

Mauner, G., Fromkin, V. A., & Cornell, T. L. (1993). Comprehension
and acceptability judgments in agrammatism: Disruptions in the

syntax of referential dependency. Brain and Language, 45,
340�370.

McClelland, J., & Elman, J. (1986). The TRACE model of speech per-
ception. Cognitive Psychology, 18, 1�86.

Menn, L., & Obler, L. (1990). Cross-language data and theories of
agrammatism. In L. Menn, & L. Obler (Eds.), Agrammatic aphasia:
A cross-language narrative source book (Vol. 2, pp. 1369�1389).
Philadelphia, PA: John Benjamin.

Metter, E. J., Hanson, W. R., Jackson, C. A., & Kempler, D. (1990).
Temporoparietal cortex in aphasia: Evidence from positron emis-
sion tomography. Archives of Neurology, 47, 1235�1238.

Miceli, G., Gainotti, G., Caltagirone, C., & Masullo, C. (1980). Some
aspects of phonological impairment in aphasia. Brain and
Language, 11, 159�169.

Milberg, W., & Blumstein, S. E. (1981). Lexical decision and aphasia:
Evidence for semantic processing. Brain and Language, 14, 371�385.

Milberg, W., Blumstein, S. E., & Dworetzky, B. (1987). Processing of
lexical ambiguities in aphasia. Brain and Language, 31, 138�150.

Milberg, W., Blumstein, S. E., & Dworetzky, B. (1988). Phonological
processing and lexical access in aphasia. Brain and Language, 34,
279�293.

Misiurski, C., Blumstein, S. E., Rissman, J., & Berman, D. (2005). The
role of lexical competition and acoustic-phonetic structure in lexi-
cal processing: Evidence from normal subjects and aphasic
patients. Brain and Language, 93, 64�78.

Moro, A., Tettamanti, M., Perani, D., Donati, C., Cappa, S. F., &
Fazio, F. (2001). Syntax and the brain: Disentangling grammar by
selective anomalies. NeuroImage, 13, 110�118.

Myers, E. B., Blumstein, S. E., Walsh, E., & Eliassen, J. (2009). Inferior
frontal regions underlie the perception of phonetic category
invariance. Psychological Science, 20, 895�903.

Obleser, J., Meyer, L., & Friederici, A. D. (2011). Dynamic assignment
of neural resources in auditory comprehension of complex sen-
tences. NeuroImage, 56, 2310�2320.

Plaut, D. (1995). Semantic and associative priming in a distributed
attractor network. Proceedings of the 17th annual conference of the
cognitive science society (pp. 37�42). Pittsburgh, Pennsylvania.

Rapp, B., & Goldrick, M. (2006). Speaking words: Contributions of
cognitive neuropsychological research. Cognitive Neuropsychology,
23, 39�73.

Richardson, J. D., Fillmore, P., Rorden, C., LaPointe, L. L., &
Fridriksson, J. (2012). Re-establishing Broca’s initial findings.
Brain and Language, 123, 125�130.

Righi, G., Blumstein, S. E., Mertus, J., & Worden, M. S. (2010). Neural
systems underlying lexical competition: An eye tracking and
fMRI study. Journal of Cognitive Neuroscience, 22, 213�224.

Robson, H., Keidel, J., Lambon Ralph, M. A., & Sage, K. (2012).
Revealing and quantifying the impaired phonological analysis
underpinning impaired comprehension in Wernicke’s aphasia.
Neuropsychologia, 50, 276�288.

Robson, H., Sage, K., & Lambon Ralph, M. A. (2012). Wernicke’s
aphasia reflects a combination of acoustic-phonological and
semantic control deficits: A case-series comparison of
Wernicke’s aphasia, semantic dementia and semantic aphasia.
Neuropsychologia, 50, 266�275.

Saffran, E. M., Schwartz, M. F., & Linebarger, M. C. (1998). Semantic
influences on thematic role assignment: Evidence from normals
and aphasics. Brain and Language, 62, 255�297.

Schuell, H., & Jenkins, J. J. (1959). The nature of language deficit in
aphasia. Psychological Review, 66, 45�67.

Stromswold, K., Caplan, D., Alpert, N., & Rauch, S. (1996).
Localization of syntactic comprehension by positron emission
tomography. Brain and Language, 52, 452�473.

Swinney, D., & Zurif, E. (1995). Syntactic processing in aphasia. Brain
and Language, 50, 225�239.

932 74. PSYCHOLINGUISTIC APPROACHES TO THE STUDY OF SYNDROMES AND SYMPTOMS OF APHASIA

O. LANGUAGE BREAKDOWN



Thompson-Schill, S. L., D’Esposito, M., Aguirre, G. K., & Farah, M. J.
(1997). Role of left inferior prefrontal cortex in retrieval of seman-
tic knowledge: A reevaluation. Proceedings of the National Academy
of Sciences of the United States of America, 94, 14792�14797.

Thompson-Schill, S. L., Swick, D., Farah, M., D’Esposito, M., Kan,
I. P., & Knight, R. T. (1998). Verb generation in patients with focal
frontal lesions: A neuropsychological test of neuroimaging find-
ings. Proceedings of the National Academy of Sciences of the United
States of America, 95, 15855�15860.

Utman, J. A., Blumstein, S. E., & Sullivan, K. (2001). Mapping from
sound to meaning: Reduced lexical activation in Broca’s aphasics.
Brain and Language, 79, 444�472.

Venezia, J. H., Saberi, K., Chubb, C., & Hickok, G. (2012). Response
bias modulates the speech motor system during syllable discrimi-
nation. Frontier in Psychology, 3, 157.

Walker, G. M., Schwartz, M. F., Kimberg, D. Y., Faseyitan, O.,
Brecher, A., Dell, G. S., et al. (2011). Support for anterior temporal
involvement in semantic error production in aphasia: New evi-
dence from VLSM. Brain and Language, 117, 110�122.

Willmes, K., & Poeck, K. (1993). To what extent can aphasic syn-
dromes be localized? Brain, 11, 1527�1540.

Yee, E., Blumstein, S. E., & Sedivy, J. C. (2008). Lexical-semantic acti-
vation in Broca’s and Wernicke’s aphasia: Evidence from eye
movements. Journal of Cognitive Neuroscience, 20, 592�612.

Zurif, E. B., & Caramazza, A. (1976). Dissociation of algorithmic and
heuristic processes in language comprehension: Evidence from
aphasia. Brain and Language, 3, 572�582.

Zurif, E. B., Caramazza, A., & Myerson, R. (1972). Grammatical judg-
ments of agrammatic aphasics. Neuropsychologia, 10, 405�417.

933REFERENCES

O. LANGUAGE BREAKDOWN



This page intentionally left blank



C H A P T E R

75

Introduction to Primary Progressive Aphasia
Maria Luisa Gorno-Tempini1 and Peter Pressman2

1UCSF Memory and Aging Center, Sandler Neurosciences Center, University of California, San Francisco, CA, USA;
2Memory and Aging Center, Department of Neurology, University of California, San Francisco

75.1 INTRODUCTION AND HISTORY
OF PRIMARY PROGRESSIVE APHASIA

The sudden appearance of aphasia due to stroke or
brain trauma is prominent in neurological history.
Such acute injuries permitted seminal insights into the
neural underpinnings of language. The left inferior
frontal gyrus injury described by Paul Broca (Broca,
1861; Dronkers, Plaisant, Iba-Zizen, & Cabanis, 2007)
and the left temporoparietal lesions described by Karl
Wernicke (Wernicke, 1874) both led to distinctive and
now-eponymous aphasias, and introduced the anat-
omy of the first left perisylvian language circuit.

Injury to the language brain system, however, does
not always occur abruptly. Neurodegenerative dis-
eases, such as Alzheimer disease (AD) and frontotem-
poral degeneration (FTD) spectrum disorders, more
widely recognized to cause insidious changes in mem-
ory or personality, have been associated with selective
decline of language functions since the earliest descrip-
tions. In 1892, the Czech psychiatrist Arnold Pick
described the first case of progressive aphasia, which
he called “semantic aphasia” (Pick, 1892).

Despite Pick’s early discovery, for several decades
the prevailing view in medicine was that neurodegen-
erative dementia was virtually synonymous with AD,
which primarily impacted memory. While aphasia was
a recognized complication of dementia, a more serious
amnesia was believed to precede and accompany any
language deficit. This paradigm was contested in 1982
when Dr. M. Marcel Mesulam and colleagues pub-
lished a case series describing slowly progressive
aphasia associated with degeneration of the perisyl-
vian region of the left hemisphere (Mesulam, 1982).
Rather than being accompanied by signs of a more
generalized dementia, aphasia remained the predomi-
nant symptom for many years after disease onset.

Such patients were otherwise functional in everyday
life and had relatively preserved nonverbal neuropsy-
chological scores.

Reports of similar cases were found from around
the world (Heath, Kennedy, & Kapur, 1983; Mesulam,
1987, 2007). The term “primary progressive aphasia”
(PPA) was subsequently created, and more refined
diagnostic criteria for the syndrome were established
(Mesulam, 1987, 2007). The PPA diagnosis can be
made in a patient with a disorder of language (apha-
sia) due to a neurodegenerative disorder (progressive)
and in whom the aphasia is the most prominent symp-
tom for about 2 years (primary) (Mesulam, 2001, 2003)
(Table 75.1). Mesulam’s original description required
that the most frequent initial symptom be anomia.

Initially, PPA was a unified diagnosis, but as more
cases became documented the concept of “fluent and
nonfluent” cases was introduced. However, much
confusion arose over the years as it became clear that
the stroke aphasia classification scheme was not
applicable to PPA. PPA was initially distributed into
two main variants: fluent and nonfluent. Such a
schema preliminarily attempted to correlate PPA
symptoms with those caused by vascular lesions.
Almost from the outset, the existence of a third vari-
ant was suspected, and in 2004 Gorno-Tempini and
colleagues published a study that compared cognitive
and neuroimaging features of a large group of PPA
patients, thereby describing the features of what was
dubbed the logopenic variant of PPA (Gorno-
Tempini, Dronkers, et al., 2004). What had previously
been known as the nonfluent variant was refined into
the nonfluent/agrammatic variant, sometimes also
called the PPA-grammatical subtype or progressive
nonfluent aphasia (nfvPPA, PPA-G, PNFA). The more
fluent variant was reclassified as semantic variant,
sometimes called PPA-semantic subtype or semantic
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dementia (svPPA, PPA-S, SD). The third variant is
the logopenic variant (lvPPA, PPA-L), many members
of which had originally been incorporated into the
other two subtypes (Table 75.2).

The combination of speech and language symptoms
in PPA depends on patterns of neuroanatomical degen-
eration. Although regions of neurodegeneration in PPA
share some anatomical boundaries with acute aphasias
due to ischemic stroke, the symptoms produced in PPA
are not identical to a vascular counterpart. In addition
to neural susceptibility to neurodegeneration differing
from vascular anatomy, this symptomatic dissociation
is due to the brain’s ability to adapt with time to a
slowly evolving injury. Neuronal loss in PPA is gradual
and partial, allowing the synaptic connections of the
brain to reorganize as the disease progresses. As such
compensation is incomplete, however, discrete lan-
guage deficits emerge.

Language consists of many subdomains.
Comprehension entails a cascade of processes including
correctly identifying relevant sounds and words,

retrieving conceptual information conveyed by these
symbols, and furthermore identifying the meaning
behind different syntactical and grammatical word
arrangements. Language production depends on an
intricate process that relays and arranges semantic, lexi-
cal, and phonological information, and furthermore
coordinates the muscles of the pharynx, larynx, and face
required for speech, all the while relying on sensory
feedback to guarantee the movements are correctly per-
formed. Each of these tasks relies on different, highly
interacting neural subnetworks within the greater left
hemispheric language network. Early loci of degenera-
tion in gray and white matter within this network lead
to distinctive patterns of language symptoms, which can
reveal the underlying neuroanatomy to the trained diag-
nostician. The regions of degeneration in PPA are pre-
dominantly left hemispheric, reflecting high hemispheric
specialization of language networks in the general popu-
lation, although interaction with right hemisphere struc-
tures assures proper use of language and speech in
social context. As the disease progresses, atrophy

TABLE 75.1 Inclusion and Exclusion Criteria for the Diagnosis of PPA

Inclusion: criteria 1�3 must be answered positively

1. Most prominent clinical feature is difficulty with language

2. These deficits are the principal cause of impaired daily living activities

3. Aphasia should be the most prominent deficit at symptom onset and for the initial phases of the disease

Exclusion: criteria 1�4 must be answered negatively for a PPA diagnosis

1. Pattern of deficits is better accounted for by other nondegenerative nervous system or medical disorders

2. Cognitive disturbance is better accounted for by a psychiatric diagnosis

3. Prominent initial episodic memory, visual memory, and visuoperceptual impairments

4. Prominent, initial behavioral disturbance

Updated diagnostic criteria for PPA from Gorno-Tempini et al. (2011).

Source: Modified from Mesulam (2003).

TABLE 75.2 Characteristics of PPAVariants

PPA subtype Supporting clinical features
Relevant neuropsychological
tests

Anatomical
correlate

Common
histopathology

lvPPA Poor repetition of prolonged phrases, intermediate
fluency, phonemic paraphasias, spared motor
speech and semantic knowledge

Boston Naming, repetition
tasks, digit span

Dominant
temporo-parietal
junction

AD

svPPA Poor object knowledge and confrontation naming,
limited single-word comprehension, surface
dyslexia, spared motor speech and grammar

Pyramids and Palm Trees,
Boston Naming, Famous
Faces testing

Dominant
anterior temporal
lobe

TDP-43 type C

nfvPPA Agrammatism, effortful speech, impaired
comprehension of syntactically complex sentences,
spared single word comprehension and object
knowledge

Grammatically complex
sentences, Northwestern
Anagram Test, Boston
Naming

Dominant
posterior fronto-
insular region

Tau (CBD, PSP,
Picks), TDP-43-A

A table depicting some major characteristics of the variants of PPA. CBD, corticobasal degeneration; lvPPA, logopenic variant primary progressive aphasia;

nfvPPA, nonfluent variant primary progressive aphasia; PSP, progressive supranuclear palsy; svPPA, semantic variant PPA; TDP-43, trans-activator regulatory

deoxyribonucleic acid (TAR-DNA) binding protein 43.
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becomes more generalized, extending through the
language network and ultimately involving the opposite
hemisphere as well. Among the approximately 40% of
left-handed individuals in whom language dominance
localizes to the right hemisphere, PPA is characterized
by atrophy of that part of the brain (Mesulam,
Weintraub, Parrish, & Gitelman, 2005).

In addition to each of these clinical syndromic sub-
types resulting from atrophy of a distinct neuroana-
tomical location, each subtype is associated with
different probabilities of associated pathological find-
ings on autopsy (Gorno-Tempini et al., 2011; Mesulam,
Wieneke, Thompson, Rogalski, & Weintraub, 2012).

Overall, PPA patients are found to most often have
frontotemporal lobar degeneration (FTLD)-type pathol-
ogy, with abnormal precipitates of either tau or of
transactive response DNA binding protein (FTLD-
TDP-43). However, 30% to 40% of PPA patients have
been found to have either Alzheimer pathology or bio-
markers indicative of brain amyloid deposition
(Mesulam, 2013). As discussed later, many of the PPA
cases with AD pathology have the clinical-anatomical
presentation of the logopenic variant.

Although PPA has taught us much about the lan-
guage network, many debates are still being held
regarding needed adjustments to diagnostic schematics
and neuroanatomy (Chare et al., 2014). The hope is
that accurate diagnoses will guide counseling regard-
ing disease progression and may have implications for
treatments now and as targeted therapies become
available in the future.

75.2 THE NONFLUENT/AGRAMMATIC
VARIANT

Damage to the left inferior frontal lobe underlies
some of the earliest noted vascular and neurodegener-
ative aphasias. Also called Broca’s area, this region
was also atrophied in at least two patients described in
Dr. Mesulam’s seminal 1982 description of what is
now called PPA (Mesulam, 1982).

75.2.1 Demographics

The incidence and prevalence of nonfluent/
agrammatic variant (nfvPPA) can be estimated from
those of FTLD, which are approximately 2.2 to 3.5
per 100,000 and 2.7 to 15 per 100,000, respectively.
Approximately 45% of FTLD cases have PPA, with a
little less than half of these having nfvPPA
(Grossman, 2012). These statistics permit an estimated
nfvPPA prevalence of 0.65 to 3.9 per 100,000, with an
incidence of 0.5 to 0.9 per 100,000, although admit-
tedly the estimate is rough.

Patients with nfvPPA may be more likely to be
female (Johnson et al., 2005), although this is
contested—other studies have found no gender bias
(Grossman, 2012). Some have also suggested that the
age of onset may be later than other forms of FTLD
(Johnson et al., 2005; Rosso et al., 2003). One study
described that nfvPPA had a mean age of onset of
63 years compared with 57.5 in bvFTD and 59.3 in
svPPA (Johnson et al., 2005). The range is quite broad,
however, ranging from the 30s to the early 80s.
Survival is quite variable but is thought to average
around 7 years (Grossman, 2012).

75.2.2 Clinical Characteristics

One of the first descriptions of the nonfluent variant
was in 1996 by Murray Grossman and colleagues, who
noted agrammatism and nonfluent speech, but also
mentioned paraphasias and repetition deficits as
prominent features (Grossman et al., 1996). Neary and
colleagues included descriptions of the diagnostic
criteria for “progressive aphasia,” which was described
as nonfluent but that likely included what we now call
nonfluent/agrammatic and logopenic variants (Neary
et al., 1998). The consensus classification introduced by
Gorno-Tempini and a group of international colleagues
in 2011 de-emphasize any problems with paraphasias
and repetition in nfvPPA, proposing that effort speech
(as in apraxia of speech [AOS]) and/or agrammatism
should be the core features of this variant and further
specify that single word comprehension and object
knowledge are typically unimpaired (Gorno-Tempini
et al., 2011) (Table 75.3).

In most cases, the most immediately notable symp-
tom among those with nfvPPA is the effortful and halt-
ing quality of their speech. The average rate of speech
produced by patients with nfvPPA is about 45 words
per minute compared with 140 words per minute in
healthy controls (Grossman et al., 2013). Patients
mainly experience difficulty articulating words that
they “have in their head.” A combination of motor
speech hesitations and grammatical processing pro-
blems are the main contributors to diminished fluency,
although in mild cases patients could still be consid-
ered fluent by classic aphasiology batteries because
symptoms are very mild (Gunawardena et al., 2010).

Coordinating the movements needed for speech is
frequently difficult among those with nfvPPA. AOS
refers to this incoordination of subtle movements
required for production of distinct speech, even in the
absence of any primary muscular dysfunction to cause
dysarthria (Duffy, Peach, & Strand, 2007). Patients
with AOS may describe a sensation of knowing what
they want to say, but being unable to form the desired
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words with their lips and tongue. AOS may occur in
spontaneous speech, but may be most pronounced
with particularly difficult articulatory phrases, such as
“first British field artillery,” or by repeating multisyl-
labic words multiple times (Ogar, Slama, Dronkers,
Amici, & Gorno-Tempini, 2005). Some authors propose
a separate classification when patients have mainly
progressive motor speech deficits without agramma-
tism (Josephs, Duffy, et al., 2013).

Agrammatism is usually present, although it may
be mild, and has been called a core feature nfvPPA, to
the point that Mesulam and colleagues refers to this
variant as the agrammatic subtype (PPA-G) (Mesulam,
2013). Abnormal syntax, inappropriate use of pro-
nouns, misused pronouns, decreased verb use, and a
dearth of article and prepositions correlate with non-
fluency in nfvPPA. Limited verb production also corre-
lates with decreased speech rate, perhaps due to the
crucial role of verbs in sentence structure. Difficulty

constructing complex sentences and words may only
be apparent in writing in early stages, but they will
ultimately involve both written and spoken language
(Grossman, 2012). Patients may attempt to avoid these
deficits by using shortened sentences, resulting in an
abbreviated mean utterance length as patients attempt
to simplify their speech.

Comprehension of single words and simple sen-
tences is generally spared in nfvPPA. Comprehension
deficits only become apparent with complex syntactic
constructions such as passive or relative sentences
(e.g., “The lion was not eaten by the tiger”) (Weintraub
et al., 2009). Such errors are among the most distinctive
equalities of nfvPPA used to distinguish the subtype
from other PPA variants (Mesulam et al., 2009; Wilson,
Henry, et al., 2010). In addition to spontaneous speech,
such comprehensive agrammatism may be present in
reading and writing as well. Overall, however, there is
little difficulty reading written words aloud. Spelling
is also largely preserved in nfvPPA, although nonword
spelling may be more problematic (Shim, Hurley,
Rogalski, & Mesulam, 2012).

As time passes, speech becomes increasingly
effortful (Sapolsky et al., 2010). Working memory and
executive control also become involved. Specifically,
working memory, planning, and dual tasking become
impaired. Letter-guided naming fluency seems to
decline over time as well. Episodic memory seems to be
relatively preserved, as is visuospatial functioning—
although some exceptions occur in the context of the
corticobasal syndrome (CBS) (Murray et al., 2007).
Early symptoms of PPA may erroneously be attributed
to depression, anxiety, or stress. Such symptoms are not
uncommon in nfvPPA, although these may represent a
natural response to the deep awareness that these
patients often demonstrate for their language deficit. As
the disease progresses, damage to frontal circuits may
lead to more evident depression and frustration (Neary
et al., 1998). Apathy, diminished empathy, and lack of
insight can also emerge (Rohrer & Warren, 2010).

On the neurological examination, mild motor symp-
toms affecting the right side of the body are not
uncommon. Mild rigidity, motor slowing, and reduced
dexterity may be present. Limb apraxia may also be
present, as it often is when the left parietofrontal net-
work is disrupted (Zadikoff & Lang, 2005). Although
AOS is not to be confused with dysarthria, dysarthria
may co-occur with nfvPPA. Features of CBS or pro-
gressive supranuclear palsy syndrome (PSPS) often
occur during disease progression, causing extrapyra-
midal findings such as rigidity and bradykinesia.
Frontotemporal dementias such as nfvPPA have been
associated with symptoms of motor neuron diseases
such as amyotrophic lateral sclerosis (ALS), and
symptoms of this disease may also appear.

TABLE 75.3 Diagnostic Features for the Nonfluent Variant of
PPA

I. Clinical diagnosis of nonfluent/agrammatic variant PPA

At least one of the following core features must be present:

1. Agrammatism in language production

2. Effortful, halting speech with inconsistent speech sound errors
(AOS)

At least two of three of the following other features must be present:

1. Impaired comprehension of syntactically complex sentences

2. Spared single-word comprehension

3. Spared object knowledge

II. Imaging-supported nonfluent/agrammatic variant diagnosis

Both of the following criteria must be present:

1. Clinical diagnosis of nonfluent/agrammatic variant PPA

2. Imaging must show one or more of the following results:

a. Predominant left posterior fronto-insular atrophy on MRI or

b. Predominant left posterior fronto-insular hypoperfusion or
hypometabolism on SPECT or PET

III. Nonfluent/agrammatic variant PPA with definite pathology

Clinical diagnosis (criterion 1 below) and either criterion 2 or 3 must
be present:

1. Clinical diagnosis of nonfluent/agrammatic variant PPA

2. Histopathologic evidence of a specific neurodegenerative
pathology (e.g., FTLD-tau, FTLD-TDP, AD, other)

3. Presence of a known pathogenic mutation

AD, Alzheimer’s disease; FTLD, frontotemporal lobar degeneration; MRI,

magnetic resonance imaging; PET, positron emission tomography; SPECT,

single proton emission computed tomography.

Source: From Gorno-Tempini et al. (2011).
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75.2.3 Neuroanatomy and Imaging

The peak atrophy site in nfvPPA is the posterior
inferior frontal gyrus, also known as Broca’s area. Such
regions of atrophy are usually studied using volumet-
ric magnetic resonance imaging (MRI) studies.
Clinically, neuroimaging also helps exclude other non-
degenerative potential causes of aphasia such as tumor
or vascular disease.

The area of degeneration in nfvPPA typically
extends from the inferior frontal gyrus to the adjacent
frontal operculum, premotor cortex, and anterior
insula, and sometimes extends into prefrontal regions
and into the superior aspect to the left anterior tempo-
ral lobe (Rogalski, Cobia, Harrison, Wieneke,
Weintraub, et al., 2011) (Figure 75.1). These regions of
atrophy are closely related to reduced speech fluency
(Ash et al., 2009; Rogalski, Cobia, Harrison, Wieneke,
Thompson, et al., 2011; Wilson, Henry, et al., 2010).
Premotor area and supplementary motor area (SMA)
and basal ganglia are frequently also impacted when

motor speech difficulties are especially pronounced
(Josephs et al., 2006). While the left hemisphere is usu-
ally more damaged than the right in nfvPPA, bilateral
damage is common, impacting up to 31% of cases
(Westbury & Bub, 1997).

Although grey matter losses have been emphasized
in the MRI studies described, the white matter is not
spared in nfvPPA. Diffusion tensor imaging (DTI)
demonstrates fractional anisotropy and mean diffusiv-
ity changes in many projections related to the inferior
frontal lobe (Galantucci et al., 2011). Intrafrontal con-
nections between inferior frontal, SMA, and basal gan-
glia are related to speech difficulties in nfvPPA
(Mandelli et al., 2014). A dorsal stream in the peri-
Sylvian language network seems instead related to
major grammatical category and syntactic features of
language, respectively (Agosta et al., 2012; Borroni
et al., 2007; Galantucci et al., 2011; Grossman, 2012;
Mahoney et al., 2013; Schwindt et al., 2013; Whitwell
et al., 2010) (Figure 75.2).

T score

20

0

PFWE < 0.001svPPAnfvPPAlvPPA

FIGURE 75.1 Atrophy patterns in patients with PPA variants versus controls. The statistical parametrical mapping depicts patterns of
grey matter atrophy in patients with logopenic variant, nonfluent variant, and semantic variant PPA compared with healthy controls matched
for age, gender, scan, and sample size, thresholded at a family-wise error (FWE) rate of P, 0.001. From Miller, Mandelli, et al. (2013) with per-
mission from the publisher.

IvPPA nfvPPA svPPA

P < 0.001

FIGURE 75.2 Changes in DTI measurements in three variants of PPA compared with controls. From left to right, there is a significant
increase in mean diffusivity in patients with logopenic variant (P, 0.05) and a significant decrease in fractional anisotropy in both (P, 0.001)
semantic variant and nonfluent variant of PPA, with distinctive anatomical distributions for each variant. Image courtesy of Nico Papinutto.
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In addition to the structural imaging modalities
described, nuclear medicine techniques have been
used to investigate how brain activity is altered by
nfvPPA. Positron emission tomography, for example,
may demonstrate decreased metabolism in the left
frontal operculum and anterior insula even before
atrophy becomes apparent on structural neuroimaging.
PiB binding can also examine whether amyloid is
present, suggestive of an underlying Alzheimer
etiology, although dual pathology is also possible
(Rabinovici et al., 2008). SPECT can also demonstrate
blood flow changes in the left inferior frontal lobe in
nfvPPA (Nestor et al., 2003).

Although fMRI studies have not yet found a place
in the clinical diagnosis of nfvPPA, studies have
shown networks in the ventral aspect of the frontal
lobe to be inactive during a task of syntactically com-
plex sentence comprehension among patients with
nfvPPA compared with controls (Cooke et al., 2003).
Resting state functional connectivity MRI has also been
used to outline in healthy controls the left frontal net-
work impacted in nfvPPA (Seeley, Crawford, Zhou,
Miller, & Greicius, 2009).

75.2.4 Histopathology and Genetics

The nonfluent/agrammatic variant is considered a
subtype of frontotemporal dementia. There are three
forms of frontotemporal dementia: the behavioral
variant (bvFTD), semantic variant of PPA (svPPA),
and nfvPPA. Whereas both svPPA and AD are fairly
histopathologically homogenous, both bvFTD and
nfvPPA can be caused by a number of different path-
ological changes. The nonfluent variant most often
heralds neurodegenerative disease such as FTLD-4R
tauopathies, such as PSP or corticobasal degeneration
(CBD). Pathological changes of FTLD-TDP-A are also
found in different frequencies depending on the
research group. Less frequently, AD may be involved
(Caso et al., 2013).

Pathologically, the nonfluent variant of PPA is most
commonly associated with deposits of tau or
transactive-response DNA-binding protein of approxi-
mately 43 kD (TDP-43) types A or B. Causative
tauopathies include PSP, CBD, and less commonly
Pick’s disease (Figure 75.3). Among those cases of
nfvPPA associated with TDP-43, type A is most

FIGURE 75.3 (A) CBD. Immunostaining for phospho-tau. The � demonstrates white matter, where tau density is higher than in the gray
matter of the outer layer. Scale bar: 1,000 μm. (B) PSP. Immunostaining for phospho-tau. The red arrow indicates a higher number of inclusion
bodies in gray matter than in white matter. Scale bar: 1,000 μm. (C) Pick disease. Immunostaining for phospho-tau. The red arrow indicates an
astrocytic inclusion, and the green arrow indicates a Pick body. Scale bar: 50 μm. (D) Transactive response DNA-binding protein of approxi-
mately 43 kD type A (TDP-A). Immunostaining for TDP-43. The red arrow indicates a typical “cat-eye” intranuclear inclusion, and the green
arrow indicates short neurites. (E) Transactive response DNA-binding protein of approximately 43 kD type C (TDP-C). Immunostaining for
TDP-43. The red arrow denotes granular neuronal cytoplasmic inclusions. (F) A typical Alzheimer disease plaque is depicted left of center,
revealed by Bielschowsky silver staining. Several neurofibrillary tangles are also present. Slides (A)�(E) courtesy of Dr. Lea T. Grinberg, UCSF
Memory and Aging Center. From Pressman and Miller (2014) with permission from the publisher. (F) From Pressman and Rabinovici (2014).
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common (Josephs, Stroh, Dugger, & Dickson, 2009)
(Figure 75.3). Although both of these histological pat-
terns are more commonly associated with syndromes
of the same name, it is possible that no symptoms of
those syndromes may appear in nfvPPA. Beyond typi-
cal FTLD patterns of tau and TDP-43, reports show
that many cases diagnosed with nfvPPA are ultimately
found to have AD pathology, although some of these
reports were retrospective and may not have investi-
gated specifically for the logopenic pattern of
impairment (Chare et al., 2014). In addition, while rare,
other pathologies such as dementia with Lewy bodies
have been associated with nfvPPA (Grossman, 2010).

Distinguishing in vivo among these pathological
causes of nfvPPA is difficult. One small study com-
paring nfvPPA due to tau or TDP pathology indi-
cated that the presence of extrapyramidal signs and
agrammatism plus imaging signs of white matter
damage might help in early differential diagnosis of
nfvPPA caused by a 4R-tauopathy (Caso et al., 2013).
The near-availability of tau radioligands will soon
permit better distinction between TDP and tau
pathologies in vivo.

Despite family history being strongly positive in up
to 40% of FTD syndromes (Goldman et al., 2011;
Rohrer et al., 2009), there is little to suggest that
nfvPPA is usually inherited in an autosomal dominant
manner. MAPT mutations have occasionally been asso-
ciated with nfvPPA. The H1/H1 haplotypes on chro-
mosome 17 may be associated with PPA (Sobrido
et al., 2003). MAPT mutations do not seem to result in
disproportionately high rates of nfvPPA, however, and
phenotypes may be highly variable.

75.3 THE SEMANTIC VARIANT

The semantic variant of PPA (svPPA) has gone
under various identities over the past century, perhaps
including Pick’s original descriptions, which included
pronounced temporal lobe atrophy associated with
semantic aphasia. Several similar reports followed
(Compston, 2008; Rosenfeld, 1909; Stertz, 1926). In
1943, the Japanese researcher Tsuneo Imura further
described an aphasia in which knowledge of the kanji
characters depicting relatively complete concepts was
lost while the more phonemic hiragana were preserved
in Japanese patients. Originally named “Gogi” aphasia,
this is now thought to represent the semantic variant
of PPA in the Japanese population (Ralph & Howard,
2000; Sasanuma & Monoi, 1975). In 1975, Elizabeth
Warrington proposed that such patients’ word loss,
associated agnosia, and impaired comprehension
resulted from a fundamental loss of semantic knowl-
edge (Warrington, 1975). Such knowledge refers to our

ability to place an object in a network of associations
with words, meanings, and concepts.

Until the 1980s, the language network had been
widely perceived as consisting of Wernicke’s and
Broca’s areas, connected by the arcuate fasciculus. The
role of the anterior temporal lobe was not appreciated.
This region rarely suffers isolated damage due to
strokes, and when included in vascular injuries larger
swaths of cortex are typically also damaged, confound-
ing previous clinicopathological correlations.

In recent decades, however, the anterior temporal
lobe has been recognized as being involved with several
aspects of semantic and conceptual processing. Soon
after Mesulam’s 1982 description of what he would ulti-
mately term PPA, it became recognized that those with
fluent aphasias frequently had predominant degenera-
tion of the left anterior temporal lobe, although mixed
cases were also described (Adlam et al., 2006; Hodges,
Patterson, Oxbury, & Funnell, 1992).

The term “semantic dementia” was proposed in
1989 by Julie Snowden to describe those with fluent
aphasia and a loss of comprehension (Snowden,
Goulding, & Neary, 1989). The diagnosis of semantic
dementia was later included in the 1998 Neary criteria
as one of the subtypes of frontotemporal dementia, in
addition to being considered a subtype of PPA (Neary
et al., 1998). The criteria were updated again in 2011 to
further describe the distinctive language deficits in
these patients, solidifying the term “svPPA” (Gorno-
Tempini et al., 2011). Although aphasic symptoms,
such as anomia, are a key component of this syndrome
when it initiates in the left temporal lobe, both tempo-
ral lobes ultimately become involved in the disease,
and the disease may also start in the right lobe instead
of the left (Seeley et al., 2005). The right temporal vari-
ant of this disorder may demonstrate how semantic
loss can extend beyond verbal abilities, including
diminished social pragmatics, empathy, and complex
behavioral symptoms (Seeley et al., 2005).

75.3.1 Demographics

The age of onset for svPPA has been thought to be
generally earlier than that for nfvPPA or lvPPA, but
later than bvFTD (Johnson et al., 2005). Studies suggest
that the mean onset may be about 60 years of age
(Hodges et al., 2010; Rohrer et al., 2011). The rate of
progression is thought to be relatively slow in svPPA,
with an average time from symptom onset to death of
about 10 to 14 years, with much individual variation
(Davies et al., 2005; Hodges et al., 2010; Nunnemann
et al., 2011). There may be a male predominance, with
approximately 60% of svPPA patients being men.

As with nfvPPA, the incidence and prevalence of
svPPA can be estimated from those of FTLD because
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approximately 8.6% to 20% of all FTLD comprise the
semantic variant (Forman et al., 2006; Johnson et al.,
2005; Rohrer et al., 2011; Shi et al., 2005; Snowden
et al., 2011). This allows for an estimated population
incidence of 0.19 to 0.7 per 100,000 and an estimated
prevalence of 0.23 to 3.0 per 100,000.

75.3.2 Clinical Characteristics

Although some people presenting with svPPA may
initially report “loss of memory,” it soon becomes
apparent that their problem is actually “loss of words”
(Hodges et al., 2010). Severe anomia is the clearest
deficit in neuropsychological testing. On further
examination, orientation and visuospatial skills are
well-preserved in svPPA, as is episodic memory.
Knowledge of facts that are detached from a spatio-
temporal and emotional context, that is, concepts or
semantics, is diminished. In addition to words,
patients have difficulty identifying objects and famous
people. By doing specific tests that avoid linguistic
content, a broader semantic deficit can be demon-
strated. For example, the Pyramid and Palm Trees test
shows a picture of an object and then requires the par-
ticipant to choose which of two additional objects best
goes with the initial stimulus (Howard & Patterson,
1992). Loss of conceptual knowledge for objects and
words is highly influenced by familiarity of the object
or concept. Early on, only unfamiliar, atypical concepts
are lost, whereas knowledge of high-frequency or pro-
totypical words and objects can be spared. Because
classic stroke aphasia test batteries mainly contain
high-frequency items, they might miss the comprehen-
sion and semantic deficits in early cases.

Linguistically, svPPA features impaired object nam-
ing and single-word comprehension, with preservation
of fluency, phonology, and grammar (Gorno-Tempini
et al., 2011) (Table 75.4). The discrepancy between con-
versational speech and object naming can be quite
striking, especially early in the disease. The subject
may be able to fluently discuss his or her life events,
but then react to a commonplace word such as “water-
melon” as if it were part of a foreign language.
Spontaneous speech is often filled by nonspecific or
“passe-partout” words, such as “this,” “that,” “the
place where I used to go,” or “thing.”

In a study of language and semantic loss in left tem-
poral atrophy, object-naming deficits were the most
severe and consistent deficit (Mesulam et al., 2013).
Evidence has suggested that this results predominantly
from a loss of semantic knowledge rather than pure
word-retrieval deficits. Patients with svPPA are less
likely to think of the word later than those with other
forms of PPA, and they are consistent in the names

they cannot recall (Ralph & Howard, 2000). Cuing
with the initial sounds of a word is less beneficial, and
providing multiple choice options provides little help
compared with other types of aphasia (Graham,
Patterson, & Hodges, 1995).

However, in at least one study addressing object
naming deficits in very early left temporal atrophy,
many errors were pure retrieval failures as judged by
the denoting word still being understood, the object
recognized, and object�word matching remaining
intact. The authors suggest that this may be due to a
more bilateral or right-hemispheric localization of
object knowledge (Mesulam et al., 2013). An alterna-
tive explanation could be that the information embed-
ding for more general semantic loss differs from that
between word and concept. A concept is connected to

TABLE 75.4 Diagnostic Features of the Semantic Variant of
PPA

I. Clinical diagnosis of semantic variant PPA

Both of the following core features must be present:

1. Impaired confrontation naming

2. Impaired single-word comprehension

At least three of the following other diagnostic features must be
present:

1. Impaired object knowledge, particularly for low-frequency or low-
familiarity items

2. Surface dyslexia or dysgraphia

3. Spared repetition

4. Spared speech production (grammar and motor speech)

II. Imaging-supported semantic variant PPA diagnosis

Both of the following criteria must be present:

1. Clinical diagnosis of semantic variant PPA

2. Imaging must show one or more of the following results:

a. Predominant anterior temporal lobe atrophy

b. Predominant anterior temporal hypoperfusion or
hypometabolism on SPECT or PET

III. Semantic variant PPA with definite pathology

Clinical diagnosis (criteria 1 below) and either criterion 2 or 3 must
be present:

1. Clinical diagnosis of semantic variant PPA

2. Histopathologic evidence of a specific neurodegenerative
pathology (e.g., FTLD-tau, FTLD-TDP, AD, other)

3. Presence of a known pathogenic mutation

AD, Alzheimer’s disease; FTLD, frontotemporal lobar degeneration;

MRI, magnetic resonance imaging; PET, positron emission tomography;

SPECT, single proton emission computed tomography.

Source: From Gorno-Tempini et al. (2011).
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several other concepts, of which a word is only one. If
a connection between the concept of an apple and the
word “apple” is lost, the concept is still connected to a
number of other neuronal representations for red, fruit,
sweet, and so on. Compared to these sensory associa-
tions, the association with the word “apple” may be
relatively arbitrary and weak, and relatively suscepti-
ble to loss in the face of a disease. When conceptual
knowledge erodes, the more arbitrary and isolated con-
nection vanishes first (Hodges, Davies, & Patterson,
2009). The appearance of a predominant naming deficit
in svPPA, then, may result less from neuroanatomic
localization than relative robustness of connections
within the neural network.

In addition to loss of single-word comprehension, loss
of object knowledge, and object naming deficits, the 2011
criteria specifically mention surface dyslexia, which is a
tendency to read irregularly spelled words phonetically.
Patients with surface dyslexia regularize words with an
atypical spelling pattern. The word “yacht,” for example,
may be pronounced to rhyme with “latch (lætʃ).”
This phenomenon stems from an inability to remember
atypical word spellings as a type of semantic informa-
tion, and so needing to read the word phonologically.
Normally, words not spelled phonologically must be
identified as an object in and of themselves, which
svPPA patients are unable to endow with meaning. In
addition to reading errors, when writing such patients
may struggle with spelling exception words and make
phonetically plausible spelling errors (e.g., “fruit” and
“froot”) (Shim et al., 2012). In languages that use a more
pictographic system of writing, those symbols that encap-
sulate a more semantic meaning, such as Japanese kanji,
lose meaning before those symbols that are phonological,
such as Japanese hiragana and katakana (Sasanuma &
Monoi, 1975). Similarly, the inability to recall irregular
past tense forms of verbs, such as “knew,” has also been
considered as a symptom of semantic loss. In this
instance patients tend to apply general morphological
rules, thereby producing verbs such as “knowed.”

Phonemic paraphasias are relatively rare in svPPA
compared to other PPA subtypes (Mesulam et al., 2013).
Semantic paraphasias, however, in which one word is
switched for another rather than one part of a word for
another, are more common in svPPA. Specific and low-
frequency words are replaced by the prototypical exem-
plar of that category of its prototypical exemplar or
supraordinate, so all “cow” might become “dog” or “ani-
mal.” As svPPA progresses, semantic paraphasias tend
to become more vague. Accordingly, conversation
becomes less specific, more superficial, and difficult to
understand, although speech might still be fluent.

In addition to conceptual knowledge for objects and
words, the anterior temporal lobe is involved with
identification of known people from names, voices, and

faces (Evans, Heggs, Antoun, & Hodges, 1995; Imaizumi
et al., 1997), high-level visual and auditory processing
(Horel, Keating, & Misantone, 1975; Lambon Ralph,
2014), socioaffective concepts such as empathy and
theory of mind (Duval et al., 2012; Gorno-Tempini,
Rankin, et al., 2004; Irish, Hodges, & Piguet, 2014), and
the regulation of eating and sexual behavior.
Dysfunction in these arenas become more readily appar-
ent in the right temporal variant of svPPA but also occur
in left svPPA as disease progresses and starts involving
the right anterior temporal lobe and ventromedial frontal
regions. As might be predicted, language is initially not
as impaired in the right temporal variant, and it can be
initially diagnosed as bvFTD. However, considering that
identification of people and social concepts can be con-
sidered as part of semantic knowledge (one does not
know when they learned to identify facial expressions),
the right temporal form of svPPA should still be
considered a semantic variant as opposed to bvFTD. In
general, patients with svPPA tend to underestimate the
extent of their behavioral and semantic changes, often
only reporting word-finding deficits (Eslinger et al.,
2005; Zamboni, Grafman, Krueger, Knutson, & Huey,
2010). Although they may also overestimate their
empathic ability, data here are mixed (Duval et al., 2012).

Despite their deficits, it is important to recognize
that many aspects of cognition remain intact in
patients with svPPA. For example, they may remember
life events well, find their way around without diffi-
culty, and engage in complex hobbies with retention of
many practical, visuo-spatial and creative skills. As
stated in the 2011 criteria, repetition and grammar are
relatively spared.

75.3.3 Anatomy and Imaging

MRI most often shows left greater than right ante-
rior temporal lobe atrophy. Volume loss is greatest in
the polar, parahippocampal middle, and inferior tem-
poral regions, including the anterior fusiform gyrus
(Pereira et al., 2009). This is typically more on the left
than the right (Figure 75.1). Some have postulated that
this apparent predilection toward the left lobe reflects
a referral bias for a plausibly more obvious clinical
presentation, that is, aphasia, rather than the compara-
tively subtle behavioral changes inherent in a right-
temporal variant. Others, however, have pointed out
that there is no significant difference between right
and left predominant cases in the mean length of time
from symptom onset to diagnosis (Hodges et al., 2010).
Nevertheless, as awareness of these diseases increases,
more cases of right greater than left anterior temporal
atrophy are starting to be referred to neurology clinics.
Even at this greater rate or recognition, however, the
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proportion of right to left temporal variants in our
UCSF cohort is about 1:4.

Although the appearance of the temporal lobes is
asymmetric, atrophy is often bilateral in most cases, even
early in the disease course (Chan et al., 2001). As time
passes, those who begin with language impairment
increasingly develop a social and emotional behavioral
syndrome increasingly develop language problems. This
corresponds with a spread of atrophy from the predomi-
nant lobe toward the opposite lobe, with subsequent
spread to posterior temporal regions and orbitofrontal
cortex as well (Brambati et al., 2009).

Initial reports described relative sparing of the hip-
pocampus in svPPA, although volumetric analyses, in
fact, demonstrate some atrophy of the hippocampus,
which may be as severe if not more so in svPPA than
AD when patients are matched for disease duration
(Davies, Graham, Xuereb, Williams, & Hodges, 2004).
Such hippocampal loss averages about 20%, compared
with 50%, loss suffered by the temporopolar and peri-
rhinal cortices, giving the illusion or relative preserva-
tion. The amygdala is also universally involved with
svPPA. This may contribute to some of the behavioral
symptoms and lack of social cues such as reading of
facial emotions (Rosen et al., 2002).

The anterior temporal lobe is described as a hub that
binds together modality-specific information to create a
unitary concept (Patterson, Nestor, & Rogers, 2007). The
existence of an anterior temporal semantic hub does not
exclude the possibility of some differential hemispheric
specialization, depending on the connectivity of role of
neighboring regions (Gainotti, 2006). In this framework,
nonverbal and socio/emotional semantic information
might be more right dominant or bilateral (Gainotti,
2006; Mesulam et al., 2013). A resting-state functional
connectivity MRI study performed by Guo and collea-
gues suggests that the anterior temporal hub is a
conglomerate or “transmodal” hub but with multimodal
upstream contributing regions. For example, the super-
ior temporal lobe was demonstrated to be more
involved with auditory processing, and the inferior was
demonstrated to be more involved with visual proces-
sing (Guo et al., 2013). DTI studies have shown that the
inferior longitudinal fasciculus, the uncinate fasciculus,
and the temporal portion of the arcuate bundle are
particularly impacted in svPPA. The fronto-parietal
portions of the superior longitudinal fasciculus (SLF)
and the intrafrontal speech network are instead rela-
tively spared (Galantucci et al., 2011) (Figure 75.2).

75.3.4 Histopathology and Genetics

SvPPA has one of the tightest associations between
clinical syndrome and pathology. TDP-43 type C is

the most common cause of svPPA and is found in
about 90% of affected patients (Rohrer, Geser, et al.,
2010) (Figure 75.3). Although this pathology most
commonly localizes to the temporal lobes, cases have
been described in which TDP-43 type C pathology is
associated with corticospinal tract degeneration
(Josephs, Whitwell, et al., 2013). Pick’s disease can
also present as semantic variant, although atrophy is
usually more fronto-temporal. AD can also rarely
affect the anterior temporal lobe and cause selective
semantic loss.

While up to 40% of FTD cases are said to have a
family history of a neurodegenerative disorder, of
which 10% to 20% show a clear positive family history
of FTD, there is a much lower familial rate in svPPA
compared with other subtypes (Goldman et al., 2005).
This suggests a strong role of neurodevelopmental,
environmental exposure, and the possibility of an
autoimmune process. Interestingly, at 18%, the rate of
certain autoimmune diseases in svPPA is higher than
that found in healthy controls or AD (Miller, Rankin,
et al., 2013). As autoimmune diseases frequently clus-
ter together, there is a possible role for immunotherapy
in svPPA in the future. Furthermore, there is a dispro-
portionate number of left-handed individuals in those
with svPPA, at nearly twice the incidence of the
general population (Miller, Mandelli, et al., 2013).

75.4 THE LOGOPENIC VARIANT (lvPPA)

When PPA was initially divided into the nonfluent
and fluent subtypes, non-Alzheimer pathology was
considered the likeliest cause, although Alzheimer
presenting with aphasia was also discussed (Kertesz,
Davidson, McCabe, Takagi, & Munoz, 2003; Weintraub,
Rubin, & Mesulam, 1990). Following the clearer
descriptions of the semantic and nonfluent subtypes,
Gorno-Tempini and colleagues published a comparison
of cognitive and neuroimaging features of a large group
of PPA patients in 2004, therein describing a third vari-
ant called logopenic PPA (lvPPA or PPA-L) (Gorno-
Tempini et al., 2004). Patients with lvPPA have specific
cognitive and neuroimaging characteristics that distin-
guish them from the other variants. In retrospect, many
cases of lvPPA had previously been included among
nonfluent or fluent aphasia cases.

In the decade that followed, the cognitive mecha-
nism and resulting symptoms of lvPPA have been fur-
ther elucidated. The role of phonological processes and
phonological short-term memory was elucidated
(Foxe, Irish, Hodges, & Piguet, 2013; Gorno-Tempini
et al., 2008; Leyton, Piguet, Savage, Burrell, & Hodges,
2012), and in contrast to the FTLD underlying svPPA
and nfvPPA, the most common pathological process in
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lvPPA has been found to be AD (Kirshner, 2012;
Mesulam et al., 2008) (Figure 75.3). Possible links
between PPA, especially lvPPA, and neurodevelop-
mental disorders have been suggested to predispose to
this focal presentation of AD (Miller, Mandelli, et al.,
2013; Rogalski, Johnson, Weintraub, & Mesulam, 2008;
Rogalski, Weintraub, & Mesulam, 2013). Despite this
progress, many questions remain regarding the neuro-
anatomical, linguistic, and histopathological character-
istics of lvPPA.

75.4.1 Demographics

At our center, the mean age of patients with lvPPA
is 68 years, with a standard deviation of 8.6 years;
77.3% of our lvPPA patients have been right-handed,
and about 47% have been male. The incidence and
prevalence of lvPPA are uncertain.

75.4.2 Clinical Features

The term logopenia is derived from Greek, meaning
“lack of words.” The neologism was coined to describe
those PPA patients who were fluent when engaging in
small talk and when permitted to use circumlocutions,
but who had word-finding hesitations when precise
word selection was required (Mesulam, 1982, 2007).
The result is a decrease in verbal output, with
decreased rate of speech production, although fluency
is usually intermediate between svPPA and nfvPPA,
that appears similar to the vascular conduction aphasia
syndrome (Gorno-Tempini et al., 2004).

As a symptom of phonological impairment, deficits
in sentence and nonword repetition are key features of
lvPPA, although this deficit may appear mild unless
rigorously tested, which has led some to question this
criterion’s inclusion in the current classification scheme
(Mesulam et al., 2009; Mesulam, 2013; Mesulam et al.,
2012). Phrase repetition is especially detectible, how-
ever, if phrases are long or have improbable word
combinations. For example, patients with lvPPA will
struggle more to repeat the phrase “the pastry cook
was elated” compared to “the telephone is ringing”
(Gorno-Tempini et al., 2008). They may also engage in
circumlocution, returning a phrase that uses more
common words, such as “something about a happy
baker.” Although other forms of PPA, such as nfvPPA,
may involve difficulty with repetition, the nature of
the errors differs. Those with nfvPPA tend to err even
in short sentences if they are sufficiently grammatically
complex, typically dropping articles or pronouns
(Wilson, Dronkers, et al., 2010).

The observation of the pronounced repetition
deficits in those with lvPPA guided the hypothesis

that auditory phonological short-term phonological
memory deficits are the key mechanism behind the
disorder. Short-term phonological memory (or the
phonological loop) refers to our ability to briefly retain
a certain amount of verbal auditory information, usu-
ally between five and nine components in length, until
we can manipulate that information or store it for a
longer period. lvPPA involves a disruption in the
short-term memory circuit dedicated to manipulation
of phonemes, which are small contrastive units in the
sound of a word, such as “fo” and “neem.” This pro-
cess is particularly necessary to arrange sounds into
long words, to accurately reproduce sequences of
words and digits (as in digit span tasks), and to com-
pose sentences (Baddeley, 1988; Vallar, Di Betta, &
Silveri, 1997). Patients with lvPPA cannot retain this
information long enough to repeat the exact phonemic
sequence of a long pseudoword or the sequence of
words into a phrase, although they can usually com-
prehend the general meaning if the sentence is not too
long. Such patients may be unable to retain verbal
information long enough to integrate the end of a long
sentence with the sentence’s beginning, and so shorter
and simpler sentences are preferentially used conver-
sationally by lvPPA patients. Comprehension of sen-
tences in lvPPA is improved by providing the stimuli
in written form, thus decreasing the load on the pho-
nological loop. The neural basis of the phonological
loop is likely sustained to the left temporo-parietal
junction to inferior frontal circuit.

In lvPPA, lexical retrieval deficits and phonological
errors in speech production likely result from greater
impairment in phonological processing, likely related
to posterior temporal atrophy. Word retrieval can be
assisted by phonological cues (e.g., “pa” to cue “pal-
ette”). Similarly, single word comprehension deficits
in lvPPA are initially subtle, but they become more
pronounced as the disease progresses involving more
anterior and ventral temporal regions. Unlike svPPA,
nonverbal semantic association and single-word com-
prehension are initially spared, although exceptions
may exist in cases with progranulin mutations who
show logopenic symptoms often accompanied by
other impairments (Rohrer, Crutch, Warrington, &
Warren, 2010). Although lvPPA patients may seem to
have difficulty comprehending syntax, the cognitive
mechanism differs from the agrammatism of nfvPPA.
Sentence comprehension deficits in lvPPA more likely
result from difficulty integrating long strings of
words in short-term memory, rather than a true
grammatical problem (Gorno-Tempini et al., 2008;
Wilson, Dronkers, et al., 2010).

Phonological processing deficits also distinguish the
paraphasias sprinkled through the speech of those
with lvPPA. Unlike the production errors in svPPA, in
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which an entire word is initially replaced with some-
thing taxonomically similar, those with lvPPA stumble
over part of the word. The intended word is thereby
replaced with a similar sounding substitute, such as
“cantaloupe” for “antelope” (Wilson, Henry, et al.,
2010). That said, phonological paraphasias are typical
of, but not specific to, the lvPPA phenotype, as men-
tioned, likely in relation to the spreading of anatomical
damage to posterior temporal cortex (Croot, Ballard,
Leyton, & Hodges, 2012; Mesulam et al., 2012). lvPPA
patients with such severe phonological issues may
have had a relatively weak phonological system in
the form of lifelong neurodevelopmental disorders
such as dyslexia, which are further weakened by
neurodegeneration.

In lvPPA, phonological processing deficits likely
underlie reading and spelling errors that take the form
of phonological dyslexia, characterized by greater diffi-
culty in pseudo-words (meaningless words that still
follow general rules of English) that require the use of
grapheme to phoneme mechanisms and cannot rely on
whole word semantic processes (Brambati, Ogar,
Neuhaus, Miller, & Gorno-Tempini, 2009; Sepelyak
et al., 2011; Shim et al., 2012).

Additional nonverbal symptoms may accompany lan-
guage problems in lvPPA due to anatomical proximity
to the left temporoparietal region most atrophied in the
disease. Functionality of nearby cortical regions may
result in dyscalculia and limb apraxia, for example
(Rohrer et al., 2008). Degrees of impairment in cognitive
domains such as visuospatial ability, divided attention,
and cognitive flexibility have also been reported
(Galantucci et al., 2011; Gorno-Tempini et al., 2004;
Machulda et al., 2013; Rohrer & Warren, 2010; Wicklund,
Johnson, Rademaker, Weitner, & Weintraub, 2007;
Wilson, Henry, et al., 2010). Possibly reflecting the
underlying Alzheimer pathology, those with lvPPA also
tend to have greater general memory impairment than
other PPA variants (Mesulam et al., 2008). Mood changes
are not uncommon, especially anxiety, agitation, and irri-
tability (Rohrer & Warren, 2010).

The international classification scheme requires the
presence of both word-finding difficulties and repeti-
tion deficits for a diagnosis of lvPPA (Table 75.5). The
utility of including both these criteria has been recently
challenged (Wicklund et al., 2014), as sentence repeti-
tion deficits appear to be not as common as initially
thought (Mesulam & Weintraub, 2014). More evidence
from prospectively collected cohorts is needed to
determine the frequency of sentence repetition deficits
in lvPPA because particular sentence types are neces-
sary to uncover the problem. It is likely that, as is often
the case for operationalized diagnostic criteria of com-
plex cognitive syndromes, sensitivity might come to
the detriment of specificity.

75.4.3 Anatomy and Imaging

MRI studies in lvPPA demonstrate volume loss in the
left hemisphere, specifically in the posterior temporal
and inferior parietal regions (Figure 75.1). Detailed
voxel-based morphometry (VBM) methods demonstrate
grey matter loss in the angular gyrus, supramarginal
gyrus posterior third of the middle temporal gyrus, and
superior temporal gyrus, as well as some involvement of
the left anterior hippocampus and precuneus. More gen-
erally, the atrophy can be said to predominantly involve
the left temporoparietal junction (Gorno-Tempini et al.,
2008; Rohrer et al., 2013). As suggested by the term
“frontotemporal degeneration,” the pattern of atrophy of
lvPPA is decidedly unlike the other two forms of PPA,
which are also considered subtypes of FTD.

The rate of whole brain atrophy has been shown to
be greater in those with lvPPA compared with controls

TABLE 75.5 Features of the Logopenic Variant of PPA

I. Clinical diagnosis of logopenic variant PPA

Both of the following core features must be present:

1. Impaired single-word retrieval in spontaneous speech and naming

2. Impaired repetition of sentences and phrases

At least three of the following other features must be present:

1. Speech (phonologic) errors in spontaneous speech and naming

2. Spared single-word comprehension and object knowledge

3. Spared motor speech

4. Absence of frank agrammatism

II. Imaging-supported logopenic variant diagnosis

Both criteria must be present:

1. Clinical diagnosis of logopenic variant PPA

2. Imaging must show at least one of the following results:

a. Predominant left posterior perisylvian or parietal atrophy
on MRI

b. Predominant left posterior perisylvian or parietal
hypoperfusion or hypometabolism on SPECT or PET

III. Logopenic variant PPA with definite pathology

Clinical diagnosis (criterion 1 below) and either criterion 2 or 3 must
be present:

1. Clinical diagnosis of logopenic variant PPA

2. Histopathologic evidence of a specific neurodegenerative
pathology (e.g., AD, FTLD-tau, FTLD-TDP, other)

3. Presence of a known pathogenic mutation

AD, Alzheimer’s disease; FTLD, frontotemporal lobar degeneration; MRI,

magnetic resonance imaging; PET, positron emission tomography; SPECT,

single proton emission computed tomography.

Source: From Gorno-Tempini et al. (2011).
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(2.0% per year compared with 0.3% in controls). The
rate of volume loss is significantly greater in the left
hemisphere compared with the right (2.3% compared
with 1.6%). Time leads to involvement of more anterior
regions, including caudate, hippocampus, and medial
parietal lobes (Rohrer et al., 2013). DTI suggests white
matter damage in the left temporo-parietal component
of the arcuate fasciculus (Galantucci et al., 2011)
(Figure 75.2). These white matter deficits may be less
severe than in other forms of PPA, however, again in
relation to the fact that lvPPA is most often caused by
AD. However, other studies have found more wide-
spread white matter changes, including the whole
arcuate and the inferior longitudinal fasciculus (Agosta
et al., 2012).

FDG-PET studies have confirmed hypometabolism
in the left temporoparietal lobe. Similar patterns have
been described in early-onset AD. Consistent with
those findings, binding with the nuclear ligand tracer
11C-labeled Pittsburgh Compound-B is more likely to
show evidence of cortical amyloid in lvPPA compared
with controls (REFS). There is little correlation between
location of amyloid, however, and the patient’s symp-
toms. Although lvPPA symptoms do not correlate
with location of amyloid plaques, as evidenced on
PiB-PET imaging and pathology, the temporoparietal
atrophy in lvPPA correlates with increased neurofibril-
lary tangles in that region.

75.4.4 Histopathology and Genetics

Even in some of the earliest detailed descriptions of
the logopenic subgroup, the potential for causative
Alzheimer pathology was apparent. As mentioned,
Gorno-Tempini and colleagues discovered a posterior
pattern of volume loss (Gorno-Tempini et al., 2004).
Moreover, they found a 67% frequency of the APOE4
haplotype, commonly associated with Alzheimer
pathology, in the logopenic group, compared with 0%
in the semantic group and only 20% of svPPA (Gorno-
Tempini et al., 2004). Although this connection
between ApoE4 and lvPPA is not always found in dif-
ferent research groups, the association between
Alzheimer pathology and lvPPA was subsequently
demonstrated by several groups by pathological exam-
ination (Gefen et al., 2012; Josephs, Dickson, et al.,
2013; Mesulam et al., 2008). In addition, cases of lvPPA
have been associated with argyrophilic thorny astro-
cyte clusters on microscopic examination, a finding
that may be associated with asymmetric and focal pre-
sentations of degenerative disease (Munoz, Woulfe, &
Kertesz, 2007).

Retrospective studies of patients with PPA who
were later found to have AD found significant

logopenic symptoms (Rohrer, Rossor, & Warren, 2012).
Other supporting evidence includes cortical amyloid
binding in nuclear imaging studies and cerebrospinal
fluid studies consistent with a diagnosis of Alzheimer
disease in logopenic patients (Gil-Navarro et al., 2013;
Gorno-Tempini et al., 2004; Rohrer, Rossor, & Warren,
2010). Thus, lvPPA is more correctly classified as an
atypical presentation of early-age-of-onset AD than a
variant of the FTD-spectrum diseases (Migliaccio et al.,
2012; Rabinovici et al., 2008).

The relationship between lvPPA and Alzheimer
pathology is not absolute, however. Other pathological
processes may also lead to syndromes that at least
resemble lvPPA, including Creutzfeldt-Jakob disease
and Lewy body dementia (Martory et al., 2012;
Teichmann, Migliaccio, Kas, & Dubois, 2013). VBM
studies suggest that there is more posterior-superior
temporal atrophy in lvPPA, whereas non-AD etiologies
of lvPPA have more severe perisylvian atrophy (Hu
et al., 2010).

Furthermore, in some cases of lvPPA, atrophy may
extend into areas commonly associated with other
PPA variants, leading to a blurring of clinical syn-
dromes that can start to resemble a global aphasia
(Rogalski, Cobia, Harrison, Wieneke, Thompson, et al.,
2011; Rogalski, Cobia, Harrison, Wieneke, Weintraub,
et al., 2011). Rohrer and colleagues discovered that 2
out of 9 patients with lvPPA had a mutation in the
progranulin gene (PGN). Progranulin has been associ-
ated with frontotemporal dementia and is thought to
predispose toward asymmetric cortical atrophy such
as that in PPA. Although those who had PGN muta-
tions had symptoms that best fit lvPPA, they also had
severe single word comprehension deficits, severe
anomia, and irregular word reading that was more
suggestive of svPPA. VBM analysis revealed more
anterior temporal atrophy in these patients than other
forms of lvPPA, explaining the semantic deficits and
highlighting that the syndrome is really logopenic
“plus” (Rohrer, Crutch, et al., 2010).

75.5 FUTURE DIRECTIONS IN PPA

The classification scheme for PPA devised in 2011 has
given clarity to diagnosing these disorders, but inten-
tionally leaves room for clinical judgment. Objective clas-
sification based on test cutoffs, for example, is difficult
and perhaps inappropriate in such complex cognitive
syndromes in which deficient performance can be
caused by different underlying mechanisms. The criteria
are best applied to patients at early disease stages and
for sporadic (nongenetic) cases of PPA.

The current classification scheme is not intended to
limit the variety of presentations of PPA. One report
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by Wicklund and colleagues suggests that while
almost 70% of patients are assigned to an existing cate-
gory, 31% did not meet the criteria of any of the cate-
gories (Wicklund et al., 2014). Some patients appear to
be unclassifiable, and others fulfill criteria for more
than one subtype (Harris et al., 2013; Mesulam &
Weintraub, 2014; Sajjadi, Patterson, Arnold, Watson, &
Nestor, 2012). In fact, each patient will present slightly
differently, and it may be possible to further subtype
these clinical presentations that relate to the patterns of
underlying atrophy. For example, some have sug-
gested that there is a motor speech disorder that
impacts speech more than underlying language pro-
cesses, and a primary progressive AOS diagnosis is
more appropriate (Josephs et al., 2010; Josephs, Duffy,
et al., 2013). Some have suggested that PGN mutations
or TDP-C with corticospinal tract involvement might
involve distinct diagnoses.

Although the current criteria allow some prediction
of different probabilities of underlying pathology, dif-
ferent histopathologies sometimes still appear clini-
cally indistinguishable within the same subgroup of
PPA. Biomarkers assist in vivo molecular diagnosis
and will increase our accuracy in predicting
pathology. Dedicated PET scans will soon be available
that permit tau imaging in a manner currently
performed with amyloid, which will allow further
distinction between TDP-43 and tau pathology
(Maruyama et al., 2013).

Accurate diagnoses are of more than academic
interest—the hope is that they will permit for better
treatments. Unfortunately, treatments are still elusive.
Patient care in PPA is currently symptomatic, mean-
ing that no treatment currently addresses the underly-
ing neurodegeneration. A knowledgeable speech
therapist can guide the patient toward useful commu-
nication techniques and devices, and small studies
indicate that early language rehabilitation has proven
useful when different strategies are applied for each
variant (Beeson et al., 2011; Henry et al., 2013). For
those with word-retrieval deficits, focusing on person-
ally relevant words may provide sufficient relief to
merit the time and effort involved with such therapy
(Henry et al., 2013). In cases of Alzheimer disease, a
cholinesterase inhibitor such as galantamine or done-
pezil may be of some benefit (Kertesz et al., 2008).
Preliminary benefits of techniques such as transcranial
magnetic stimulation have been described, at least for
nfvPPA (Cotelli et al., 2014).

PPA is still relatively rare, and it can be difficult to con-
nect patients with appropriate resources. Web sites such
as the international PPA connection (ppaconnection.org)
may offer opportunities for patients and families to access
information about the disorder and any clinical trials that
may become available.
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Not surprisingly, most research on the neurobiology
of language has focused on language itself. Yet even
after decades of investigation, we know much less
about the neurobiological correlates of language than
we do about the neurobiology of many other domains,
such as vision, motor function, and memory. This rela-
tive lack of progress is likely due not only to the com-
plexity of language and to a lack of animal models, but
also to an overly narrow “isolationist” approach to lan-
guage research. A complementary approach of exam-
ining links between language and other domains and
their neurobiological substrates could significantly
advance our understanding of the neurobiology of lan-
guage, particularly if the neurobiology of these other
domains is well-understood. Such an approach would
likely be very powerful in that it could generate novel
well-motivated predictions about language based on
our independent knowledge of these other domains.

There is, in fact, no clear evidence that the neurobio-
logical bases of language underlie language alone, that
is, that they are domain-specific (Ullman, Lum, & Conti-
Ramsden, 2014). On the contrary, we should expect lan-
guage to depend heavily on neurobiological substrates
that also subserve(d) other domains. In evolution,
mechanisms and structures are constantly being reused
for new purposes. For example, fins evolved into limbs,
limbs into hands and wings, and scales into feathers
(Woltering, Noordermeer, Leleu, & Duboule, 2014). Such
co-optation of a given substrate for new functions takes
place not only phylogenetically (evolutionarily) but also
ontogenetically (developmentally). For example, reading
likely depends on brain circuitry that is co-opted for this
function during learning and development. A given

structure can even be co-opted for new functions without
any further changes in the underlying mechanism (this
has been referred to as exaptation) (Gould & Vrba, 1982).
For example, certain species of heron spread their wings
to provide shade so they can better see their prey.

Therefore, language should depend importantly on
previously existing neurobiological systems, whether
or not these systems have subsequently become further
specialized for language, either phylogenetically or
ontogenetically. I will call this the co-optation hypothesis
of language. Various neurobiological systems may be
good candidates for such co-optation, including
working memory (Caplan & Waters, 1999; Just &
Carpenter, 1992), and dorsal and ventral stream pro-
cessing (Bornkessel-Schlesewsky & Schlesewsky, 2013;
Hickok & Poeppel, 2007; Petrides & Pandya, 2009).

Two learning and memory systems in the brain—
declarative memory and procedural memory—are also
excellent candidates. Most of language must be learned,
whether or not there are innately specified aspects of
this domain. Moreover, declarative and procedural
memory seem to be the two most important learning
and memory systems in the mammalian brain, includ-
ing in humans, in terms of the range of domains, tasks,
and functions that they underlie (Eichenbaum, 2012;
Mishkin, Malamut, & Bachevalier, 1984; Squire &
Wixted, 2011). The declarative/procedural (DP) model
simply posits that these systems should therefore play
wide-ranging roles in language learning, knowledge,
and use. That is, the DP model posits that these two
memory systems have been co-opted for language—
whether or not they have become further specialized
phylogenetically or ontogenetically for this domain.
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Importantly, these memory systems have been well-
studied both in humans and in nonhuman animals,
and are thus quite well-understood at many levels—
including their behavioral, computational, neuroana-
tomical, electrophysiological, cellular, biochemical, and
genetic correlates. Many of these levels are far better
understood for the two systems than for language.
Because the posited co-optation of the memory sys-
tems for language leads to the expectation that the sys-
tems play similar roles in language as in other
domains (although not necessarily identical roles, in
part because the systems may have become further
specialized for language), our understanding of the
memory systems should generate a wide range of spe-
cific predictions for language. Crucially, these predic-
tions are generated independently from the study of
language itself, and are well-motivated from this inde-
pendent knowledge. Moreover, many of them are
likely to be novel because there would often be no rea-
son to make such predictions based on the more lim-
ited study of language alone. Finally, linking language
to the memory systems should not only generate new
predictions, but may also help to account for already-
observed language phenomena for which no good
explanation independent of language currently exists.

Here, I first present an overview of the two
memory systems, whose neurobiological and other
correlates constitute the foundation of our predic-
tions. Next, I present key predictions regarding the
roles of these systems in language, with a focus on
functional neuroanatomy. Then, I summarize a range
of evidence testing these predictions. Converging
evidence from multiple methodological approaches
provides support for many of the predictions, thus
supporting the DP model as well as the co-optation
hypothesis more generally, and advancing our
understanding of language and its underlying neuro-
biology. Note that the purpose of this chapter is to
present the theory and its predictions; therefore, I
focus on the motivating background (the memory
systems) and the predictions, and more briefly
summarize the evidence.

76.1 THE MEMORY SYSTEMS

Here, I provide an overview of the declarative and
procedural memory systems, and discuss interactions
between the two systems as well as with other neuro-
cognitive systems. Note that the declarative and proce-
dural memory systems refer here to the entire
neurocognitive systems involved in the learning, repre-
sentation, and use of the relevant knowledge, not just
to those portions underlying learning and consolidat-
ing new knowledge, which is how some researchers

refer to the systems. For additional information on the
memory systems, see Stark and Stark chapter in this
book (Chapter 67).

76.1.1 The Declarative Memory System

The declarative memory brain system is quite well-
understood (Cabeza & Moscovitch, 2013; Eichenbaum,
2012; Eichenbaum, Sauvage, Fortin, Komorowski, &
Lipton, 2012; Henke, 2010; Mishkin et al., 1984;
Squire & Wixted, 2011; Stark and Stark chapter in this
book; Ullman, 2004). Briefly, the hippocampus and
other medial temporal lobe (MTL) structures are criti-
cal for learning and consolidating new knowledge that
depends on this system, although ultimately the stor-
age of this knowledge depends largely on neocortical
regions, particularly in the temporal lobes.

Within the MTL, evidence from human and animal
studies suggests that the hippocampus underlies the
rapid linking (binding, associating) of different bits of
knowledge or experience across multiple domains and
modalities, including what may be characterized as
knowledge of “what” (e.g., facts, meanings), “where”
(e.g., landmarks), and “when” (when an event occurred)
(Henke, 2010; Squire & Wixted, 2011). Other MTL struc-
tures closely connected with the hippocampus are also
important, including the entorhinal, perirhinal, and
parahippocampal cortices (Stark and Stark chapter in
this book). Perirhinal cortex may underlie the familiarity
of newly learned information, whereas the hippocampus
subserves its explicit recollection (Brown, Warburton, &
Aggleton, 2010; but see Wixted & Squire, 2011).
Perirhinal cortex may support memories of single items
(at least in the visual modality), whereas the hippocam-
pus underlies more complex relational associations.
MTL structures also appear to play a role in detecting
and learning novel stimuli, perhaps perirhinal cortex for
novel individual items and the hippocampus for novel
relational information (Yonelinas, Aly, Wang, & Koen,
2010). Different nonhippocampal MTL regions may pref-
erentially underlie memories in different domains: for
example, perirhinal cortex for object recognition and
parahippocampal cortex for spatial recognition as well
as temporal information (Eichenbaum & Lipton, 2008;
Eichenbaum et al., 2012; Squire & Wixted, 2011).
Auditory information may particularly rely on parahip-
pocampal cortex (Munoz-Lopez, Mohedano-Moriano, &
Insausti, 2010), perhaps due to the temporal nature of
this information. In contrast, as mentioned, the hippo-
campus binds information from a wide variety of
domains and modalities, including time (which may
explain its importance in episodic memory). More com-
plex high-level concepts (e.g., about Jennifer Aniston)
may also be represented in the hippocampus (Quiroga,
Reddy, Kreiman, Koch, & Fried, 2005). More generally,
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the hippocampus and other MTL structures may be not
only involved but also required for learning arbitrary
bits of information and binding them, as evidenced by
the virtual lack of such information acquired by densely
amnesic individuals with extensive MTL lesions such as
patient H.M. (Henke, 2010; Squire & Wixted, 2011;
although some such information may still be learnable;
see Stark and Stark chapter in this book). Finally, other
structures connected to the MTL also play a role in
declarative memory, including the fornix and various
diencephalic structures and tracts (especially the mam-
millary bodies, the mammilothalamic tract, and the
medial dorsal and anterior thalamic nuclei) (Squire &
Wixted, 2011).

The MTL, including the hippocampus, is not just
involved in learning and memory. As we have seen,
the MTL plays a role in novelty detection, perirhinal
cortex may subserve object recognition, and parahip-
pocampal cortex may underlie spatial recognition and
temporal information. It has been suggested that peri-
rhinal cortex plays both memory and perceptual roles
that link the declarative memory system with the ven-
tral stream (“what pathway”) in the visual modality
(Bussey & Saksida, 2007). In contrast, parahippocam-
pal cortex is closely linked to the dorsal stream
(“where”) pathway, particularly in the representation
of landmarks (Kravitz, Saleem, Baker, & Mishkin,
2011). Additionally, the hippocampus may underlie
other functions not strictly related to long-term mem-
ory, including short-term memory and aspects of
imagination and prediction (Eichenbaum & Fortin,
2009; Kumaran & Maguire, 2009). Thus, MTL struc-
tures may play a number of (very possibly interre-
lated) roles in learning, memory, and other functions.

As mentioned above regarding the long-term mem-
ory functions of this brain system, knowledge that crit-
ically depends on the MTL during learning and
consolidation eventually relies largely on neocortex.
The MTL may rapidly bind neocortical representations
together, which, over time and/or experience, eventu-
ally develop cortical-cortical links, thereby no longer
requiring the MTL (McClelland, McNaughton, &
O’Reilly, 1995). However, the MTL continues to play a
role in this knowledge. As we have seen, it seems to be
involved in object recognition (perirhinal cortex),
spatial recognition (parahippocampal cortex), and rec-
ognition of higher-level concepts (hippocampus).
Moreover, it has been suggested that the MTL con-
tinues to underlie long-term memories, particularly for
autobiographical (episodic) knowledge (Winocur &
Moscovitch, 2011), although this claim has been dis-
puted (Squire & Wixted, 2011).

Within neocortex, different regions appear to under-
lie different types of knowledge (Martin, 2007;
Squire & Wixted, 2011). For example, knowledge for

living and nonliving things seems to involve different
neocortical regions. An important organizational prin-
ciple appears to be that neocortex proximate to partic-
ular sensory cortices underlies knowledge closely
linked to those sensory modalities. Thus, knowledge
with strong auditory associations depends on superior
temporal regions (near primary auditory cortex),
whereas knowledge with visual associations involves
temporal and other regions downstream from visual
cortex. Higher-level knowledge may also be organized
neuroanatomically. For example, knowledge of faces
involves the “fusiform face area” and knowledge of
written words involves the “visual word form area.”
More generally, higher-level concepts may rely on
more anterior temporal lobe areas (Barense et al.,
2012). Information may flow from posterior to anterior
regions of the temporal lobe, such that, at least in
vision (and possibly in audition, Rauschecker & Scott,
2009), features are represented hierarchically in
increasingly complex conjunctions, with low-level fea-
tures represented more posteriorly and higher-level
features represented more anteriorly—perhaps with
the most complex conjunctions (e.g., higher-level con-
cepts) in MTL regions, such as in the hippocampus.

Neocortical regions outside of temporal cortex also
play roles in declarative memory—not only in the
representation of long-term knowledge but also in par-
ticular processes associated with declarative memory.
A region in inferior frontal neocortex corresponding
largely to Brodmann’s areas (BAs) 45 and 47 (within
and near classical Broca’s area) seems to underlie the
encoding as well as the selection or recall of declara-
tive memories (Ullman, 2004). Portions of the basal
ganglia, perhaps with connections to these areas, may
play analogous roles (Ullman, 2006). And a posterior
parietal region seems to underlie aspects of encoding
or retrieval (Uncapher & Wagner, 2009; Wagner,
Shannon, Kahn, & Buckner, 2005).

The behavioral correlates of this network of brain
structures rooted in the MTL are reasonably well-
characterized (Eichenbaum, 2012; Henke, 2010;
Squire & Wixted, 2011; Ullman, 2004). The system may
be specialized for learning arbitrary bits of information
and associating them; it may even be necessary for
learning this information. It underlies the learning,
representation, and use of knowledge about both facts
(semantic memory) and events (episodic memory),
such as the fact that Catalan is derived from Latin, or
the event of you having a bowl of delicious pho yester-
day for lunch. More broadly, the system can learn a
wide range of information across sensory modalities
and cognitive domains, and may also support various
non-long-term memory functions. Unlike other types
of long-term memory such as procedural memory or
fear conditioning, multiple types of knowledge can be

95576.1 THE MEMORY SYSTEMS

O. LANGUAGE BREAKDOWN



learned very rapidly in this system with as little as a
single exposure to the stimulus, although additional
exposures strengthen memories. The acquired knowl-
edge is at least partly, although not completely (Chun,
2000; Henke, 2010; Schendan, Searl, Melrose, & Stern,
2003), explicit—that is, available to conscious aware-
ness. Indeed, this appears to be the only long-term
memory system that underlies explicit knowledge;
thus, any knowledge that is explicit should have been
learned in declarative memory. Once learned, informa-
tion in declarative memory can be generalized and
used flexibly across different contexts.

The molecular bases of declarative memory have
also been reasonably well-studied in humans and ani-
mals (Green & Dunbar, 2012; Pezawas et al., 2004;
Ullman, 2004). Various genes, including those for
brain-derived neurotrophic factor (BDNF) and apolipo-
protein E (APOE), play roles in declarative memory
and hippocampal function, as do the neurotransmitter
acetylcholine and the hormone estrogen (higher levels
are associated with better declarative memory in
humans and rats). BDNF may play a role in consolida-
tion (as may estrogen). Estrogen may modulate declar-
ative memory functionality via BDNF and/or
acetylcholine.

Finally, various subject-level factors appear to mod-
ulate learning and retention in declarative memory,
including not only genetic variability but also age
(declarative memory improves during childhood, pla-
teaus in adolescence/early adulthood, and then
declines), sex (females seem to have an advantage at
declarative memory over males), handedness (left-
handedness may be associated with a declarative
memory advantage), sleep (memory consolidation
seems to improve during sleep), and exercise (which
can enhance declarative memory) (Erickson et al.,
2011; Marshall & Born, 2007; Ullman, 2005; Ullman et
al., under revision; Ullman, Miranda, & Travers, 2008).

76.1.2 The Procedural Memory System

Although procedural memory is still not as well-
characterized as declarative memory, its neurobiologi-
cal and behavioral correlates are becoming clearer
(Ashby, Turner, & Horvitz, 2010; Doyon et al., 2009;
Ullman, 2004). Procedural memory involves a network
of interconnected brain structures rooted in frontal/
basal-ganglia circuits, including frontal premotor and
related regions, particularly BA 6 and BA 44. (Note
that we use the term procedural memory to refer to a
particular brain system and its characteristics, rather
than implicit memory more generally, which is how
some researchers use the term.) The basal ganglia play
a critical role in the learning and consolidation of

motor and cognitive skills, whereas neocortical regions
may be more important for processing skills after they
have been automatized. Within the basal ganglia, the
caudate nucleus (and the anterior putamen) may be
especially important for skill acquisition.

This circuitry underlies the implicit (nonconscious)
learning and processing of a wide range of perceptual-
motor and cognitive skills, tasks, and functions
(Eichenbaum & Cohen, 2001; Henke, 2010; Ullman,
2004), including navigation, sequences, rules, and cate-
gories. It may be specialized for learning to predict
(perhaps especially probabilistic outcomes), for exam-
ple, the next item in a sequence or the output of a rule.
Learning in the system requires practice, and thus is
slower than learning in declarative memory—though
what is eventually learned seems to be processed more
rapidly and automatically than knowledge in declara-
tive memory. Although the system is rooted in the
basal ganglia, the cerebellum may also play a role;
however, exactly how and in what ways it interacts
with the basal ganglia remain unclear.

Some aspects of the molecular bases of procedural
memory are also beginning to emerge. The neurotrans-
mitter dopamine plays an important role, particularly in
learning and consolidation (Ashby et al., 2010). Certain
genes involved in procedural memory have been identi-
fied, including FOXP2, PPP1R1B (for the protein
DARPP-32), and DRD2 (Meyer-Lindenberg et al., 2007;
Ullman & Pierpont, 2005; Wong, Ettlinger, & Zheng,
2013). A recent study found that humanized Foxp2 in
mice (i.e., with human-specific amino acid substitutions)
sped up learning, in particular by promoting the transi-
tion from declarative to procedural memory (Schreiweis
et al., 2014). Finally, other factors may also affect proce-
dural memory, including age. Unlike declarative
memory, procedural memory functionality seems to be
well-established early in life, after which learning or con-
solidation in this system may attenuate (Adi-Japha,
Badir, Dorfberger, & Karni, 2014; Ullman, 2005). In
contrast, sleep and exercise, among other factors, appear
to show similar effects in the two memory systems,
improving learning in both.

76.1.3 Interactions Between the Memory
Systems

The declarative and procedural memory systems
interact in a number of ways. First, evidence suggests
that the two systems can, to some extent, acquire the
same or analogous knowledge or skills (Poldrack &
Packard, 2003; Ullman, 2004). According to the redun-
dancy hypothesis, they therefore play at least partly
redundant roles. Such redundancy can be found for
multiple tasks and functions, including navigation,
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sequences, rules, and categories. Perhaps not surpris-
ingly, the type and form of knowledge learned in the
two systems are often quite different, even while this
knowledge underlies the same or similar outcomes.
For example, evidence from rodents suggests that nav-
igation can be learned in procedural memory, such
that animals learn to turn at a particular point
(response strategy), or in declarative memory, by using
landmarks (place strategies). Similarly, humans can
learn sequences, rules, and categories implicitly in pro-
cedural memory or explicitly (and perhaps also implic-
itly) in declarative memory.

Various factors appear to modulate which of the
two systems is used for a given task or function that
can be learned or processed by either system. The
declarative memory system often acquires knowledge
initially, thanks to its fast acquisition abilities, whereas
the procedural system gradually learns analogous
knowledge that is eventually processed rapidly and
automatically. The knowledge in declarative memory
seems to remain intact even when procedural memory
takes over; for example, lesions of the basal ganglia
can lead to a reversion of dependence on knowledge
that was initially learned in declarative memory
(Packard, 2008). The learning context can also affect
which system is relied on more. Explicit instruction
(e.g., of sequences), or even just paying attention to the
stimuli and underlying rules or patterns, can increase
learning in declarative memory. Conversely, a lack of
explicit instruction, as well as manipulations that
reduce attention to the stimuli (e.g., in dual task para-
digms), or a high level of complexity of rules or pat-
terns (thus decreasing the subject’s ability to explicitly
detect patterns) may all shift learning toward proce-
dural memory.

Many other factors likely also play roles affecting
which system is relied on more. Any factor that
enhances learning, retention, or retrieval preferentially
in one of the memory systems should lead to an
increased dependence on that system. Thus, the rela-
tive functionality of the two systems can affect which
one is relied on more. For example, likely due in part
to a female advantage at declarative memory (perhaps
thanks to higher estrogen levels), females may rely
more on this system, while males correspondingly
rely more on procedural memory, for tasks that can
be performed by either system (Ullman et al., 2008).
And disorders that affect one system can lead to a
compensatory role for the other. For example, indivi-
duals with Specific Language Impairment (SLI),
dyslexia, autism, or obsessive-compulsive disorder, all
of which have been associated with abnormalities of
procedural memory but relatively intact declarative
memory, appear to rely more on this intact system
(Ullman & Pullman, 2015). Thus, multiple within- and

between-subject factors may modulate the relative
dependence on the two systems.

Second, animal and human studies suggest that
declarative and procedural memory also interact com-
petitively, resulting in a “seesaw effect” (Ullman, 2004).
The dysfunction of one system may lead not only to an
increased dependence on the other system for those
tasks and functions that can depend on either one, but
also to the enhanced functioning of that system.
Evidence for such a seesaw effect comes from both ani-
mal and human studies (Packard, 2008; Poldrack &
Packard, 2003; Ullman, 2004). Additionally, estrogen
may not only enhance declarative memory but also
inhibit procedural memory. Note that the seesaw
effect, and compensation due to redundancy, are dis-
tinct notions: if only one system is dysfunctional, then
the other can compensate whether or not its function-
ality is enhanced—although, of course, any enhance-
ment from the seesaw effect would bolster any such
compensation.

Third, the learning and/or retrieval of knowledge in
declarative memory may block (inhibit) the learning
and/or retrieval of analogous knowledge in proce-
dural memory (Ullman, 2004). The converse may hold
as well. For example, even when a task is learned ini-
tially in declarative memory, it can be overridden by
procedural memory when it is subsequently learned in
that system (Packard, 2008).

The two memory systems are also linked to and
interact with other neurocognitive brain systems. First,
working memory seems to be closely related to (at least)
declarative memory. For example, frontal brain struc-
tures involved in working memory also underlie
declarative memory in both encoding and recall
(Ullman, 2004). And deficits of working memory are
associated with deficits of declarative memory (Lum,
Ullman, & Conti-Ramsden, 2015; Ullman & Pullman,
2015). More generally, we suggest that working mem-
ory may constitute input and output mechanisms for at
least explicit knowledge in declarative memory.
Second, priming depends importantly on knowledge
initially learned in the memory systems. For example,
the priming of concepts and word forms seems to rely
on representations learned in declarative memory, as
suggested by the inability of dense amnesics to learn
new information of this sort. Finally, as indicated
above, there are links between the memory systems and
the ventral and dorsal streams (Ullman, 2004). The ven-
tral stream seems to be linked strongly to the declara-
tive memory system. The dorsal stream may also
interact with this system, with projections to parahippo-
campal cortex, which plays a role in representing land-
marks. However, the dorsal stream may be particularly
tied to procedural memory. While “what” knowledge
seems to depend on a combination of the ventral stream
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(for processing) and declarative memory (for learning),
“how” knowledge may depend on a combination of the
dorsal stream (for processing) and procedural memory
(for learning). Indeed, learning supported by the basal
ganglia may link inputs from parietal structures to
motor regions (Ashby et al., 2010; Doyon et al., 2009).
This posited interdependence between learning in the
declarative and procedural memory systems and
respective processing of this knowledge in the ventral
and dorsal streams may be referred to as the memory-
processing interdependence hypothesis.

76.2 PREDICTIONS FOR LANGUAGE

Here, I summarize some key predictions of the DP
model—that is, predictions for language that are
derived from our understanding of the two memory
systems. For each memory system I first present pre-
dictions regarding what types of language-related
knowledge and functions the system should underlie,
and then how exactly these should be subserved by the
system, with a focus on functional neuroanatomy.

Note that the DP model does not predict that the
memory systems underlie language and other domains
in identical ways—both because language is not identi-
cal to other domains and because portions of the sys-
tems may have become specialized for language
(either evolutionarily or developmentally). Rather,
because the co-optation hypothesis leads to the expec-
tation that the systems play at least similar if not iden-
tical roles across domains, our substantial independent
knowledge of the systems’ roles in other domains is an
excellent starting point for making predictions about
language. Empirical studies will reveal exactly where
and how the systems’ roles in language might diverge
from those in other domains.

76.2.1 Declarative Memory: Predictions for
Language

76.2.1.1 What Should Declarative Memory
Underlie in Language?

First, because declarative memory seems to be criti-
cal for learning, storing, and accessing arbitrary bits of
information, as well as arbitrary associations among
them, aspects of language that involve such bits or
associations should critically depend on this memory
system. Thus, declarative memory should be crucial
for all learned idiosyncratic linguistic knowledge at the
word or multi-word level (though presumably not for
any such knowledge that may be purely innately spec-
ified, if such knowledge exists). Simple (i.e., not rule-
governed and fully derivable) content words (e.g., cat,

devour), including their phonological forms, meanings,
(sub)categorization knowledge (e.g., devour requires a
complement), and mappings between them (e.g.,
sound-meaning mappings), should be learned in this
system. Knowledge about irregular morphological
forms, both inflectional and derivational (e.g., dig-dug,
solemn-solemnity), should be stored in declarative mem-
ory, as should knowledge about idioms, proverbs, and
so on. In principle, such stored knowledge could be
represented in a variety of ways, even in parallel for
the same forms in the same individuals, such as struc-
tured or unstructured, as wholes or as collocations
with probabilistic associations between their parts, or
even as stored links to rules as suggested by
Distributed Morphology (Halle & Marantz, 1993).
Storing representations in declarative memory does
not preclude the additional involvement of rule-
governed aspects of procedural memory, for example,
for inflecting forms within larger stored sequences
(e.g., jumps the gun). Finally, in addition to these types
of idiosyncratic language knowledge, which corre-
spond broadly to traditional notions of semantic mem-
ory (world knowledge not bound to a particular
personal experience), declarative memory should also
underlie aspects of episodic knowledge in language—
for example, memories regarding whether and in
which context one has recently encountered or learned
a particular word.

Second, due to its ability to learn a wide range of
information, declarative memory should be able to
acquire much more than idiosyncratic knowledge.
Indeed, there may be few constraints on the types of
linguistic knowledge that this system can learn. At the
least, all the types of information that it can learn
about idiosyncratic aspects of language should also be
learnable for nonidiosyncratic, rule-governed aspects.
Thus, just like simple and irregular words, one should
be able to store fully rule-governed complex forms
(e.g., “walked,” “the cat,” and even longer sequences).
More abstract representations could also be stored,
such as portions of linguistic hierarchies (e.g., Noun
Phrase), as has been posited by linguistic theories such
as Tree-Adjoining Grammar (Joshi & Rambow, 2003).
More productive aspects of grammar may also be
achieved by relying on declarative memory, for
example, by generalizing across already-stored repre-
sentations to new representations (e.g., analogic gener-
alization across similar forms) (Hartshorne & Ullman,
2006) or by “shallow” parsing of sentences (Clahsen &
Felser, 2006), which relies on lexical-semantic knowl-
edge (which is learned in declarative memory).
Grammatical rules and constraints themselves should
also be learnable by declarative memory, either explic-
itly or implicitly, even though these are generally
acquired by procedural memory. Other types of
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linguistic knowledge or functions normally learned in
procedural memory should also be learnable in declar-
ative memory, such as word segmentation. However,
just because such grammatical and other knowledge
can be learned by declarative memory does not mean
it is, or if it is learned, that it is consistently used;
rather, this will depend on factors that modulate the
relative dependence on declarative and procedural
memory and the interactions between them (e.g.,
blocking).

As we have seen, the brain structures underlying
declarative memory, including the MTL, underlie not
only learning and long-term memory but also other
cognitive processes, including object recognition, spa-
tial recognition, novelty detection, short-term memory,
and prediction. Analogous roles for such functions
may thus be found in language. Additionally, given
the rapidity with which new associations can be
learned in this memory system, we might expect it to
play an active role in online processes involving inte-
gration and binding in language.

76.2.1.2 How Should Declarative Memory
Underlie Language?

Based on our independent knowledge of declara-
tive memory, we can make numerous specific neuro-
biological and other predictions about those aspects
of language that should depend on declarative mem-
ory. Here, I summarize some of them. First, the func-
tional neuroanatomy of those aspects of language
that are learned, stored, and processed by declarative
memory should reflect the functional neuroanatomy
of this system. Thus, linguistic knowledge learned in
this system should depend on the hippocampus and/
or other MTL structures, at least during learning and
consolidation. The hippocampus itself may be heavily
engaged in language-related learning, given the mul-
tiple types of information and modalities involved in
this domain and the importance of linking and inte-
grating this information. Individual items such as
words, however, might rely particularly on perirhinal
cortex. Novel linguistic items or relations should
involve the MTL, perhaps especially the hippocam-
pus (novel associations) and perirhinal cortex (novel
items). These structures should be active mainly dur-
ing learning, but perhaps also for storage and use.
MTL structures may also play roles in language-
related short-term memory and prediction. Other
structures linked to MTL, such as the fornix and
mammillary bodies, may also play learning roles in
language.

With time and/or experience, the MTL should play
a decreasingly important role for linguistic knowledge
learned in declarative memory, with an increasing
role for neocortical structures. Linguistic knowledge

should show similar neuroanatomical patterns as non-
linguistic knowledge of the same concepts. For exam-
ple, words, phrases, or sentences referring to living or
nonliving things, or with strong visual attributes of
particular sorts (e.g., color, form), should involve neo-
cortical regions independently linked to these features.
More complex, higher-level linguistic representations
may depend on more anterior temporal lobe regions,
and perhaps also on MTL structures, particularly the
hippocampus. For example, abstract linguistic catego-
ries such as Noun or Verb might depend on anterior
temporal or even more upstream areas. Inferior frontal
cortex, especially BA 45/47, should underlie the
encoding of new linguistic information being learned
in declarative memory, as well as the recall of that
knowledge once it is learned. Posterior parietal cortex
may also play a role in the encoding and retrieval of
this information.

Linguistic knowledge should be rapidly learnable in
declarative memory, even from a single presentation of
the information, although repeated exposures should
improve learning and retention. Thus, we expect that
words can be quickly acquired. Linguistic knowledge
in declarative memory could be either explicit (e.g., ver-
balizable word or rules) or implicit. Conversely, how-
ever, if linguistic knowledge is explicit, then it must be
stored in declarative memory, because this is the only
long-term memory system to underlie explicit knowl-
edge. Once learned in this system, linguistic knowledge
can be used flexibly across different contexts.

Finally, molecular and other factors that
modulate declarative memory should play analogous
roles in language. For example, polymorphisms of
BNDF and APOE should modulate declarative
memory�dependent aspects of language in a similar
manner as for nonlinguistic knowledge, and likewise for
estrogen and acetylcholine. For example, higher levels of
estrogen may improve language learning in this system.
Based on the available evidence, it seems likely that lan-
guage learning in declarative memory should ameliorate
during childhood, plateau in adolescence/early adult-
hood, and then decline. Thus, word learning should fol-
low this pattern. Females may show advantages at
language learning in this system as compared to males.
Sleep, exercise, and other factors should improve lan-
guage learning and retention in declarative memory.

76.2.2 Procedural Memory: Predictions
for Language

It is important to emphasize that we know less
about this system than about declarative memory;
therefore, our predictions are more tentative and less
specific.
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76.2.2.1 What Should Procedural Memory
Underlie in Language?

Procedural memory should underlie the learning
and processing of sequences and rules in language,
perhaps especially those that are probabilistic rather
than deterministic. The system may be particularly
important in “learning to predict” in language, such as
predicting the next item in a sequence or the output of
a linguistic rule. Only rules or sequences that are
implicit should be learned by procedural memory
(I emphasize that implicit procedural knowledge of a
rule or sequence does not preclud either explicit or
implicit analogous knowledge in declarative memory).
Given that grammar involves largely implicit rules,
both probabilistic and deterministic, particularly ones
that involve (hierarchical) sequencing, procedural
memory should play a major role in this aspect of lan-
guage. This should hold across linguistic subdomains,
including syntax, morphology, and phonology. Exactly
what computational roles procedural memory should
play in linguistic sequencing and rules cannot be
clearly predicted at this point because of our lack of
understanding of these issues regarding procedural
memory itself. However, also based on our under-
standing of grammar, it seems likely that procedural
memory somehow underlies the learning of rules and
the implicit rule-governed composition of both hierar-
chical and nonhierarchical sequences.

Other aspects of language may also be learned in
procedural memory, including categories and other
knowledge, especially if the knowledge is implicit and
involves probabilistic patterns, sequences, and learning
to predict. For example, the implicit learning
of word boundaries in a speech stream (Saffran,
Aslin, & Newport, 1996) should depend on procedural
memory.

76.2.2.2 How Should Procedural Memory Underlie
Language?

As with declarative memory, predictions for lan-
guage follow from what we know about procedural
memory from animal and human studies. First, lin-
guistic skills and knowledge that are learned, stored,
and processed by procedural memory should reflect
this system’s underlying functional neuroanatomy.
Thus, these should involve frontal and basal ganglia
structures, and perhaps the cerebellum. Learning and
consolidation should engage the basal ganglia, espe-
cially the caudate nucleus and the anterior putamen.
(Note that this learning role of the basal ganglia does
not preclude other language roles for this set of sub-
cortical structures, including grammar, because the
structures subserve other functions as well, including
working memory and attention.) Once automatized,

knowledge and skills should rely especially on neocor-
tical regions, particularly BA 6 and BA 44. Only
implicit, not explicit, linguistic knowledge should rely
on procedural memory (although of course not all
implicit knowledge should depend on this system).
Because procedural memory learns only with repeated
exposure, this knowledge should be learned and
automatized gradually.

Given its role in procedural memory, dopamine
should play a role in grammar and other aspects of
language, especially in learning and consolidation.
Certain genes, such as FOXP2, PPP1R1B, and DRD2,
should also be involved. Because procedural memory
learns gradually and declarative memory learns rap-
idly, grammar rules should generally be acquired
more slowly than words. Given the developmental tra-
jectory of procedural memory, linguistic learning and
consolidation in this system should be better in child-
hood than adolescence or adulthood, and thus proce-
duralization of grammar should be slower and more
incomplete in later (e.g., second language) learners.
Sleep, exercise, and other factors should improve lan-
guage learning and retention in procedural memory.

76.2.3 Interactions Between the Memory
Systems: Predictions for Language

Our understanding of interactions between the two
memory systems, and between these and other sys-
tems, also leads to various predictions for language.

First, to some extent, we expect the two memory
systems to acquire the same or analogous knowledge
or skills, that is, to play at least partly redundant roles.
According to the redundancy hypothesis, in language
as in nonlinguistic domains, such redundancy may be
found for any tasks or functions that could be sub-
served by either system. Given the learning power of
declarative memory, and the fact that it can underlie
implicit as well as explicit knowledge, it may be able
to at least partly support most if not all aspects of lan-
guage subserved by procedural memory, including
grammar and word segmentation.

Various factors should modulate which memory
system is relied on more for linguistic knowledge that
can be learned by both systems. Such knowledge
should often be learned first by declarative memory,
but eventually by procedural memory, at which point
it should be more automatized. Thus, both first and
second language learners should generally depend ini-
tially on declarative memory for grammatical functions
(e.g., by chunking or explicit rules, with the exact
nature of this dependence perhaps differing between
first and second language learners), but both should
gradually learn grammar in procedural memory.
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(For more on the DP model and second language, see
Ullman, 2005; Ullman, 2015). After such proceduraliza-
tion, the declarative knowledge may still remain intact
and could become accessible again in certain circum-
stances, such as subsequent procedural memory dys-
function. Explicit instruction or attention to the input
may increase learning in declarative memory, whereas
a lack of such instruction or attention, or greater com-
plexity of rules or patterns (e.g., more complex gram-
matical rules or constraints), may lead to a greater
dependence on procedural memory. Estrogen may
promote linguistic learning in declarative memory at
the expense of procedural memory. Females may rely
more on declarative memory than males for aspects of
language (e.g., grammar) that can rely on either sys-
tem, and they may show superior learning of idiosyn-
cratic linguistic knowledge (which must be learned in
declarative memory). The developmental trajectories of
the two systems suggest that young children should
more easily proceduralize their grammar (in first or
second language) than adults. And a relative dysfunc-
tion of one system should lead to a greater (compensa-
tory) dependence of language on the other.

Second, we might expect a seesaw effect in lan-
guage. Estrogen might not only promote language
learning or use in declarative memory but may also
inhibit it in procedural memory. Similarly, a dysfunc-
tion of one system might lead not only to language
compensation by the other but also to its enhanced
functioning.

Third, learning or processing in one system may
block or inhibit the other. For example, grammar learn-
ing in declarative memory may inhibit grammar learn-
ing in procedural memory. And successful retrieval of
irregular forms (e.g., dug), or chunked rule-governed
forms (walked), should block the rule-based computa-
tion of corresponding forms in procedural memory
(dig1 -ed, walk1 -ed). Conversely, a highly automatized
rule in procedural memory should tend to override the
use of analogous declarative knowledge, especially if
this declarative knowledge is not well-learned. Thus,
over the course of language learning, grammar should
depend increasingly on procedural memory and corre-
spondingly less on declarative memory.

Finally, the two memory systems should interact
with other neurocognitive brain systems in the learn-
ing and processing of language. First, working mem-
ory in language processing should be closely related to
declarative memory. For example, some of the same
frontal structures should play roles in verbal working
memory and in the encoding and recall of language
knowledge learned in declarative memory. Second, lin-
guistic knowledge that can be primed (e.g., lexical or
grammatical knowledge) should, in most cases, have
been learned by one or the other memory system.

Finally, there should be close links between language
learning in the two memory systems and language
processing in the dorsal and ventral streams. For
example, language knowledge processed in the ventral
stream should be learned mainly in declarative mem-
ory, which in turn should facilitate further processing
of this knowledge in the ventral stream, while a similar
relation may hold for procedural memory and the dor-
sal stream.

76.3 EVIDENCE

Parallel to the predictions presented above, for each
memory system I summarize first, evidence regarding
what types of language knowledge and functions
depend on it, and second, how the system subserves
these, with a focus on functional neuroanatomy.

76.3.1 Declarative Memory in Language:
Evidence

76.3.1.1 What Does Declarative Memory Underlie
in Language?

Evidence from various methodological approaches,
including behavioral, neurological, neuroimaging, and
electrophysiological studies, has implicated declarative
memory in the learning, storage, and retrieval of idio-
syncratic aspects of language. First, behavioral evi-
dence indicates that words can be learned very quickly
(fast mapping) and are generally acquired earlier than
grammatical rules (in both first and second language)
(Bloom, 2000; Marcus et al., 1992; Ullman, 2015). More
direct behavioral evidence comes from studies of chil-
dren that reveal correlations, across participants,
between vocabulary abilities and learning abilities in
declarative memory (but not procedural memory),
whereas grammar shows the opposite pattern (Kidd,
2012a; Lum, Conti-Ramsden, Page, & Ullman, 2012).
Behavioral studies using other techniques, such as the
examination of frequency and imageability effects,
have also revealed links between lexical and declara-
tive memory (Babcock, Stowe, Maloof, Brovetto, &
Ullman, 2012; Prado & Ullman, 2009). Second, neuro-
logical evidence shows that dense amnesia from sub-
stantial MTL lesions seems to preclude word learning,
as demonstrated in H.M. and other patients (Davis &
Gaskell, 2009; Postle & Corkin, 1998). In contrast, H.M.
retained idiosyncratic word forms that were common
in English prior to his surgery, as expected if the MTL
does not remain crucial for knowledge well after it has
been learned (Kensinger, Ullman, Locascio, & Corkin,
1999). Third, functional neuroimaging evidence
strongly implicates the MTL in word learning
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(Breitenstein et al., 2005; Davis & Gaskell, 2009;
Raboyeau, Marcotte, Adrover-Roig, & Ansaldo, 2010).
Fourth, the presentation of words, including novel
words (pseudowords), reliably leads to N400 event-
related potentials (ERPs) (Kutas & Federmeier, 2011),
which have independently been tied to nonlinguistic
idiosyncratic knowledge (e.g., faces and objects) and
the MTL (Kutas & Federmeier, 2011; McCarthy, Nobre,
Bentin, & Spencer, 1995; Meyer et al., 2005).

Declarative memory has also been tied to nonidio-
syncratic aspects of language. First, behavioral evidence
suggests that regular morphological forms can be
stored (e.g., as chunks), generalized across similar
forms, or computed from explicit rules, all indicating a
reliance on declarative memory. For example, like
irregulars, regular inflected forms can show frequency,
imageability, and phonological neighborhood effects
(Alegre & Gordon, 1999; Babcock et al., 2012; Dye,
Walenski, Prado, Mostofsky, & Ullman, 2013;
Hartshorne & Ullman, 2006; Prado & Ullman, 2009;
Ullman et al., under revision). However, whereas these
effects are found reliably for irregulars, consistent with
their obligatory storage in declarative memory, regulars
show them inconsistently, and mainly for those condi-
tions where a dependence on declarative memory is
expected (e.g., higher frequency forms, females, left-
handers, second language learners). Evidence suggests
that even more complex rule-governed forms, that is,
surface syntactic structures, can also be learned in
declarative memory (Hamrick, 2014). And a recent
study found that learning an “analogic grammar” (pos-
ited to involve generalization over stored forms) corre-
lated with abilities at declarative but not procedural
memory, whereas learning a rule-governed concatena-
tive grammar showed the opposite pattern (Wong
et al., 2013). However, as would be expected given fas-
ter learning by declarative than procedural memory,
syntactic processing at early stages of learning a rule-
governed artificial language correlated with declarative
(and not procedural) memory, whereas the reverse pat-
tern was found at later stages (Morgan-Short, Faretta-
Stutenberg, Brill-Schuetz, Carpenter, & Wong, 2014).
Second, neurological evidence from SLI, dyslexia,
autism, and agrammatic aphasia suggests that indivi-
duals with these disorders compensate for grammatical
impairments by relying on declarative memory, via
chunking, explicit rules, or other means (Ullman &
Pullman, 2015). Third, neuroimaging studies of artificial
grammar learning have found MTL activation
(Lieberman, Chang, Chiao, Bookheimer, & Knowlton,
2004; Yang & Li, 2012). And neuroimaging evidence
has implicated the MTL in online sentence integration
and processing, including of syntax (Duff & Brown-
Schmidt, 2012; Meyer et al., 2005). Fourth,

electrophysiological evidence from ERPs has found that
(morpho)syntactic processing can elicit N400s, primar-
ily in those conditions where a dependence on declara-
tive memory is expected (e.g., females, second language
learners, and individuals with SLI, dyslexia, or agram-
matic aphasia) (Ullman, 2015; Ullman et al., 2008;
Ullman & Pullman, 2015).

76.3.1.2 How Does Declarative Memory Underlie
Language?

Thus, significant language knowledge is learned
and even processed in the MTL. But which portions of
the MTL are involved and in which circumstances?
First, the hippocampus is heavily implicated. Multiple
neuroimaging studies of word learning report hippo-
campal activation (Breitenstein et al., 2005; Davis &
Gaskell, 2009), as has a study of chunking in artificial
grammar learning (Lieberman et al., 2004). Similarly,
the hippocampus has been implicated in the integra-
tion of linguistic knowledge (Duff & Brown-Schmidt,
2012; Meyer et al., 2005).

However, other MTL structures also play roles in
language. Although lesions restricted to the hippocam-
pus can impair word learning, at least some such
patients can still learn words (Davis & Gaskell, 2009;
Vargha-Khadem, Gadian, & Mishkin, 2001). It may be
that MTL lesions that extend beyond the hippocam-
pus, such as H.M.’s, are required to eliminate word
learning altogether. Some evidence suggests that rhinal
cortex, in particular perirhinal cortex, may be impor-
tant for words, perhaps especially for word learning.
One study found that remembering the context in
which a word was recently presented engaged the hip-
pocampus, whereas the word itself activated perirhinal
cortex (Davachi, Mitchell, & Wagner, 2003). In the
MTL, N400s have been tied mainly to perirhinal cor-
tex, particularly for novel words (Fernandez, Klaver,
Fell, Grunwald, & Elger, 2002). In one study, lexical/
semantic violations that typically elicit N400s were tied
to rhinal cortex, whereas syntactic violations were
linked to the hippocampus, likely due to P600 effects
that involve controlled (conscious) syntactic integration
(Meyer et al., 2005).

Other structures in the declarative memory system
also play roles in language. One study found deficits
in word learning after lesions to the mammillary bod-
ies (Martins, Guillery-Girard, Jambaque, Dulac, &
Eustache, 2006). Linguistic as well as nonlinguistic sti-
muli associated with particular concepts engage neo-
cortical regions linked to those concepts (e.g., living
things) (Martin, 2007). BA 45/47 is involved in word
encoding and recall. For example, word encoding and
recall tasks activate this region, and lesions to this area
are associated with word recall deficits (Buckner,
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Wheeler, & Sheridan, 2001; Wagner et al., 1998).
Posterior parietal cortex has been found to correlate
with vocabulary size in monolinguals (Lee et al., 2007)
and to be larger in bilinguals than in monolinguals
(possibly due to the larger total vocabulary of the for-
mer) (Mechelli et al., 2004), and it has been implicated
in lexical/semantics in both first and second language
(Abutalebi et al., 2012; Chee, Hon, Lee, & Soon, 2001)
as well as in grammar in second (but not first)
language (Wartenburger et al., 2003). For a functional
neuroanatomical meta-analysis of first and second
language revealing such a pattern, see Tagarelli,
Turkeltaub, Grey, and Ullman (in preparation).

There has also been some work on the genetic and
molecular bases of linguistic aspects of declarative
memory. Quite a few studies have implicated BDNF
and APOE, as well as estrogen and acetelycholine, in
episodic memory tasks involving words (Ullman, 2007;
Ullman et al., 2008). For example, performance at such
tasks improves with cholinesteraste inhibitors (Freo,
Pizzolato, Dam, Ori, & Battistin, 2002). And estrogen
has been found to improve retrieval of irregular (but
not regular) inflected forms (Estabrooke, Mordecai,
Maki, & Ullman, 2002). More research is needed to
examine links between language and the genetic and
molecular bases of declarative memory.

Finally, evidence suggests that females may be bet-
ter than males at learning words (Kaushanskaya,
Marian, & Yoo, 2011; Ullman et al., 2008), and likewise
left-handers as compared with right-handers (Ullman
et al., under revision). And, consistent with the devel-
opmental trajectory of declarative memory, word
learning improves during childhood into adolescence
(Bloom, 2000).

76.3.2 Procedural Memory in Language:
Evidence

Consistent with our more impoverished under-
standing of procedural than declarative memory, there
is less empirical evidence thus far regarding the role of
this system in language.

76.3.2.1 What Does Procedural Memory Underlie
in Language?

Evidence from various methodologies suggests links
between grammar and procedural memory. First,
behavioral evidence has revealed correlations between
grammar measures (e.g., syntactic priming and proces-
sing) and learning in procedural memory, but not with
declarative memory in the same individuals (Kidd,
2012b; Lum et al., 2012). Procedural (but not declara-
tive) memory has also been found to correlate with

learning a rule-governed concatenative grammar
(Wong et al., 2013). In another artificial language
study, syntactic processing correlated with procedural
(and not declarative) memory, but only at later stages
of learning (Morgan-Short et al., 2014). In an interfer-
ence study, syntactic (but not word) processing inter-
fered with procedural memory (Nemeth et al., 2011).
And, as mentioned above, regular morphological
forms generally do not show signs of reliance on
declarative memory; rather they show evidence for
composition, consistent with a primary dependence on
procedural memory (Walenski, Prado, Ozawa,
Steinhauer, & Ullman, under revision).

Second, neurological evidence has tied grammar to
procedural memory. (Here, I focus on SLI; for other dis-
orders, including agrammatic aphasia and Parkinson’s
and Huntington’s diseases, see Ullman, 2004, 2013).
Children with SLI, who typically have grammatical defi-
cits (of syntax, morphology, and phonology) but less
consistent lexical impairments, show reliable procedural
memory impairments (Lum, Conti-Ramsden, Morgan, &
Ullman, 2014; Ullman & Pierpont, 2005) and consistent
brain abnormalities only in frontal cortex and the basal
ganglia, as revealed by a recent neuroanatomical meta-
analysis (Ullman et al., under review). Moreover, the
grammar difficulties in SLI have been directly linked to
procedural memory deficits (Hedenius et al., 2011).

Third, neuroimaging evidence has tied artificial
grammar learning to the basal ganglia (Lieberman
et al., 2004; Petersson, Folia, & Hagoort, 2012; Yang &
Li, 2012). Basal ganglia activation is also reliably eli-
cited by grammatical (but not lexical) processing in
second language learners, but not in native speakers,
as revealed by our recent neuroanatomical meta-
analysis of first and second language (Tagarelli et al.,
in preparation). This is consistent with the prediction
that the basal ganglia play a particularly important
role in grammar acquisition.

Finally, some research has begun to examine links
between procedural memory and nongrammatical
implicit aspects of language. For example, a recent
fMRI study implicated the basal ganglia in the implicit
learning of word boundaries in a speech stream
(Karuza et al., 2013).

76.3.2.2 How Does Procedural Memory Underlie
Language?

Although evidence is still limited, some specific
neurobiological patterns appear to be emerging regard-
ing the role of procedural memory in language. First,
within the basal ganglia, the caudate nucleus, and per-
haps the caudate head in particular, may play a particu-
larly important role in grammar learning. These
structures have been implicated in neuroimaging
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studies of artificial grammar learning and of grammar
in second (but not first) language (Tagarelli et al., in
preparation). And our neuroanatomical meta-analysis
of brain abnormalities in SLI revealed that the consis-
tent structural abnormalities in the basal ganglia occur
only in the caudate nucleus, with particular involve-
ment of the caudate head (Ullman et al., under review).

Once learned, grammar depends heavily on BA 44,
as well as BA 6 (especially the frontal operculum), par-
ticularly on the left side. Activation in these regions is
strongly associated with syntactic processing in both
first and second language (Friederici, 2006; Tagarelli
et al., in preparation). And a recent functional neuroim-
aging meta-analysis of regular and irregular morphol-
ogy strongly implicates BA 44 in the former but not the
latter (Ullman, Campbell, McQuaid, Tagarelli, &
Turkeltaub, in preparation).

There has been far less work to date examining links
between nongrammatical aspects of language and pro-
cedural memory. Nevertheless, as mentioned above,
one recent study of the implicit learning of word seg-
mentation reported basal ganglia activation (Karuza
et al., 2013)—indeed, mainly in the caudate head and
anterior putamen.

Genetic evidence has also tied language to proce-
dural memory. The FOXP2 gene has been linked to
grammar, including syntax, morphology, and phonol-
ogy, as well as to procedural memory (Ullman &
Gopnik, 1999; Ullman & Pierpont, 2005). Moreover, the
recent finding that humanized Foxp2 speeds up learn-
ing by promoting the transition from declarative to
procedural memory (Schreiweis et al., 2014) suggests
that evolutionary changes to procedural memory may
be critical for the evolution of language, particularly
of grammar. This underscores the utility of the
co-optation hypothesis by showing that investigating
preexisting systems, and these memory systems in par-
ticular, can reveal not only how they work similarly in
language as in nonlanguage functions, but also how
they might become further specialized for language
itself. In other words, the systems constitute targets for
studying the potential evolutionary changes that may
facilitate language (whether or not those changes were
due to adaptation for language alone). Finally, DRD2
(for the dopamine receptor D2) has also been linked to
grammar learning, as well as to basal ganglia activa-
tion during the learning of a rule-governed concatena-
tive grammar (Wong et al., 2013).

Some research has also examined the effect on lan-
guage of subject-level factors that modulate procedural
memory. For example, as would be expected if learn-
ing and/or consolidating in procedural memory
becomes more difficult between early childhood and
adulthood, adult second language learners have partic-
ular difficulty with grammar (Ullman, 2005).

76.3.3 Interactions Between the Memory
Systems in Language: Evidence

First, evidence from multiple methodologies sug-
gests that declarative and procedural memory play
redundant roles for grammar, but not for lexical/
semantics, which seems to require declarative memory.
Much of the evidence for such redundancy has been
discussed above. In brief, rule-governed compositional
forms can be not only learned and computed by proce-
dural memory but also stored and processed by
declarative memory, via chunking, analogical generali-
zation in associative memory, composition by explicit
rules, and other processes. This dependence on declar-
ative memory seems to be modulated by various fac-
tors. It occurs more for higher than lower frequency or
imageability items; more for second than for first lan-
guage learners; more for early versus later stages of
learning (at least in second language; it remains
unclear whether this predicted pattern is also found in
first language); more for females than for males; more
for left-handers than for right-handers; and more in
disorders associated with a procedural memory system
dysfunction but relatively intact declarative memory
(e.g., SLI, dyslexia, autism, agrammatic aphasia).

Second, some evidence, though still limited, supports
the predicted seesaw effect in language. Thus far, the only
evidence we are aware of, which is somewhat indirect, is
findings from neurodevelopmental disorders. Children
with dyslexia or autism, both of which are linked to gram-
matical and procedural memory abnormalities (Lum,
Ullman, & Conti-Ramsden, 2013; Walenski, Tager-
Flusberg, & Ullman, 2006), may also show enhanced lexi-
cal or declarative memory abilities (Hedenius, Ullman,
Alm, Jennische, & Persson, 2013; Ullman & Pullman,
2015; Walenski, Mostofsky, Gidley-Larson, & Ullman,
2008). Similarly, children with SLI may show not only
grammatical and procedural memory deficits but also
enhanced declarative memory, in particular at consolida-
tion (Lukacs, Kemeny, Lum, & Ullman, in preparation;
Lum, Hedenius, Tomblin, & Ullman, in preparation).

Third, some evidence suggests linguistic inhibition
by one or the other system. Perhaps the best studied
phenomenon is blocking. For example, the retrieval
of a stored irregular form blocks the computation of its
corresponding overregularization (e.g., retrieving
dug blocks digged), whereas retrieval difficulties due
to lexical/declarative memory deficits yield over-
regularizations (Ullman, 2004, 2013). Similarly,
retrieval of a chunked regular may at least partially
block the rule-based computation of the same form
(Prado & Ullman, 2009). Inhibition between the sys-
tems has also been observed in learning. In a recent
study of second language learning, explicit training
(which should encourage learning in declarative
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memory) delayed the development of automatic syn-
tactic processing that has been associated with proce-
dural memory (Morgan-Short, Finger, Grey, & Ullman,
2012; Morgan-Short, Steinhauer, Sanz, & Ullman,
2012). Conversely, even when an N400 is found for
grammar at early stages of second language learning,
the later emergence of automatic syntactic processing
overrides this lexical/semantic process (Morgan-Short,
Finger, et al., 2012; Morgan-Short, Steinhauer, et al.,
2012).

Finally, some evidence exists regarding language-
related interactions between the two memory systems
and other neurocognitive systems. For example, BA
45/47 seems to be involved not only in word encoding
and word recall but also in verbal working memory.
And words that entered the language after H.M.’s
resection do not show priming, whereas amnesic
patients do show priming both for previously learned
words and for syntax (Ferreira, Bock, Wilson, &
Cohen, 2008; Postle & Corkin, 1998).

76.4 SUMMARY AND CONCLUSION

The DP model is premised on three principles of biol-
ogy and language. First, new biological functions com-
monly recruit pre-existing biological mechanisms,
whether or not those mechanisms then become further
specialized—either evolutionarily or developmentally—
for the functions. That is, biological mechanisms are
often co-opted for new purposes. Second, most of lan-
guage must be learned, whether or not aspects of this
capacity are innately specified. Third, declarative mem-
ory and procedural memory are perhaps the two most
important learning and memory systems in the brain, in
terms of the range of domains and functions that they
subserve. Based on these principles, the DP model sim-
ply posits that these two memory systems are highly
likely to play important roles in language learning,
knowledge, and use.

If language depends heavily on the two memory
systems, then what we know independently about
these memory systems should tend to apply to lan-
guage as well. That is, the memory systems should
play similar roles in language as in nonlanguage func-
tions, and thus our independent knowledge of how
these memory systems work should generate predic-
tions for language. Because the memory systems are
quite well-understood at many levels, from work with
both humans and animal models, the theory can gen-
erate a wide range of well-motivated specific predic-
tions, many of which there would be no reason to
make based on the more limited study of language.
For example, we can make predictions about MTL, or
perirhinal cortex, or certain genes, or estrogen, or sex

differences, or age effects in first versus second lan-
guage, that there might be no independent reason to
make based on the study of language alone. Thus, this
is a very powerful theoretical approach.

As we have seen, converging evidence from multiple
methodologies provides support for many of the gen-
eral as well as specific predictions of the theory. The
findings suggest that language does indeed depend on
the two memory systems. More generally, the results
yield insights that advance our understanding of
language and its underlying neurobiology. Importantly,
unlike language-specific accounts, the theory can
predict and explain aspects of linguistic and neurolin-
guistic phenomena in the broader context of our under-
standing of the brain and mind. Thus, the theory has
substantial explanatory power.

Finally, many of the predictions I have summarized
in this chapter have not yet been tested. In fact, addi-
tional predictions have not even been discussed. For
example, the theory predicts that behavioral or pharma-
cological interventions that have been shown to enhance
learning or processing in the memory systems are likely
to also enhance the learning or processing of language.
This prediction may have important educational and
translational/clinical outcomes, in particular for second
language learning and language disorders. Thus, the the-
oretical approach presented here promises to continue to
be fruitful and to lead to advances in multiple aspects of
language and its underlying neurobiology.
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77.1 PERINATAL FOCAL BRAIN INJURY:
LANGUAGE DEVELOPMENT
AND NEURAL PLASTICITY

The study of children with perinatal focal brain injury
provides a unique window into the plasticity of language
development. A large body of research reveals normal or
near-normal language development in these children even
when lesions are large and encompass classic left hemi-
sphere perisylvian language networks. Strikingly, children
with unilateral perinatal lesions (PLs) do not exhibit the
marked aphasias that are common when anatomically
comparable lesions are incurred during adulthood (Basser,
1962; Bates et al., 2001; Bishop, 1993; Lenneberg, 1967;
Reed & Reitan, 1969; Rowe, Levine, Fisher, & Goldin-
Meadow, 2009). Plasticity for language functions after
early brain injury presents a challenge to theories that posit
an immutable brain basis for human language by demon-
strating that alternative neural networks can support lan-
guage, at least when unilateral injuries occur at certain
developmental stages. Thus, although the neural networks
that are typically involved in language may be optimal,
they do not appear to be necessary for the development
of normal or near-normal levels of language function.

The normal or near-normal language skills of children
with PL are consistent with the view of a dynamically
developing, plastic brain—a developing brain capable of
responding to internal biological signals, including
those associated with the lesion, and to information
provided by the environment (Demir, Fisher, Levine, &

Goldin-Meadow, 2013; Demir, Rowe, Heller, Levine, &
Goldin-Meadow, 2015; Elman et al., 1996; Huttenlocher,
2002; Rowe et al., 2009; Stiles, Reilly, Levine, Trauner, &
Nass, 2012; Stiles, Reilly, Paul, & Moses, 2005). This
adaptive view of brain development has dramatically
expanded the focus of research on children with PL from
one that considers plasticity as a lesion-induced phenom-
enon (Teuber, 1974; Witelson, 1985) to one that considers
plasticity after early lesions in the context of biological
and environmental factors that affect brain and behavior
over the course of development in typically developing
(TD) children (Greenough, Black, & Wallace, 1987; Rowe
et al., 2009; Stiles et al., 2012, 2005; Thomas & Karmiloff-
Smith, 2002; Witte, 1998). Thomas and Karmiloff-Smith
(2002) argue that the processes of development cannot
be ignored in constructing models of developmental dis-
orders. Within this broader view, our understanding of
brain and behavioral development in children with early
brain injury can inform and be informed by our under-
standing of normative brain development.

Language functioning in TD children is known to
depend on the development of widespread neural
networks, and development of these networks is influ-
enced by variations in the language experiences of
individual children (Hart & Risley, 1992; Hoff, 2006;
Huttenlocher, Haight, Bryk, Seltzer, & Lyons, 1991).
When a lesion is superimposed on the developing brain,
the lesion itself becomes a factor in this dynamic devel-
opment. Outcomes are likely to depend on all of the
factors that affect language development in TD children

969Neurobiology of Language. DOI: http://dx.doi.org/10.1016/B978-0-12-407794-2.00077-8 © 2016 Elsevier Inc. All rights reserved.



as well as many factors introduced by the lesion, includ-
ing the timing of the lesion within the developmental
period and the location and extent of the lesion.

It is important to point out that the study of children
with PL remains an important scientific enterprise even
in the context of powerful brain imaging tools that can
be used to study brain�behavior relationships in TD
children. In particular, whereas brain imaging studies
of children developing language with an intact brain
can tell us about the brain networks that are typically
involved in language functioning at particular ages,
they cannot tell us about the alternative networks that
are able to support language functioning after an early
brain injury, or which regions are necessary or suffi-
cient for development of language. In addition,
although animal studies have played a major role in
increasing our knowledge about the plasticity of the
developing nervous system with respect to biological
perturbations and with respect to variations in experi-
ence (Greenough et al., 1987; Kolb & Gibb, 2010), these
studies do not provide an ideal model for specific ques-
tions about the plasticity of language networks because
humans are the only species with language.

77.2 FOUR CENTRAL QUESTIONS

Studies of language development in children with
PL have largely focused on examining the scope and
limits of plasticity for language functions in this popu-
lation (Bates et al., 1997; Bates, Vicari, & Trauner, 1999;
Reilly, Levine, Nass, & Stiles, 2008; Stiles et al., 2012;
Trauner, Eshagh, Ballantyne, & Bates, 2013). To the
extent that language is disrupted in similar ways after
early and later lesions, we gain evidence for the impor-
tance of particular brain regions for language, begin-
ning early in life, and for the limits of early functional
plasticity. In contrast, to the extent that the process of
language development proceeds normally in children
with PL, regardless of lesion location, we gain evi-
dence for the robustness of language development and
for the ability of the young brain to adapt to injury.

We organize this chapter around four key questions
that have been addressed by researchers studying lan-
guage development in children with perinatal stroke,
reviewing the literature relevant to each.

These questions are:

1. How do focal PLs affect language development?
2. How do biological characteristics of early focal

lesions relate to language development?
3. What is the role of language input on the language

development of children with PLs?
4. What are potential mechanisms of language

plasticity after early lesions?

77.3 HOW DO FOCAL PERINATAL
LESIONS AFFECT LANGUAGE

DEVELOPMENT?

During the 19th century, Broca (1865) and others
noted that aphasias observed in adults with brain injury
were not present when lesions were acquired early in
life. Jules Cotard, a colleague of Broca’s, wrote:
“Intelligence may be normal when a hemisphere is
destroyed during infancy. . .in these cases one never
encounters aphasia” (Ritti, 1894, see Stiles et al., 2012).
These observations have largely stood the test of time.
That is, the language deficits of children with early focal
lesions are subtle and do not resemble the aphasias
observed when lesions are acquired during adulthood.

Bates et al. (1997) and Bates, Thal, Finlay, and Clancy
(2003) pointed out a fundamental but often ignored differ-
ence between the situations faced by the individual with
an early versus later brain injury. When an injury occurs
during adulthood, it is superimposed on a developed
brain that has already acquired a language. In contrast,
when a lesion occurs early in life, it is superimposed on a
developing brain that has yet to acquire language. Thus,
the adult with an acquired lesion is faced with the task of
relearning language with a brain that is already mature
and has become specialized over time. The neuroanatomi-
cal changes that occur over the course of childhood and
adolescence have been well-documented and many
changes in both gray and white matter structures support
the observed specialization (Giedd et al., 1999;
Huttenlocher, 2002; Huttenlocher & Dabholkar, 1997;
Sowell, Trauner, Gamst, & Jernigan, 2002). In contrast, the
child with PL is faced with the task of learning language
for the first time with an injured brain, which, although
compromised by the injury, is still a highly flexible,
adaptable neural substrate. The fundamental differences
between the learning task as well as the developmental
state of the brain at the time of injury undoubtedly affect
the different outcomes that are observed in the postlesion
language functioning of these groups.

77.3.1 Severity of Language Deficits
in Children with perinatal lesions

Children with PL have delays when beginning lan-
guage and show delays in babbling, gesturing, and
productive and expressive vocabulary and syntax
(Bates et al., 1997; Feldman, 1994; Feldman, Holland,
Kemp, & Janowsky, 1992; Marchman, Miller, & Bates,
1991; Trauner et al., 2013). These initial delays are fol-
lowed by a period of “catch-up” by the start of ele-
mentary school, when children’s vocabulary and
syntactic skills generally fall in the low-average to
average range (Bates & Roe, 2001; Bates et al., 1997,
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1999; Demir, Levine, & Goldin-Meadow, 2010; Levine,
Huttenlocher, Banich, & Duda, 1987).

The catch-up that has been found for some linguis-
tic tasks does not extend to all language tasks. At the
group level, children with PL experience difficulty on
a variety of complex linguistic tasks during the ele-
mentary school period and adolescence, although there
is wide individual variability. For example, on a
demanding morpho-syntactic task, by generating tag
endings to questions (e.g., “John wants to go the 6
o’clock movie, doesn’t he?”), children with PL perform
significantly worse than TD children at ages 12�16
years, but not between 4 and 7 years of age or between
8 and 11 years of age, suggesting that linguistic deficits
may emerge or become more apparent over the course
of development (Weckerly, Wulfeck, & Reilly, 2004).

Children with PL also have difficulty on narrative
tasks. In one study, the narrative production skills of
young elementary school children with PL were com-
pared with those of TD control children (Demir et al.,
2010). Children were asked to generate a story in
response to a story stem such as, “Once there was a
big gray fox who lived in a cave near a forest. . . .”
(Stein & Albro, 1997). The children with PL produced
significantly shorter narratives than the TD children
and included fewer unique words and clauses.
Additionally, they were less likely to tell goal-based
stories than their TD peers, even though the groups
did not differ in receptive vocabulary or in their syn-
tactic skills. Similar results have been reported on
other tasks tapping narrative skill such as retelling a
story from a wordless picture book, from a wordless
cartoon, or from a story told by a storyteller
(Chapman, Max, McGlothlin, Gamino, & Cliff, 2003;
Demir, et al., 2013; Reilly, Bates, & Marchman, 1998;
Reilly, Losh, Bellugi, & Wulfeck, 2004).

Producing a well-structured narrative may be a
challenging task because it puts heavy demands on
planning and organizing events in a hierarchical man-
ner. It also involves producing an extended monologue
that is removed from the here and now. Consistent
with the view that narratives are computationally
demanding, narrative tasks engage a wide neural
network (Nichelli et al., 1995), and early brain injury
may compromise such networks (Feldman, 2005;
Feldman, MacWhinney, & Sacco, 2002; Levine, Kraus,
Alexander, Suriyakham, & Huttenlocher, 2005).

Children with PL also have difficulty on other com-
plex linguistic tasks during elementary school and
beyond. For example, a study by MacWhinney,
Feldman, Sacco, and Valdes-Perez (2000) revealed that
5- to 11-year-old children with PL scored significantly
lower than TD children in “language planning” skills,
including difficulty composing sentences that include
specific words and using the linguistic information in

a sentence to perform a set of actions. These language
planning skills go beyond the basic lexical and syntac-
tic skills that are tapped by vocabulary and syntax
tasks on which children with PL perform relatively
well. Interestingly, producing a coherent narrative also
puts demands on language planning skills.

A few studies have examined online language pro-
cessing skills of children with perinatal brain injury
and TD children, allowing them to examine not only
errors in processing but also speed of processing of
various kinds of linguistic structures. Generally,
children with PL are less accurate and slower at
processing complex sentences (Dick, Wulfeck, Krupa-
Kwiatkowski, & Bates, 2004; Feldman et al., 2002;
MacWhinney et al., 2000). For example, Dick et al.
(2004) presented children with PL (7�18 years of age;
mean, 10.8 years) and TD children (5�17 years of age;
mean, 10�8 years) with a task involving pointing out
the agent of sentences. The sentences had subjects and
objects that were either in a canonical order (active:
The dog is biting the cat or subject cleft: It is the dog that
is biting the cat) or in noncanonical order (passive: The
cat is bitten by the dog or object cleft: It is the cat that the
dog is biting). Findings showed no difference in perfor-
mance between the groups on the canonical sentences,
but showed significantly more errors and slower reac-
tion times among children with PL on the noncanoni-
cal sentences. The performance of the group with PLs
was found to be similar to that of the younger TD chil-
dren, suggesting that their language processing skills
follow a normal course, but at a slower rate.

Although very few studies have examined written
language skills of children with PL, there is some indi-
cation that they experience difficulty with reading
comprehension and spelling (Aram & Ekelman, 1988;
Demir, Carlson, Levine, & Goldin-Meadow, 2013;
Woods & Carey, 1979). This is clearly an area in need
of further research.

It is possible that the language processing problems
of children with PL, which are apparent on complex
language tasks, are related to subtle deficits in executive
functioning, notably verbal working memory after PL
(Nichols et al., 2004; Westmacott, Askalan, MacGregor,
Anderson, & Devebar, 2010). However, there has been
very little work probing this relationship, and more is
needed before concluding that this is the case.

77.3.2 Relation of Gesture and Language

Examining the role of gesture in language learning
provides another way to compare the process of lan-
guage learning in children with PL with that of TD
children. Several studies show that the production of
gestures not only precedes but also predicts the

97177.3 HOW DO FOCAL PLs AFFECT LANGUAGE DEVELOPMENT?

O. LANGUAGE BREAKDOWN



production of words in TD children (Acredolo &
Goodwyn, 1989; Bates, Benigni, Bretherton, Camaioni, &
Volterra, 1979). Further, in TD children, gesture�
speech combinations in which the gesture supplements
the information conveyed in speech precede and
predict early sentences expressed in speech alone
(Goldin-Meadow & Butcher, 2003; Iverson & Goldin-
Meadow, 2005; Özcaliskan & Goldin-Meadow, 2005). If
these relations hold for children with PLs, this would
suggest that similar processes govern language acqui-
sition in the two groups of children.

With respect to vocabulary development, Sauer,
Levine, and Goldin-Meadow (2010) examined the rela-
tion of early gesture and later vocabulary development
in children with perinatal brain injury. Those whose ges-
ture production was above the 25th percentile of TD chil-
dren at 14 months of age had productive vocabularies in
the normal range when tested again at 22 and 26 months
of age and receptive vocabularies in the normal range
when tested at 30 months. In contrast, those whose ges-
ture production was below the 25th percentile of TD
children at 14 months had productive and receptive
vocabularies below the normal range at these same ages.
Importantly, these later productive and receptive vocab-
ulary difficulties were not predicted by children’s pro-
ductive vocabulary at 14 months. Thus, as for TD
children, early gesture predicts later vocabulary devel-
opment at an age when early language does not.

With respect to syntactic development, Özcaliskan,
Levine, and Goldin-Meadow (2013) found that chil-
dren with PL, like TD children, produce simple sen-
tences across gesture and speech (point at box 1
“open”) several months before producing them
entirely in speech (“open box”). However, unlike TD
children, children with PL produced complex sen-
tences (sentences with two predicates) in speech alone
before producing them in gesture and speech, albeit
approximately 8 months later than their TD peers.

Özcaliskan et al. propose that children with PL may
have difficulty producing the complex gestures that
occur in predicate�predicate utterances because of
their hemiparesis. Studies that examined children with
congenital hemiplegia (which is primarily due to peri-
ventricular, cortical, and subcortical lesions that can be
unilateral or have asymmetric bilaterality) have shown
that, to varying degrees, these children experience
hand weakness and decreased dexterity in the hand
contralateral to the lesion, difficulties that affect both
unimanual and bimanual coordination (Gordon &
Steenbergen, 2008; Sakzewski, Ziviani, & Boyd, 2010;
Stiles et al., 2012). Some studies also report impaired
strength and coordination in the hand ipsilateral to the
lesion (the “unimpaired” hand) (Brown et al., 1989;
Duque et al., 2003; Kuhtz-Buschbeck, Sundholm,
Eliasson, & Forssberg, 2000).

These hand-motor difficulties may account for the
paucity of predicate�predicate utterances in gesture�
speech produced by children with PL, which in turn
may account for their delay in producing complex
predicate�predicate utterance in speech alone. This
scenario is consistent with the theory that gesture mile-
stones not only predict language milestones but also
promote these milestones. An interesting possibility
raised by these findings is that an intervention that
involves encouraging young children with PL to ges-
ture may support their language development
(Goldin-Meadow et al., 2014).

77.3.3 Summary

Considered together, the findings that have emerged
from the study of children with PL clearly show that
their language difficulties are much more subtle than
those seen in adults with similar lesions. However,
early brain injuries do appear to have some cost to lan-
guage development—that is, plasticity is not complete.
The degree to which one observes plasticity for lan-
guage appears to depend on the demands of the tasks
administered and the age of the child when they are
administered (Banich, Levine, Kim, & Huttenlocher,
1990; Feldman, 2005; Levine et al., 2005). For example,
when one assesses a complex linguistic skill prior to the
age at which TD children have much success with it,
deficits may not be apparent. However, when one
assesses this skill later, children with PL may exhibit
delays or deficits. At this later time point, the neural
networks that underlie efficient processing may be suf-
ficiently mature to support strong performance in TD
children but remain compromised in the children with
PL (Goldman, 1974; Levine et al., 2005). As we have
seen, some of the difficulties that children with PL
experience appear to be transient (e.g., the delay in
beginning language). Other difficulties emerge later,
such as difficulty with tag questions, narrative produc-
tion, and language planning, but longitudinal data are
needed to determine whether these difficulties repre-
sent an iterative pattern of delay and catch-up or more
persistent delay (Stiles et al., 2005).

77.4 HOW DO BIOLOGICAL
CHARACTERISTICS OF EARLY FOCAL

LESIONS RELATE TO LANGUAGE
FUNCTIONING?

77.4.1 Lesion Location

There are two prevalent views concerning the associa-
tion of lesion laterality and language difficulties in
children versus adults with focal injury (Bates et al., 1997;
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Bates, Vicari, & Trauner, 1999; Rowe et al., 2009).
According to one view, early left hemisphere lesions
result in more marked language deficits than early
right hemisphere lesions (Annett, 1973; Aram &
Ekelman, 1986; Aram, Ekelman, Rose, & Whitaker,
1985; Dennis & Whitaker, 1976; Levine et al., 1987;
Rankin, Aram, & Horwitz, 1981; Riva & Cazzaniga,
1986; Vargha-Khadem, O’Gorman, & Watter, 1985;
Woods & Teuber, 1978). For example, Chilosi,
Cipriani, Bertuccelli, Pfanner, and Cioni (2001) found
that 2-year-old and 4-year-old children with left hemi-
sphere injury generally scored lower than those with
right hemisphere injury on tasks assessing lexical and
syntactic skills. The other view is that language delays
and deficits are not associated with the laterality of
early lesions (Ballantyne, Spilkin & Trauner, 2007;
Bates et al., 2001; Dall’Oglio, Bates, Volterra, De Capua &
Pezzini 1994; Dick et al., 2004; Feldman et al., 1992;
Marchman et al., 1991; Reilly et al., 1998; Vargha-
Khadem, Isaacs, & Muter, 1994). Although there is
inconsistency across studies with respect to these
views, the strong relation between language deficits
and left hemisphere lesions that emerges from studies
of adult stroke patients is clearly much weaker after PL.

Two prospective studies have examined whether
language profiles of children with PL correspond to
the site-specific profiles that have been described in
adults with focal brain injury. Thal et al. (2001)
examined the receptive and productive vocabularies of
children with PL based on parents’ reports. They
found stronger and more consistent delays in produc-
tive than receptive vocabulary when children were
12�35 months old. They also found that children with
right hemisphere damage were particularly delayed in
receptive vocabulary, a surprising finding in view of
the adult literature indicating that left posterior lesions
are associated with comprehension deficits. Another
surprising finding was that expressive vocabulary was
more delayed in 17- to 35-month-olds with left poste-
rior lesions (retrorolandic, with or without prerolandic
involvement) than in those with left anterior lesions.
This is the opposite of what one expects from the adult
aphasia literature. However, some caveats are that
these results were based on a relatively small sample
and the group of children without left posterior dam-
age was extremely heterogeneous, including children
with lesions restricted to anterior left hemisphere and
children with unilateral right hemisphere lesions.

Bates et al. (1997) reexamined these site-specific
relations with a larger sample that included some chil-
dren from the Thal et al. (1991) study. They again
found that between 10 and 17 months of age, children
with right hemisphere lesions, regardless of location,
had lower receptive vocabularies than those with left
hemisphere lesions, according to parental report. In

addition, children with right hemisphere lesions were
particularly delayed in the production of communica-
tive gestures. With respect to expressive vocabulary in
this early period, children with PL were delayed
regardless of lesion location. These delays were also
found later, between 19 and 31 months age, which
encompasses the typical vocabulary burst. However,
during this later period, having a lesion that involved
the left temporal cortex increased the magnitude and
the likelihood of delay. Further, children with lesions
of the frontal cortex of either hemisphere showed
marked delays in expressive vocabulary. Parallel
results were found for a measure of syntax production
based on parental report, indicating that lexical and
syntactic skills are associated in children with PL, as is
the case in TD children (Fenson et al., 1994).

Bates et al. (1997) also examined the mean length of
utterance (MLU) of children with PL from free speech
samples between 20 and 44 months. Results were con-
sistent with prior findings showing productive delays
in children with PL as a group, but with an added risk
when lesions involved the left temporal lobe. As noted
by the investigators, it is possible that the lesions that
involved the left temporal lobe were larger than those
that did not, simply by requiring that this particular
area be damaged in one group but not in the compari-
son group. A subsequent study showed that children
with left temporal lesions continued to have a disad-
vantage in grammar up to 6 years of age, but that after
age 6 years there were no site-specific deficits (Reilly
et al., 1998).

77.4.2 Lesion Size

Not surprisingly, most studies report that the size of
perinatal focal lesions is associated with the severity of
deficits in gesture, language, reading, and other cogni-
tive functions (Booth et al., 2000; Cioni et al., 1999;
Levine et al., 2005; Rowe et al., 2009; Sauer et al., 2010),
although there are exceptions (Ballantyne, Spilkin,
Hesselink, & Trauner, 2008). One small study reports a
curvilinear rather than a linear relationship between
lesion size and language function, such that medium
lesions are associated with more marked language def-
icits than either small or large lesions (Thal et al.,
1991). There is some support for the curvilinear
hypothesis from studies of monkeys with brain lesions
(Irle, 1990). However, a later study that expanded the
size of the sample in the Thal et al. (1991) study did
not replicate the finding of better language function in
children with small and large PL than in children with
medium lesions (Bates et al., 1999). Lesion size and
lesion type are correlated, which may explain some of
the inconsistencies in findings.
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77.4.3 Lesion Type

Early vascular lesions (stroke) result from hemor-
rhage (bleeding in the brain) or ischemic infarction
(death of brain tissue from lack of blood delivery). The
hemorrhages typically occur in highly cellular regions
of the developing brain adjacent to fluid-filled spaces
(ventricles) and primarily affect white matter tracts,
and have been called periventricular. The ischemic
infarctions typically involve disruptions of blood flow
(or ischemia) to parts of the brain supplied by the mid-
dle cerebral artery and primarily affect gray matter
structures including the frontal, temporal, and parietal
lobes as well as the basal ganglia, and have been called
vascular lesions (Goldin-Meadow et al., 2014). In addi-
tion to these differences in location, these lesions also
tend to differ in size, with vascular (ischemic) lesions
tending to be larger (Rowe et al., 2009). These two dif-
ferent lesion types also differ with respect to the time
of lesion onset: periventricular lesions tend to occur
mainly during the early third trimester of pregnancy,
whereas ischemic infarctions tend to occur mainly dur-
ing the late third trimester of pregnancy or perinatally
(Krägeloh-Mann, 2004; Staudt et al., 2004). Rowe et al.
(2009) examined the growth of productive vocabulary
and MLU in children with PL and in TD children
between 14 and 46 months of age. They found that
children with vascular lesions produced significantly
fewer word types (unique words) and shorter utter-
ances than TD children and children with periventricu-
lar lesions who did not differ from the control
children. Additionally, Sauer et al. (2010) found that
children with vascular lesions were more likely to be
in the low gesture group at 14 months of age than chil-
dren with periventricular lesions. Because of the corre-
lations noted, it is difficult to disentangle whether the
better language functioning of the children with peri-
ventricular lesions is due to lesion location, lesion size,
or lesion timing (Staudt et al., 2004). Further, although
Sauer et al. did not include children born before 36
weeks of gestation, periventricular lesions are often
associated with prematurity, which introduces an
additional factor that needs consideration when com-
paring the effects of these different lesion types.

77.4.4 Seizure History

There is some inconsistency in reports concerning
the association of seizures with language difficulties in
children with PL. Bates et al. (1999) stress that the
effects of early unilateral brain injury are found in chil-
dren who have never experienced a seizure and are
therefore not solely the result of seizures. Some studies
found no significant effects of seizures on language
function or IQ in this population (Bates et al., 1997;

Levine et al., 2005). Other studies, in contrast, found
that seizures negatively affect functioning in children
with early brain injury (Ballantyne et al., 2008;
Ballantyne et al., 2007; Chilosi et al., 2001; Cioni et al.,
1999; Cohen & Duffner, 1981; Dall’Oglio et al., 1994;
Vargha-Khadem, Isaacs, Van Der Werf, Robb, &
Wilson, 1992). Notably, Vargha-Khadem et al. (1992)
found that among children with early unilateral
lesions, those with seizures had lower verbal and per-
formance IQ than that of children with lesions who
never experienced seizures and lower than that of TD
children. Although the seizure-free group had lower
performance IQ than TD children, this was not the
case for their verbal IQ.

These findings are difficult to interpret because of
the heterogeneity of the seizure groups, which con-
sisted of children with a wide range of severity of sei-
zure disorders. A large study of the relation of
seizures with IQ suggests that it may specifically be
the children with recurrent seizures who experience
intellectual deficits (Huttenlocher & Hapke, 1990). It is
possible that epilepsy may interfere with plasticity by
transforming a focal lesion into a more global pathol-
ogy (Stiles et al., 2012). Consistent with this possibility,
Ballantyne et al. (2008) found that the full-scale IQ of
children with PL and seizures declined over time,
whereas this was not the case for children who did not
have seizures. The potential role of seizure medica-
tions also needs to be considered (Levine et al., 2005).

77.4.5 Motor and Language Functions

A number of studies report a negative relation
between degree of motor impairment and verbal and
performance IQ (Levine et al., 1987; Riva & Cazzaniga,
1986), but other studies do not report such a relation-
ship (Carlsson et al., 1994) in children with PL. Levine
et al. (1987) found that degree of hemiparesis, lesion
size, and Electroencephalogram (EEG) abnormality
were all negatively correlated with IQ scores. However,
hemiparesis was the strongest predictor of IQ, and
neither lesion size nor EEG abnormality accounted for
added variance above this variable. It is possible that
degree of hemiparesis is an index of underlying neural
impairment. It is also possible that motor difficulties
impede the development of language and cognitive
skills, a theory that would align with theories of
embodiment, which posit a close relation between sen-
sorimotor representations and more abstract concepts
(Barsalou, 1999; Glenberg, 1997; Zwaan, 2008). What is
clear from studies of children with PL and TD children
is that motor and language functions can dissociate. In
TD children, there is not a significant correlation
between motor and language milestones between 9 and
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13 months of age (Bates et al., 1979). Further, in children
with PL, hemiparesis commonly persists even though
language functions develop quite normally.

77.4.6 Lesion Timing

Although most studies report greater plasticity for
language functions after PL than after lesions later in
life, few studies have compared the effects of variations
in lesion timing during the perinatal period, when we
know that there are rapid changes in brain develop-
ment (Bates et al., 2003; Stiles et al., 2012). The answer
to the question of whether there is greater plasticity
after lesions early in life than later in life may depend
on several factors. One of these factors is the develop-
mental status of brain structures that are compromised
by the lesion and the dependence of undamaged
regions on connectivity to these damaged regions.

Studies involving animal models and studies of
humans show that the “Kennard Principle”—the gen-
eral rule that early lesions result in less severe deficits
than later lesions—is an oversimplification (Kennard,
1936). For example, Goldman and colleagues showed
that neonatal lesions of the dorsolateral prefrontal cor-
tex of monkeys have minimal effects on spatial work-
ing memory tasks compared with later lesions (when
the monkeys were tested between 12 and 18 months of
age). However, when testing was performed later, the
monkeys with early lesions showed clear deficits,
although they were still less severe than those exhib-
ited by the monkeys with later lesions. The emerging
deficits of the monkeys with early lesions may reflect
the increasing maturation of the dorsolateral frontal
lobes in the control monkeys, allowing them to outper-
form the monkeys with early lesions to this region.
Goldman found a very different pattern when a sub-
cortical structure, the caudate nucleus, was lesioned in
the early compared with the later period. That is, cau-
date lesions resulted in deficits that were just as devas-
tating after early and later lesions (Goldman, 1974),
perhaps due to the greater maturity of the caudate
than the prefrontal cortex at the time of injury.

Other findings highlight the interaction of lesion
timing with the extent of the lesion (Kolb, Holmes, &
Wishaw, 1987; Kolb & Tomie, 1988). In these studies,
rats received lesions involving hemidecortication or
bilateral lesions of the frontal or parietal cortex at dif-
ferent postnatal ages. Early hemidecortication resulted
in less severe spatial memory deficits on the Morris
water maze (Morris, 1984) than later hemidecortica-
tion, consistent with greater plasticity early in life. In
contrast, for bilateral lesions of frontal or parietal cor-
tex, early lesions resulted in greater deficit than later
lesions. Thus, the reorganizational capacity of the

young brain after early lesions may depend on lesions
being unilateral. It may also depend on maturity of the
structures that are damaged at the time of the injury as
well as at the time of testing.

A few studies have probed the effects of timing of
lesions during the perinatal period in humans. In a
landmark study, Staudt et al. (2004) studied hand-
motor function in children whose lesions date from
different periods during prenatal development—
congenital malformations, which date from the first
and second trimesters of pregnancy, periventricular
lesions, which date mainly from the early third trimes-
ter, and middle cerebral artery infarctions, which date
mainly from the late third trimester or perinatally.
They found better function of the hand contralateral to
the lesion after periventricular lesions, largely based
on the fact that with these earlier lesions, ipsilateral
corticospinal pathways are able to contribute to the
functioning of the contra-lesional hand. By late in the
third trimester, ipsilateral corticospinal connections
may be sufficiently reduced, based on normal neuronal
competition, that they are no longer sufficient to
enable good hand-motor control.

Another recent study examined the IQ scores of
children who sustained a lesion at different ages. The
investigators compared the IQs of children who had
lesions dating from before versus after age 3 years
(Anderson et al., 2014). Results showed that the late
lesion group had higher full-scale, verbal, and perfor-
mance IQs (controlling for lesion location, volume, and
seizure history) than the early lesion group. The
researchers interpret these findings as supporting an
early vulnerability hypothesis rather than an early
plasticity hypothesis. The etiologies of lesions at vari-
ous ages differed markedly, from brain trauma in the
older lesion groups to dysplasia in the early lesion
groups. Additionally, the extent of the lesions was
larger in the early lesion groups. It is unclear whether
similar results would be obtained if different lesion
age categories were chosen, for example, categories
that are more likely to include children with particular
lesion etiologies, as was performed by Staudt et al.
(2004), who examining the effects of age at lesion on
hand-motor functioning. At the very least, it seems
important to use finer age categories in view of the
rapid changes in brain development that are occurring
during the time spanning the prenatal period to age
3 years (Bates et al., 2003).

Considered together, these studies suggest that the
answer to the question of whether there is greater plas-
ticity for language functions after early than after later
focal lesions is a resounding yes when one compares
children with PL with patients with adult-onset
lesions. However, the answer to the question of when
during the early developmental period lesions are least
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disruptive to the development of language functions is
not as firmly established, and it appears to depend on
the developmental status of the areas of the brain that
are injured, their connectivity with other regions, and
the etiology, location, and extent of the injury

77.5 WHAT IS THE ROLE OF LANGUAGE
INPUT ON THE LANGUAGE

DEVELOPMENT OF CHILDREN WITH
PERINATAL LESIONS?

Animal models of brain injury provide strong evi-
dence that input can mitigate the effects of brain
injury, and that the effects of experience vary
depending on the age of the animal at the time of
injury (Kleim & Jones, 2008; Kolb & Gibb, 2010; Kolb,
Gibb, & Gorny, 2003). One would think that such
findings would lead to research on how the effects of
early variations in language input can result in differ-
ent outcomes after early PL. However, even though
variation in language input is known to be an impor-
tant predictor of the language growth trajectories of
TD children (Hart & Risley, 1992; Hoff, 2006;
Huttenlocher et al., 1991), studies of children with PL
have focused almost exclusively on biological charac-
teristics of children’s lesions in attempting to explain
variations in language development among these
children. Recently, this has started to change as
researchers have begun to consider how variations in
the language input that children experience may
affect the development of language functions in chil-
dren with early unilateral lesions, and how input var-
iations and the biological characteristics of lesions
may interact to predict language development
trajectories.

By comparing the effects of language experiences
on language development in children with perinatal
brain injury and TD children, one can examine
whether the effects of environmental factors differ
depending on the biological characteristics of the
learner. One possibility is that environmental input
plays the same role in children with and without
early brain injury. Such a finding would suggest that
the environment plays a role in language learning in
children with early lesions that is similar to that of
TD children, supporting the robustness of language
development in the face of early injury. A second
possibility is that environmental input plays a less
important role than it does in TD children, possibly
because the lesion limits the child’s ability to profit
from the input provided. Finally, a third possibility is
that environmental input may play a more important
role in supporting language development after
early brain injury, suggesting that input can help

compensate for the deleterious effects of brain injury.
Existing studies present a complex picture such that
language input appears to play a similar role in the
development of some aspects of language in TD chil-
dren and children with early brain injury. For other
aspects of language function, input appears to play a
more important role for children with early brain
injury, particularly for the subset of children who
show initial delays.

The small number of studies that have examined
the effect of environmental factors on cognitive out-
comes in children with early brain injury have largely
focused on global indices of input (e.g., socioeconomic
status, stability of the home environment, parental atti-
tudes, patterns of management) and global indices of
child outcomes (e.g., IQ, behavioral and psychiatric
problems) (Seidel, Chadwick, & Rutter, 1975; Thomas &
Chess, 1975). Recent studies have explored specific
relations between parental input and children’s later
language outcomes. For example, Rowe et al. (2009)
examined the impact of lesion characteristics and
parent�child-directed talk on the growth of produc-
tive vocabulary and syntax between 14 and 46 months
of age. Both lesion characteristics and input variations
predicted vocabulary growth and syntactic growth in
children with PL. Controlling for parental socioeco-
nomic status and characteristics of children’s lesions,
the diversity of parent vocabulary did not differen-
tially predict growth in the vocabulary of children
who were in the brain lesion and control groups. In
contrast, the syntactic complexity of parent input
played a larger role in predicting later syntax in chil-
dren with PL than in TD children. Importantly, the
speech of children with PL was lower in syntactic com-
plexity than that of TD children, but it did not differ in
terms of vocabulary diversity.

Building on this research, another recent study
explored the effect of a complex type of parental talk—
decontextualized talk during naturalistic parent�child
interactions—on subsequent child vocabulary, syntax,
and narratives, again comparing input effects for chil-
dren with PLs and TD children. Decontextualized lan-
guage refers to talk that parents produce regarding
abstract and invisible entities, is typically seen in par-
ents’ conversations about the past and future, pretend
play, and explanations, and is a strong predictor of
later language outcomes in TD control children (Rowe,
2012; Snow, 1991). In this study, Demir et al. (2015)
showed that for both groups of children, decontextua-
lized talk by a parent to a 30-month-old child was a
significant predictor of child language performance in
kindergarten, controlling for parental contextualized
talk, demographic factors, and the preschool language
skill of the child. Decontextualized talk played a
greater role in predicting kindergarten narrative
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outcomes for children with PL than for control chil-
dren. This difference stemmed primarily from the fact
that the children with PL had lower narrative (but not
vocabulary or syntax) scores than the control children.
When the two groups were matched in terms of narra-
tive skill at kindergarten, the impact that decontextua-
lized talk had on their narrative skills did not differ for
children with PL and for TD children.

These two studies suggest that differences in the
effects of input on the language skills of children with
PL and control children may be due to the relatively
low level of language skills on certain tasks in some
children with PL. This hypothesis was supported in
another study that experimentally manipulated the
input children receive. Demir, Fisher, et al. (2013)
found that co-speech gesture of an experimenter pro-
vided in a narrative retelling task was particularly
helpful in supporting the narratives of children with
larger lesions (associated with vascular [ischemic]
infarcts) who had the most difficulty telling a well-
structured narrative.

Only a small number of studies have examined
later language-related academic achievement in chil-
dren with PL. In general, these studies report lower
academic achievement scores in the PL group, with
some reporting specific deficits associated with left
hemisphere lesions (Frith & Vargha-Khadem, 2001;
Woods & Carey, 1979) and others reporting no later-
ality effects (Ballantyne et al., 2008). A recent study
examined the effect of school input on develop-
ment of reading skills by charting growth of decod-
ing (grapheme�phoneme conversion; “phonics”)
and reading comprehension skills in TD children and
children with PL between kindergarten and second
grade (Demir, Carlson, et al., 2013). Children with PL
performed lower than control children on reading
comprehension, but not on decoding. Moreover, the
difference between school and summer growth rates
in reading comprehension was greater for the chil-
dren with PL. This finding suggests that the struc-
tured learning environment of school may play a
more crucial role in the development of reading com-
prehension for children with PL than for TD
children.

Overall, a small but increasing number of studies on
the role of language input in the language develop-
ment of children with early brain injury show that var-
iations in language development in children with PL
are influenced not only by the biological characteristics
of their lesions but also by the environmental input
they receive. These studies also show that the effect of
the environmental input might vary depending on
what language skill is examined; input might play a
greater role for children with PL than for TD children
in language tasks that are challenging for them.

77.6 WHAT IS THE MECHANISM OF
LANGUAGE PLASTICITY AFTER EARLY

LESIONS?

The lack of association of left hemisphere lesions with
persistent language difficulties is one of the most striking
findings that has emerged from the study of children
with early brain injury. Various theories have been pro-
posed to explain the lack of association of left hemi-
sphere lesions with language difficulties after lesions
early in life. Until recently, these theories focused mainly
on the degree to which language functions were latera-
lized to the left hemisphere during early development as
a potential mechanism for age-related differences in
functional plasticity (see Bates et al., 1999; Bishop, 1993
and Stiles et al., 2012 for reviews).

77.6.1 Equipotentiality

One theory, equipotentiality, primarily associated
with Lenneberg (1967), posited that left hemisphere
specialization for language functions emerged over the
course of development as a consequence of language
learning and was achieved by puberty. At this point,
the period of plasticity is diminished, making it difficult
to withstand an injury to the left hemisphere without
showing marked language deficits. This critical period
theory provides an explanation for why language defi-
cits would not be more common after left than after
right hemisphere lesions in children, as well as for why
the language deficits observed after early lesions would
be more subtle when lesions occur early in life.

77.6.2 Left Hemisphere Specialization from
the Start

Lenneberg’s theory has been challenged by a variety
of evidence supporting a more nativist position—that
the left hemisphere may be specialized for language
from the start (see Feldman, 2005 for review). Witelson
and Pallie (1973), for example, reported that the left
planum temporale, a region of the left hemisphere
associated with language functioning, is larger than
the corresponding region in the right hemisphere in
infants, just as it is in adults (Geschwind & Levitsky,
1968). Further, differential left hemisphere sensitivity
to speech sounds has been supported by behavioral
and EEG measures (Entus, 1977; Molfese & Molfese,
1980). More recently, neuroimaging studies reveal that
infants’ speech processing is supported by the same
left frontotemporal brain networks as that in adults
(Dehaene-Lambertz, Dehaene, & Hertz-Pannier, 2002;
Dehaene-Lambertz et al., 2006). Thus, the strong form
of Lenneberg’s hypothesis—that the two hemispheres
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initially provide equally attractive neural real estate for
language—does not appear to be correct. Further, as
pointed out by Bates et al. (1999), the equipotentiality
hypothesis fails to provide an explanation for the
emergence of left hemisphere specialization for lan-
guage. Such a predominant pattern is much more con-
sistent with the presence of a bias from the beginning.

77.6.3 Emergent Specialization of Language
Networks

Recent studies provide some support for a middle
ground. That is, they show that the left hemisphere is
specialized for some language functions early, but that
there is also developmental change characterized by
emergent left hemisphere specialization (Szaflarski,
Holland, Schmithorst, & Byars, 2006). Consistent with
this view, diffusion tensor imaging (DTI) shows that
some of the fiber tracts that connect language-relevant
brain areas in adults are in place in infants whereas
others are not (Perani et al., 2011). Further, an Event-
related potential (ERP) study showed a shift from
more bilateral to more left hemisphere patterns of acti-
vation for processing words between 13 and 20 months
of age, with the timing of the shift dependent on the
level of the child’s vocabulary development (Mills,
Coffey-Corina, & Neville, 1997). Similarly, several
studies report a shift from more bilateral to more left
hemisphere activation between ages 5 years and ado-
lescence on a verb generation task (Brown et al., 2005;
Holland et al., 2001). Thus, certain aspects of language
are lateralized early in life, whereas for others laterali-
zation emerges much more slowly. Moreover, the tim-
ing of this emergent specialization may vary with the
individual’s level of language function, which, in turn,
is influenced by his or her language learning experi-
ences (Hart & Risley, 1992; Huttenlocher et al., 1991).

77.6.4 Neural Underpinnings of Language
in Children with perinatal lesions

Functional magnetic resonance imaging (fMRI)
studies provide a way to examine the functional neural
organization supporting language after early brain
injury to perisylvian regions of the left hemisphere.
Many of these studies report bilateral activity or
increased activity in homotopic right hemisphere areas
(Booth et al., 1999; Duncan et al., 1997; Fair, Brown,
Petersen, & Schlaggar, 2006; Jacola et al., 2006; Müller
et al., 1999; Papanicolaou et al., 2001; Staudt et al.,
2001, 2002), suggesting that right hemisphere
language-related activity is associated with better lan-
guage outcomes after early focal injury to the left
hemisphere.

Lidzba and Staudt (2008) suggest that early left
hemisphere injury may disrupt emergent left hemi-
sphere specialization, and the maintained bilateral
involvement in language processing may serve as a
potential mechanism underlying functional plasticity.
However, a few studies have shown that injury to the
left hemisphere does not necessitate recruitment of
right hemisphere homologues (Hertz-Pannier et al.,
2002; Liégeois et al., 2004; Rasmussen & Milner, 1977).
For example, Liégeois et al. found that damage to
Broca’s area in the left hemisphere does not always
lead to right lateralization of activity during a verb
generation task. In fact, patients with lesions within
this classical language area showed greater perilesional
activation in the left hemisphere, whereas patients
with lesions remote from the classical language areas
demonstrated interhemispheric language reorganiza-
tion. Overall, the outcome patterns of neural organiza-
tion for language after early focal brain injury are
highly variable (Fair et al., 2010; Raja Beharelle et al.,
2010), and analyses investigating brain organization
postinjury and relationships with behavior need to
focus on interindividual differences rather than group
averages.

Although there is heterogeneity of language-
related organization after early focal insult, few
studies have tested whether certain patterns of orga-
nization are more optimal for language functioning
than others. Staudt and colleagues (2002) found that
greater whole brain activation predicted poorer verbal
and full-scale IQ; however, there were no relation-
ships between lateralized activity and outcome mea-
sures, and the sample size was likely too small (n5 5)
to examine these associations. In a larger study of
individuals with PL, recruitment of left inferior fron-
tal regions and bilateral inferior parietal and posterior
temporal areas during a category fluency task pre-
dicted better language outcomes across a range of
measures (Raja Beharelle et al., 2010). These relation-
ships held regardless of lesion size or extent of dam-
age to classical language areas, suggesting that
maintaining a more typical neural organization by
recruiting classical left hemisphere language areas
may better support language function than recruiting
right hemisphere areas. However, a recent study with
a relatively small number of participants combined
patients with perinatal and childhood stroke and
found that increased left lateralization was related to
lower expressive language scores (Ilves et al., 2014).
Thus, it is not clear whether certain patterns of neural
organization are optimal for language after early focal
brain injury, or how a variety of factors (e.g., age at
lesion, age at testing, lesion aetiology, lesion location,
lesion size, and seizure history) might influence the
answer to this question.
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Current neuroimaging studies have largely focused
on left versus right hemisphere differences in brain
activity after early focal brain injury. However,
research shows that early injury causes both local and
distributed effects in the brain, leading to global
changes of the neural architecture. Structurally, early
injury can result in changes in anatomic connections to
areas remote from the site of injury (Pascual-Leone &
Amedi, 2005), and repair processes involve regenera-
tion around the lesion site as well as extensively
throughout the brain (Anderson, Spencer-Smith, &
Wood, 2011). Thus, to more comprehensively under-
stand the changes in language organization occurring
after early injury, it will be necessary to move beyond
the narrow lens of laterality of activation and more
broadly investigate postinjury patterns of organization
and their relation to functioning.

77.7 SUMMARY AND FUTURE
DIRECTIONS

Our review indicates that considerable progress has
been made in understanding how focal lesions of peri-
natal onset impact language functioning. Some general
patterns emerge from the existing literature. In particu-
lar, on a background of remarkable plasticity, children
with PL do experience some language difficulties, and
these tend to be more marked during the period when
language is beginning and for later developing, more
complex language skills. This perhaps represents a
cycle of difficulties that are apparent when one exam-
ines the aspects of language that are particularly chal-
lenging at different developmental time points. That is,
once a particular aspect of language is acquired, a later,
more challenging aspect of development may show a
subsequent delay (Stiles et al., 2005).

In terms of lesion characteristics that are associated
with greater delays and deficits, lesion size appears to
be a more important predictor of language functioning
in this population than lesion laterality. Further, early
language experiences predict language outcomes and,
for some aspects of language, high-quality input
appears to be even more important for children with PL
than for TD children, perhaps related to the lower levels
of functioning of some children with PL (Wilcox,
Hadley, & Ashland, 1996). An important next step will
be to examine how variations in language experiences
map onto variations in the neural networks that are
recruited for language processing after a PL.

The tools provided by sensitive behavioral measures
used in combination with brain imaging are allowing
for new ways to advance our understanding of the
mechanisms of plasticity for language functions after PL.
It is clear that these advances will depend on increasing

our understanding of normal neurodevelopmental
processes and how these processes combine with
processes set in motion by an early brain injury to
impact plasticity and language learning trajectories. It
will also require increasing our understanding of how
experiences at particular times during development can
exacerbate or ameliorate the effects of lesions.

Exciting new findings are emerging from animal
research concerning the mechanisms of plasticity
(Hensch, 2005), including studies showing how periods
of plasticity can be delayed and extended. Notably,
these studies have shown that gamma-aminobutyric
acid (GABA), the primary inhibitory neurotransmitter
in the brain, plays a key role in the opening and closing
of periods of plasticity. Although we are not yet at the
point of applying these findings to humans, these find-
ings hold promise for boosting plasticity in populations
such as children with PL.

In the meantime, we do have evidence that rich lan-
guage input has the potential to boost plasticity, and
we can test whether this is the case using rigorous
experimental designs. Further, by examining the neu-
ral signatures of language improvements after inter-
ventions, we can gain insights into the mechanisms of
change. Because language difficulties in children with
PL may only become apparent when the child con-
fronts demanding linguistic tasks, it may be best to
intervene proactively, before children experience diffi-
culties. In this way, we may be able to close develop-
mental gaps before they emerge and help children
attain optimal outcomes.
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78.1 INTRODUCTION

According to conventional clinical taxonomies for
neurological speech and language disorders, the term
motor speech impairment comprises the different dysarthria
syndromes as well as the syndrome of apraxia of speech
(AOS). Although the dysarthria syndromes are consid-
ered to result from pathologies afflicting the control and
execution of speech movements, apraxia of speech
is usually ascribed to a dysfunction of speech motor
planning or programming functions (Duffy, 2013).

Historically, many neurolinguistic theories have
explicitly or implicitly embraced a fundamental divide
between the biological foundations of language and those
of motor speech (and auditory processing). Aphasiologists
have willingly adopted the langue�parole distinction
made by de Saussure and its continuance in structuralist
and early generative phonology, in which the motor
aspects of speaking (and the auditory aspects of under-
standing) are almost completely excluded from the
arena of language biology. From this standard perspec-
tive, the dysarthrias and AOS have been neglected
because they are viewed as disorders of a physical organ
whose relationship to language is incidental or external
rather than structurally or functionally linked.

In this chapter, we regard motor speech disorders
from three vantage points. First, we describe them
as syndromes resulting from the recognized neuro-
pathologies of body movement disorders, more or
less following the standard view of speech as a motor
function that is sealed from its overarching linguistic
framework. Second, we discuss how the speech
motor system is specialized to serve its linguistic-
communicative goal. Third, we expand on the senso-
rimotor aspects of speech motor impairments with
the aim of illuminating the different neural stages
during which auditory, somatosensory, and motor
information is integrated.

78.2 MOTOR IMPAIRMENTS WITHIN A
NEUROLOGICAL FRAMEWORK

Since Darley’s seminal work, the taxonomy of neu-
rogenic motor speech impairments largely mirrors the
taxonomy of (body) movement disorders, with the
dysarthric syndromes corresponding to the paretic
(flaccid, spastic), ataxic, akinetic, and dyskinetic motor
syndromes. AOS, in this terminology, is considered to
correspond with the syndrome of limb apraxia
(Darley, Aronson, & Brown, 1975).

In this section we describe the major CNS neuro-
pathologies leading to speech impairment, focusing on
the question of how a pathomechanism described for
disorders of body movements may translate into
speech motor mechanisms (for a fully comprehensive
survey and detailed descriptions of clinical symptoms,
see Duffy, 2013).

78.2.1 Spastic Paresis

Lesions on areas representing the speech muscles in
the ventral part of the Rolandic motor cortex and on the
corticobulbar motor pathways cause a syndrome char-
acterized by a paresis of the musculature involved in
speaking. This dysarthria type, termed spastic dysarthria,
may arise from lesions either at the motor cortex level
or along the descending motor neuron fiber tracts to the
pontine and medullary motor nuclei. Such lesions can
be caused, for example, by infarctions or by dissemi-
nated MS plaques, by traumatic brain injuries, by
congenital or very early brain damage, as in cerebral
palsy (CP), or by progressive disorders affecting the
upper motor neuron pathways, such as progressive
supranuclear palsy (PSP) or motor neuron disease
(MND). Because all bulbar motor nuclei, except the
facial nucleus, receive considerable bilateral motor corti-
cal input, lesions restricted to one hemisphere often
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lead to only mild and transient speech impairment
(Muellbacher, Artner, & Mamoli, 1999), whereas lesions
affecting the upper motor neuron system of both
hemispheres, such as in the Foix�Chavany�Marie syn-
drome (with infarctions in the left and right motor corti-
ces) or after bilateral brainstem stroke or traumatic
brain injury, may lead to a persisting syndrome
including, among others, severe dysarthria and dyspha-
gia (Duffy, 2013).

Although the presence of spasticity, as defined in
the limb muscles, cannot easily be verified in the lin-
gual, pharyngeal, or laryngeal musculature, the gen-
eral understanding is that lesions to the corticobulbar
motor system cause a spastic speech syndrome charac-
terized by muscle weakness and loss of fine motor skill
(as a consequence of lesions to the monosynaptic fibers
of the upper motor neuron system) in combination
with excessive muscle tone (as a consequence of
lesions to indirect fibers targeting the motor nuclei via
multiple “extrapyramidal” synapses; Duffy, 2013). The
combination of upper motor neuron weakness and
spasticity is considered to cause reduction of respira-
tory support, slowing of articulator movements, impre-
cise consonant articulation, or, when the velopharynx
is affected, hypernasality. Increased muscle tone can
be visible in the lower face muscles or, via endoscopic
inspection, in the larynx. Hypertonicity may lead to a
strained or strangled voice because of glottal hyperad-
duction or increased tension in the hypopharynx.

78.2.2 Ataxia

Dysarthria may also arise when cerebellar contribu-
tions to speech motor control are compromised due to
lesions of either the cerebellum itself or its efferent or
afferent projections. Such lesions may result, for exam-
ple, from cerebellar infarctions, multiple sclerosis, or
hereditary ataxic disorders (e.g., Friedreich’s ataxia,
spino-cerebellar ataxias). Conflicting theories exist
regarding the lateralization and particular parts of the
cerebellum implicated in ataxic dysarthria (Mariën’s
contribution in Manto et al., 2012). Recently, two func-
tional subsystems have been hypothesized on the basis
of functional imaging data. They include a superior cer-
ebellar circuit (encompassing connections of superior
parts of the cerebellar hemispheres with the inferior
frontal gyrus, anterior insular cortex, and the supple-
mentary area), mainly involved in preparatory and
motor planning aspects of speech production, and an
inferior cerebellar circuit (encompassing inferior-
cerebellar thalamo-cortical connections), mainly
involved in the motor execution aspects of speaking
(Ackermann, 2008). On the basis of clinical considera-
tions, a similar distinction between two functional

levels of cerebellar contributions to motor speech has
been proposed that distinguishes between a motor
planning/programming circuit (mainly involving con-
nections of the right cerebellar hemisphere with left
inferior-frontal speech planning centers in the cerebral
cortex) and a motor execution circuit involving super-
ior parts of both cerebellar hemispheres (Spencer &
Slocomb, 2007).

The clinical pattern of ataxic dysarthria may vary
considerably across patients. Among the ataxic patho-
mechanisms, impaired motor timing, sequencing, and
movement coordination have been considered preemi-
nent explanations for speech characteristics such as
irregular articulatory inaccuracy, slow articulatory
rates, prolonged phonemes, inappropriate pitch and
loudness variation, voice tremor, or temporally disor-
ganized or paradoxical respiratory movement patterns
during speech breathing (Brendel et al., 2013; Duffy,
2013). Other symptoms may result from compensatory
mechanisms serving to suppress tremor or dysmetria,
such as a strained or strangled voice quality or a
regularly paced, scanning speech rhythm. Overall, the
pattern of cerebellar speech impairment cannot be eas-
ily divided into a group of features reflecting a plan-
ning deficit and others reflecting impaired motor
execution, as would be predicted by the two-level
model of cerebellar speech motor functions mentioned.
Cerebellar speech signs fit into the symptom pattern
traditionally described as ataxia, with dysmetria, inco-
ordination, and deficient timing as its preeminent
pathomechanisms; they differ substantially from the
apraxic signs observed after lesions to the anterior
perisylvian and subsylvian cortex of the left cerebral
hemisphere (Ziegler’s contribution in Mariën et al.,
2013; Section 78.2.5).

78.2.3 Akinesia

The pathomechanism of akinesia in movement
disorders has been ascribed to dysfunction at the level
of the striato-thalamo-cortical motor circuit, with idio-
pathic Parkinson’s disease as the prototypic clinical
model of the akinetic condition (Jankovic, 2008). Akinesia
is considered to encompass a hypokinetic component,
mainly characterized by a reduction in the range of
rhythmical movements (e.g., gait, breathing) as a result of
excessive inhibition of central pattern generators in the
brainstem, and a bradykinetic component, characterized
by slowness of movements as a result of reduced striato
thalamic “energisation” of appropriately selected motor
commands at the motor cortical level, through a defect of
the striatal motor circuit that facilitates recruitment of
cortical motoneurons for an intended movement.
Both mechanisms, hypokinesia and bradykinesia, are
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presumably the result of a progressive loss of dopaminer-
gic striatal innervation (Rodriguez-Oroz et al., 2009). It is
not clear whether parkinsonian speech impairment origi-
nates from exactly the same mechanisms, especially
because dysarthria in Parkinson’s disease is much less (if
at all) responsive to dopaminergic drugs and deep brain
stimulation treatment than akinetic motor impairment of
the limbs and trunk (Rodriguez-Oroz et al., 2005).
Moreover, symptoms such as a slowing of the serial con-
trol of sequential movements involving different body
parts, which are considered characteristic of Parkinson’s
disease (Rodriguez-Oroz et al., 2009), are not typically
present in hypokinetic dysarthria. On the contrary,
Parkinson’s patients often demonstrate a normal or even
accelerated speaking rate and chains of tightly conjoined
and rapidly produced syllables (“short rushes of speech”;
Ackermann & Ziegler, 1992). Nonetheless, the overall
pattern of speech motor signs in Parkinson’s disease,
with its visible undershooting of labial and mandibular
movements, its loss of sufficiently distinct consonant and
vowel articulations, its hypophonic voice, and its monot-
onous intonation, is largely compatible with the pre-
dicted consequences of an akinetic condition. In addition,
Rodriguez-Oroz et al. (2009) suggest that increased
responsiveness of the subthalamic nucleus (STN) and
internal segment of the globus pallidus (GPi) in
Parkinsonism may contribute to a progressive attenua-
tion of sequential movements as in handwriting (micro-
graphia), which might also serve as an explanation of
progressive hypophonia and articulatory undershoot and
progressive acceleration phenomena occurring across
stretches of speech.

Reduced spontaneous speech and hypophonia may
also be observed in patients with lesions on the medial
premotor areas (supplementary motor area [SMA])
and the anterior cingulate gyrus (ACG), for instance,
during recovery from akinetic mutism (Krainik et al.,
2003). These data fit within a model of a limbic striatal
circuit encompassing the ACG and SMA, which may
serve as a starting mechanism for speech production
and as a gateway for motivational and affective modu-
lation of vocal and articulatory processes (Ackermann,
Hage, & Ziegler, 2014; see Section 78.3.1).

78.2.4 Dyskinesia

Although akinesia is attributed to excessive striatal
inhibition of thalamo-cortical and brainstem mechan-
isms, opposite mechanisms may lead to a loss of inhi-
bition or an imbalance of thalamo-cortical motor
activations as a consequence of reduced STN-GPi
activity (Hallett, 2011). These pathophysiological con-
ditions result in hyperkinetic or dystonic motor
impairments characterized by abnormal postures,

uncontrollable movements or muscle spasms, and a
loss of selectivity of muscular activation. They are clas-
sified into rhythmic (tremor) and arrhythmic variants,
with the latter including the dystonias as a form of sus-
tained motor abnormalities and chorea, myoclonus, and
tics as rapid forms (Albanese & Jankovic, 2012).
Dyskinetic conditions may result from a variety of
neuropathologies, including genetic, drug-induced,
toxic or metabolic, traumatic, or vascular etiologies. In
many cases, especially in the dystonias, the etiology is
unknown.

Speech can be afflicted by all types of dyskinetic
syndromes. Leaving aside the different variants of
vocal tremor (e.g., in Parkinson’s disease, cerebellar
ataxia, essential tremor), the dyskinetic dysarthria syn-
dromes that have received particular consideration are
the choreatic and athetotic forms occurring in
Huntington’s disease (Duffy, 2013) and in a subtype of
CP, and the focal dystonias of the laryngeal and the
oromandibular muscles (spasmodic dysphonia, oroman-
dibular lingual dystonia; Duffy, 2013). Choreatic hyperki-
nesias of the speech muscles may lead to intermittent
disruptions of respiratory activity, uncontrolled vocali-
zations, intermittent noise productions with the tongue
or lips, excessive pitch and loudness variations, over-
shooting and undershooting of articulatory move-
ments, intermittent hyponasality and hypernasality,
and irregular pauses or sound prolongations (Duffy,
2013). Spasmodic dysphonia may affect the adductor
and/or abductor muscles of the larynx and lead to a
strained�strangled or breathy or aphonic voice qual-
ity, respectively (Simonyan, Berman, Herscovitch, &
Hallett, 2013). Oromandibular lingual dystonia may
interfere with speaking secondary to, for example,
excessive jaw opening or closing and involuntary
tongue protrusion (Ushe & Perlmutter, 2012).

78.2.5 Apraxia of Speech

The concept of AOS dates back to Liepmann (1900),
who considered the articulation impairment of a
patient with Broca’s aphasia (then termed “motor
aphasia”) an “apraxia of the language muscles”
(“Apraxie der Sprachmuskeln”; Liepmann, 1900, p. 129).
Much later, in their neurologically based classification
of motor speech impairments, Darley et al. (1975) res-
urrected the term to describe a speech impairment
occurring after infarction of the anterior branch of the
left middle cerebral artery whose characteristics were
not compatible with any of the neuromotor pathome-
chanisms of the dysarthrias. Similar to limb apraxia,
the original definition of AOS consisted of largely neg-
ative designations; the speech symptoms cannot be
explained by “slowness, weakness, incoordination, or
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change of tone” of the involved musculature (Darley
et al., 1975, p. 251). The problem was interpreted as a
consequence of impaired motor programming (Darley
et al., 1975, p. 255).

A specific feature of limb apraxia is that lesions of
the left hemisphere may lead to motor impairment of
not only the contralesional (right) but also the ipsile-
sional (left) limb. In speech this corresponds, in a way,
with the observation that AOS is a left hemisphere
syndrome and that, unlike (hemi-) paretic dysarthria,
it cannot be compensated for by innervations from
intact right hemisphere homologues. However, mod-
ern theories of apraxia, with their strong focus on fail-
ures of motor functions of the upper extremities, such
as pantomime or tool use (Goldenberg, 2013), confuse
the issue of drawing analogies between speech and
limb apraxia. Without any specific reference to the lat-
ter, AOS may best be characterized as a loss of the
acquired implicit knowledge of how the muscular
aerodynamic apparatus of the speech organs is manip-
ulated for the generation of syllables, words, and
phrases (Ziegler, Aichert, & Staiger, 2012).

Regarding the sites of the lesions responsible for
AOS, there remains controversy about the roles of left
inferior frontal gyrus (area 44) and left anterior insular
cortex (Richardson, Fillmore, Rorden, Lapointe, &
Fridriksson, 2012). Greater agreement exists about the
implication of left ventral premotor and motor regions
in the origin of AOS (Graff-Radford et al., 2014). In the
majority of cases, AOS results from left middle cere-
bral artery stroke, but other etiologies have also been
reported. Furthermore, speech abnormalities consistent
with AOS have been observed as a primary progres-
sive condition (Josephs et al., 2006). However, the
patient groups with alleged primary progressive AOS
described so far are probably rather heterogeneous. In
particular, patients showing substance loss in the
region of the SMA, as described, for instance, by
Josephs et al. (2006), may suffer from dysfluencies due
to mesiofrontal speech initiation problems (Ziegler,
Kilian, & Deger, 1997) rather than from a frontolateral
speech motor planning impairment.

In modern psycholinguistic terminology, AOS is
allocated to the phonetic planning stage of speech pro-
duction (Ziegler, 2008). Speech errors in AOS differ
from dysarthria in that they can be inconsistent and
often are only evident at a segmental level rather than
spreading over larger parts of an utterance. For
instance, excess nasality may occur selectively and
locally on single phonemes in AOS, whereas in dys-
arthric speakers hypernasality, if present, occurs more
as a global feature that extends, as a consequence of
velar weakness or slowness, almost uniformly across
the segments of a word or phrase. This makes apraxic
speech errors less predictable than dysarthric

distortions (Staiger, Finger-Berg, Aichert, & Ziegler,
2012). Nonetheless, unlike the phoneme errors
observed in many aphasic patients without AOS, the
distortions observed in AOS appear motoric because
they often lack the quality of well-articulated pho-
nemes through, for example, excess plosive aspira-
tions, audible phoneme transitions, or nasal releases in
stop consonants. AOS patients usually are fully aware
of their speech problems and, unlike individuals with
dysarthria, tend to grope for the correct articulation
before they start speaking. They often self-correct their
false starts and speech errors, which renders their
speech dysfluent and halting.

78.3 MOTOR IMPAIRMENTS FOR
SPOKEN LANGUAGE PRODUCTION

Speaking differs from other motor functions in sev-
eral ways. It is more skillful than many other activities
within the human motor repertoire. Among the more
advanced motor skills, such as playing a musical instru-
ment, it is the only one that every healthy child acquires
without specific instruction. Speaking is acquired over
more than the first decade of life, is usually exercised
daily, and is continuously adapted to the gradual and
sometimes abrupt anatomical changes that occur from
childhood to old age. Speech movements are tuned to
the generation of (speech) sounds through aerodynamic
mechanisms and, hence, are conducted within an
acoustic rather than a spatial reference frame (Perkell,
2012). Finally, the evolution of the speech motor system
is intrinsically tied to the requirements of spoken com-
munication and is entrenched with the linguistic frame-
work of human language and of a speaker’s native
language. For these reasons, speaking should be consid-
ered a highly specific motor activity that, through
mechanisms of practice-related plasticity, shapes a neu-
ral basis dedicated to its linguistic and communicative
goals (Ziegler & Ackermann, 2013). In the following
subsections we discuss evidence from speech disorders
that illuminate the particularities of speaking across the
different motor activities of the respiratory, laryngeal,
and vocal tract muscles.

78.3.1 Speech and Emotional Expression

The laryngeal and facial muscles are used not only
in speech but also in emotional expressions such as
laughter and crying. According to a dual pathway
model of acoustic communication developed by
Jürgens and Ploog (Jürgens, 2002), the motor activities
of these muscles during emotional expression versus
propositional speech are tied to different brain
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networks. The motor pathways engaged in emotional
and intrinsic vocalizations, as understood from pri-
mate vocalization studies, have their origin in mesio-
frontal cortex (ACG) and travel through the midbrain
periaqueductal gray and adjacent tegmentum to
the reticular formation and brainstem motor nuclei
(Ackermann et al., 2014). The motor pathway involved
in voluntary motor activities of the vocal tract, espe-
cially in speaking, takes a separate route encom-
passing corticobulbar, striatal, and cerebellar systems
(Section 78.2). Several clinical observations corroborate
the distinct courses of these two motor systems.
A striking example in this regard relates to the
Foix�Chavany�Marie syndrome, which results from
bilateral lesions to the upper motor neuron system
(Section 78.2.1). Patients with this syndrome are
severely dysarthric or anarthric because of bilateral
upper motor neuron paralysis of the bulbar speech
muscles. At the same time, these patients are able to
completely adduct their vocal folds and activate their
facial musculature during emotionally driven laughter
or crying (Mao, Coull, Golper, & Rau, 1989). This so-
called automatic�voluntary movement dissociation is
taken as evidence for the separate courses of emotional
and volitional motor pathways for the speech muscles.
A less dramatic but equally convincing dissociation
may occur after unilateral cerebral lesions that may
cause contralateral lower facial paresis during speak-
ing and volitional mouth spreading (“show your
teeth”) but symmetric spreading during spontaneous
smiles (“volitional facial paresis”) or, conversely,
asymmetric smiling but symmetric lip spreading in
speech and the “show your teeth” task (“emotional
facial paresis”; Hopf, Müller-Forell, & Hopf, 1992).

Although these dissociations relate to distinct actions
with either a volitional/linguistic or an emotional content,
natural speaking is usually linked to motivational and
emotional states. The impact of a speaker’s attitudes,
motivations, and emotions on his/her speech movements
is reflected in the prosodic modulation of spoken utter-
ances. This interaction implies the existence of a neural
interface through which the emotional/intrinsic
(“limbic”) vocalization system modulates speech motor
pathway activity. In a recent extension of Jürgens’ (2002)
dual pathway model, Ackermann et al. (2014) proposed
that the basal ganglia provide a platform for the
integration of limbic mechanisms of acoustic communica-
tion with articulate speech. According to this theory,
a cascade of striato-nigro-striatal circuits extending from
ventromedial (limbic) to dorsolateral (motor) components
of the striatum is the substrate for the limbic-motor
integration process. These circuits interconnect two
parallel cortico�basal ganglia�thalamo�cortical loops,
one conveying motivation-related information via
ventromedial�dorsolateral pathways and the other

conveying speech motor information via the corticos-
triatal motor loop (Ackermann et al., 2014). The hypoki-
netic dysarthria associated with Parkinson’s disease
may illustrate how this integration can fail. That is, the
depletion of striatal dopamine leads to a diminished
impact of attitudinal, motivational, and emotional
states on speech motor control and thereby results in
the flattened, monotonous prosody and the hypophonic
voice that is characteristic of many people with
Parkinson’s disease. This illustrates how evidence from
speech motor impairments may contribute to a deeper
understanding of the neural organization and the inter-
action of laryngeal and oral motor activity for speech
and for emotional expression.

78.3.2 Speech Versus Volitional Nonspeech
Vocal Tract Movements

In the automatic�voluntary motor dissociations
described in the preceding section, speech was sub-
sumed among a broader class of willed motor actions
involving the vocal tract, including movements such as
volitional lip spreading, tongue protrusion, and the
like. If we assume, as outlined, that the speech motor
system co-evolves within the structural framework of
linguistic communication and that the domain-specific
properties of speech motor control are represented at
the neural level, then we would expect that brain
lesions may selectively affect or preserve speech rela-
tive to nonspeech volitional motor activities.

There is substantial evidence that speech and non-
speech motor impairments can be dissociated. Patients
with brain lesions may show impairments of the oral
(voluntary) phase of swallowing or may have problems
imitating tongue protrusion or other labial or lingual
displays, but at the same time have normal or almost
normal speech. Conversely, some patients may present
with marked dysarthric or speech apraxic symptoms
but have a relatively preserved ability to perform
nonspeech vocal tract movements. Dissociations have
been found for a number of nonspeech motor tasks,
including chewing and swallowing, movement imita-
tion, strength and endurance tasks, rapid syllable pro-
duction, or visuomotor tracking (Ziegler, 2003). One of
the reasons for these findings is that nonspeech oromo-
tor activities used in research and assessment differ
from speech along a number of dimensions, such as tim-
ing, strength, and airflow requirements, the degree of
interaction between subsystems, the rhythmical entrain-
ment of movements, and the role of acoustic output as a
reference frame. The specific requirements of producing
intelligible and naturally sounding speech by manipu-
lating the respiratory, laryngeal, and supralaryngeal
muscles in a particular way, and the fact that the highly
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adaptive interplay of these muscles in speaking is
acquired over time during childhood, call for the
engagement of a specialized neural network in adult
motor speech. This conclusion receives strong theoretical
support from investigations into experience-dependent
neuroplasticity (Ostry, Darainy, Mattar, Wong, &
Gribble, 2010; Zatorre, Fields, & Johansen-Berg, 2012).
For example, neuroimaging studies comparing speech
with oral nonspeech movements converge on the obser-
vation that motor speech is more lateralized to the left
hemisphere and is associated with less neural activation
than nonspeech oral motor tasks (Moser et al., 2009; for
a more extensive review of these arguments see Ziegler
and Ackermann, 2013).

In summary, the selective and domain-specific
nature of motor speech impairments is consistent with
highly specialized neural organization of the motor
aspects of speaking. This contributes to evidence that
the speech motor system constitutes an integral part of
the biology of human language.

78.3.3 Language-Specific Phonological
Structure Interacts with Speech Motor
Impairment

From early childhood, speech acquisition is shaped
by the phonological structures the child encounters
in his/her native language. The maturation of vocal
tract, laryngeal, and respiratory functions for speaking
separates rather early from nonspeech metabolic
motor patterns (Moore, Caulfield, & Green, 2001) and
takes a course toward mastering the specific motor
requirements of the language’s phoneme repertoire
and the phonotactic and prosodic patterns of the
child’s ambient language (Astruc, Payne, Post,
Vanrell, & Prieto, 2013). As a consequence, the speech
motor system in the adult brain is shaped by the prop-
erties of the speaker’s native language. When the
system breaks down after a brain lesion, observed
motor speech failures reflect universal and language-
particular aspects of phonological structure (Ziegler &
Ackermann, 2013).

This is quite obviously the case in AOS. The sound
level errors and phonetic distortions of speakers with
AOS are sensitive to syllable structure, respect syllable
boundaries, and are influenced by language-particular
frequency-related properties of syllables and words
(Aichert & Ziegler, 2004; Romani & Galluzzi, 2005;
Schoor, Aichert, & Ziegler, 2012; Staiger & Ziegler,
2008). A further potential source of influence on
apraxic errors is the metrical pattern of the speaker’s
language. For example, in German speakers with AOS,
more errors are observed on disyllabic nouns with
stress on the second (iambic) as compared with the

first syllable (trochaic), which conforms to expectations
because trochees are by far more frequent than iambs
in German (Aichert, Büchner, & Ziegler, 2011).

We examined the influences of phonological struc-
ture on speech errors in German speakers with AOS
using a nonlinear probabilistic model based on the
hierarchical architecture of words, extending from the
level of articulatory gestures to the level of metrical
feet (Ziegler, 2009). The model was built to estimate
the likelihood that a word with a particular syllabic
and metrical structure would be produced accurately
by an apraxic speaker. It was fitted to a large sample
of words for which accuracy data from 120 apraxic
productions were available. The findings revealed a
motor planning hierarchy that was consistent with
phonological models of syllable constituency and met-
rical structure of German with, for instance, relatively
strong bonds between nucleus and coda gestures com-
pared with onset�rime gesture combinations or
between syllable pairs forming a trochaic foot relative
to nontrochaic combinations.

Analyses of apraxic speech errors demonstrate that
the architecture of speech motor programs conforms to
the phonological architecture of words, implying that
speech motor control and linguistic structure are
mutually interconnected. These findings are at odds
with theories postulating a strict dualism of linguistic
versus motor functions.

78.4 SENSORY-MOTOR ASPECTS OF
SPEECH SOUND PRODUCTION

IMPAIRMENT

The interaction between sensory and motor proces-
sing mechanisms has been a core issue in the under-
standing of the biology of language ever since the
development of the Wernicke�Lichtheim model
(Lichtheim, 1885). In that model, language production
relies on the activation of information from sensory
centers in which the sound images (German Klangbilder)
of words are stored (Lichtheim, 1885, p. 211). This the-
ory was derived from Wernicke’s observation that
lesions to auditory association centers in the left poste-
rior superior temporal lobe not only caused auditory
comprehension problems but also was associated with
paraphasic language production. Later, Liepmann
(1900) developed his influential theory that motor
action (of the upper extremities) relies on a posterior-
to-anterior stream of information located in the left
hemisphere that conveys an ideatory blueprint (German:
ideatorischer Entwurf) based primarily on sensory infor-
mation (Liepmann, 1913, pp. 488�490). In modern
accounts of speech production, these ideas are vested
in computational models based on auditory goals—not
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of words but rather of phonemes or syllables—that
provide an acoustic reference frame for speaking
(Guenther, Hampson, & Johnson, 1998). More recently,
new techniques enabling online perturbations of
somatosensory information during articulation have
led to an extension of sensory-motor theories of speech
production by including a proprioceptive feedback
processing route (Tremblay, Shiller, & Ostry, 2003).
Speech production models based on experimental data
relating to auditory and somatosensory feedback pro-
cessing have invoked the concept of internal models
that guide motor action (Hickok, 2014; Tourville &
Guenther, 2011). Parallel to these developments, a
new research focus based on fiber-tracking methods
has refined the connectional anatomy related to
Liepmann’s model of anterior-posterior information
processing streams in language production (Dick &
Tremblay, 2012; Rauschecker, 2012). Clinical data from
patients with speech sound impairments have not yet
had much influence on this research.

78.4.1 Auditory and Somatosensory Feedback
and Speech Impairment

The role of auditory feedback in the genesis of speech
impairment has been addressed in research focused on
stuttering (Cai et al., 2012) and the effects on speech in
those with hearing loss and cochlear implants (Perkell,
2012). Although this research is clearly relevant to the
field, it is not considered further here.

Regarding the role of somatosensory afferent informa-
tion in speech, only scarce clinical data exist because
lesions causing a complete extinction of trigeminal
somatosensory input are rare and the degree to which
such information is still available cannot be assessed
reliably enough by clinical methods. Duffy (2013) con-
jectures the existence of a “sensory dysarthria” syn-
drome resulting from impaired oral somatosensory
processing that may lead to imprecise articulation that
could reflect compensations for reduced sensory input
through increased range of articulatory movement
(e.g., exaggerated jaw movements). Hoole (1987)
described a patient who, after a closed head trauma
and whiplash injury, had experienced substantial sen-
sory deficits in the oral-facial region as assessed by
standard clinical methods. After initial severe
dysarthria the patient’s speech recovered quickly,
although his sensory deficits remained unresolved.
Experimental investigations of isolated vowel articula-
tion after motor speech recovery revealed reduced
ability of this patient to compensate for proprioceptive
perturbations with a biteblock, especially when audi-
tory feedback was blocked by noise-masking. This
result corroborates assumptions that somatosensory

processing supports adaptive mechanisms in speaking
and that auditory and somatosensory processing can
partially complement each other in this role (Perkell,
2012). Yet, clinical cases of this kind will always leave
the possibility that residual sensory information that
evades clinical physiological detection may still
provide sufficient afferent information to support
normal speech, at least when the lesion is acquired in
adulthood.

78.4.2 Cerebellar Sensorimotor Integration
Mechanisms in Speech Impairment

The cerebellum is classically considered as a site in
the brain where sensorimotor integration takes place
(Bhanpuri, Okamura, & Bastian, 2013). Ataxic dysar-
thria after cerebellar lesions might therefore be consid-
ered as a clinical model of impaired integration of
proprioceptive and motor information in speech.
However, most current theories conceptualize cerebel-
lar dysarthria to result from impaired feedforward pro-
cessing mechanisms (Spencer & Slocomb, 2007;
Mariën, in Manto et al., 2012). Yet, for instance, the
fact that Friedreich’s ataxia is primarily viewed as an
afferent ataxic syndrome suggests that the dysarthric
impairment observed in these patients may at least
partly reflect an impairment of proprioceptive feed-
back processing in speech (Pandolfo, 2009).

The disturbance of sensory feedback mechanisms in
ataxic patients becomes more apparent in paraspeech
or nonspeech oral motor tasks that involve strong feed-
back integration capacities, such as sustained vowel
production, visuomotor tracking, or rapid syllable rep-
etition. Maintenance of a stable pitch and loudness
level in sustained vowels is often disproportionately
impaired in ataxic patients who often demonstrate
fluctuating pitch or voice tremor during sustained
phonation over several seconds, but not necessarily
during speaking (Ackermann & Ziegler, 1991; Brendel
et al., 2013). This may reflect a failure of correction
mechanisms based on reafferent laryngeal propriocep-
tive or auditory information. Severely impaired adap-
tive sensorimotor mechanisms of patients with
hereditary ataxias were also observed in a visuomotor
tracking task requiring control of airflow velocity dur-
ing expiration to track a ramp signal (Deger, Ziegler, &
Wessel, 1999), but there was no correlation between
the tracking and the speech impairment. Finally, in
several studies patients with cerebellar pathology have
had difficulty adapting to the specific demands
of a task requiring repetition of a syllable (e.g., puh,
tuh, kuh) at maximum speed (Brendel et al., 2013;
Ziegler & Wessel, 1996), a task considered to rely
strongly on sensory mechanisms for the selection of a
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jaw angle that supports maximally rapid labial or lin-
gual opening and closing movements. The patients
had dramatically reduced acceleration ratios of syllable
repetition relative to speaking rates (Ziegler, in Mariën
et al., 2013). Taken together, these results point to vul-
nerability of patients with cerebellar lesions to motor
demands requiring a strong reliance on sensorimotor
adaptation mechanisms.

78.4.3 Striatal Mechanisms of Sensorimotor
Integration in Speech Impairment

The motor functions of the basal ganglia are consid-
ered to rely, at least partly, on striatal and pallidal sen-
sory processing mechanisms involved in kinaesthesia or
somatosensory discrimination (Maschke, Gomez, Tuite,
& Konczak, 2003). Altered sensory processing is thought
to contribute to the motor deficits of patients with
Parkinson’s and Huntington’s disease (Boecker et al.,
1999), and a somatosensory disinhibition mechanism has
been proposed to underlie dystonic motor impairment
(Frasson et al., 2001). According to a hypothesis
advanced by Yin (2014), the basal ganglia control move-
ment velocity through kinaesthetic reafferent input.

It is not known if similar sensory mechanisms can
also serve as an explanation for the speech motor pat-
terns of patients with basal ganglia dysfunction.
Patients with Parkinson’s disease demonstrate consis-
tent proprioceptive deficits in the oral region, but the
relationship of these abnormalities to speech
impairment is unclear (Schneider, Diamond, &
Markham, 1986). In a recent report of two patients
with oromandibular dystonia (Møller et al., 2013), evi-
dence was found supporting abnormal sensorimotor
integration or somatosensory dysfunction for afferent
input from the oral region as an explanation for the
motor impairment.

Other sensory processing functions of the basal gan-
glia relevant for speech relate to the self-perception of
speech loudness. Ho, Bradshaw, and Iansek (2000)
examined the hypothesis that reduced loudness (hypo-
phonia) in Parkinson’s disease is due to impaired
motor scaling mechanisms based on patients’ misper-
ception of their own speech loudness. In an “immedi-
ate self-perception rating,” Parkinson’s patients
overestimated their loudness relative to normal sub-
jects, which the authors interpreted as an exaggeration
of self-perceived effort during speaking. Likewise, the
patients also overestimated their speech volume in a
playback condition, even though they had spoken
more quietly than controls. Ho et al. (2000) suggested
that their findings provide support for the presence of
sensory anomalies in Parkinson’s disease, which may
cause inappropriate scaling of loudness.

78.4.4 Sensorimotor Connectivity at the
Cortical Level

As already discussed, recent functional neuroana-
tomic accounts of the dorsal stream system connecting
posterior superior-temporal cortex with inferior-
parietal and posterior-inferior frontal areas constitute a
modern version of Liepmann’s idea of a posterior-to-
anterior stream of information governing motor actions
through sensory-based goals (Saur et al., 2008). The
cortical target areas of this system are interconnected
by a massive fiber bundle, the superior longitudinal
fascicle, which constitutes a circuit that includes audi-
tory, somatosensory, and motor association areas. The
dorsal pathway of the left (dominant) hemisphere is
considered to be involved in higher sensorimotor inte-
gration by mapping acoustic speech sounds, and even-
tually also somatosensory representations, onto their
corresponding articulatory actions. The prototype task
targeting this system in functional imaging studies is
the word repetition task (Saur et al., 2008), but more
complex tasks involving phonological transformations
of words have also been used (Kellmeyer et al., 2013).

Although a simplification, the anterior target area
of the left dorsal stream approximately coincides with
the lesion site reported for AOS. This could support
an inference that the pathomechanism of AOS
predominantly reflects damage to feedforward
processing components of speech motor control while
leaving sensory feedback mechanisms intact. This is
compatible with clinical experience and some experi-
mental evidence that patients with AOS have intact
monitoring of their speech errors and preserved audi-
tory speech processing. Jacks (2008) performed a bite-
block experiment with apraxic speakers to test this
feedforward hypothesis and found that AOS partici-
pants compensated for the biteblock perturbation in a
manner similar to normal speakers. This normal
adaptation to proprioceptive perturbation was taken
as evidence of intact somatosensory feedback.

Historically, and in modern research, the dorsal
pathway of the left hemisphere has been associated
with aphasic phonological impairment. A long-
standing hypothesis is that the phonemic paraphasias
of patients with conduction aphasia result from a dis-
connection of the auditory from the motor representa-
tion areas of words (Geschwind, 1965). In conventional
aphasiology, a strict boundary is drawn between apha-
sic phonological impairment as purely abstract-symbolic,
and AOS as purely motor by nature. However, one may
question whether such a clear-cut dichotomy is tenable,
taking the aforementioned dorsal pathway hypothesis
into consideration. As said, the dorsal pathway inter-
faces motor with sensory information (Hickok, 2014;
Rauschecker, 2012). This interface can be assumed to
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act on a representational level, which is sufficiently
abstract to make any additional assumptions about
symbolic representations dispensable.

78.5 CONCLUSION

In this chapter we have characterized the nature of
the speech motor system and its integration with
sensory processes as a part of human linguistic behavior.
Future theories and clinical models of motor speech dis-
orders should consider, to a greater extent, the evidence
consistent with such an account.
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79.1 INTRODUCTION

Dysfluency occurs when the normal flow and
smooth delivery of speech are disrupted. Often, nor-
mal speech dysfluencies, such as silent pauses and
nonlexical vocalizations (e.g., “uh” or “um”), can use-
fully add emphasis or draw attention to the content of
upcoming utterances. In some people, however, speech
dysfluencies are pathological and interfere with speech
communication to such an extent that a fluency disor-
der is diagnosed. The most commonly diagnosed flu-
ency disorder is developmental stuttering, which is
distinguished from acquired or neurogenic stuttering
that is associated with brain disease or injury. In this
chapter, we describe the current state of our under-
standing of the neural basis of developmental
stuttering. It is rare to be able to study a developmen-
tal disruption to a brain function such as speech that
does not have consequences for other aspects of cogni-
tion. However, such specificity is the case for develop-
mental stuttering. A better understanding of the
neurobiological bases of stuttering will assist the devel-
opment of novel and effective therapies. Furthermore,
it will increase our understanding of the neural basis
of normal speech production. Here, we first describe
the key features of developmental stuttering. We then
outline the evidence for the neurobiological differences
between people who stutter and fluent speakers, and
consider these differences in the context of a number
of theories that attempt to explain stuttering.

79.2 DEVELOPMENTAL STUTTERING

Stuttering is a long-documented speech disorder
that appears to exist in all languages and cultures.

Records of this type of halted or repetitious speech
date back to the Old Testament; the speech of Moses
and the Roman Emperor Claudius have been
described as showing features of stuttering. A current
definition describes stuttering as:

Speech that is characterized by frequent repetition or prolonga-
tion of sounds or syllables or words, or by frequent hesitations or
pauses that disrupt the rhythmic flow of speech. It should be classi-
fied as a disorder only if its severity is such as to markedly disturb
the fluency of speech. The International Classification of
Diseases, Version 10 (World Health Organisation, 2010;
http://www.who.int/classifications/icd/en/).

People who stutter produce utterances that are
characterized by periods of normal fluency inter-
spersed with occasions when speech is interrupted
temporarily. On such occasions, the person knows
what he/she wants to say but has difficulty moving
forward in the speech sequence.

The moments of dysfluency experienced by a person
who stutters are not randomly distributed in the speech
stream. Dysfluencies tend to occur at the beginnings of
words or sentences. An example of a sentence contain-
ing three types of dysfluency is shown in Figure 79.1.
As can be seen from the spectrogram, the first word in
the sentence is preceded by a tense pause indicating
that speech is blocked. There is a low-amplitude band
of acoustic energy visible in the spectrogram that would
be heard as a “creaking” voice, but often these pauses
are inaudible. The “l” sound before the successful pro-
duction of the word “like” is prolonged, resulting in a
longer band of higher-amplitude energy. Finally, the
first sounds of the words “didn’t” and “like” are
repeated and shown as brief bursts of energy.

It should be noted that the occasional dysfluencies
of fluent speakers also typically occur in sentence or
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word initial positions. The pattern of dysfluency in
developmental stuttering suggests difficulty in the ini-
tiation of speech segments or in transition between
segments. The characteristic repetition of speech
sounds in stuttered speech may reflect repeated
attempts to successfully transition to the next sound in
the speech sequence. There are also linguistic and
affective influences on stuttered speech. Children’s
stuttering is increased if the planned speech utterance
is syntactically complex or long (Zackheim & Conture,
2003). Speech fluency is also negatively affected by
stress and fatigue in people who stutter, as it is for flu-
ent speakers.

In addition to these core characteristics of disrupted
speech in development stuttering, secondary behaviors
are often evident. These may include increased or
abnormal muscular tension in the face and neck and
extraneous movements of the head or body when
speaking. It is also common for people who stutter to
avoid words or sounds that they find difficult to pro-
duce, or situations in which they are more likely to
stutter (Bloodstein & Ratner, 2008). Anxiety is more
commonly reported in people who stutter than in the
general population, to the extent that some early theo-
ries suggested that “nervousness” or anxiety caused
stuttering. However, arguments that a shy or nervous
disposition may be a precursor to development of stut-
tering have now been debunked by prospective studies
(Yairi & Ambrose, 2013). Furthermore, the strongest
evidence to date is that social anxiety specifically, not
anxiety in general, is related to stuttering (Iverach,
Menzies, O’Brian, Packman, & Onslow, 2011). Because
speech is fundamental to normal everyday function-
ing, it is not surprising that living with a speech

disorder can cause anxiety. As such, anxiety in social
contexts would be a likely consequence of continual
negative experience of speaking situations, as is often
the case for someone who stutters.

Developmental stuttering typically starts early in
childhood and affects approximately 1 in 20 children.
It develops between the ages of 2 and 4 years,
although onset later in childhood has often been
described. The early age at which stuttering starts
might reflect vulnerability in the speech motor system
at approximately the time when language skills rap-
idly expand. The majority of children recover from
stuttering during early childhood, with another half of
the remainder recovering before puberty (Yairi &
Ambrose, 2013). The disorder persists to adulthood in
approximately 1%. A major challenge for researchers
and clinicians is to determine factors that predict per-
sistence or recovery in stuttering. One clear predictor
of persistence in developmental stuttering is male gen-
der. Approximately twice as many boys as girls stutter
during early childhood. In adulthood, the ratio
increases to approximately four or five males to one
female who stutters. Genetic differences between
males and females might confer greater or lesser
mechanisms of plasticity or reorganizational capacity,
which in turn would affect recovery and persistence.

79.3 ENHANCING FLUENCY IN PEOPLE
WHO STUTTER

There is no “cure” for stuttering, but many thera-
peutic interventions have been designed to increase
fluency. Early historic approaches included holding
pebbles in the mouth, as practiced by Demosthenes, an
orator of Ancient Greece. The more extreme practice of
excision of parts of the tongue was popular in 18th
century and 19th century France. Contemporary flu-
ency therapies that directly target speech focus primar-
ily on changing speech motor patterns. These may
include slowing speech, producing gentle onsets to syl-
lables, or producing continual voicing during speech.

It is well-known that the characteristic symptoms of
stuttering are absent during singing. Fluency can be
enhanced in people who stutter through a variety of
other modes that involve changing the way speech is
produced, including adopting a different accent or
using an external stimulus such as a metronome or
another speaker. Using a metronome to pace speaking
(known as “syllable-timed speech”) was a popular
method in stuttering therapy in the late 20th century.
Choral speech (speaking in time with another person)
is also very effective, perhaps because it also provides
external timing cues, although hearing another speak-
er’s voice may also serve to mask that of the person
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FIGURE 79.1 Sound spectrogram of a sentence spoken by a male
who stutters. The sentence is transcribed above the spectrogram.
Dysfluencies are indicated above the spectrogram by the letters
(A�C). (A) Tense pause or “block”. (B) Repetition. (C) Prolongation.
This visual representation of the sentence shows the variation in fre-
quencies (y-axis) in the acoustic signal across time (x-axis), with the
amplitude (loudness) of the signal indicated by the intensity of the
grayscale.
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who stutters. It is likely that these different methods
work to enhance fluency because they involve chang-
ing speech rhythm or prosody or both. People who
stutter report that they are fluent when speaking to
babies or to animals. This might be because these are
contexts in which prosody is usually exaggerated.
Altering the rhythm and stress patterns of speech
involves moving from a habitual overlearned motor
speech pattern to a novel one. This may engage dis-
tinct neural systems for the timing and sequencing of
speech sounds.

Another way to increase fluency in people who stut-
ter is to alter the sensory feedback of their own speech
production. Simple masking to prevent auditory feed-
back of a stuttering speaker’s voice is effective.
Recording speech production and feeding it back with
either a short (50 ms) delay or a shift in frequency can
achieve complete or nearly complete fluency and also
results in natural-sounding speech (Lincoln, Packman,
& Onslow, 2006). The mechanism by which altered
auditory feedback is effective in inducing fluency is
not understood. Delayed auditory feedback can reduce
speech rate and even induce dysfluency in otherwise
fluent speakers (Lee, 1951). Frequency-shifted feed-
back, however, does not alter the rate of speech pro-
duction but could “trick” the brain into thinking
another person is speaking, producing an effect similar
to choral speech. Devices to alter speech feedback in
these ways have become commercially available and
smartphone applications used to aid fluency are
increasing in popularity. However, it can be cogni-
tively demanding to use these devices, and there is
evidence that the fluency enhancing effects may “wear
off” over time. The effectiveness of altered auditory
feedback in enhancing fluency suggests that the core
deficit in developmental stuttering may be one of inte-
grating sensory and motor information. Consistent
with this hypothesis are findings that providing or
changing visual feedback through a mirror and
somatosensory feedback through vibro-tactile devices
can also reduce stuttering (Snyder, Blanchet, Waddell,
& Ivy, 2009; Snyder, Hough, Blanchet, Ivy, & Waddell,
2009).

Pharmacological interventions have been investi-
gated to treat developmental stuttering. Medications
that modulate dopamine can be effective, although
there is considerable population heterogeneity with
regard to the direction of dopamine regulation. A
recent study trialed a partial GABA-A agonist (pago-
clone) as a potential therapeutic agent in stuttering,
but the results were not compelling (Maguire et al.,
2010). Pharmacological approaches might benefit from
genetic studies that could yield insights into the molec-
ular basis of developmental stuttering. Drugs could
also be effective if paired with therapy. New methods

to noninvasively stimulate the brain, such as transcra-
nial direct current stimulation, have been identified as
promising adjuncts for treating neurological condi-
tions. Noninvasive brain stimulation has been applied
to other communication disorders (predominantly
aphasia due to stroke) along with speech therapy. It is
an interesting possibility that this combination could
also be used to enhance fluency in people who stutter.

79.4 GENETIC STUDIES OF
DEVELOPMENTAL STUTTERING

There is strong evidence that developmental stutter-
ing can be inherited. The risk of stuttering is consider-
ably higher if a first-degree relative stutters (Kidd,
Heimbuch, & Records, 1981). Twin studies show high
heritability, with concordance rates in identical (mono-
zygotic) twins being six-times greater than in fraternal
(dizygotic) twins (Andrews, Morris-Yates, Howie, &
Martin, 1991). Genetic models of the twin data estimate
that 70% of the variance in liability to stuttering can be
attributed to genetic effects, and 30% can be attributed
to the nonshared environment (Andrews et al., 1991;
Felsenfeld, 2002). Despite this evidence, the search for
genes that may cause stuttering has been hampered by
complex patterns of inheritance, early recovery, and
the imbalance in the numbers of males and females
affected.

Linkage analysis of large pedigrees with a high den-
sity of stuttering individuals has been used to identify
several chromosomal regions where genes for stutter-
ing might be located. Unfortunately, the outcomes of
these studies rarely produced similar or overlapping
loci. One study examined a very large pedigree from
Cameroon containing 71 individuals, 33 of whom stut-
tered (Raza et al., 2013). Genome-wide linkage failed
to identify a single locus; rather, analysis of smaller
subfamilies indicated susceptibility for stuttering on
previously identified loci on chromosomes 3q and 15q,
as well as novel loci. This pattern of linkage to several
loci and the high density of stuttering in this pedigree
can be explained by nonrandom mate selection, which
may have introduced variants of stuttering to the
family.

Another approach for linkage analysis involves the
study of inbred extended families and has yielded
identification of the first causative genes for stuttering
(Kang et al., 2010). Initially, significant linkage to chro-
mosome 12q was identified in 44 families in Pakistan.
Further analysis of this chromosomal region identified
a missense mutation in the GNPTAB gene in 28 family
members who stuttered. The same mutation was
found in three members of other inbred families in
Pakistan, and another nine unrelated individuals of
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Pakistani or Indian origin. Subsequently, other muta-
tions of the GNPTAB gene and related genes GNPTG
or NAGPA were identified in approximately 10% of
unrelated Pakistani and North American individuals
who stutter. Mutations in these genes cause lysosomal
storage disorders resulting in serious and severe dis-
ease. None of the affected individuals who stuttered
had any disease normally related to mutations in this
gene, and how their speech-specific impairment is
explained by these findings is still unknown (Kang &
Drayna, 2012).

Another potentially fruitful approach to identifying
genes for stuttering is to look for de novo mutations in
individuals with no family history of stuttering. The
theory is that such people will have new, highly pene-
trant mutations that are causative. To our knowledge,
this approach has not yet been implemented, but it is
attractive because it does not require large sample
sizes and thus may be more suitable in combination
with further behavioral and imaging investigations.

79.5 THE NEURAL BASIS OF
DEVELOPMENTAL STUTTERING

The advent of neuroimaging offered unprece-
dented research opportunities and insights into the
neurobiology of developmental stuttering. There are
no reports of post mortem examinations of the brains
of people with persistent developmental stuttering
that predate the imaging reports. Regardless of the
lack of physical evidence for a neurological explana-
tion of stuttering, hypotheses were widespread dur-
ing the 19th and early 20th century. The link between
left-handedness and stuttering and abnormal cerebral
dominance was first proposed at this time. The rela-
tionship between diseases affecting the striatum, such
as the encephalitis lethargica (which was epidemic in
the 1920s), and speech disturbances, including stutter-
ing, may have been the origin of theories implicating
basal ganglia abnormalities as causes of developmen-
tal stuttering.

The earliest functional imaging studies of develop-
mental stuttering used positron emission tomography
(PET) to measure regional cerebral blood flow. More
recent studies have used functional MRI to scan peo-
ple who stutter. MRI has the advantage of being
widely available, but it should be noted that whereas
PET scans are silent, MRI is very noisy and therefore
could affect feedback mechanisms and even enhance
fluency. The functional imaging literature on develop-
mental stuttering was summarized in 2005 by a meta-
analysis of eight studies, six of which used PET and
two used functional MRI (Brown, Ingham, Ingham,
Laird, & Fox, 2005). The review identified three

“neural signatures” of stuttering: (i) overactivation of
the right frontal operculum or anterior insula or both;
(ii) overactivation of the cerebellar vermis; and (iii) an
“absence” of activity in auditory cortex (Figure 79.2).
The first of these neural signatures of stuttering—
overactivation of the right hemisphere homologue of
Broca’s area—is consistent with the proposal that
stuttering is due to incomplete cerebral dominance
for speech processing (Travis, 1978). The second and
third neural signatures—abnormal cerebellar and
auditory cortex activation—might reflect abnormali-
ties in the brain’s ability to integrate the sensory con-
sequences of the motor acts that produce speech. This
deficit could be due to poor internal models, noisy
feedback, or both (Max, Guenther, Gracco, Ghosh, &
Wallace, 2004). The cerebellum is thought to play a
critical role in integrating sensory afference and
motor efference copy to build forward models that
predict the consequences of motor acts (Wolpert,
Miall, & Kawato, 1998). Under normal circumstances,
the prediction signal (corollary discharge) produced
by the internal model should match the sensory con-
sequences (sensory reafference) of speech and should
be utilized for purposes such as attenuating the activ-
ity in sensory cortex to self-generated signals. A
fourth candidate neural signature of developmental
stuttering, which was absent from the imaging meta-
analysis, is abnormal basal ganglia activity
(Figure 79.2). Basal ganglia dysfunction has been sus-
pected to be related to stuttering for several decades
due, in large part, to studies using dopamine block-
ers, such as haloperidol, to treat stuttering. The early
imaging studies of dopamine, oxygen, and glucose
metabolism in developmental stuttering supported
this hypothesis (Wu et al., 1997). We discuss each of
these theories of developmental stuttering in more
detail and evaluate the degree to which they are sup-
ported by findings from brain imaging studies.
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FIGURE 79.2 Brain abnormalities in people who stutter. (A)
Overactive right inferior frontal cortex. (B) Underactive auditory
cortex. (C) Overactive cerebellum. (D) Dysfunctional basal ganglia.
X indicates reduced integrity of white matter tracts underlying left
sensorimotor cortex.
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79.5.1 Incomplete Cerebral Lateralization
in Developmental Stuttering

The hypothesis that stuttering is caused by incom-
plete cerebral lateralization dates back to Samuel
Orton, who made a similar proposal to explain reading
disability. The proposal appears to be based on obser-
vations of stuttering emerging after enforced use of the
right hand for writing in children who earlier showed
a tendency for left-handedness. The idea was that the
enforced use of the nondominant hand weakened the
(presumably reversed) pattern of cerebral lateraliza-
tion, producing conflict between the two hemispheres.
Stuttering results, therefore, from incomplete laterali-
zation of function between the two cerebral hemi-
spheres. This theory fell out of favor with stuttering
researchers until it received something of a revival
when it found support from the results of early imag-
ing studies (Pool, Devous, Freeman, Watson, & Finitzo,
1991; Wood, Stump, McKeehan, Sheldon, & Proctor,
1980). For example, one study of two young adults
indicated right-lateralized blood flow in the homo-
logue of Broca’s area during stuttered speech, which
reversed to become left-lateralized when fluency was
induced using haloperidol medication (Wood et al.,
1980). Subsequent imaging work used PET to measure
regional cerebral blood flow during stuttered speech
and while fluency was induced by chorus reading (Fox
et al., 1996). Right-greater-than-left asymmetry of
motor and auditory areas was observed during stut-
tered speech but was normalized when fluency was
induced. In recent functional MRI studies, overactive
right frontal opercular cortex extending to the anterior
insula and the orbito-frontal surface is commonly
described in adults who stutter (Kell et al., 2009;
Watkins, Smith, Davis, & Howell, 2008). This right-
ward overactivity can be reduced if fluency is
improved by therapy, however, resulting in more typi-
cal patterns of left-lateralized activity (De Nil, Kroll,
Lafaille, & Houle, 2003; Kell et al., 2009; Preibisch
et al., 2003).

Perhaps the best recent evidence supporting altered
cerebral lateralization in stuttering comes from a study
using near-infrared spectroscopy (Sato et al., 2011).
Asymmetry in auditory processing was determined for
speech that contained either a phonetic or a prosodic
contrast. Adults and children who do not stutter show
left-hemisphere lateralization for the phonemic con-
trast and right-hemisphere lateralization for the pro-
sodic one. None of the adults and children who stutter
showed the expected pattern of leftward lateralization,
however.

It is unclear, however, whether the consistently
observed right hemisphere overactivity and the
reduced pattern of lateralization of function is a cause

of stuttering, a consequence, or merely a correlate.
Activation of the right hemisphere homologue of
Broca’s area in some patients with nonfluent aphasia is
known to be maladaptive. In stuttering, the right hemi-
sphere activity could also be compensatory, reflecting
reorganization of function in response to a left-
hemisphere structural abnormality (Preibisch et al.,
2003).

A reliable finding of a brain structural abnormality
associated with developmental stuttering is a reduc-
tion in the integrity of the white matter underlying the
sensorimotor cortex close to the Sylvian fissure in the
left hemisphere (Figure 79.2). Fractional anisotropy, a
measure of white matter microstructure, was first
described as reduced in this area by Sommer and col-
leagues. They proposed it reflected a disconnection of
the white matter tracts connecting the frontal and tem-
poral cortical areas in the left hemisphere that are typi-
cally involved in speech (Buchel & Sommer, 2004;
Sommer, Koch, Paulus, Weiller, & Buchel, 2002).
Subsequent diffusion imaging studies in children who
stutter, including a group who had recovered, and in
adolescents and adults who stutter found a disruption
to white matter integrity in the same region (Chang,
Erickson, Ambrose, Hasegawa-Johnson, & Ludlow,
2008; Connally, Ward, Howell, & Watkins, 2013;
Cykowski, Fox, Ingham, Ingham, & Robin, 2010;
Watkins et al., 2008).

Another robust finding in structural imaging studies
of white matter tracts in developmental stuttering is an
abnormality of the corpus callosum (Choo, Chang,
Zengin-Bolatkale, Ambrose, & Loucks, 2012; Choo
et al., 2011; Connally et al., 2013; Cykowski et al.,
2010). The integrity of interhemispheric connections is
thought to be critical for integrating information across
the two hemispheres and for functional lateralization
and changes in cortical asymmetry.

Structural imaging studies in people who stutter
have also reported reduced leftward asymmetry in the
planum temporale, which is more rightward in those
with severe stuttering (Foundas et al., 2004). However,
it is possible that the inclusion of left-handed indivi-
duals and females influenced the findings of altered
planum temporale asymmetry in stuttering. Two stud-
ies using only right-handed males found the typical
leftward asymmetry of the planum temporale in adults
and children who stutter compared with fluent con-
trols (Chang et al., 2008; Cykowski et al., 2008).

Further structural analyses of cortical areas involved
in speech and language have not noted any additional
alteration in underlying asymmetries, for example, in
Broca’s area. However, they have described unusual
sulcal patterns in the brains of people who stutter
(Foundas, Bollich, Corey, Hurley, & Heilman, 2001).
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An extra diagonal sulcus (a shallow indentation on the
surface of the pars opercularis) and extra gyri along
the upper bank of the Sylvian fissure have been
described in both hemispheres of adults who stutter
(Cykowski et al., 2008; Foundas et al., 2001).

In summary, although initially the reports of overac-
tivity in the right hemisphere in developmental stutter-
ing revealed by brain imaging seemed consistent with
Orton’s proposal of incomplete cerebral dominance, fur-
ther studies are needed to elaborate on the precise nature
of this activity. Brain stimulation techniques could be
used to address questions relating to compensatory or
maladaptive reorganization to the right hemisphere in
response to left hemisphere damage. Furthermore, longi-
tudinal analyses starting early in development are
needed to chart the course of changes in lateralized brain
function and brain structure in people who stutter.

79.5.2 Abnormal Sensorimotor Integration
in Developmental Stuttering

Another of the neural signatures revealed by the
meta-analysis of functional imaging studies in develop-
mental stuttering was reduced or absent activation of
the auditory cortex (Brown et al., 2005). The authors of
the meta-analysis attributed this attenuation to
increased inhibitory efference copy input from overac-
tive motor areas. Such a mechanism is used to explain
how we distinguish between sensory inputs that result
from our own actions and external ones. During speech
production, the sensitivity of a speaker’s auditory cortex
is altered in expectation of the sensory consequences of
speech, which are predicted from motor commands
sent to the articulators. Magnetoencephalography
(MEG) can be used to measure changes in the sensitiv-
ity of auditory cortex to speech-evoked signals. These
signals are suppressed when the participant speaks rel-
ative to when they listen to recordings of the same
speech sounds (Houde, Nagarajan, Sekihara, &
Merzenich, 2002). This speech-induced suppression has
been measured in children and adults who stutter to
test the hypothesis that stuttering is related to
impairment in the efference copy mechanism. The size
of the effect was not different in people who stutter
compared with fluent-speaking controls, although there
were abnormalities in the timing of the effect in the
stuttering groups (Beal et al., 2010, 2011).

In addition to reduced activity in the auditory cor-
tex, overactivity of the cerebellar vermis was noted as
a neural signature of stuttering according to the meta-
analysis described. The cerebellum is thought to be
involved in using the efference copy of motor com-
mands and sensory information about the current state
of the periphery to predict the sensory consequences

of movement (Wolpert et al., 1998). Differences
between the predicted outcomes and the intended
ones are then used to adjust ongoing movements with-
out the need for long latency feedback. Mismatches
between the actual sensory consequences and the
expected ones generated by the internal model are
used to train and update the model. Such models have
been developed to explain sensorimotor control in gen-
eral and have focused primarily on visuo-motor con-
trol of the limbs. Models based on the same principles
have been developed for speech motor control
(Guenther & Vladusich, 2012; Hickok, Houde, & Rong,
2011). The overactivation of the cerebellum in stutter-
ing is consistent with impairment in the internal model
(Max et al., 2004). This could lead to excessive error
detection when comparing the model’s predictions
with the actual sensory consequences. When therapy is
successful in treating stuttering, the overactivity in the
cerebellum, evident even at rest, normalizes to the
levels seen in fluent speakers (Lu et al., 2012).

The cerebellum receives copies of motor commands
conveyed directly from the primary motor cortex via
the pons and the middle cerebellar peduncles and sen-
sory inputs from the periphery via the inferior cerebel-
lar peduncles. Signals from the cerebellum return to
the cerebral cortex from the cerebellar nuclei via the
superior cerebellar peduncles and the thalamus. In
people who stutter, diffusion tensor imaging revealed
abnormal white matter microstructure in each of the
three pairs of cerebellar peduncles (Connally et al.,
2013). Reduced integrity of these important tracts
could affect the quality or timing of the cerebellar
inputs and outputs in developmental stuttering.

It is worth considering, in the context of deficient
internal models being a potential cause of stuttering,
how the techniques known to temporarily enhance flu-
ency might be effective. As noted in the introduction,
these techniques change either the sensory feedback of
speech or the way speech is produced, typically
encouraging slower speech rate. Producing slower
movements could be helpful if sensory inputs are
noisy or delayed by allowing the relevant information
to accumulate during speech production and online
adjustments to be made. Slowing speech could also
compensate for a weak or unstable model by allowing
time for the actual sensory feedback to be used to
inform the system of the consequences of speech rather
than relying on the model’s predictions. Altering audi-
tory feedback or masking it with noise tends to acti-
vate the auditory cortex, which, as noted, is typically
underactivated in people who stutter. Sensory input
that is very obviously different from that expected
could result in elimination of the feedback stage of
internal modeling and minimize the error signals. This
is presumably what happens when noise is used to
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mask feedback and, as a result, fluency is enhanced in
people who stutter. It is necessary to use feedback to
build the internal model and maintain it, however.
Delayed auditory feedback was shown to increase the
degree to which the time courses of activity in the
auditory and motor cortex (at the level of the represen-
tation of the face) were synchronized in people who
stutter. MRI signals from these areas in people who
stutter were less correlated during speech production
with normal auditory feedback than they were during
silent rest. When speaking with delayed auditory feed-
back, the correlation between the time courses of activ-
ity in these areas increased to the same levels as seen
in control speakers (Watkins, 2011).

The idea that stuttering is caused by an impairment
in internal modeling of speech movements and its sen-
sory consequences has obvious appeal. So far, how-
ever, tests of this theory have not found measureable
differences in the response of the auditory cortex to
self-generated speech. Structural abnormalities in the
auditory cortex and in the pathways that link auditory
cortex and the motor speech areas in the frontal cortex
(i.e., the arcuate fasciculus) have been described in
people who stutter. White matter tracts conveying sen-
sory and motor signals to and from the cerebellum, a
key structure in integrating this information, also show
reduced integrity in developmental stuttering
(Connally et al., 2013). Whether these white matter
abnormalities play a causal role in the disorder or are
an effect of it remains unknown, however.

79.5.3 Abnormal Basal Ganglia Function
in Developmental Stuttering

The evidence that developmental stuttering is
caused by impairment in basal ganglia function or
dopamine activity, or both, has been reviewed by Alm
(2004). He proposed that the core impairment in stut-
tering related to a deficit in the basal ganglia output to
the supplementary motor cortex, which disrupted the
production of timing cues used to initiate the next
speech sound in a sequence. Consistent with the idea
that this circuit is functionally abnormal, imaging stud-
ies report overactivation of the supplementary motor
area and several nuclei in the basal ganglia circuitry in
people who stutter (Fox et al., 1996; Giraud et al., 2008;
Watkins et al., 2008). Activity in these areas normalizes
when fluency is induced temporarily in people who
stutter or is improved by successful therapy (Fox et al.,
1996; Giraud et al., 2008; Kell et al., 2009).
Furthermore, a small group of males who stutter
showed a three-fold increase in dopaminergic activity
in the medial frontal cortex and caudate nucleus rela-
tive to controls (Wu et al., 1997).

Reports that drugs that block dopamine improve flu-
ency in people who stutter are consistent with the
notion that there is excessive dopaminergic activity in
the disorder. Specifically, drugs that block D2 receptors
can alleviate the symptoms of stuttering (Maguire, Yu,
Franklin, & Riley, 2004). These receptors are found pri-
marily on striatal neurons in the indirect pathway,
which is involved in the inhibition of competing motor
programs. Unfortunately, D2 antagonists also produce
problematic side effects, meaning they are not well-
tolerated as a treatment for stuttering. In some people
who stutter, drugs that stimulate dopamine, either
directly or indirectly, can also improve fluency, suggest-
ing the possibility of different subtypes of the disorder
(Alm, 2004). Similarly, reports of patients with
Parkinson’s disease who develop stuttering with disease
onset (i.e., during dopamine depletion) or who worsen
on dopamine replacement therapy indicate that the rela-
tionship between speech fluency and dopaminergic
activity is not straightforward. As with other cognitive
functions, dopamine levels appear to show an inverted
U-shape relationship with speech fluency.

Interestingly, patients with Parkinson’s disease also
benefit from external cues to initiate and perform
sequences of movements fluently. For example, gait
can markedly improve with either auditory rhythmic
(e.g., music with a strong beat) or visual structured
(e.g., stripes on the floor) cues (Glickstein & Stein,
1991). This effect bears striking similarity to the known
fluency enhancing effects of external cues such as a
metronome in developmental stuttering. Alm (2004)
proposes that external cues for speech initiation are
effective in enhancing fluency in people who stutter
because they engage a circuit comprising the cerebel-
lum and lateral premotor cortex. The premotor-basal
ganglia circuit is important for producing speech pat-
terns that are overlearned motor sequences.
Dysfunction in the basal ganglia loops could be com-
pensated for by engaging the lateral premotor-
cerebellar circuit to produce speech motor sequences
in a novel way, such as with an accent or melody, or
in time with an external cue.

Stuttering can be aggravated by deep brain stimula-
tion of the subthalamic nucleus in patients with
Parkinson’s disease (Toft & Dietrichs, 2011) or by stim-
ulating the globus pallidus or thalamus to relieve dys-
tonia (Allert, Kelm, Blahak, Capelle, & Krauss, 2010;
Nebel, Reese, Deuschl, Mehdorn, & Volkmann, 2009).
The symptoms are reversible, however, and are
relieved by turning off the stimulator. As with the
pharmacological treatment studies, the opposite effects
have also been obtained; stuttering can also be relieved
by deep brain stimulation of the subthalamic nucleus
in Parkinson’s disease (Walker et al., 2009) and stimu-
lation of the ventral intermediate nucleus of the
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thalamus (the main cerebellar thalamic relay) in the
case of essential tremor (Maguire et al., 2012).

Neurogenic stuttering can be acquired due to brain
damage or disease and results in symptoms that are
sometimes indistinguishable from the symptoms of
developmental stuttering. Cases of neurogenic stutter-
ing have been reported to be primarily due to left
hemisphere cortical and subcortical areas. In a recent
lesion-symptom mapping study, patients who
acquired stuttering-like dysfluencies due to stroke
were found to have damage to nine left-hemisphere
areas. These areas overlapped a cortico-striatal-
thalamo-cortical loop involving frontal and temporal
lobe cortex, the basal ganglia, and the white matter
tracts connecting them (Theys, De Nil, Thijs, van
Wieringen, & Sunaert, 2013).

There is evidence from brain imaging, pharmacolog-
ical, and lesion studies implicating abnormal function
of the basal ganglia circuitry in stuttering. Previously
described structural abnormalities such as the white
matter abnormalities underlying sensorimotor cortex
could affect cortico-striatal projections in developmen-
tal stuttering, and damage to these tracts can cause
neurogenic stuttering. A recent neuro-computational
model of stuttering proposed that either impaired
cortico-striatal projections or dopaminergic hyperactiv-
ity could result in dysfluent syllable sequencing
(Civier, Bullock, Max, & Guenther, 2013). Both of these
abnormalities would affect function in cortico-striatal-
thalamo-cortical loops and cause stuttering either inde-
pendently or in concert. The evidence appears to sug-
gest that stuttering can occur due to impairment in
many different locations that each contribute to the
function of basal ganglia circuitry. This might explain
why imaging studies that rely on averaging data
across subjects do not reliably produce evidence of
functional abnormality in these nuclei. The possible
relationship between different basal ganglia circuit
abnormalities and stuttering subtypes remains an
important challenge for future studies.

79.6 CONCLUSION

Neuroscientific investigation of developmental stutter-
ing is providing useful information regarding possible
causes. The first genes have been identified. Imaging
studies reveal consistent patterns of structural and func-
tional correlates of the communication disorder. These
findings lend support to several different models of the
neurobiological causes of developmental stuttering.
Future studies will explore whether these different mod-
els can be reconciled or, in fact, reflect heterogeneity in
the disorder due to different subtypes. Because stuttering
is a developmental disorder, there is also a considerable

opportunity for compensatory and maladaptive reorgani-
zation that could further add to individual differences in
the underlying brain abnormalities. Longitudinal
investigations during development and therapy are
needed to address outstanding questions relating to
cause and effect.
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Aphasia therapy typically refers to clinician admin-
istered behavioral approaches that use language-based
drills or the learning of compensatory strategies to
ameliorate the effects of impairment. Aphasia treat-
ment is most often administered through didactic
interactions between a patient and a clinician—a
speech-language pathologist—who provides targeted
language stimulation or task instructions focusing on a
specific process or communication skill. Other increas-
ingly common forms of treatment administration
include group treatment or computerized language
therapy. Although its effectiveness has been debated,
recent meta-analyses suggest that aphasia treatment
is generally beneficial, although much work is needed
to better understand which treatment approach
might work best for a specific patient (Brady, Kelly,
Godwin, & Enderby, 2012; Kelly, Brady, & Enderby,
2010; Robey, 1998). That is, aphasia therapy promotes
improved language function even though only a few
therapy techniques have been established to tackle the
different aspects of aphasic language impairment.

Regardless of treatment mode or maximum efficacy,
it is an implicit assumption that treatment-assisted
recovery from aphasia is supported by plastic brain
changes, either functional or structural. Whether these
changes are transient or permanent may determine the
long-term effectiveness of aphasia treatment. The brain
mechanisms that support aphasia recovery are not
clear, and research in this area has yielded seemingly
conflicting results (Saur & Hartwigsen, 2012; Saur
et al., 2006; Szaflarski, Allendorfer, Banks, Vannest, &
Holland, 2013). In this chapter, we address treated
aphasia recovery in the context of contemporary
understanding of neuroplasticity.

80.1 NEUROPLASTICITY

A paramount characteristic of the human brain,
among other species, is its ability to continuously adapt
its structure and function based on internal and external
environmental changes. Typically, this ability is known
as neuroplasticity. A generally accepted assumption of
neuroplasticity states that to change behavior, the brain
must also change. Considerable evidence suggests that
structural changes to existing neural circuits or the gen-
eration of new circuits at the neuronal level underlie
the behavioral changes associated with neuroplasticity
(Cramer, 2008; Kolb & Whishaw, 1998). Dendritic mor-
phology (i.e., dendritic form and structure) has been
stressed as a critical contributor to these neuronal
changes, whereas additional neuronal changes are likely
contributory, such as number of synapses, synapse size,
and metabolic activity. Neuroplasticity is made possible
by coordinating changes of neuronal morphology, glia,
and vascular and metabolic processes. These modifica-
tions are stimulated by several factors, including
sensory-motor experiences, task learning, gonadal and
stress hormones, psychoactive drugs, neurotrophic fac-
tors, cortical stimulation, aging, and diet (Cramer, 2008;
Johansson, 2000; Kolb & Whishaw, 1998; Kleim & Jones,
2008; Rijntjes & Weiller, 2002). In broad terms, synaptic
and dendritic changes allow the brain to be structurally
and functionally plastic as a response to experiences
during development, learning, recovery from injury,
and aging (Hebb, 1949).

Typically, neuroplasticity has been considered in the
context of behavioral stimulation and response to the
external environment. Although it is straightforward to
see why this is the case—much of what we know about
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neural plasticity is derived from highly controlled ani-
mal studies with optimized experimental manipulations
and carefully controlled environments—it is important
to consider aphasia recovery in the context of poten-
tially adaptive and maladaptive sequelae of recovery.
Most cases of aphasia are caused by ischemic stroke in
which the vascular supply to the cortex has been inter-
rupted. Aphasia is often viewed as the consequence of
frank brain damage to the cortical language network.
However, John Hughlings Jackson, the eminent English
physician who studied many forms of neurological dis-
orders in the late 19th century, suggested that aphasic
language impairment should be considered not only the
direct behavioral result of the brain damage but also a
reflection of the function of remaining brain tissue in
the absence of cortical areas damaged by the stroke
(Jackson, 1874).

The cortical reorganization and plastic changes after
stroke probably occur to optimize function; however, the
location and extent of injury dictate what kinds of recov-
ery processes can be engaged and may influence whether
cortical maladaptation occurs. In the case of maladapta-
tion, it could be that plastic changes in response to cortical
damage actually hinder recovery or promote suboptimal
reorganization in the early phases after stroke. Moreover,
it is possible that early training (e.g., aphasia therapy)
may actually negatively affect long-term recovery.
Adverse consequences of acute rehabilitation have been
demonstrated in a mouse model after motor stroke
(Allred & Jones, 2008) in which early training of the
spared forelimb had a negative effect on long-term
improvement of the affected limb. Whether the same
principle could be attributed to early aphasia treatment is
questionable, yet this study demonstrates that we know
very little about the effects—positive or negative—of plas-
tic brain changes on recovery, and we also do not know
the optimal timing for initiation of aphasia treatment.
Several studies have suggested that neuroplasticity is
greatest soon after brain damage, with lesser changes
seen over time (Hartman, 1981; Kim, Ko, Parrish, & Kim,
2002; Robey, 1998). This could mean that targeted treat-
ment seeking to capitalize on these changes should be dis-
pensed as early as possible after aphasia onset. Clearly,
there is an urgent need for a better understanding of the
capacity for adaptive neuroplasticity as a consequence of
initial brain damage and subsequent aphasia treatment,
as well as the risk of maladaptive neuroplasticity that
could stifle spontaneous and treated recovery.

80.2 ACUTE AND CHRONIC
CONSIDERATIONS

In some cases of acute stroke, the recovery from
aphasia can be very substantial in the first few hours

and days after onset. As demonstrated by Hillis et al.
(2001), Hillis and Heidler (2002), and Hillis et al.
(2004), some of this recovery is supported by vascular
changes leading to reperfusion of the ischemic penum-
bra and critical language areas. For patients who make
it to the hospital within 4.5 hours of ischemic stroke
onset and who are candidates for thrombolysis with
tissue plasminogen activator (tPA), the effects of stroke
may be partially ameliorated by dissolving the blood
clot that caused the stroke. For some of these patients,
the return of language function can be quite dramatic
and, in some cases, complete (Felberg et al., 2002;
Maas et al., 2012; Saur et al., 2006). However, throm-
bolysis is administered in approximately 10% of cases
(Bray et al., 2013; Minnerup et al., 2011; Monks, Pitt,
Stein, & James, 2012), which means that many stroke
patients do not benefit from early intervention and
may ultimately face a life-altering injury to which they
must adapt.

Immediate efforts to dissolve or remove the blood
clot in acute ischemic stroke are crucial for the preser-
vation of as much neural tissue as possible and to pre-
vent subsequent negative effects on behavior.
However, neuroplasticity that occurs after cell death is
completed probably takes place over weeks, months,
and even years (Cramer, 2008; Johansson, 2000; Kleim
& Jones, 2008). Although some of these plastic changes
may occur in response to inherent homeostatic factors,
it is likely that neuroplasticity supporting aphasia
recovery primarily occurs in subacute (e.g., during the
first 90 days after onset) and chronic phases of stroke
recovery. That is, very early recovery from aphasia
may be driven in part by neurovascular changes,
whereas later recovery appears to rely more on actual
neuroplasticity and, possibly, angiogenesis (the forma-
tion of new blood vessels from preexisting ones)
(Carmichael, 2008; Cramer, 2008; Wei, Erinjeri,
Rovainen, & Woolsey, 2001) as well as neurogenesis
(the formation of new neurons) (Carmichael, 2008;
Johansson, 2000). At this time, far more work is needed
to determine whether and to what extent angiogenesis
and neurogenesis play roles in aphasia recovery.

In chronic aphasia, recovery is mediated by relearn-
ing lost information, retraining specific processes that
were impaired as a result of brain damage, learning
compensatory strategies that aid in communication,
and psychosocial adaptations such as those afforded
by environmental enrichments and increased access to
appropriate social environments (Turkstra, Holland, &
Bays, 2003). Regardless of the kinds of behavior modi-
fications that take place, neuroplasticity is at the crux
of mediating and supporting such changes. Specific
patterns of neuroplasticity that support aphasia recov-
ery are being explored and considerable research has
been devoted to this issue (Crosson et al., 2005, 2009;
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Fridriksson, 2010; Fridriksson et al., 2012; Fridriksson,
Morrow-Odom, Moser, Fridriksson, & Baylis, 2006;
Heiss, Kessler, Thiel, Ghaemi, & Karbe, 1999; Heiss &
Thiel, 2006; Heiss, Thiel, Kessler, & Herholz, 2003;
Hillis et al., 2001, 2004; Hillis & Heidler, 2002; Kim
et al., 2002; Marcotte et al., 2012; Meinzer &
Breitenstein, 2008; Meinzer et al., 2004; Meinzer,
Streiftau, & Rockstroh, 2007; Menke et al., 2009; Musso
et al., 1999; Postman-Caucheteux et al., 2010; Saur &
Hartwigsen, 2012; Saur et al., 2006; Schlaug, Marchina, &
Norton, 2009; Szaflarski et al., 2013; Thompson, 2000a,
2000b; Thompson, den Ouden, Bonakdarpour,
Garibaldi, & Parrish, 2010).

80.3 STRUCTURAL BRAIN CHANGES
AND APHASIA RECOVERY

A few studies have examined structural brain
changes associated with aphasia recovery. Probably
the first, and perhaps best, known study of this kind
was conducted by Schlaug and colleagues (2009), who
treated six aphasic patients using Melodic Intonation
Therapy (MIT) (Albert, Sparks, & Helm, 1973; Helm-
Estabrooks, Nicholas, & Morgan, 1989), a treatment
approach that targets nonfluent speech production and
emphasizes the patient imitating intoned speech mod-
eled by a clinician. The main idea behind MIT is that it
targets activation of the right hemisphere, where mel-
ody is thought to be processed (Albert et al., 1973;
Conklyn, Novak, Boissy, Bethoux, & Chemali, 2012;
Helm-Estabrooks et al., 1989; Norton, Zipse, Marchina,
& Schlaug, 2009; van der Meulen, van de Sandt-
Koenderman, & Ribbers, 2012; Schlaug et al., 2009).
Diffusion tensor imaging (DTI) was used to assess
changes in white matter density in the right hemi-
sphere before and after a therapy program consisting
of 75 MIT sessions. In summary, this study revealed
an increase in volume and number of fibers in the
right arcuate fasciculus, suggesting that structural con-
nectivity was increased as a result of aphasia treat-
ment. A case study of a 12-year-old patient with a
large left hemisphere lesion and severely nonfluent
speech yielded similar results (Zipse, Norton,
Marchina, & Schlaug, 2012). That patient underwent
120 hours of treatment using MIT, and DTI was used
to assess white matter changes in the right hemisphere.
Increased volume was found at the mid-point
of the treatment phase and at 1 year after treatment in
the right arcuate fasciculus and the uncinate fasciculus,
a white matter tract that, in the left hemisphere, is
commonly associated with semantic processing (Catani
et al., 2013; Harvey, Wei, Ellmore, Cris Hamilton, &
Schnur, 2013). Intriguingly, these studies suggest that
the type and location of neuroplastic changes associated

with treated aphasia recovery might be dependent on
the type of treatment. That is, treatments that involve
processes that are supported by the right hemisphere
(e.g., intonation) are more likely to yield plastic changes
in the right hemisphere, whereas approaches that focus
more on language processes (which primarily tax the
left hemisphere in neurologically intact subjects) may
be more likely to recruit preserved areas of the injured
left hemisphere.

In another study that specifically examined struc-
tural brain changes with DTI, Allendorfer et al. (2012)
used intermittent theta burst transcranial magnetic
stimulation (iTBS) to target preserved anterior left
hemisphere regions in eight patients with different
types of chronic aphasia. Although the specific mecha-
nism is unknown, iTBS has been shown to enhance
motor-evoked potentials, suggesting that it has excit-
atory effects on neural tissue. All patients underwent
10 iTBS sessions (without behavioral language treat-
ment), after which increased fractional anisotrophy
(FA) was found in the targeted regions, including left
inferior and superior frontal gyri, as well as in the
right midbrain and several bilateral regions such as
the temporal and parietal cortices. With regard to lan-
guage changes, improvements were found on a seman-
tic fluency test but not on the Boston Naming Test
(Kaplan, Goodglass, & Weintraub, 2001) or the
Peabody Picture Vocabulary Test (Dunn & Dunn,
2007). Importantly, no relationship was revealed
between the extent of FA changes and language
improvement. Nevertheless, studies of this kind sug-
gest that treatment of aphasic patients, using either
behavioral language treatment or transcranial cortical
stimulation, can change the structure of the brain.
However, it is far too early to postulate what might be
the specific patterns of structural brain changes that
support aphasia recovery. More research including a
larger number of patients, detailed descriptions of lan-
guage ability, and consistent methods across studies is
needed to better understand structural neuroplasticity
in aphasia recovery.

80.4 FUNCTIONAL BRAIN CHANGES
AND APHASIA RECOVERY

Compared with studies of structural neuroplasticity,
far more research has focused on functional brain
changes associated with spontaneous and treated
recovery from aphasia. One of the challenges of under-
standing how functional brain changes support apha-
sia recovery is that many different approaches,
methods, and behavioral tasks have been used to relate
cortical modulation to behavioral changes. This can be
expected because of the many types and varying

100980.4 FUNCTIONAL BRAIN CHANGES AND APHASIA RECOVERY

P. LANGUAGE TREATMENT



severity levels of aphasia. Future investigations cannot
ignore these differences because each may contribute
uniquely to plasticity.

It is also a concern that most studies of functional
brain changes associated with aphasia treatment have
relied on single case studies or very small sample
sizes. This is because of the extensive variability that
characterizes both the language behaviors and the
associated patterns of brain tissue either spared or
destroyed by stroke and other causes of aphasia.
A case study by Epstein-Peterson, Vasconcellos Faria,
Mori, Hillis, and Tsapkini (2012) demonstrates this
point well. Their patient had a large left hemisphere
stroke affecting most of the structures supplied by the
middle cerebral artery, including areas that typically
are thought to be crucial for normal language proces-
sing (Broca’s area and most of the middle and super-
ior temporal lobe). Despite this severe injury to the
left hemisphere, the patient had a relatively mild lan-
guage impairment characterized mostly by somewhat
restricted speech fluency, relatively spared auditory
comprehension of canonical sentences, and only very
limited anomia. Although the patient was diagnosed
with global aphasia (or severe impairment in all lan-
guage modalities) immediately after stroke, testing at
the time of study inclusion (3 years after stroke) indi-
cated fairly mild aphasia. This case is unusual in that
most patients with similar damage continue to present
with more severe aphasia during the chronic phase,
most typically consistent with Broca’s or even global
aphasia (Fridriksson, Fillmore, Guo, & Rorden, 2014;
Fridriksson et al., 2012). However, such rarities clearly
do exist and remain unexplained. Such mild language
impairment after extensive left hemisphere damage
likely demonstrates premorbid differences in language
organization and unique behavioral characteristics.
The presence of such patients also demonstrates
extensive variability in the process(es) by which recov-
ery from severe brain damage can be achieved.
Finally, and not insignificantly, it must be remem-
bered that environmental manipulations, in many
guises ranging from the quality, extent, and intensity
of treatment to the amount and type of external per-
sonal support, also play a role. At the very least, this
case and others like it (Berthier, 2001; Heilman, Rothi,
McFarling, & Rottmann, 1981; Pulvermüller &
Schönle, 1993) demonstrate the current difficulty and
uncertainty of ascribing language recovery to a single
process or to specific changes in functional or struc-
tural neuroplasticity.

As stated, many different methods have been used
to investigate changes in functional activation associ-
ated with aphasia treatment. These include functional
magnetic resonance imaging (fMRI), magnetoencepha-
lography (MEG), positron emission tomography (PET),

and transcranial cortical stimulation. Two patterns of
functional brain activation have been described to sup-
port language recovery in aphasia: (i) functional reacti-
vation, which suggests greater reliance on preserved
language areas, including cortex immediately adjacent
to the lesion (Cappa, 2000; Heiss et al., 2003); and (ii)
functional reorganization, which refers to activation of
nontraditional language areas, either residual left
hemisphere structures or right hemisphere homolo-
gues (Marcotte et al., 2012). Several studies have pro-
vided evidence that supports a more favorable
outcome when left hemisphere perilesional areas are
recruited (Fridriksson, 2010; Fridriksson et al., 2009;
Fridriksson, Richardson, Fillmore, & Cai, 2012;
Postman-Caucheteux et al., 2010; Warburton, Price,
Swinburn, & Wise, 1999) and, in fact, show detrimental
outcomes when right hemisphere regions are recruited
(Naeser et al., 2005), whereas others report better out-
comes associated with right hemisphere modulation
(Crosson et al., 2005; Leff et al., 2002; Musso et al.,
1999; Peck et al., 2004). There is also evidence that sug-
gests aphasia recovery is supported by bilateral hemi-
spheric recruitment (Belin et al., 1996; Fridriksson
et al., 2006, 2007; Thulborn, Gindin, Davis, & Erb, 1999;
Weiller et al., 1995). Saur and colleagues (2006) dis-
cussed a plausible explanation for these seemingly
incompatible findings in detail, suggesting three
phases of language recovery where neural recruitment
transitions: weak activation of intact left hemisphere
regions in the early acute phase; strong activation of
the entire language network—but especially right
hemisphere regions—in the subacute phase; and,
finally, normalization of activation as peak cortical
recruitment returns to the left hemisphere during the
chronic phase of recovery. In this study, language
recovery systematically improved at each phase of
recovery. Thus, there seem to be implications of differ-
ent patterns of recovery that are potentially adaptive at
different times.

Based on the evidence discussed, there is support
for functional brain changes associated with both
spontaneous and treatment-induced recovery of lan-
guage in patients with aphasia. Many studies over the
past several years have documented recovery in both
scenarios, although fewer have looked exclusively at
spontaneous recovery during the first few weeks after
stroke. Despite the limited research, the studies seem
to support a hierarchical model of language recovery
during the acute and subacute stages, because dra-
matic improvements in language function are demon-
strated within the first 2 weeks up to a few months
after onset (Fernandez et al., 2004; Heiss et al., 1999;
Karbe, Herholz, Halber, & Heiss, 1998; Pedersen, Stig
Jørgensen, Nakayama, Raaschou, & Olsen, 1995; Saur
et al., 2006). These improvements may be accounted
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for by diaschisis resolution and strong bilateral activa-
tion (Saur & Hartwigsen, 2012). Most patients
recruited for these studies received speech-language
therapy as part of standard poststroke care, although
the details of the implemented therapies were not
reported; therefore, it is nearly impossible to identify
the functional outcomes that occur purely as a result of
spontaneous recovery as opposed to being driven by
aphasia treatment.

In contrast, an increasing number of studies have
assessed treatment-induced neural plasticity.
Treatment approaches associated with neural plastic
changes have focused on anomia training (Crosson
et al., 2007, 2005, 2009; Fridriksson, 2010; Leger et al.,
2002; Menke et al., 2009), semantic feature analysis
(Marcotte et al., 2012), auditory comprehension (Musso
et al., 1999), and sentence processing (Thompson et al.,
2010), and changing activation patterns are most com-
monly assessed using fMRI. Meinzer and Breitenstein
(2008) completed a review of 13 fMRI studies that
implemented intervention paradigms to investigate
language recovery in patients with chronic aphasia
and reported that most studies found treatment-
induced neural changes in both hemispheres. Because
these findings were predominantly based on word
retrieval interventions and not other aspects of
impaired language, and because there were only three
studies with more than 10 patients in the sample, we
must interpret these findings with caution.

MEG, EEG, and PET studies have also documented
treatment-based functional brain changes. MEG was
used to assess treatment-induced plasticity after
constraint-induced language treatment (CILT) (Breier
et al., 2009; Meinzer et al., 2004). Results suggest that
although the right hemisphere may support language
recovery immediately after treatment, recruitment of
perilesional regions is fundamental for prolonged,
stable effects. This assumption holds true for the major-
ity of studies described, and it supports the premise
that treatment-induced changes occurring during the
chronic stage of recovery may be attributed to the
application of model-based therapies compared with
generalized stimulation techniques applied during the
acute stage of recovery (Saur & Hartwigsen, 2012).

Further, to optimize neural plasticity post-injury, new
approaches to enhance treatment-induced recovery have
been explored. Brain stimulation, a class of techniques
that modifies cortical excitability, has been coupled with
traditional speech-language therapy with the goal of
facilitating increased learning and treatment outcomes,
either by suppressing or by exciting targeted cortical
regions. For example, Baker, Rorden, and Fridriksson
(2010) found improved naming outcomes when anomia
training was paired with anodal transcranial direct
cortical stimulation (atDCS). Similarly, Meinzer and

colleagues (2007) paired repetitive transcranial magnetic
stimulation (rTMS) with CILT in two patients with
aphasia and reported that both patients demonstrated
improved outcomes when CILT was paired with rTMS
compared with receiving rTMS in isolation.

In summary, the current evidence is encouraging yet
nascent. Given the heterogeneity and small sample
size, and given the variability in treatment approaches,
more controlled group studies are required to confirm
the present findings for both spontaneous and
treatment-induced recovery. Despite variability in the
current literature, as a whole, the implication is that the
neural reorganization that occurs during spontaneous
recovery is the same as therapy-induced reorganiza-
tion, which takes place in the bilateral temporo-frontal
network (Saur & Hartwigsen, 2012). Future work is
necessary to further inform our knowledge of func-
tional language recovery and to contribute to improved
treatment efficacy for individuals with aphasia.
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81.1 THE IMPACT OF NONFLUENT
APHASIA

Of the estimated 750,000�800,000 new strokes
occurring in the United States each year, approxi-
mately 25�50% present with some form of aphasia, as
estimated based on studies performed in other coun-
tries (Engelter, Gostynski, Papa, Frei, & Born, 2006;
Pedersen, Jorgensen, Nakayama, Raaschou, & Olsen,
1995; Pedersen, Vinter, & Olsen, 2004). Approximately
40% of these acute patients were available for follow-
up at 1 year (attrition was due to death or other inabil-
ity to participate in trial). Approximately two-thirds of
these 40% of patients from the original cohort showed
abnormal scores on aphasia testing, with approxi-
mately one-quarter of them being in the severe, non-
fluent category (Kertesz & McCabe, 1977; Pedersen
et al., 1995, 2004; Wade, Hewer, David, & Enderby,
1986). In right-handed individuals, nonfluent aphasia
generally results from lesions in the left frontal lobe,
including the portion of the left frontal lobe known as
Broca’s region. Named after Paul Broca (1961), who
first linked this area of the brain with nonfluent apha-
sia, this region is thought to consist of the posterior
inferior frontal gyrus (IFG) encompassing Brodmann’s
areas 44 and 45. However, subsequent reports have
shown that different lesion locations and larger lesion
volumes involving not only the inferior and middle
frontal gyrus but also the inferior peri-rolandic regions
and subcortical brain structures can have a clinical pre-
sentation similar to that of Broca’s aphasia (Kertesz,
Lesk, & McCabe, 1977). Recent research has shown
that the location of the lesions in relation to the arcuate
fasciculus (AF), a white matter tract connecting frontal
and temporal brain regions, is a strong predictor of flu-
ency impairment (Fridriksson, Guo, Fillmore, Holland,
& Rorden, 2013; Marchina et al., 2011; Wang,

Marchina, Norton, Wan, & Schlaug, 2013). The AF
lesion load (AF-LL) might serve as a biomarker for flu-
ency impairment in chronic aphasic patients
(Figure 81.1). The AF-LL can also be used to predict
fluency outcomes in patients with acute aphasia and to
stratify patients (by AF-LL) for experimental studies.

Patients with large left hemispheric lesions or a
high AF-LL resulting in severe nonfluent aphasia typi-
cally do not show good natural recovery from such an
insult, nor do they appear to be as responsive to
nonintonation-based speech therapy as patients with
smaller lesions or other types of aphasia. Although
there is no generally agreed on definition of nonfluent
aphasia, for the purpose of this chapter nonfluency is
defined as having less than 10 correct information
units (CIUs) per minute in propositional speech
assessments.

There are also no universally accepted methods or
“gold standards” for the treatment or treatment out-
comes of severe nonfluent aphasia against which new
or existing interventions could be compared, nor have
any criteria been established for measuring meaningful
treatment efficacy. Nevertheless, most therapists, clini-
cians, and researchers in the field of aphasiology
would probably agree that treatment could be consid-
ered effective if patients show improvements in speech
output that generalizes to untrained language struc-
tures and/or contexts (Thompson & Shapiro, 2007)
and not just an improvement in items that were prac-
ticed with the patient. Although a meta-analysis by
Robey (1998) determined that an array of treatment
methods for all kinds of aphasic syndromes is, on
average, beneficial, treatment effect sizes have varied
widely (Moss & Nicholas, 2006; Robey, 1998).
Furthermore, a meta-analysis by Bhogal, Teasell, and
Speechley (2003) concluded that aphasia treatments
are more likely to achieve positive results if the total
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amount of therapy exceeds 55 h, emphasizing the
importance of intensity and duration of the treatment
applied.

81.2 THE BASIS AND COMPONENTS OF
INTONATION-BASED SPEECH THERAPY

FOR PATIENTS WITH NONFLUENT
APHASIA

Melodic Intonation Therapy (MIT) is an intonation-
based treatment method for nonfluent or dysfluent
patients with aphasia that was developed in response
to the observation that severely aphasic patients can
often produce well-articulated, linguistically accurate
words while singing but not during speech (Gerstman,
1964; Geschwind, 1971; Hebert, Racette, Gagnon, &
Peretz, 2003; Keith & Aronson, 1975; Kinsella, Prior, &
Murray, 1988; Yamadori, Osumi, Masuhara, & Okubo,
1977). MIT is a hierarchically structured treatment that
uses intoned (sung) patterns that exaggerate the normal
melodic content of speech across three levels of increas-
ing difficulty. These different levels (Elementary Level,
Intermediate Level, Advanced Level) are characterized

by an increase in the length of the phrase, an increase
in the speed of production, and a decrease in the level
of support provided by the therapist. The intonation
works by translating prosodic speech patterns (spoken
phrases) into melodically intoned patterns using just
two pitches. The higher pitch represents the syllables
that would naturally be stressed (accented) during
speech. At the simplest level, patients learn to intone
(sing) a series of two-syllable words/phrases (e.g.,
“Water,” “Ice cream,” “Bathroom”) or simple two- or
three-syllable social phrases (e.g., “Thank you,” “I love
you”). As each level is mastered, patients move to the
next, and phrases gradually increase in length (e.g., “I
am thirsty,” “A cup of coffee, please”). Beyond the
increased phrase length, the primary differences
between the three levels of MIT lie in the way the treat-
ment is administered and the level of support that is
provided by the therapist. More details regarding the
intervention and the differences between the three
levels can be found elsewhere (Norton, Zipse,
Marchina, and Schlaug, 2009).

Compared with nonintonation-based speech thera-
pies, MIT contains two unique components: (i) the
melodic intonation (singing) with its inherent continuous

Lesion size AF-lesion load % CIUs Words/min CIUs/min

A

241.4 cc 10.3 cc (65.3% of AF) 18.6% 22.6 4.2

B

143.3 cc 11.0 cc (69.5% of AF) 12.9% 30.3 3.9

C

147.9 cc 4.0 cc (25.4% of AF) 67.7% 55.9 37.9

FIGURE 81.1 AF-LL and fluency. Examples (A�C) of behavioral scores, lesion sizes, and AF-LLs of three patients, as well as their individ-
ual lesion maps (depicted in blue) overlaid onto the probabilistic AF map (depicted in red). Overlap between lesion and AF is displayed in
purple. The axial slices depicted correspond to z5210, 22, 8, 18, 26, 34, and 42 in Talairach space. Comparison of patients A and B shows
how two patients can display comparable AF-LLs and behavioral scores despite drastically different overall lesion volumes. Similarly, com-
parison of patients B and C shows how a similar lesion size can produce two markedly different AF-LLs and, accordingly, result in very dif-
ferent levels of impairment.
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voicing and (ii) the rhythmic tapping of each syllable
(using the patient’s left hand) while phrases are
intoned and repeated. The relative contribution of
either intonation (pitch) or rhythm in a therapeutic
context has not been examined in any study, mostly
because it would be difficult to power such a longitu-
dinal study considering the similarities between the
melodic intonation, which is typically done at one syl-
lable per second using stressed and unstressed sylla-
bles, and the rhythmic tapping with the unaffected
hand, which is also done at one tap per second.
Furthermore, melodic intonation and rhythmic tapping
might have an additive effect and, ultimately, rhythm-
based or melody-/pitch-based intervention would
have to be compared with a combined intervention.
Although the melodic intonation and the rhythmic
tapping have been recognized as the unique features
of MIT, there are other aspects of the MIT method
that might be of equal importance. MIT has been
introduced as an intensive treatment program that
requires a commitment of up to 1.5 h/day, 5 days/
week over a period of several months (as recom-
mended by the developers of MIT) (Helm-Estabrooks,
Nicholas, & Morgan, 1989), resulting in at least 75
treatment sessions until the patient has mastered all
three levels of MIT. In addition to the intensity of the
therapy, the slow rate of vocalization (one syllable per
second) and an administration protocol that includes
one-on-one sessions with a therapist who introduces
and practices words/phrases using picture cues while
giving continuous feedback to the patient make MIT
stand out among particular intervention programs that
have been described with such elaborate details within
the speech therapy literature. All of these features
mentioned (some of them are shared between MIT
and other speech therapies) must be carefully consid-
ered when the efficacy of MIT is tested against a con-
trol intervention (Schlaug, Marchina, & Norton, 2008).

81.3 EXPERIENCES WITH THE
APPLICATION OF MIT

Because the initial account of its successful use with
three chronic, nonfluent (Broca’s) aphasic patients
(Albert, Sparks, & Helm, 1973), reports have outlined a
comprehensive program of MIT (Helm-Estabrooks &
Albert, 1991; Helm-Estabrooks et al., 1989; Norton
et al., 2009; Sparks & Holland, 1976) including strict
patient selection criteria (Helm-Estabrooks et al., 1989)
and data that showed significant improvement on the
Boston Diagnostic Aphasia Examination (BDAE)
(Goodglass & Kaplan, 1983) after treatment
(Bonakdarpour, Eftekharzadeh, & Ashayeri, 2000;
Sparks, Helm, & Albert, 1974). In a case study

comparing MIT to nonintonation-based control therapy
(Wilson, Parsons, & Reutens, 2006), the authors found
that MIT had a general facilitating effect on articula-
tion and a longer-term effect on phrase production
that they attributed specifically to its melodic compo-
nent. However, the outcomes of that study were mea-
sured by the patient’s ability to produce practiced
phrases prompted by the therapist rather than by the
transfer of language skills to untrained structures and/
or contexts. In one of our own studies (Schlaug et al.,
2008), we compared two patients with similar speech
output impairments and similar lesion size and loca-
tion that completed MIT or a control intervention also
geared toward enhancing verbal output termed
Speech-Repetition-Therapy (SRT). After treatment,
both interventions yielded significant improvements in
propositional speech that generalized to nonpracticed
words and phrases; importantly, the MIT-treated
patient’s gains surpassed those of the control-treated
patient. Another case series of six patients treated with
MIT (Schlaug, Marchina, & Norton, 2009) showed a
more than 200% improvement in propositional speech,
measured as CIUs. In a comparison between after ther-
apy and before therapy, the behavioral improvement
was highly significant compared with baseline varia-
tions in repeated test assessments. The change in CIUs
showed a strong trend for a correlation (P5 0.08) with
the change in the size of the right AF, a fiber bundle
connecting temporal and frontal brain regions
(Schlaug, Marchina, et al., 2009).

van der Meulen, van de Sandt-Koenderman,
Heijenbrok-Kal, Visch-Brink, and Ribbers (2014)
recently conducted the first randomized controlled
trial (RCT) examining the efficacy of MIT with regard
to language production in subacute patients with non-
fluent aphasia contrasting MIT against a wait-list con-
trol in which patients were focused on writing,
language comprehension, and nonverbal communica-
tion strategies, but not on spoken output. Considering
that this RCT might have been underpowered, the
observed findings are still very encouraging in that the
MIT-treated group did significantly better in repetition
tests of trained items than the control group. Strong
nonsignificant trends in the group comparisons were
found in a test measuring verbal communication in
daily life.

The main differences in these single cases and case
series (Bonakdarpour et al., 2000; Schlaug et al., 2008;
Sparks et al., 1974; Wan, Zheng, Marchina, Norton, &
Schlaug, 2014; Wilson et al., 2006) and randomized
trials (van der Meulen et al., 2014) are whether the
studies adhere to the original description of MIT.
Variations in the MIT technique can include differ-
ences in the intonation pattern and rhythmic tapping
with the unimpaired hand, the intensity and total
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amount of treatment sessions as well as the type of
control intervention with which MIT is compared, and
the outcome variables that assess whether there is not
only an improvement in treated words/phrases but
also transfer to untreated items or improvements in
propositional speech.

MIT has also been examined in combination with
other recovery-enhancing interventions. In a cross-over
design, Vines, Norton, and Schlaug (2011) combined
MIT with simultaneous noninvasive anodal transcra-
nial direct current stimulation (tDCS) in six patients
with severe nonfluent aphasia to increase excitability
in the right posterior frontal region. Significant effects
in fluency were seen after only three sessions com-
pared with MIT simultaneously applied with sham
stimulation. Al-Janabi et al. (2014) used three treatment
sessions of intermittent theta-burst stimulation with
transcranial magnetic stimulation (TMS), which
increases excitability in the underlying right posterior
frontal gyrus, followed by 40 min of MIT. These three
sessions were compared with sham TMS also
followed by 40 min of MIT. The two patients treated in
this study showed somewhat different effects.
Improvements in verbal fluency and repetition were
only seen in one of the two patients. Functional imag-
ing changes were seen in both patients using overt
speech tasks, although only the patient with the behav-
ioral improvement showed right hemispheric func-
tional changes. Overall, the combination of MIT with
noninvasive brain stimulation might be a fruitful
development; however, target regions that drive the
therapeutic effect of MIT should be clearly identified
and more patients should be examined to control for
variability in lesion location, lesion size, and baseline
impairment level.

81.4 EXAMINING ASPECTS OF RHYTHM
AND MELODY IN CROSS-SECTIONAL

STUDIES

There are several cross-sectional studies that have
examined particular aspects of intonation (melody) or
rhythm to better understand mechanisms that underlie
the therapeutic effects of an intonation-based therapy
such as MIT. Previous studies suggested that patients
with severe nonfluent aphasia were able to produce
words in familiar songs, but they had reduced speech
output without the use of songs. However, when this
was tested in several cross-sectional studies, no clear
advantage of the singing condition over normal speech
condition for word production was found (Hebert
et al., 2003; Stahl, Kotz, Henseler, Turner, & Geyer,
2011). These authors report that the automatic status of
lyrics in over-learned songs could account for the

earlier clinical descriptions of better verbal production
in familiar songs compared with spontaneous speech.
This was taken one step further by Racette, Bard, and
Peretz (2006) in a study examining the effects on
speech output of “singing along” with other singers
versus “singing alone.” Singing along with other sing-
ers produced more speech output than singing alone.
Racette and colleagues concluded that sung lyrics are
more regular in rhythm than spoken words and
greater temporal regularity would allow for better syn-
chronization. Others have used this to suggest that
rhythmic aspects of MIT might be a more important
factor than melodic aspects and that intoned speech
facilitation could depend on the rhythmic properties of
the underlying spoken language (Stahl et al., 2011).
One should not forget that one important aspect of
MIT is that it slows the verbal output to less than one
syllable per second, which is quite slow compared
with natural speech. This slowing of articulation,
together with an underlying melodic contour, leads to
more bihemispheric involvement in vocal-motor tasks
(Ozdemir, Norton, & Schlaug, 2006) and could even
lead to a right hemisphere dominance by making use
of the increased sensitivity of the right hemisphere to
slow temporal features in acoustic signals (Abrams,
Nicol, Zecker, & Kraus, 2008; Poeppel, 2003; Zatorre &
Gandour, 2008).

81.5 NEURAL CORRELATES OF MIT:
NEUROIMAGING FINDINGS

It was originally thought that the success of MIT lies
in its ability to engage areas for articulation and speech
output in the right hemisphere, and that these regions
on the right hemisphere could be engaged, because
they are involved in music processing (Albert et al.,
1973; Sparks et al., 1974). An alternative interpretation
is that MIT might exert its effect either by unmasking
existing music/language connections in both hemi-
spheres or by engaging preserved language-capable
regions in either or both hemispheres due to particular
aspects of music. Because MIT incorporates both the
melodic and rhythmic aspects of music (Albert et al.,
1973; Boucher, Garcia, Fleurant, & Paradis, 2001;
Cohen & Masse, 1993; Helm-Estabrooks et al., 1989;
Norton et al., 2009; Sparks et al., 1974; Sparks &
Holland, 1976), it may be unique in its potential for
engaging not just the right but both hemispheres.
Belin, Van Eeckhout, Zilbovicius, Remy, and Francois
(1996) suggested that MIT-facilitated recovery is asso-
ciated with the reactivation of left hemisphere
language-related regions, most notably the left prefron-
tal cortex, just anterior to Broca’s region. Although
Belin et al. (1996) were the first to examine patients
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treated with an MIT-like intervention using functional
neuroimaging, their findings were surprising and
somewhat contrary to the hypotheses that had been
put forth by the original developers of MIT and those
that have been observed using MIT in a clinical
research setting (Albert et al., 1973; Bonakdarpour
et al., 2000; Schlaug, Marchina, et al., 2009; Sparks
et al., 1974). It is interesting to note that although the
primary finding Belin and colleagues was an activation
of left prefrontal regions when participants were asked
to repeat intoned words, there is an important aspect
of their study that is not often reported. In their analy-
sis comparing the repetition of spoken words with the
hearing of those words, Belin and colleagues found
blood flow changes that occurred predominantly in
the right hemisphere (including the right temporal
lobe and the right central operculum), which is consis-
tent with some of our findings (Schlaug et al., 2008;
Schlaug, Marchina, et al., 2009). Figure 81.2 shows
fMRI activation maps (superimposed onto the surface

projections of a spatially standardized normal brain) of
one of our other patients treated with MIT. Results of
two imaging contrasts are shown: overt speaking ver-
sus silence (control condition) and overt speaking
versus vowel production (P, 0.05 FWE) before
(Figure 81.2A) and after (Figure 81.2B) therapy.
Furthermore, a direct voxel-by-voxel comparison of
the two acquisitions is shown in Figure 81.2C. The
color codes represent different magnitudes of activa-
tion: yellow indicates stronger activation than red. The
pronounced differences in activation seen in the com-
parison between after therapy and before therapy
show that there is more activation in the right tempo-
ral, premotor, and posterior inferior frontal regions
after therapy. Details of our functional imaging tasks
using overt speech repetition tasks as well as the anal-
ysis of sparse temporally acquired fMRI data are out-
lined in Ozdemir et al. (2006).

Figure 81.3 shows a diffusion tensor imaging study
of one of our patients before and after 75 sessions of

FIGURE 81.2 Activation maps of overt speaking tasks. fMRI activation maps (superimposed onto the surface projections of a spatially
standardized normal brain) of the contrast between overt speaking versus silence (control condition) in the top row and overt speaking versus
vowel production in the bottom row (P, 0.05; Family-Wise Error (FWE) corrected) before therapy (A) and after therapy (B), as well as a
voxel-by-voxel comparison of the two time points (C). The color codes represent different magnitudes of activation: yellow indicates stronger
activation than red. All comparisons are thresholded at P, 0.05 (FWE-corrected). See Ozdemir et al. (2006) for more details regarding the
functional MRI tasks and fMRI data analysis. TP15 before therapy, TP35 after therapy. TP3.TP15voxel-by-voxel comparison of the two
fMRI acquisitions.

FIGURE 81.3 AF before and after therapy. AF was reconstructed from diffusion tensor imaging scans of a patient before and after an
intense course of MIT. There is a visible increase in the size (number of fibers, volume of tract, and length of fibers) of the right AF when the
acquisition before therapy (A) is compared with those acquired after treatment (B).
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MIT. The AF is typically not as strongly developed in
the right hemisphere as it is in the left hemisphere in
right-handed individuals (Glasser & Rilling, 2008). The
treatment-induced increase is evident when the pre-
therapy (Figure 81.3A) and posttherapy (Figure 81.3B)
images are compared. An even stronger effect of struc-
tural plasticity was seen in a teenager with a very large
left hemisphere lesion who completed our intense MIT
protocol. The therapeutic effects were quite remarkable
and the structural changes seen in the AF could be
clearly attributed to the treatment and observed
improvements in verbal output, because normal devel-
opmental changes over the treatment period could be
controlled by imaging the unimpaired monozygotic
twin of this patient (Zipse, Norton, Marchina, &
Schlaug, 2012).

The AF is a structure that plays an important role in
auditory-motor mapping and, therefore, in language
development and in the feedforward and feedback
control of any vocal output. Furthermore, it may well
be the remodeling of this fiber tract as a result of the
intense therapy that supports long-term behavioral
effects in severely nonfluent patients (Schlaug,
Forgeard, Zhu, Norton, & Winner, 2009; Schlaug,
Marchina, et al., 2009). The most likely explanation for
these imaging results are changes in myelination
(Alexander, Lee, Lazar, & Field, 2007; Jito et al., 2008;
Vorisek & Sykova, 1997); however, changes in axon
diameter due to changes in myelin or axon density
due to axonal sprouting are also possible (Carmichael,
2006; Dancause, Barbay, Frost, Plautz, & Chen, 2005;
Fields, 2008). In patients with large left hemispheric
lesions, the right AF may play a crucial role in facilitat-
ing the mapping of sounds to motor actions and its
feedback control.

81.6 POSSIBLE MECHANISMS
EXPLAINING THE EFFECTS OF AN

INTONATION-BASED SPEECH THERAPY

The traditional explanation for the dissociation
between speaking and singing in aphasic patients is
the presence of two routes for word articulation: one
for spoken words through the brain’s left hemisphere
and a separate route for sung words that uses either
the right or both hemispheres. The small amount of
empirical data available support a bihemispheric role
in the execution and sensorimotor control of vocal pro-
duction for both speaking and singing (Bohland &
Guenther, 2006; Brown, Martinez, Hodges, Fox, &
Parsons, 2004; Guenther, Hampson, & Johnson, 1998;
Jeffries, Fritz, & Braun, 2003; Ozdemir et al., 2006),
with a tendency for greater left-lateralization for
speaking under normal physiological conditions (i.e.,

faster rates of production during speaking than sing-
ing). The representation of the sensory elements of
music and language may be either separate or in dif-
ferent locations with smaller degrees of overlap (for
more details on this see also Koelsch, Fritz, Schulze,
Alsop, & Schlaug, 2005; Koelsch et al., 2002; Patel,
2003; Peretz & Coltheart, 2003). Nevertheless, if there
is a bihemispheric representation for speech produc-
tion, then the question of why an intervention that
uses singing, or a form of singing such as MIT, has the
potential to facilitate syllable and word production still
remains. In theory, there are four possible mechanisms
by which the therapeutic effect of MIT could be
achieved. The first is reduction of speed. In singing,
words are articulated at a slower rate than in speaking,
thereby reducing dependence on the left hemisphere.
The rate of one syllable per second is the rate sug-
gested by the developers of MIT (Helm-Estabrooks
et al., 1989). Although we have made some adjust-
ments to the original MIT protocol (Norton et al.,
2009), we did find the slow rate of vocalization partic-
ularly useful as a starting rate for our patients. In fact,
many of our patients are so severely impaired at base-
line that one syllable per second might even be too fast
for them initially. Although rate is not used as an out-
come measure in the daily sessions, we do train our
therapists to adhere to the one syllable per second rate.
When patients reach the “advanced level” of MIT, the
rate is gradually increased to approximately two sylla-
bles per second as they are transitioned from singing
back to speaking. The second is syllable lengthening.
This provides the opportunity to distinguish the indi-
vidual phonemes that together form words and
phrases while the continuous vocalization inherent in
singing “strings” the sound together and thereby
encourages fluency. This connected segmentation (i.e.,
overemphasizing the individual phonemes but still
connecting them into meaningful words and phrases),
coupled with the reduction of speed in singing, may
help nonfluent aphasic patients practice auditory-
motor mapping under feedback control and increase
fluency and may receive greater support from right
hemisphere structures. The third is syllable “chunking.”
Prosodic features such as intonation, change in pitch,
and syllabic stress may help patients group syllables
into words and words into phrases, and this “chunk-
ing” may also enlist more right hemisphere support.
The fourth is left hand tapping (one tap per syllable, one
syllable per second). It is likely that the tapping compo-
nent engages a right-hemispheric sensorimotor net-
work that may, in turn, provide an impulse for verbal
production in much the same way that a metronome
has been shown to serve as a “pacemaker” in other
motor activities (rhythmic anticipation, rhythmic
entrainment) (Thaut & Abiru, 2010; Thaut, Kenyon,
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Schauer, & McIntosh, 1999). In addition, there may be
a set of shared neural correlates that control both
hand movements and articulatory movements
(Gentilucci, Benuzzi, Bertolani, Daprati, & Gangitano,
2000; Meister et al., 2003; Tokimura, Tokimura,
Oliviero, Asakura, & Rothwell, 1996; Uozumi,
Tamagawa, Hashimoto, & Tsuji, 2004). Further, the
sound produced by the tapping may encourage
auditory-motor coupling (Lahav, Saltzman, & Schlaug,
2007). In theory, reduction of speed, syllable lengthen-
ing, and syllable chunking can be applied to other
nonintonation-based speech techniques. However,
these components are often not featured in the tradi-
tional therapeutic context.

How might MIT facilitate recovery and what do its
unique elements contribute to the process? Functional
imaging tasks targeting the perception of musical com-
ponents that require a more global than local proces-
sing strategy (e.g., melodic contour, musical phrasing,
and/or meter) tend to elicit greater activity in right
than in left hemispheric brain regions. It has also been
shown that tasks emphasizing spectral information
over temporal information have shown more right
than left hemispheric activation (Meyer, Alter,
Friederici, Lohmann, & von Cramon, 2002; Zatorre &
Belin, 2001). Further, patients with right hemisphere
lesions have greater difficulty with global processing
(e.g., melody and contour processing) than those with
left hemisphere lesions (Peretz, 1990; Schuppert,
Munte, Wieringa, & Altenmuller, 2000). Last, but not
least, the right hemisphere might have increased sensi-
tivity to slow temporal features in acoustic signals
(Abrams et al., 2008; Zatorre & Gandour, 2008). Thus,
it is possible that the melodic element of MIT engages
the right hemisphere, particularly the right temporal
lobe, more than therapies that do not incorporate use
of pitch or melody.

The effects of the left hand tapping should be con-
sidered in the same context. Once the right temporal
lobe is specifically engaged by the melodic intonation
and contour, it is conceivable that the role of the left
hand tapping could be the activation and priming of a
right hemispheric sensorimotor network for articula-
tion. Because concurrent speech and hand use occurs
in daily life, and because gestures are frequently used
during speech, hand movements, possibly in syn-
chrony with articulatory movements, may have a facil-
itating effect on speech production, but the precise role
of this facilitation is unknown (Benjamin, Towler,
Garcia, Park, & Sudhyadhom, 2014; Meister, Buelte,
Staedtgen, Boroojerdi, & Sparing, 2009; Rose, 2013).
We hypothesize that tapping the left hand may engage
a right hemispheric sensorimotor network that coordi-
nates not only hand movements but also orofacial and
articulatory movements, and may facilitate speech

production through rhythmic anticipation, rhythmic
entrainment, or auditory-motor coupling (Benjamin
et al., 2014; Lahav et al., 2007; Schlaug, Altenmuller, &
Thaut, 2010; Thaut & Abiru, 2010; Thaut et al., 1999;
Wan, Rüber, Hohmann, & Schlaug, 2010).

81.7 CONCLUSION

The clinical observation that patients with nonfluent
aphasia are better at singing lyrics than they are at
speaking the same words inspired the development
of MIT. Despite several small case series, the efficacy
of MIT, particularly with regard to untrained items or
with regard to improvements in propositional speech,
has not been substantiated. Neural correlates of the
therapy have emerged in several studies, but differ-
ences between studies remain. Because of its potential
to engage or unmask speech-motor regions in the unaf-
fected right hemisphere, MIT appears to be well-suited
for patients with large left hemisphere lesions whose
only chance to recover is through recruitment of the
right hemisphere. The observed brain changes after
treatment indicate that MIT’s engagement of predomi-
nantly right hemispheric brain regions (including the
superior temporal region, primary sensorimotor and
premotor cortices, as well as the IFG) and the connec-
tions between these regions (mainly through the AF)
accounts for its therapeutic effect.
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82.1 APHASIA THERAPY: RELEVANCE
AND CLASSIC PARADIGMS

Aphasia is the most common language deficit
attributable to neurological disease. It is most com-
monly caused by stroke. Approximately 1 out of 2,000
individuals suffer from poststroke aphasia (PSA), with
a much higher prevalence in the elderly population
(Dickey et al., 2010; Law et al., 2009). During the first
year after stroke, during the acute and subacute stages,
there is still a good chance that PSA will “spontane-
ously” improve. In the chronic phase (. 1 year after
onset), only minimal, if any, spontaneous improve-
ment occurs (Kertesz, 1984). The traditional view was
that language therapy delivered during the chronic
stage does not lead to significant improvements, or
that the evidence for such improvement is weak
(Basso, Capitani, & Vignolo, 1979; Greener, Enderby,
Whurr, & Grant, 1998; Holland & Wertz, 1986; Lincoln
et al., 1984; Wertz et al., 1986). However, in 2001, a
controlled clinical trial showed that this belief was
incorrect and that patients with chronic PSA can
improve their language performance over a short ther-
apy interval of only 2 weeks (Pulvermüller et al.,
2001). The main focus of this therapeutic approach
was practicing behaviorally relevant language in an
intensive way and administering language therapy
tailored to the patients’ preserved abilities and com-
munication needs. The new method, called Constraint-
Induced Aphasia Therapy (CIAT), had been developed
on the basis of theory and data in neuroscience (Taub,
1977, 1980) and in the neuroscience of language

(Pulvermüller & Berthier, 2008). The theories and
neuroscience data behind this new therapeutic approach
are introduced, the basic principles and methods of
CIAT are addressed, and a summary of data concerning
its efficacy is presented. Finally, two extensive methodo-
logical revisions of the original CIAT protocol, namely
CIAT II (Johnson et al., 2014) and intensive language
action therapy (ILAT) (DiFrancesco, Pulvermüller, &
Mohr, 2012; Pulvermüller & Berthier, 2008) are described
and their supporting preliminary data are discussed.

82.2 NEUROSCIENCE AND LANGUAGE
EVIDENCE

82.2.1 Language Structure and Function
in Aphasia Rehabilitation

CIAT was developed on the basis of two related meth-
ods of neurological rehabilitation. One is Constraint-
Induced Movement Therapy (CIMT) (Taub et al., 1993;
Taub, Uswatte, & Elbert, 2002; Taub, Uswatte, Mark, &
Morris, 2006) and the other is pragmatic-linguistic or com-
municative aphasia therapy (CAT) (Aten, Caligiuri, &
Holland, 1982; Davis & Wilcox, 1985; Pulvermüller &
Berthier, 2008; Pulvermüller & Roth, 1991). These two
therapeutic approaches target different neurological
syndromes; CIMT is for limb paresis and CAT for lan-
guage deficits. However, the two approaches have signi-
ficant features in common. Most importantly, they put
emphasis on the behavioral relevance of the actions per-
formed during therapy. In CIMT, motor action relevant in
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everyday life, such as pouring water from a pitcher into
a glass, are targeted, although elementary finger move-
ments may be practiced in preparation for the behavior-
ally relevant action (Taub, Uswatte, Bowman, et al.,
2013). In CAT, linguistic utterances are used in action
contexts where they carry similar functions as
in everyday life, for example, requesting water from a
communication partner; however, word and sentence
repetition may be used as a springboard for such
communicative actions (DiFrancesco et al., 2012;
Pulvermüller & Schönle, 1993). This pragmatic aphasia
therapy contrasts with other approaches to language
therapy, where the emphasis is on the production or
comprehension of linguistic forms (sounds, words,
sentences, texts) rather than on the communicative func-
tions these utterances carry in dialogues. The reasons
why behavioral relevance and, in the specific case of
language, communicative function play an important
role is addressed. General findings in basic neuroscience
research along with recent data from a large number
of neuroimaging studies contributed to the further
development and conceptual grounding of CIAT. In
recent years, studies involving healthy participants as
well as brain-damaged individuals demonstrate that the
human brain’s language and action systems are func-
tionally linked and interdependent (Pulvermüller, 2005;
Pulvermüller & Fadiga, 2010) and therefore cannot be
viewed as having encapsulated functions, as once postu-
lated by modularistic approaches (Newmeyer, 1988). For
example, lesions in motor or sensory systems may lead
to impairment in the semantic domain, for example, in
processing words with specific action-related meaning
(Bak, 2013; Kemmerer, Rudrauf, Manzel, & Tranel,
2012). It could even be demonstrated that stimulating the
motor system facilitates specific language functions in
healthy people (D’Ausilio et al., 2009; Pulvermüller,
Hauk, Nikulin, & Ilmoniemi, 2005). These results not
only show that the brain’s language and action systems
are functionally interwoven, as depicted in Figure 82.1,
but also suggest that lesions to one of these systems may,
in part, be compensated by supportive activity from the
functionally linked system. In addition, brain imaging
studies with healthy participants confirm that when the
same utterences are used for naming exercises and for
communicative speech acts such as requesting, the corti-
cal motor system is activated by behaviorally relevant
requesting, but not by naming (Egorova, Pulvermüller,
& Shtyrov, 2014; Egorova, Shtyrov, & Pulvermüller,
2013). These studies show that everyday speech acts
such as requesting engage both language and motor sys-
tems and, therefore, their putative synergistic between-
systems links. From these and similar data, it seems evi-
dent that practicing behaviorally relevant, action-
embedded language in social and communicative con-
texts in everyday life is important in aphasia therapy.

82.2.2 Guidance by Constraints

Originally, the CIMT model was thought to be
applicable to PSA because of an apparent similarity in
characteristics of the expressive deficit in aphasia and
the motor deficit of the more affected upper extremity
after stroke. CIMT is said to be efficacious for improv-
ing the motor deficit of the extremities, partly because
it overcomes a learned inhibition of limb use, termed
“learned nonuse,” that develops in the acute period
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FIGURE 82.1 Brain areas involved in language processing. (A) The
perisylvian language cortex, defined as the first convolution surround-
ing the Sylvian fissure, is indicated on a lateral view of the brain (shaded
area). Broca’s area and Wernicke’s area are indicated along with the
somatosensory language area. Lesions in left perisylvian areas typically
cause aphasia. (B)�(G) Language processing involves a wide range of
brain areas in addition to the left perisylvian areas. (B) and (C) Silently
reading words activates the left inferior frontal and superior temporal
areas and the left inferior temporal and fusiform gyri. Reading specific
semantic word categories activates additional specific bilateral brain
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“lick,” “pick,” and “kick,” activate the motor system in a somatotopic
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wide range of fronto-parieto-temporal foci. Brain activity related to the
processing of semantic information has been reported in both cortical
hemispheres. Adapted with permission from John Wiley and Sons, Inc. r
Pulvermüller, Kherif, Hauk, Mohr, & Nimmo-Smith (2009).
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after substantial neurological injury takes place. When
coordination of the movement of a limb is very poor,
as is typical soon after injury, attempts to use that limb
fail and, in behavioral terms, are thereby punished,
reducing the frequency of future attempts to use that
limb. Strategies to accomplish tasks that are successful,
such as using the limb on the other side of the body or
asking a family member to complete tasks for the
patient, are rewarded and become more frequent. This
learning process results, some time after injury, in
greatly reduced real-world use of an extremity com-
pared with the motor ability that the extremity can be
shown to have in the laboratory by a test during which
patients are requested to make their best possible
effort. For example, a patient with hemiparesis primar-
ily affecting the right arm would typically use the left
arm for most activities as a compensatory strategy.
Research involving animals and humans has shown
that avoidance of use of the extremity affected by
neurological disease can markedly reduce functional
motor ability after central nervous system damage
(Taub, Ellman, & Berman, 1966; Taub, Perrella, &
Barro, 1973; Taub, Perrella, Miller, & Barro, 1975);
(Taub, 1977, 1980; Taub et al., 2006). Based on these
data, one of the key features of CIMT is the guidance
of patients by constraints that are administered to
overcome learned nonuse. One way to use constraints
to target the negative effects of learned nonuse is to
constrain the patient’s unaffected arm by a sling or
other restraining device so that the patient is “forced”
to use the impaired arm in everyday activities as much
as possible (Taub et al., 1993). Another way that is
even more important for adult humans is intensive
training of the more affected arm, especially by the
behavioral technique termed shaping. Persistent use of
the affected limb encouraged by these two techniques
markedly reduced poststroke motor deficits. In fact, in
the chronic stages after a stroke, dramatic improve-
ments in purposive movements have been documen-
ted after intensive (several hours per day) CIMT (Taub
et al., 1993; Taub, Uswatte, King, et al., 2006). These
motor improvements have been shown to be accompa-
nied by functional (Liepert et al., 2000) and structural
changes in the brain (Gauthier et al., 2008; Sterling
et al., 2013), especially in the sensorimotor cortices.

In a similar way, learned nonuse would appear to
also occur when there is language impairment after
neurological injury. Because of halting and slow verbal
production and incomplete understanding, speech
becomes effortful and often unsuccessful. The person
compensates by remaining silent, by using gestures as
a nonverbal means of communication, or by restricting
himself/herself to words and (a)grammatical construc-
tions easily available to them (Kolk & Heeschen, 1990).
Moreover, caregivers often “speak for” the person

with aphasia to facilitate communication, thereby
further suppressing the remaining verbal abilities of
the patients (Croteau & Le Dorze, 2006; Croteau,
Vychytil, Larfeuil, & Le Dorze, 2004). Given the likely
similarity of the mechanism underlying part of the
deficit of both the extremities and language, it seemed
reasonable to attempt to improve speech after damage
to the central nervous system (CNS) by developing a
treatment for language parallel in as many respects as
possible to CIMT. This was the conceptual basis of
CIAT and its modifications (CIAT II and ILAT), which
are described in more detail in this chapter.

In conventional aphasia therapy, it is standard
practice to choose materials appropriate for the patient
undergoing treatment. For example, in the naming
context, pictures and language materials can be
tailored to the needs of the patients. These constrain
the patients’ use of language in a drill-like exercise far
from the context of behaviorally relevant communi-
cative interactions. As already noted, the constraints
in CIMT are given in contexts that are behaviorally
relevant. The methods of CIAT, which are explained
here, allow for constraining and guiding patients’
language actions, exploiting their invididual abilities
and addressing their specific needs in social-interactive
communication while at the same time providing
language therapy in social-communicative contexts
similar to everyday language use. To this end,
so-called language games are used (Pulvermüller, 1990;
Pulvermüller & Roth, 1991). Language games are sche-
mas for communicative interaction defined by com-
mon goals using linguistic and nonlinguistic materials,
including materials depicting action sequences. The
concept of language games is derived from the work
of the philosopher Ludwig Wittgenstein, who used
them to illustrate the intrinsic relationship of language
and action and, in the philosophic context, for seman-
tic and conceptual analysis (Wittgenstein, 1953). In the
context of language games, language carries its normal
function as a tool in interaction—for example, when a
builder asks a partner to bring him building blocks as
part of an interactive building process. In CIAT, forms
of interaction similar to Wittgenstein’s language games
are used to practice language use and communication
with PSA patients. In this case, the communicative
constraints—or guidance tools—include the game con-
text and goals (language is used to obtain objects or
object pictures from partners), the objects, and object
pictures themselves (further features of the interaction
setting are explained in this chapter). Another impor-
tant feature of language games is that linguistic actions
can be practiced repeatedly. Use of language games in
the aphasia therapy context was adapted from CAT
(Pulvermüller et al., 2001; Pulvermüller & Roth, 1991;
Pulvermüller & Schönle, 1993). Note that language
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games serve as models of behaviorally relevant everyday
language interactions in which language is embedded
into action contexts—both overt body actions (such as
handing over something) and linguistic actions or speech
acts (such as requesting or rejecting a request).

In essence, CIAT seeks to constrain and guide patients’
language use by communicative settings that make it
possible to tailor therapy to the individual’s level of abil-
ity and communicative needs. For CIAT, it is essential
that such guidance be made available in interactions that
resemble communicative interactions in daily living.
Moreover, this guidance is done by shaping, that is, by
successive approximations of the desired behavior or
communicative interaction. Even small improvements of
language functions are continously positively reinforced.
In this way, language (re-)learning follows a behavioral
scheme similar to the one used in CIMT.

82.2.3 Therapy Intensity and Frequency

One of the key features of CIAT is its high intensity
or frequency. It has been demonstrated that the same
amount of aphasia rehabilitation delivered in a short
time period results in better outcomes than the same
amount of therapy stretched over a longer period
(Pulvermüller et al., 2001). In CIMT and CIAT, the stan-
dard is to provide therapy at least 3 h/day for at least 2
weeks or more. In the language therapy context, it has
also been argued that “more helps more,” that is, inde-
pendent of type of therapy, the frequency of the thera-
peutic exercises determines its success (Bhogal, Teasell,
& Speechley, 2003). The principles of maximal amount (in
hours overall) and especially that of maximal frequency of ther-
apy (in hours per day) can be justified on the basis of well-
known Hebbian learning principles (Kempter, Gerstner,
& Van Hemmen, 1999; Tsumoto, 1992). Assuming that
the controlled environment of language therapy can sup-
port correlations between linguistic utterances and their
appropriate contexts, the Hebbian principle “what fires

together wires together” predicts that the crucial neuro-
nal connections between linguistic and context represen-
tations strengthen. If therapy is applied with high
frequency, then the time between consecutive therapy
sessions is minimized. Between therapy, language con-
texts are not controlled and patients may therefore fail
more frequently, so that the correlation between linguis-
tic form and context is low. The anti-Hebb rule that
“neurons out of sync delink” implies synaptic weaken-
ing of crucial language-context connections if linguistic
signs appear in inappropriate contexts. Therefore, it is
advantageous to provide the controlled environment of
language therapy for as long as possible and to minimize
the intervening time, thus resulting in high therapy fre-
quency. The principles of massed practice and high therapy
frequency are therefore important key features of CIAT.

82.3 CIAT: METHODS AND EFFICACY

82.3.1 CIAT Methods

CIAT uses interactive language game targeting
requests. Requests or, more generally, directive speech
acts represent one of the most common types of language
use (Searle, 1979). Evidently, asking for assistance, asking
for objects, or asking for actions by others are even more
important for neurological patients than for healthy
individuals. In natural communication, people make
requests, for example, by asking for a beverage in a
coffee shop, for apples in a grocery store, or for a specific
dish to be served to them in a restaurant. Requests call
for one out of a set of specific response actions by
communication partners, for example, the delivery of the
requested object, the rejection of the request (“We are out
of tea, sorry”), or a request for clarification (“What did
you say?”) (Fritz & Gloning, 1992).

These different options to act are built into the ther-
apeutic language game (Figure 82.2). A therapist and a

A makes
request

B Follows the request

B Rejects the request

B Clarifies the request

FIGURE 82.2 CIAT for chronic PSA. (Left) Action sequence structure of therapeutic language game used for CIAT. Participants are trained
to make verbal requests and respond to requests by passing object cards or by rejecting or clarifying the request. (Right) Typical setting for
the CIAT game. Barriers prevent the participants from seeing each other’s cards, prompting them to communicate verbally. Adapted with per-
mission from Taylor & Francis Group r Pulvermüller and Berthier (2008).
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small group of patients sit around a table, with each
having a set of picture cards depicting objects. Players
are only permitted to see their own items; to this end,
barriers are erected between players. Two copies of
each item—object or picture card—are in the game, so
that players can assume that any card in front of them
has a copy that belongs to one of the other game parti-
cipants. The aim of the game is to obtain items from
the other participants by making verbal requests.
A round of the game starts with one of the players
(requester) directing a request for the twin of one of
the cards in his/her hand to any of the other players
(responders). If the selected target item is the picture
of an apple, then the requester’s utterance can be
“apple,” or “please give me an apple,” or “might you
possibly have a big red apple for me please,” or
perhaps “red round fruit,” or even “a thing—well—
sweet, red.” The other player (responder 1) can then
respond by handing over the requested object/picture.
This requires responder 1 to have understood the
request and to have the requested card/item. If this is
not the case, then responder 1 would reject the request
(“Sorry, no apple”) or initiate a repair sequence (“I did
not understand”). The requester can then address
his/her request to another player (responder 2).
The task of responder 2 is to help the requester by
asking, “Do you mean yes or no,” or by asking alter-
native questions referring to his/her own card set
(“Would you like a pear?” “an apple?” “a knife?”).
The round of the game is completed when one of the
responders picks up the specific card in response to
an appropriate request from the requester. Matching
cards are then compared and shown to all players
in the game to give feedback about communica-
tive success. If the two cards are mismatched, then
the round fails and the requester and responder take
back their cards. In any case, it is the last responder’s
turn to make a new request (for more details, see
Difrancesco et al., 2012).

Typically, the game is played with four players, one
therapist and three aphasic patients, but it is also
possible to have one additional co-therapist present
who is not a player but who assists patients when
necessary (DiFrancesco et al., 2012; Pulvermüller et al.,
2001). If severely aphasic patients participate in
therapy, then it might be better to decrease group
size—or to work on a one-to-one basis (Pulvermüller &
Schönle, 1993). However, it has been reported that
including patients with global aphasia in CIAT groups
with mixed performance levels can work well (Sickert,
Anders, Münte, & Sailer, 2014). The therapist who is an
active participant in the game acts as a model for the
aphasic participants, shapes the actions of the patients,
defines specific rules for each player, positively rein-
forces patients for making successsful linguistic actions,

and selects and hands out card sets. The last three tasks
can also be undertaken by a nonparticipating co-
therapist.

Constraints are imposed by the game, for example,
players cannot see the cards of the other players, nor
can they see or easily make any manual gestures that
communicate relevant information. In this way, verbal
communication becomes the only method for achiev-
ing success. The therapist also successively shapes the
patients’ actions toward using spoken language by
explicitly encouraging speech and discouraging non-
verbal gestures. Still, manual gestures are only allowed
as a means of communication when they are used to
accompany appropriate verbal output (DiFrancesco
et al., 2012). Further constraints or guidance are
achieved by the design of the materials. A progression
of difficulty levels in the game materials may increase
the phonological, syntactic, lexical-semantic, or prag-
matic complexity of the request that must be made.
For example, we normally start using items that can be
named by high-frequency words and then proceed to
items with low word frequency, which are more diffi-
cult to process. Moreover, items from dissimilar
semantic categories (e.g., animals and fruits) are used
initially. With improved language use as the therapy
progresses, items from the same semantic domain are
used, which are more difficult to differentiate verbally
(e.g., different mammals). Pragmatically, the game can
first be a simple two-step process (request followed
by handing over), progressing toward more complex
interaction schemas. The rules and materials of the
game are adjusted to the level of deficit of the aphasic
players. If performance levels markedly differ between
participants, then different rules can be established
for different players within the same game. For exam-
ple, a severely affected player may have few
constraints placed on their performance, whereas
better performers may be required to make requests
using politeness formulas or whole sentences.

Problems in playing the linguistic card game may
be encountered by including patients with severe
attention or memory deficits, apraxia, visual agnosia,
or other severe cognitive deficits. These problems
therefore may be used as exclusion criteria. However,
we recommend having prospective patients engage in
a short practice game of low complexity to assess their
ability to participate (for further details of the CIAT
methods, please see Berthier, Green, Juárez, Lara, &
Pulvermüller, 2014; DiFrancesco et al., 2012; Neininger,
2002; Pulvermüller & Berthier, 2008).

Part of the card set used in the first CIAT trial
is available on the Internet (http://www.ub.uni-
konstanz.de/kops/volltexte/2002/879/), and a Spanish
version is now published in book form, together with a
complete set of pictures (Berthier et al., 2014).
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82.3.2 Evidence: Is CIAT Effective?

Randomized controlled trials (RCTs) are the stron-
gest form of evidence. The first RCT of CIAT was
performed in 2001 (Pulvermüller et al., 2001). CIAT
was delivered for 2 weeks for 3 h/week to patients
with mild to moderate PSA who had a poststroke
onset mean of 6 years. A control group received the
same amount of conventional therapy distributed over
several weeks. The CIAT group demonstrated signifi-
cant improvements on clinical language tests and a
communication questionnaire that elicited information
about the use of language in the life situation termed
the communicative activity log (CAL) (Pulvermüller
et al., 2001); the control group did not show these
improvements. The difference between the two groups
was also significant. Meinzer, Djundja, Barthel, Elbert,
and Rockstroh (2005) performed a further RCT
comparing two versions of CIAT, the original and a
version including training of written language. A simi-
lar improvement was found in both groups. Moreover,
the improvement persisted over 6 months, indicating
long-term benefits of CIAT. Berthier et al. (2009) per-
formed a placebo-controlled RCT comparing CIAT
therapy alone with CIAT plus memantine, a competitive
dopamine inhibitor. The significant improvement after
CIAT was found to be further amplified by the admin-
istration of memantine (Figure 82.3). Further studies
involving single cases and small groups have provided
additional support for the efficacy of CIAT, and some
of these have suggested that it might be more effi-
cacious than other methods of speech-language ther-
apy (Breier et al., 2009; Breier, Maher, Schmadeke,
Hasan, & Papanicolaou, 2007; DiFrancesco et al., 2012;
Kirmess & Maher, 2010; Kurland, Pulvermüller, Silva,

Burke, & Andrianopoulos, 2012; Maher et al., 2006;
Meinzer, Streiftau, & Rockstroh, 2007; Richter,
Miltner, & Straube, 2008; Szaflarski et al., 2008).

Cochrane reviews have concluded that aphasia
therapy is effective during the chronic stage (Brady,
Kelly, Godwin, & Enderby, 2012; Kelly, Brady, &
Enderby, 2010). Important evidence on which this
conclusion was based is derived from the aforemen-
tioned RCTs on CIAT. However, CIAT is frequently
described only as an intensive method of providing
therapy. This ignores two of its other distinctive
features, behavioral relevance and guidance/constraint.
Whether the high-frequency principle alone can be suffi-
cient for therapy success has been asked in a recent
study in which single patients were treated with a
traditional utterance-based approach in an intensive
fashion comparable with CIAT (Barthel, Meinzer,
Djundja, & Rockstroh, 2008). This study reports
improvements comparable with those reported after
CIAT, although the generality of the conclusions is
limited because of the lack of a control group and the
resultant possibility of a bias in patient selection.
Furthermore, training was between a therapist and one
patient only, so that therapy intensity per patient
was greater in this study than in a typical CIAT group
therapy. A recent RCT with early subacute PSA
patients compared group therapy with CIAT delivered
with somewhat reduced intensity (2 h/day) with an
utterance-centered approach and found similar
improvements with both methods (Sickert et al., 2014).
Although the authors suggest that therapy intensity is
an important factor and that other methodological
differences might not be relevant, it is not possible
to determine whether the improvements seen in their
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study were a result of therapy per se, because the patients
were in the subacute phase; therefore, improvements
could have been attributable to spontaneous recovery
independent of the treatment. Previous studies of the
effect of pragmatic and CAT suggest that behavioral
relevance alone can lead to a significant improvement in
language performance in chronic PSA (Pulvermüller &
Roth, 1991; Pulvermüller & Schönle, 1993), although no
RCT is available to strongly support this suggestion.

82.4 VARIANTS AND EXTENSIONS
OF ORIGINAL CIAT METHODS

The basic CIAT design has been modified in a
number of studies. For example, the application of the
standard CIAT methods is sometimes difficult in clini-
cal settings for organizational reasons. Therefore, CIAT
methods were applied with slightly reduced frequency,
and the CIAT methods were also taught to communi-
cation partners of patients (Sickert et al., 2014). The
unexpected outcome was that lay-person�led training
yielded improvements that were similar to those of
CIAT administered by professional speech therapists
(Meinzer et al., 2007). There have also been attempts to
include a wider spectrum of therapy methods in the
basic CIAT protocol. In one study, training of written
language use was included (Meinzer et al., 2005).
Finally, the supplementary use of additional methods
that might have a beneficial effect on language recovery
was studied, for example, the application of pharmaco-
logical or magnetic and electric stimulation of the brain
during the CIAT period. As mentioned, use of drugs
can produce synergistic effects enhancing the improve-
ments brought about by CIAT (Berthier et al., 2014;
Berthier & Pulvermüller, 2011; Berthier, Pulvermuller,
Davila, Casares, & Gutierrez, 2011).

82.4.1 ILAT: Widening the Scope
of Communicative Actions
and Linguistic Materials

ILAT is not just a new term introduced to highlight
two (intensity and action-embedding) of the three key
principles of CIAT (as opposed to only one highlighted
by CIAT, i.e., constraint). The new label ILAT also
indexes a move toward a broader spectrum of social-
communicative actions, interaction schemes, and
linguistic materials targeted (Berthier & Pulvermüller,
2011; Pulvermüller & Berthier, 2008). In the original
form of CIAT, participants always ask for objects or
picture cards and, although the requests practiced are
of eminent importance in everyday life, there is a wide
range of social-communciative speech acts that are also
relevant but outside the scope of the original method.

Likewise, linguistically, CIAT’s request game focuses
on the use of nouns for objects, with other volcabulary
types being somewhat underrepresented. New materi-
als have been developed to also allow systematic
coverage of adjectives (Berthier et al., 2014), but verbs
and function words are typically difficult to integrate.
ILAT overcomes these limitations by offering addi-
tional language games that now focus on further
important linguistic actions such as planning, bargain-
ing, making a proposal, rejecting or supporting a
proposal, and arguing the pros and cons of a given
possiblity to act. For example, in the “joint planning”
game (DiFrancesco et al., 2012; Pulvermüller, 1990),
participants use action pictures and the aim is to pro-
pose and agree on an action to be performed collectively
by the participants. This new method makes it possible
to specifically target action verbs and function words
relevant for argumentation (because, therefore, thus,
since. . .) and therefore helps constrain therapy toward
word types specifically impaired in some subtypes of
PSA (Kemmerer et al., 2012; Miceli, Silveri, Villa, &
Caramazza, 1984). Concordant with the broadening of
communicative methods, ILAT materials have been
extended by newly developed card materials covering a
variety of individual or group actions ranging from lei-
sure to work-related and household-related activities
(Berthier et al., 2014; DiFrancesco et al., 2012). In a recent
clinical trial, ILAT, including both request and planning
games, was administered for 10 consecutive weekdays
and led to significant improvements of language func-
tions in a group of 14 patients with chronic mildly to
moderately impaired PSA (DiFrancesco et al., 2012).

82.4.2 CIAT II: A Revision of the Original
CIAT Protocol Bringing It Closer to the
CIMT Model

The original CIAT protocol was a partial translation
of the methods applied in CIMT (Taub et al., 1994;
Taub, Uswatte, King, et al., 2006). Although CIAT pro-
duces significantly larger real-world improvements of
language functions than conventional speech and lan-
guage therapies, its outcome seems smaller compared
with the results reported in CIMT studies. Therefore,
as a further development of CIAT, the initial protocol
was modified to more closely resemble the methods
used in CIMT. This new protocol is termed CIAT II
(Johnson et al., 2014). Modifications involved addition
of new exercises, including a final exercise in which
everyday verbal interactions were simulated and mod-
eled. There was increased emphasis on the shaping of
responses and the primary caregiver was trained as an
alternate therapist, with training beginning in the labo-
ratory but focused largely on the at-home practice of
verbal behavior. In addition, a “transfer package” (TP)
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parallel to that used in CIMT was introduced (Taub,
Uswatte, King, et al., 2006; Taub, Uswatte, Mark, et al.,
2013). The latter was probably the most important
change in the CIAT protocol. The TP is a set of techni-
ques designed to facilitate transfer of therapeutic gains
from the treatment setting to life situations. The TP
techniques consisted of behavioral contracts with the
patient and caregiver to perform specified activities
using only speech and not gestures or other means of
communication, monitoring the amount of out-of-
laboratory speech by daily maintenance of a verbal
behavioral diary, daily administration of a structured
questionnaire (Verbal Activity Log [VAL]) derived
from the original CAL, problem-solving to circumvent
apparent barriers to participation in speech in the life
situation, home practice exercises, periodic phone
contact after the end of treatment, and involvement of
a caregiver in all phases of the treatment both in the
laboratory and during home practice during formal
treatment and after its end. These behavioral techni-
ques, singly and in combination, have been used
extensively for the treatment of a number of clinical
conditions, including, for example, the outpatient treat-
ment of cocaine dependence (Higgins, Budney, &
Bickel, 1997), autism, and adherence to behavior modi-
fication training for parents of children with behavior
problems (Eyberg & Johnson, 1974), and the control of
obesity, smoking, and alcoholism.

To date, six patients have been treated with CIAT II.
All patients showed significant improvements in the
use of speech during life situations (measured by
VAL) (Johnson et al., 2014). VAL data recorded an
approximate 300% increase in spontaneous speech in
the life situation compared with 30% reported by pre-
vious CIAT studies using the Communicative Aphasia
Log. Data from the first study with CIAT II are pre-
sented in Figure 82.4. Interestingly, further improve-
ments of verbal activity scores were found during the
6 months after the completion of treatment. This
increase would appear to be attributable to the contin-
uation of training by the caregivers in the real-world
environment, a procedure that is part of CIAT II.

82.5 SUMMARY AND OUTLOOK

The development of CIAT and the consistently posi-
tive outcome in a large number of studies published
during the past decade demonstrate that this therapy
approach is succssful in the treatment of PSA. Studies
have shown that chronic and possibly also subacute
patients greatly benefit from this therapy method,
and that patients with a broad spectrum of symptoms
can participate in the treatment and show signifi-
cant improvements of language functions. The short

duration and treatment intensity of CIAT, combined
with its strong behavioral relevance in everyday
communication, seem to be the factors that lead to the
beneficial effects. However, it is not yet entirely clear
which of these factors contribute most because they
have been used in combination in CIAT. New develop-
ments of the original CIAT protocol include increased
practice of behaviorally relevant language in everyday
life, as applied in CIAT II, which is focused on trans-
lation of therapeutic gains achieved in the clinic to
performance of spontaneous speech in everyday life
activities. In ILAT, a greater focus on language�action
relationships and a broadening of the repertoire of
everyday communicative speech acts and vocabulary
types has been implemented. As a next step, the posi-
tive preliminary findings of CIAT II and ILAT need to
be confirmed in randomized controlled clinical trials
with a larger number of aphasia patients. Moreover, it
seems most promising to combine the newly developed
techniques of CIAT II and ILAT to maximize treatment
effects and transfer of newly acquired language skills in
relevant daily communicative contexts.
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83.1 INTRODUCTION

Disorders of language are quite common in the con-
text of brain dysfunction. It is estimated that approxi-
mately 33% of individuals who experience a left
hemisphere stroke develop aphasia (e.g., Dickey et al.,
2010). Impairments of language are also observed in
traumatic brain injury as well as degenerative brain
disorders, some of which are characterized by pro-
found language deficits in the absence of generalized
dementia.

Although speech-language therapy (SLT) is of
proven benefit (Kelly, Brady, & Enderby, 2010; Robey
& Dalebout, 1998), remediation of aphasia has proven
to be remarkably difficult. There are many potential
reasons for this. First, variability in the severity and
nature of an individual’s language deficits may have
important implications for the type of therapy that will
prove most beneficial; at present, however, there is lit-
tle information regarding the most effective mapping
between type of SLT and aphasic performance.
Second, there is considerable intersubject variability in
factors such as the site and size of the lesion as well as
other more difficult to quantify factors such as degree
of atrophy, white matter burden, and number of
lesions that are likely to be important determinants of
recovery and response to therapy. Third, individual
differences in genetic and developmental factors that
underlie differences in the degree of lateralization of
language and the capacity for reorganization after brain
injury (one aspect of brain plasticity) are likely to signifi-
cantly influence language recovery. Finally, access to
SLT is limited for many people with aphasia. As con-
ventionally delivered, SLT is resource-intensive; it has
been estimated that maximal benefit for SLT requires

100 hours of therapy, whereas the average patient in the
United States receives 30 hours of therapy.

In light of the urgent need for more effective forms
of therapy, there has been substantial interest over the
past decade in the use of noninvasive brain stimulation
as a therapeutic intervention, often in combination
with conventional SLT. This effort parallels the use of
noninvasive brain stimulation as therapy for a wide
range of disorders of brain function, including hemi-
paresis (Ayache et al., 2012; Khedr, Ahmed, Fathy, &
Rothwell, 2005; Khedr et al., 2013), pain (Pérez-Borrego
et al., 2014), and neglect (Koch et al., 2012; Mylius
et al., 2012; Sunwoo et al., 2013; see Coslett &
Hamilton, 2011). In this chapter we review recent work
exploiting two types of noninvasive brain stimula-
tion—transcranial magnetic stimulation (TMS) and
transcranial direct current stimulation (tDCS)—that
have shown promise in the treatment of aphasia. TMS
and tDCS have been used in normal subjects to
address questions regarding the functional architec-
ture. This literature is outside the scope of this chapter;
interested readers are referred to recent reviews of
TMS (Torres, Drebing, & Hamilton, 2013) and tDCS
(e.g., Flöel et al., 2012) studies of normal language.

83.2 TMS AS TREATMENT FOR APHASIA

83.2.1 Basics of TMS

TMS is a procedure in which a brief surge of current
through a coil held near the skull induces a magnetic
field that penetrates the skull and soft tissue of the
head and ultimately generates a small electrical current
in the brain (see Jahanshahi & Rothwell, 2000; Miniussi
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et al., 2008). The electrical current in the brain causes
neurons in a circumscribed region of the brain to depo-
larize, thereby generating action potentials.

The effects of TMS are dependent on a number of para-
meters including stimulus intensity, the frequency with
which the pulses are applied, the configuration of the coil,
and the distance between the coil and the cortex. Stimulus
intensity is most frequently expressed as a percentage of
maximal machine output that is required to generate a
measurable motor response from an intrinsic hand muscle
(e.g., the first dorsal interosseus); this value is called the
motor threshold (MT). Depending on the stimulus inten-
sity, individual characteristics of the subject (e.g., skull
thickness), and coil design, a TMS pulse is assumed to
depolarize approximately 1 cm3 of brain tissue. It is
important to note that although TMS directly influences
only a small region of cortex, depolarization of neurons in
one brain region may alter, by virtue of direct axonal con-
nections to distant brain regions, function in multiple dis-
tal sites in the brain (George, Wassermann, & Post, 1996).

As the strength of the magnetic field induced by the
current drops off sharply as a function of distance
from the coil, TMS is most useful for stimulating cortex
that is close to the skull. TMS may be administered as
a single pulse or as a series of pulses, a paradigm
termed repetitive TMS (rTMS). Whereas a single pulse
produces only a very brief effect (e.g., 100 ms), rTMS
produces effects that persist beyond the period of stim-
ulation. With rTMS the frequency of the pulses deter-
mines the effect of the train of pulses. Low-frequency
rTMS, usually administered at 1 Hz, causes a suppres-
sion of the activity of the underlying brain activity that
has been likened to a “virtual lesion.” Stimulation at
higher frequencies (typically .5 Hz) is associated with
enhancement of brain function. Finally, theta-burst
TMS (TBS) (Huang & Rothwell, 2004) is a pulse
sequence in which brief trains of 50 Hz (theta fre-
quency) pulses are delivered with variable interpulse
intervals; “continuous” TBS is thought, like 1 Hz TMS,
to be “inhibitory,” whereas “intermittent” TBS, like
high-frequency rTMS, is thought to be “excitatory.”

The effects of rTMS are transient (typically minutes
to an hour in the motor system) when administered in
a single session; crucial for the present discussion,
with appropriate stimulus parameters, a series of TMS
sessions may induce alterations in brain function that
far outlast the administration of the stimulation
(Pascual-Leone et al., 1998). The use of TMS as a ther-
apy for aphasia builds on this crucial observation.

83.2.2 TMS as Therapy for Aphasia

To date there have been 22 reports including more
than 200 subjects describing the results of TMS as a

therapy for aphasia from stroke. Additionally, there is
some literature describing beneficial effects of TMS for
treatment of aphasia in the context of degenerative dis-
orders of the brain such as Alzheimer’s disease (Cotelli
et al., 2011; Cotelli, Manenti, Cappa, Zanetti, &
Miniussi, 2008). This chapter focuses on the use of
TMS in the treatment of aphasia resulting from stroke.

The first reports of therapeutic effects of TMS in
aphasic subjects were provided by Naeser and collea-
gues (Martin et al., 2004, 2009; Naeser et al., 2005a,
2005b); because these investigations not only provided
the initial evidence that TMS can be beneficial in this
context but also have served as the model for most
subsequent studies, the basic approach of Naeser
and colleagues is described in some detail (see also
Naeser et al., 2012).

The rationale for Naeser et al.’s approach and for
much of the work with tDCS comes from accounts
from the motor domain that attribute aphasia, at least
in part, to transcallosal inhibition of the lesioned hemi-
sphere by the contralesional hemisphere (Heiss &
Thiel, 2006; Van der Knaap & van der Ham, 2011).
Naeser et al. (2005b, 2012) reasoned that if chronic
aphasia is characterized by an inhibition of left hemi-
sphere language structures by an overactive right
hemisphere, suppression of the right hemisphere
would permit the left hemisphere language structures
to function optimally, thereby improving language
performance. To that end, Naeser and colleagues
administered 1 Hz repetitive TMS, a procedure thought
to inhibit underlying cortex, to the right frontal lobe. As
they had no strong apriori hypothesis regarding the opti-
mal site to stimulate, they used a “site finding” proce-
dure (see also Hamilton et al., 2010; Medina et al., 2012)
in which multiple sites in the RH including the mouth
region of M1, pars triangularis, pars opercularis, and
pars orbitalis were stimulated, in turn, to identify a loca-
tion at which TMS would improve picture naming.
Those subjects for whom a site at which 10 minutes of
1 Hz TMS lead to significant improvement in naming
could be identified were subsequently treated with
20 minutes of 1 Hz TMS at 90% of motor threshold for
10 sessions over 2 weeks.

In a series of studies involving a small number of
subjects, Naeser and colleagues (Martin et al., 2004;
Klein et al., 2007; Naeser et al., 2004, 2005a, 2005b)
demonstrated consistent benefit in naming from 10
sessions of 1 Hz TMS to the right pars triangularis.
Additionally, we and others have demonstrated signif-
icant improvement in multiple measures of language
function (e.g., Hamilton et al., 2010) in controlled stud-
ies using a partial cross-over design with sham stimu-
lation (Medina et al., 2013) or vertex stimulation
(Barwood et al., 2013). These positive findings pro-
vided the impetus for a number of additional studies
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of the role of TMS in aphasia therapy that have used a
wide range of experimental designs. In the following
sections, we briefly review the more recent studies
involving TMS as a therapy for aphasia.

83.2.3 Blinded, Controlled Studies in
Subacute and Chronic Aphasia

As is typically the case when new therapies are
under development, initial studies of TMS were “proof
of principle” investigations in which small groups of
people with chronic aphasia were enrolled and control
conditions were not used (see Table 83.1 for details).
There is clear evidence from these studies that TMS
may benefit subjects with chronic, nonfluent aphasia.
To determine if therapy is of more general benefit,
however, blinded studies with adequate controls are
needed. Since 2011 there have been nine such studies,
six of which included 10 or more subjects. Six of the
studies used sham stimulation (Cotelli et al., 2011;
Khedr et al., 2014; Kindler et al., 2012; Medina et al.,
2012; Seniów et al., 2013; Waldowski, Seniów, Leśniak,
Iwański, & Członkowska, 2012), in some instances
using a cross-over design so that all subjects eventually
received active TMS; in three studies (Abo et al., 2012;
Barwood et al., 2013; Thiel et al., 2013), subjects were
randomized to RIFG or vertex stimulation.

Four studies enrolled people with chronic aphasia;
three of these (Barwood et al., 2012; Medina et al.,
2012; Thiel et al., 2013) involving a total of 46 subjects
used a paradigm modeled on that of Naeser and col-
leagues: 1-Hz stimulation at 90% MT to the right IFG
for several weeks. The three studies demonstrated a
consistent and significant beneficial effect across a vari-
ety of tasks, including naming, picture description and
a variety of other measures included in aphasia batter-
ies such as the Aachen Aphasia Test. Although there is
variability with respect to the magnitude of the benefit,
many of the significant improvements were in the
range of 20�30% relative to the pretest baseline. As in
previous reports, benefit was observed at the final
testing period, varying between 6 and 10 months after
treatment (Barwood et al., 2011; Medina et al., 2012).
As is discussed, in many instances the improvement
noted after therapy increased over the course of the
follow-up period.

There have been four studies of subacute stroke
(Khedr et al., 2014; Seniów et al., 2013; Waldowski
et al., 2012; Weiduschat et al., 2011) involving a total of
78 subjects.1 Two of the larger studies, Seniów et al.
(2013) with 38 subjects and Waldowski et al. (2012)
with 26 subjects, demonstrated no main effect of

group; significant benefit was observed by Weiduschat
et al. (2011) and Khedr et al. (2014). Subgroup analyses
reported by Seniów et al. (2013) demonstrated that
nonfluent and more severe cases derived the greatest
benefit.

83.2.4 Variables Relevant to the
Response to TMS

Although a number of studies have used the
approach pioneered by Naeser and colleagues, multi-
ple other approaches have been tried. An overall
assessment of the efficacy of TMS therapy for aphasia
is complicated by substantial variability between
investigations with respect to a wide range of factors
including aphasia type, aphasia chronicity, site of stim-
ulation, TMS stimulation parameters, and the use of
speech therapy in conjunction with TMS. We review
the effects of these variables before attempting to syn-
thesize the lessons from studies to date.

83.2.4.1 Effect of Aphasia Subtype, Severity, and
Lesion Location

Most studies have not offered precise characteriza-
tions of the type of aphasia exhibited by participants.
Most commonly, participants have been described as
“fluent” or “nonfluent,” designations that offer little
insight into the nature of the language processing defi-
cits exhibited by the participants. Many studies
included nonfluent subjects exclusively, but several
more recent studies have included subjects with differ-
ent types of aphasia (e.g., Abo et al., 2012; Khedr et al.,
2014; Kindler et al., 2012; Seniów et al., 2013; Szaflarski
et al., 2011; Thiel et al., 2013; Waldowski et al., 2012;
Weiduschat et al., 2011). Only one small study of two
subjects (Kakuda, Abo, Uruma, Kaito, & Watanabe,
2010) has been restricted to people with chronic
“sensory” aphasia.

Studies including people with nonfluent aphasia
have, with one exception (Kakuda, Abo, Kaito,
Watanabe, & Senoo, 2010), demonstrated improvement
in language function. The exception was a small study
of four subjects that differed from most other studies
not only with respect to subject characteristics but also
in that the stimulated site was selected on the basis of
fMRI findings; therefore, it differed across subjects.
Furthermore, Waldowski et al. (2012) and Seniów et al.
(2013) demonstrated greater improvement in people
with nonfluent aphasia as compared to people with
fluent aphasia. Thus, there is considerable evidence
that TMS benefits subjects with nonfluent aphasia,
whereas evidence for benefit in fluent subjects is less

1Note that the subjects reported by Waldowski et al. are included in the later Seniow et al. manuscript.
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TABLE 83.1 Initial Proof of Priniciple Studies for TMS Treatment of Aphasia.

Author Subjects

Time from

stroke Stimulated areas

Stimulus

parameters

Number of

sessions Study design Task

Speech

therapy

Time of

evaluation Language effect

Martin
et al., 2004

6 nonfluent Chronic R IFG 1 Hz, 20 min,
90% MT

10 No control
group/
condition

Picture
naming

No 2 months Significant improvement

Naeser
et al., 2005

1 nonfluent Chronic R IFG 1 Hz, 20 min,
90% MT

10 No control
group/
condition

Picture
naming

No 2 months Significant improvement

Naeser
et al., 2005

4 nonfluent Chronic R IFG 1 Hz, 20 min,
90% MT

10 No control
group/
condition

Picture
naming

No 8 months Significant improvement

Martin
et al., 2009

2 nonfluent Chronic R IFG 1 Hz, 20 min,
90% MT

10 No control
group/
condition

Picture
naming

No 2 months Significant improvement

Naeser
et al., 2011

1 nonfluent Chronic R IFG 1 Hz, 20 min,
90% MT

10 No control
group/
condition

Picture
naming,
BDAE

No 6 months Significant improvement in
naming, auditory comp.

Martin
et al., 2009

1 nonfluent Chronic R IFG 1 Hz, 20 min,
90% MT

10 No control
group/
condition

Picture
naming

Yes—
CILT

No Significant improvement

Kakuda,
Abo, Kaito,
et al., 2010

4 nonfluent Chronic Contralateral to
area of max
fMRI activation

1 Hz, 20 min,
90% MT

10 (6 days) No control
group/
condition

Picture
naming

No N0 No benefit

Kakuda,
Abo,
Uruma,
et al., 2010

2 fluent Chronic Post-STG 1 Hz, 20 min,
90% MT

10 (6 days),
then weekly
for 3 months

No control
group/
condition

Token test Yes “Modest” improvement

Hamilton
et al., 2010

1 nonfluent Chronic R IFG 1 Hz, 20 min,
90% MT

10 No control
group/
condition

Picture
description

No 10 months Significant improvement

Kakuda
et al., 2011

4 nonfluent Chronic R IFG 600 pulses 6 Hz,
then 1 Hz,
20 min, 90%MT

18 (23/day
for 9 days)

No control
group/
condition

SLTA,
WAB

Yes Modest improvement,
no statistics, moderate better
than mild aphasia

Weiduschat
et al., 2011

10 multiple
types

Subacute R IFG, vertex 1 Hz, 20 min,
90% MT

10 Randomized:
IFG or vertex

Aachen
aphasia
battery

Yes 4 months Significantly greater
improvement in IFG group
than vertex (19.8 versus 8.5)

Cotelli
et al., 2011

3 nonfluent Chronic L DLPFC 20 Hz trains,
2000 pulses,
90% MT

20 (50%
sham, two
subjects)

2/3 with
sham TMS in
cross-over
design

Picture
naming

Yes Up to 48
weeks

Significantly better naming
persisting to 48 weeks for
trained and untrained but
observed before TMS in two
subjects; no delay between
sham and real TMS

(Continued)



TABLE 83.1 (Continued)

Author Subjects
Time from
stroke Stimulated areas

Stimulus
parameters

Number of
sessions Study design Task

Speech
therapy

Time of
evaluation Language effect

Szaflarski
et al., 2011

8 multiple
types

Chronic LH frontal defined
by fMRI

Excitatory theta-
burst

10 No control
group/
condition

Multiple
measures

No 2 weeks Significant improvement in
semantic fluency

Barwood
et al., 2012

7 nonfluent
(6 from 2011)

Chronic R IFG 1 Hz, 20 min,
90% MT

10 No control
group/
condition

BDAE,
BNT

No 8 months Significant benefit across
number of measures; global
greatest increase

Waldowski
et al., 2012

26 multiple
types

Subacute Right pars
opercularis &
triangularis

1 Hz, 30 min,
90% MT

10 Randomized,
double blind,
sham
controlled

Naming,
other

Yes 15 weeks No main effect group;
improvement in anterior lesions

Abo et al.,
2012

24 multiple
types (13
hemorrhagic)

Chronic Contralateral to
max fMRI; fluent
at post-STG,
nonfluent at IFG

40 min, 90% MT 10 No control
group/
condition

SLTA
battery

Yes 4 weeks Significant improvement in
naming, comprehension,
spontaneous speech; no major
difference between fluent/
nonfluent

Kindler
et al., 2012

18 multiple
types

Variable
(0.5�57
months)

R IFG Continuous
thetaburst TMS

1 Randomized,
sham-
controlled,
cross-over

Timed
picture
naming

No Immediate Modest effects but ,6 months
after better response

Medina
et al., 2012

10 nonfluent Chronic R IFG 1 Hz, 20 min,
90% MT

10 Randomized,
cross-over,
sham
controlled

Picture
description

No 2 months Significant benefit from TMS

Thiel et al.,
2013

24 multiple
types

Chronic R IFG, vertex 1 Hz , 20 min,
90% MT

10 Randomized,
vertex active
site

Aachen
aphasia
test

Yes 2 weeks Significant improvement in
AAT, including subtests

Seniów
et al., 2013

38 multiple
types

Subacute R IFG, vertex 1 Hz, 30 min,
90% MT

15 Randomized,
double-
blinded,
sham control

Yes No main effect group but
improved in severe and
nonfluent aphasics

Barwood
et al., 2013
(see also
2011)

12 nonfluent Chronic R IFG 1 Hz, 20 min,
90% MT

10 Randomized,
blinded;
vertex control

Language
battery

No 12 months Treated group improved in
naming, comprehension,
repetition, picture description

Khedr et al.,
2014

30, multiple
types

Subacute
(mean, 5.3
weeks)

R IFG (500 at pars
triangularis and
opercularis), then
L IFG (pars
triangularis and
opercularis

1-Hz, 16.6 min,
110% MT (1000
pulses), then
10 trains 20-Hz
for 5 seconds
(1000 pulses)

10 Randomized,
sham
controlled

Language
battery

Yes 2 months Improvement in
comprehension, naming,
repetition and fluency noted in
first post-stimulation session
and sustained.



convincing. However, this is clearly an area in which
much remains to be learned; future studies should
address the role of linguistic factors in predicting
response to therapy.

Because many “nonfluent” subjects are likely to
have lesions that involve the frontal lobe, it is not sur-
prising that there is some evidence that subjects with
frontal lesions respond better to TMS. Weiduschat
et al. (2011), for example, reported that subjects with
lesions involving the IFG responded better than sub-
jects whose lesion did not involve the IFG. Similarly,
although no formal data are provided, Waldowski
et al. (2012) reported that subjects with anterior lesions
had a better response.

There has been little discussion in the literature
about subjects who fail to respond. The single excep-
tion to this comes from a report by Martin et al. (2009),
who reported detailed analyses of the lesion character-
istics of two individual subjects, one of whom
benefited from TMS whereas the other did not.
Unfortunately, multiple differences in the extent of the
lesion in brain regions thought to be crucial for naming
such as the posterior superior frontal gyrus and mid-
dle temporal gyrus make the interpretation of the
differences in response problematic.

Although systematic analyses are lacking, there is
suggestive evidence that TMS may be most beneficial
in subjects with severe but not profound deficits.
Seniów et al. (2013) and Barwood et al. (2012) reported
greater benefit in subjects with more severe deficits; it
may also be relevant in this context that the only study
that failed to find benefit in people with nonfluent
aphasia (Kakuda, Abo, Kaito, et al., 2010) included
subjects with very mild deficits. Although the evidence
is limited, some data suggest that subjects with truly
profound deficits (e.g., one-word phrase length)
(Martin et al., 2009) fail to benefit from TMS.

83.2.4.2 Site of Stimulation

As noted, most studies have targeted the right IFG.
However, even in those studies stimulating this region,
a potentially important methodologic difference may
be identified. Naeser and colleagues (2005a, 2005b,
2011) used a “site-finding” approach in which picture
naming is assessed before and after rTMS in an effort
to find the optimal site for stimulation as defined by a
neuro-navigation system. We believe that identifying
the optimal structure on an individual basis may be
important; for example, we have reported that subjects
differ substantially with respect to the specific location
at which the best effects are elicited (see Figure 83.1).
Whereas most of our subjects demonstrated best per-
formance with sites in the pars triangularis, we often
observed different effects from stimulation of nearby
sites and even from different sites in the pars

triangularis. We also identified sites in the right IFG at
which stimulation adversely affected performance
(Hamilton et al., 2010; Medina et al., 2012). Random
selection of a stimulation site in the IFG entails the risk
that an inactive or even potentially deleterious site
could be targeted.

Other investigators have taken a different approach
to right IFG stimulation. For example, citing TMS evi-
dence that the pars triangularis and opercularis were
relevant to different aspects of language function (e.g.,
Devlin, Matthews, & Rushworth, 2003; Gough, Nobre,
& Devlin, 2005), Waldowski et al. (2012) stimulated
both of these regions in all subjects. Furthermore, as
many investigators targeted the right IFG using exter-
nal coordinate systems (e.g., the International 10/20
system) rather than on the basis of the individual’s
anatomy, the precise site at which stimulation is
delivered cannot be stated with certainty.

Still another approach to selecting the site to stimu-
late is to use fMRI activations to target TMS. Abo et al.
(2012) stimulated the hemisphere contralateral to the
hemisphere demonstrating the greatest fMRI activation
on a language task; subjects with “fluent” aphasia
were then stimulated in the posterior STG, whereas
subjects with “nonfluent” aphasia were stimulated
over the IFG of the hemisphere contralateral to the site
of greatest BOLD activation. Kakuda, Abo, Kaito, et al.
(2010) also identified the region of maximal fMRI acti-
vation on a naming task and stimulated over the
homologous region of the contralateral hemisphere.
Finally, Szaflarski et al. (2011) stimulated over the left
frontal region, at which fMRI activation was greatest
during a language task. There is mixed evidence
regarding the efficacy of selecting the activation site on
the basis of fMRI activation. Szaflarski et al. (2011) and
Abo et al. (2012) reported improvement, but Kakuda,
Abo, Kaito, et al. (2010) was the only group to fail to

1 Subject

1 Subject

5 Subjects

1 Subject

2 Subjects

FIGURE 83.1 A lateral view of the right hemisphere indicating
the sites at which the best response in object naming was found after
1-Hz TMS in 10 subjects (see Medina et al., 2012).
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find benefit from TMS in people with chronic nonflu-
ent aphasia.

Finally, Khedr et al. (2014) reported a randomized,
sham controlled study in which they stimulated the
right pars opercularis (500 pulses) and pars triangu-
laris (500 pulses) of inhibitory 1 Hz stimulation fol-
lowed by excitatory stimulation of the same regions on
the left. They reported benefit across a number of lan-
guage parameters in patients with subacute aphasia.

In an attempt to address the issue concerning the
relative benefit of the stimulation site, we calculated
effect sizes for those studies for which data regarding
picture naming were available. There were eight pub-
lished studies (Abo et al., 2012; Barwood et al., 2013;
Heiss et al., 2013; Kakuda, Abo, Momosaki, &
Morooka, 2011; Khedr et al., 2014; Kindler et al., 2012;
Seniów et al., 2013; Szaflarski et al., 2011) and our
unpublished picture naming data (see Medina et al.,
2012 for picture description data from these subjects).
Effect sizes ranged from small (0.181) to moderately
large (0.889), with an average of 0.379 (0.22, 0.54).
Restricting the analysis to those studies using inhibi-
tory right IFG stimulation (see Table 83.1) yielded a
mean Cohen’s D of 0.584.

83.2.4.3 Stimulus Parameters

Most studies have used 20 minutes of 1-Hz stimula-
tion at 90% of motor threshold for 10 sessions. Kakuda
et al. (2011) used a strategy of “pretreating” the right
IFG with 600 pulses at 6 Hz prior to 20 minutes of
1-Hz stimulation. Reflecting the widely held perspec-
tive that the goal of TMS is to increase the efficiency
and involvement of the remaining left hemisphere tis-
sue, two groups have used theta-burst TMS to alter the
balance of activity in the right and left hemispheres.
Szaflarski et al. (2011) delivered excitatory (intermit-
tent) theta-burst TMS to the left frontal lobe with
beneficial effects, whereas Kindler et al. (2012) admin-
istered inhibitory (continuous) theta-burst TMS to the
right hemisphere with little benefit. Finally, Cotelli
et al. (2011) took a different approach entirely, deliver-
ing “excitatory” 20 Hz rTMS to the left dorsolateral
prefrontal cortex. Because differences in stimulus para-
meters were often confounded by other dissimilarities
in experimental design, the data do not demonstrate a
clear best practice.

83.2.4.4 Does Concurrent Speech Therapy
Make a Difference?

Ten studies, including the five largest studies,
administered speech language therapy during the
same period during which TMS was administered.
The potential role of SLT in conjunction with TMS was
not systematically investigated in any of these studies,
however. The evaluation of the potential contribution

of concurrent speech therapy is complicated further by
the fact that studies with and without concurrent SLT
differed in a wide range of parameters. Thus, although
there is a strong rationale for combining TMS with
speech therapy, there is little convincing evidence that
the presence of speech therapy is a significant determi-
nant of response to therapy. This is an issue that war-
rants additional study.

83.2.4.5 Time Course of Benefit

A major weakness of many types of speech-
language therapy is that the initial beneficial effect
erodes over weeks to months. The beneficial effects of
TMS in chronic aphasia stand in stark contrast to this
general rule. In fact, one striking aspect of the data
from TMS investigations is the finding that the benefit
from TMS is typically not only sustained through the
period of follow-up but also, at least in some instances,
increases over time in the absence of ongoing therapy.
For example, Martin et al. (2009) reported a subject with
chronic aphasia whose performance at 16 months after
therapy was significantly better than at 3 months. We
reported a similar finding in a subject followed for
10 months (Hamilton et al., 2010; see also Naeser et al.,
2005a and 2005b). Similarly, in an open-label case series
involving 7 people with chronic aphasia tested at 1 week,
2 months, and 8 months after therapy, Barwood et al.
(2012) found that subjects exhibited continued improve-
ment; performance was better on 7 of 7 measures at
8 months as compared to 2 months after treatment.

Although the explanation for this finding remains
unclear, we speculate that in the aftermath of a left
hemisphere stroke residual components of the lan-
guage circuits in the left and right hemispheres
develop new patterns of interaction over weeks to
months (see also Devlin and Watkins, 2007; Hamilton
et al., 2010, 2011). Improvement in performance during
this interval may reflect the optimization of perfor-
mance of an inefficient architecture. Based on a
meta-analysis of functional imaging studies of aphasic
subjects, Turkeltaub et al. (2011; see also Hamilton
et al., 2011) identified a region in the right anterior
pars triangularis that, unlike most regions of activation
in the right hemisphere, was not homotopic with sites
of activation in the left hemisphere; one potential
account, then, is that this brain region is recruited dur-
ing language recovery but that activation at this site is
deleterious. If this is true, then inhibiting this right IFG
site would be expected to improve language function.
Thus, we speculate that the subsequent slow and sus-
tained improvement in language function after TMS is
attributable to suppression of this site that serves to
“reboot” the language network, permitting new and
more adaptive patterns of connectivity to emerge. It is
interesting to note in this context that optimal sites
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identified in our site finding studies of 10 aphasic sub-
jects (Medina et al., 2012) were, in many cases, close to
the site identified in the meta-analysis.

83.2.5 Summary of TMS Effects

In summary, multiple proof-of-principle studies as
well as larger studies involving control conditions
(e.g., sham or vertex stimulation) support the claim
that TMS may improve picture naming and other indi-
ces of language function in people with aphasia.
Although substantial differences in virtually all aspects
of study design make it impossible to identify optimal
procedures, there is compelling evidence that inhibi-
tory stimulation to the right IFG produces reliable ben-
efits in people with aphasia. Additional investigations
will be necessary to determine whether aphasia type,
chronicity, and severity are important predictors of
response.

83.3 tDCS AS THERAPY FOR APHASIA

tDCS is a procedure in which a small current (e.g.,
1�2 mA) is delivered to (usually) relatively large elec-
trodes (e.g., 53 7 cm) on the scalp. Although much of
the current is shunted from the anode to the cathode
through skin, cerebrospinal fluid, and other tissues, the
brain is subjected to tonic stimulation with, at least under
some circumstances, polarity-dependent effects.
Although the basic effects of small electrical currents
applied to the cortex were first elucidated in the 1960s,
electrical stimulation of the human brain with direct cur-
rents was largely ignored until approximately 2000, when
groundbreaking work by Nitsche and Paulus (2000, 2001,
Nitsche et al., 2003) demonstrated that the technique is
capable of producing significant effects on behavior.

83.3.1 Basics of tDCS

Work in the 1960s with animals demonstrated that
small positive and negative currents delivered to the
cortex generated polarity-specific effects on resting
membrane potentials; in particular, neurons near an
anode exhibited lowered resting membrane potentials,
thereby making neurons more likely to discharge; in
contrast, the resting membrane potentials of neurons
near the cathode were hyperpolarized, making neurons
less likely to discharge (Purpura & McMurtry, 1965).

In a series of seminal reports, Nitzsche and Paulus
(2000) demonstrated polarity-dependent effects on
brain function from small direct currents applied to
the scalp. They demonstrated that direct current of
1 mA with the anode over the motor cortex and the

cathode over the contralateral supraorbital region for
12 minutes caused an increase in TMS-induced motor-
evoked potentials, whereas reversing the electrode
placement such that the cathode was over the motor
strip caused a reduction in the motor-evoked potential.
The effects of tDCS outlasted the stimulation by min-
utes to hours depending on the stimulation parameters.

Although much remains to be learned about the
physiologic basis of tDCS effects, the persisting effects
are thought to be caused by LTP and LTD-like pro-
cesses, probably mediated by NMDA receptors and
altered GABAergic activity (e.g., Nitsche et al., 2003;
Stagg et al., 2009). The duration of tDCS effects is pro-
longed by combining stimulation with a task; this
effect appears to be mediated, at least in part, by
BDNF-dependent synaptic plasticity (Fritsch et al.,
2010). There is substantial evidence that repeated
administrations of tDCS produce effects that persist for
weeks (e.g., Reis et al., 2009).

It is important to note that tDCS does not cause neu-
rons to discharge but, by virtue of its effect on resting
membrane potentials, it influences the rates at which
neurons discharge. Because changes in firing rates
may produce long-term effects by LTP and LTD-like
mechanisms, the technique may have a disproportion-
ate impact on circuits that are active during tDCS
administration. For example, if neural circuits mediat-
ing language are active while tDCS is being adminis-
tered, then anodal tDCS, which lowers resting
membrane potentials, may increase the firing rates of
the language-related neurons, thereby strengthening
synaptic connections within the language circuits. For
this reason, most of the investigations of tDCS as a
therapy for aphasia have incorporated concurrent
language therapy as part of the protocol.

There are a number of variables that determine the
effect of tDCS. One crucial factor is electrode place-
ment. In those instances in which there is reason to
believe that enhancing neuronal activity is likely to be
beneficial, the anode is typically placed near the brain
region at which increased neuronal firing rate is
desired and the cathode is often located at a site
thought to be not relevant to task (e.g., supraorbital
region) or off the head entirely (e.g., the shoulder). In
those instances in which the goal is to decrease the
firing rate of neurons in a specific brain region,
the cathode is placed near the relevant tissue.

A second important variable is current intensity.
Much of the pioneering work with tDCS in humans
involved 1-mA currents; in recent years, many investi-
gators have used larger currents (1.5�2 mA). Although
it has been assumed that the effects of current intensity
would be linear across intensities, recent data suggest
that this is not true. Batsikadze et al. (2013) recently
reported data from motor cortex stimulation with
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2-mA currents for 20 minutes. They found that with
the anode over the motor cortex, 2-mA stimulation
produced the same enhancement of motor-evoked
potential produced by 1-mA currents; surprisingly,
however, reversing the placement of the electrodes so
that the cathode was over the motor cortex generated
effects that were quite different from those generated
by 1-mA stimulation. Thus, with 2-mA currents, cath-
odal and anodal stimulation were indistinguishable in
their effects on the motor cortex. Although the gener-
alizability of this effect to different brain regions is not
known, the findings of Batsikadze et al. (2012) compli-
cate the interpretation of studies involving 2-mA
stimulation. We return to this point later.

Finally, many investigators use sham stimulation as
a control for nonspecific effects of the testing environ-
ment as well as subject expectations. Sham stimulation
permits subjects and, in some instances, investigators
to be blinded with respect to the type of stimulation
(Kessler, Turkeltaub, Benson, & Hamilton, 2012). In
most instances, sham stimulation involves a ramp-up
of the current for 30�45 seconds to provide the tin-
gling and local sensation associated with tDCS before
extinguishing the current.

83.4 tDCS AS A TREATMENT
FOR APHASIA

tDCS has proven to be beneficial in a number of clini-
cal disorders such as epilepsy (Fregni et al., 2006),
chronic pain (Bolognini, Olgiati, Maravita, Ferraro, &
Fregni, 2013), major depression (Brunoni et al., 2011),
and hemiparesis (Madhavan, Weber, & Stinear, 2011).
In this section we review a total of 13 studies in which
the effects of tDCS on aphasia have been reported.
Studies have ranged in size from 3 to 37 subjects, with a
total of approximately 140 subjects. As was the case
with TMS investigations, there is substantial variability
with respect to study design; indeed, no two studies
used the same design. Nonetheless, certain commonali-
ties in approach may be identified. We review the major
variables in tDCS design and how they differ across
studies before discussing the effectiveness of the inter-
vention (see also de Aguiar, Paolazzi, & Miceli, 2015).

83.4.1 Electrode Placement

The most fundamental decision in the design of a non-
invasive brain stimulation study is the electrode place-
ment because this will determine the pattern of current
flow and, ultimately, the brain regions that are stimu-
lated. There has been striking variable with respect to
electrode placement in the 13 studies reviewed here.

Nine tDCS studies were motivated by the same perspec-
tive that animated TMS studies—the conviction that exci-
tation of the left hemisphere or inhibition of the right
hemisphere will improve performance in chronic apha-
sia. However, the manner in which this goal was
achieved differed. Many studies (see Table 83.2)
attempted to enhance left hemisphere function with
anodal stimulation of the left hemisphere and a “neutral”
cathodal placement (e.g., supraorbital region, shoulder).
Kang, Kim, Sohn, Cohen, and Paik (2011) took a different
approach to altering the balance between right and left
hemisphere function, using right hemisphere cathode
stimulation to “inhibit” the right hemisphere. You, Kim,
Chun, Jung, and Park (2011) used a left anode and right
cathode (both with supraorbital reference) in separate
conditions. Finally, Marangolo et al. (2014) used a simul-
taneous left anode and right cathode to the bilateral IFG
to both potentiate the left and inhibit the right
hemisphere (see Lindenberg et al., 2010).

Other investigators systematically investigated the
role of the left and right hemispheres by applying
anodal and cathodal stimulation to the same structure
in different conditions. Thus, Monti et al. (2008)
administered both anodal and cathodal stimulation to
the left frontal region in separate conditions while
Flöel et al. (2011) administered both anodal and cath-
odal stimulation to the right temporal/parietal region
in separate conditions.

Not all studies were motivated by the desire to alter
the balance between the hemispheres in favor of greater
activation in the left hemisphere. In the largest study
reported to date (37 subjects), Jung, Lim, Kang, Sohn,
and Paik (2011) used cathodal stimulation to left frontal
regions to down-regulate neural activity in the left hemi-
sphere. Additionally, based on the assumption that
Melodic Intonation Therapy relies on right hemisphere
structures, Vines, Norton, and Schlaug (2011) adminis-
tered anodal stimulation to the right IFG to enhance the
value of this concurrently administered therapy.

Although most studies reported significant benefit,
no definitive conclusion regarding the optimal elec-
trode placement can be drawn from studies that used
only one active montage. Five studies that contrasted
the effects of different montages do, however, provide
some important insights. Marangolo, Fiori,
Calpagnano, et al. (2013) and Marangolo, Fiori, Di
Paola, et al. (2013) contrasted the effects of left Broca
and left Wernicke anodal stimulation (both with right
supraorbital cathode) on verb naming (2013) and a
variety of measures of speech production (2013); in
both studies, they found significantly greater benefit
from Broca area anodal stimulation, whereas Wernicke
area anodal stimulation did not differ from sham.

Two studies speak to the hypothesis that activating
the left hemisphere or inhibiting the right hemisphere
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TABLE 83.2 Studies for the Use of tDCS in the Treatment of Aphasia.

Author Subjects Anode� Cathode� Design Intensity and

Duration

Task Concurrent

Speech Therapy?

Time at Testing Effects

Monti et al.,
2008

8 Chronic
aphasics:

Condition 1:
L frontal

Condition 1:
R shoulder

Single session, 1 wk
between sessions

2 mA/ 10 min Picture naming No Immediately
after stimulation

Cathode 33% better
accuracy

4 Broca Condition 2:
R shoulder

Condition 2:
L frontal

6 Subjects assigned
to both condition 1
and 2

4 Wernicke Control: sham Control: sham

Baker et al.,
2010

10 Chronic
aphasics
(. 12 months)

Condition 1:
L perilesional
(25 cm2)

Condition 2:
R shoulder
(25 cm2)

20 min of 1 mA
tDCS; 5 days in
each condition

1 mA/ 20 min Spoken word-
picture matching

Yes Immediately
after treatment
and 1 week later

Improved naming
with anodal tDCS
for treated

Control: sham Control: sham Marginal effect for
untreated words

You et al.,
2011

21 Subacute
global aphasics

Condition 1:
L superior
temporal gyrus
(CP5)

Condition 1:
R supraorbital

Subjects
randomized to 1
of 3 conditions;
10 daily sessions
each condition

2 mA/ 30 min Naming Yes Significant benefit
of right cathodal
stimulation versus
anode and sham for
aud comp.; no effect
on other measures

Control: sham

Flöel et al.,
2011

12 Chronic
aphasics

Condition 1:
R temp/par

Condition 1:
L supraorbital
(100 cm2)

Randomized,
double-blind cross-
over with 3
conditions; 2
sessions/day for 3
days in each
condition

1 mA/ 20 min Picture naming Yes 2 weeks after
treatment

All conditions show
.80% improvement,
right anodal greatest
and significantly
better than sham

Condition 2:
L supraorbital
(100 cm2)

Condition 2:
R temp/par

Control: sham Control: sham

Fiori et al.,
2011

3 Chronic
aphasics

Condition 1:
L Wernicke’s
(CP5)

Condition 1:
R supraorbital

Cross-over design 1 mA/ 20 min Picture naming Yes 1 and 3 weeks
after therapy

Anodal 20% better
than sham

Control: sham Control: sham 2 Conditions
separated by 1
week

Fridriksson
et al., 2011

8 Chronic fluent
aphasics with
postcortical.
or subcortical
lesions

Condition 1:
posterior margin
of lesion at max
fMRI activation

Condition 1: R
supraorbital
(100 cm2)

Double-blind,
cross-over with 5
sessions

1 mA/20 min Spoken word-
picture matching

Yes 3 weeks after Anodal reduces RT
for trained nouns
relative to sham; no
generalization

Control: sham Control: sham

(Continued)



TABLE 83.2 (Continued)

Author Subjects Anode� Cathode� Design Intensity and

Duration

Task Concurrent

Speech Therapy?

Time at Testing Effects

Kang et al.,
2011

10 Chronic
aphasics

Condition 1: L
supraorbital

Condition 1: R
“Broca’s” (F8)

Double-blind,
randomized, cross-
over design; 20 min
daily for 5 days in
each condition

2 mA Picture naming Yes Immediately
after treatment

Significant
improvement in
naming after tDCS

Control: sham Control: sham

Vines et al.,
2011

6 Nonfluent
chronic aphasics
(. 12 months)

Condition 1: R
IFG (16.2 cm2)

Condition 1: L
supraorbital (30
cm2)

Double-blind,
cross-over design; 3
sessions each
condition

1.2 mA Speech production
time

Yes, melodic
intonation
therapy

Immediately
after treatment

Anodal reduced
production time

Control: sham Control: sham No effect of sham

Jung et al.,
2011

37 Aphasics,
average: 27 ,90
days after and 26
nonfluent

Condition 1: R
supraorbital

Condition 1: L
Broca’s area

10 Sessions of
20 min over 2�3
weeks

1 mA Korean WAB Yes Immediately
after treatment

Significant
improvement of
14.9% or 65.2% of
baseline

Control: none Control: none

Santos et al.,
2013

19 Chronic
aphasics

L supraorbital R motor strip 10 Sessions of 20
minutes over 2
weeks

2 mA Multiple measures No Immediately
after treatment

Significant
improvement in 3
of 18 measures,
trend in another 4
measures

Control: none Control: none

Volpato et al.,
2013

8 Chronic mild or
moderate
aphasics

Condition 1: L
Broca’s area

Condition 1: R
supraorbital

Cross-over design;
10 daily sessions
over 2 weeks in 2
conditions

2 mA/ 20 min Object and action
naming

No Immediately
after treatment

No group effects on
action or object
naming

Control: sham Control: sham

Polanowska
et al., 2013

24 Subacute
(2�24 weeks)
nonfluent
aphasics

L “Broca’s area” R supraorbital Randomized, sham
controlled. 15
sessions

1 mA/10 min Picture naming Yes Immediately
after treatment
and 3 months
later

No significant
difference between
groups

Marangolo,
Fiori,
Calpagnano,
et al., 2013

7 Chronic
“nonfluent”
aphasics

Condition 1: L
“Broca” area
(F5)

Condition 1: R
supraorbital

5 Daily sessions in
each of three
conditions for all
subjects

1 mA/20 min Verb naming Yes Immediately
after treatment,
1 and 4 weeks
later

Broca’s stimulation
significantly better
than sham and
Wernicke
stimulation (these
two did not differ)

Condition 2: L
“Wernicke” area
(CP5)

Condition 2: R
supraorbital

(Continued)



TABLE 83.2 (Continued)

Author Subjects Anode� Cathode� Design Intensity and
Duration

Task Concurrent
Speech Therapy?

Time at Testing Effects

Control: sham Control: sham

Marangolo,
Fiori, Di Paola,
et al., 2013

12 Chronic
“nonfluent”
aphasics

Condition 1: L
“Broca’s” area
(F5)

Condition 1: R
supraorbital

10 Daily sessions in
each condition

1 mA/20 min Content units in
disclosure

Yes Immediately
after treatment

C-units, verbs, and
sentences: Broca’s
area stimulation
greater than
Wernicke’s and
sham, which did
not differ

Condition 2: L
“Wernicke’s”
area

Condition 2: R
supraorbital

2 weeks later Benefit maintained
at follow-up

Control: sham Control: sham Effect seen in
trained and
untrained materials

Marangolo
et al., 2014

7 Chronic
“nonfluent”
aphasics

Condition 1: left
IFG

Condition 1:
right IFG

10 Daily sessions 2 mA/20 min Description of
videotaped
vignettes

Yes: “pragmatic
therapy”

Immediately
after therapy
and 1 week later

Improved noun,
verb, description
relative to sham;
average increase
across 3 measures
16.3% versus 5.3%

Some
generalization

Control: sham Control: sham

Campana,
Caltagirone,
and
Marangolo,
2015

20 Chronic
nonfluent
aphasics

L lateral frontal
(F5)

R supraorbital 10 Daily sessions 2 mA/20 min. Picture description,
verb and noun
naming

Yes Before and after
10 day sessions

Significant
improvement in
all three measures



will enhance performance. Thus, Monti et al. (2008)
reported greater benefit from cathodal as compared to
anode placement over the left frontal region (both con-
ditions paired with right shoulder electrode).
Similarly, Flöel et al. (2011) contrasted the effects of
placement of the anode and cathode over the posterior
right hemisphere (both paired with left supraorbital)
and found that anodal stimulation of the right hemi-
sphere provided significantly better performance.

Finally, Hamilton and colleagues (in press) adopted
a “site finding” approach similar to that pioneered by
Naeser et al. (2005) in TMS investigations. Reasoning
that extant data did not provide a clear “best”
approach, these investigators assessed naming under a
total of five conditions. On separate days, all subjects
were tested before and after 20 minutes of 2 mA tDCS
in the following conditions: (1) anode over the left IFG
and cathode over the right IFG; (2) anode over the right
IFG and cathode over the left IFG; (3) anode over the
left posterior STG and cathode over the right posterior
STG; (4) anode over the right STG and cathode over the
left STG; and (5) sham stimulation using the configura-
tion described in (1). Subjects who demonstrated signif-
icant benefit in one of the conditions received therapy
consisting of daily sessions of 20 minutes at 2 mA using
the montage that provided the greatest benefit.

One additional point regarding electrode placement
concerns the limitation in specificity of stimulation
resulting from the large electrode size and patterns of
current flow. As most studies have used large (53 7 cm)
electrodes that cover brain regions larger than those
typically hypothesized to be relevant to language func-
tion, claims regarding the site of stimulation should be
interpreted with caution. Furthermore, efforts to model
current distribution across the brain (e.g., Datta et al.,
2009; Miranda, Lomarev, & Hallett, 2006) suggest that
effects are not likely to be restricted to the site of the elec-
trode and may, in fact, be maximal at sites adjacent to
rather than under the electrode. Although presently
unsupported by empirical data, these simulations sug-
gest that large swaths of regions between electrodes are
subjected to current. Although the recent advent of
“high-definition” tDCS using small and relatively closely
space electrodes may afford substantially greater preci-
sion than has been available to date (Datta, Bikson, &
Fregni, 2010; Suh, Lee, & Kim, 2012), it is not possible to
make strong statements regarding the role of specific
brain regions in the genesis of the reported effects.

83.4.2 Control Conditions and Follow-up

A strength of tDCS studies to date has been the
inclusion of multiple experimental conditions. As pre-
viously noted, tDCS affords the possibility of a sham

stimulation in which current is delivered at the start of
the session, thereby inducing cutaneous symptoms of
itching and/or burning before being extinguished.
Several studies have demonstrated that, at least with
current intensities of 1 mA, subjects cannot distinguish
between real and sham conditions (Kessler et al.,
2012). Eleven studies have used a sham condition.
Four studies used two active conditions in addition to
a sham condition to address hypotheses regarding the
relative benefit of anterior versus posterior electrode
placement (Marangolo, Fiori, Calpagnano, et al., 2013)
or contrast the benefit of anodal or cathodal stimula-
tion of the same (Flöel et al., 2011; Monti et al., 2008)
structure or homologous structures of the right and
left hemispheres (You et al., 2011).

A shortcoming of the tDCS literature to date is the
lack of long-term follow-up. Whereas many TMS stud-
ies report data from at least 4 months after stimulation,
a significant number of tDCS studies report data only
from testing immediately after the end of treatment.
Only four studies reported data from 3�4 weeks after
treatment, rendering it impossible to determine the
long-term effects of the intervention.

83.4.3 Concurrent Treatment

As previously noted, tDCS is assumed to modulate
neural activity. Therefore, it is not surprising that 14 of
16 tDCS investigations have paired stimulation with
speech therapy. Although the small numbers of studies
argue for caution in drawing conclusions, it is note-
worthy that Volpato et al. (2013) demonstrated no ben-
efit relative to a sham condition from stimulation with
the anode over the left Broca’s area and the cathode
over the right supraorbital region. Santos et al. (2013)
reported modest effects, finding significant improve-
ment in only 3 of 18 language measures. Thus, we
believe that evidence to date argues for the inclusion
of language therapy in future tDCS studies.

83.4.4 Outcomes

What can these studies tell us about who will bene-
fit and the magnitude of that benefit? As with TMS
studies, although striking differences between stimula-
tion parameters and study designs confound attempts
to draw generalizations from the investigations pub-
lished to date, tentative conclusions may be drawn.

A closer look at the studies demonstrates that 2 of
the 16 studies do not speak directly to the potential of
tDCS as a therapy for aphasia. Subjects reported by
Monti et al. (2008) received only one stimulation in
each of three conditions and the only assessment was
immediately after therapy. Additionally, Jung et al.
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(2011) reported benefit in the largest series published
to date (n5 37), but the absence of a control group in a
population that included 73% subacute (less than 90
days poststroke) cases in subjects who would be
expected to improve under any circumstances makes
this finding interpretable. The fact that the subjects
were receiving concurrent speech-language therapy
further confounds efforts to discern effects of tDCS in
this group.

Thirteen of the remaining 14 studies reported bene-
fit on at least some measures. The only study that
reported a negative result (Volpato et al., 2013)
included many subjects with mild aphasia in whom
beneficial effects could have been obscured by ceiling
effects. There appears to be substantial variability with
respect to the magnitude of the benefit, however. In
some investigations, the effects are relatively modest.
You et al. (2011), for example, reported a benefit in
auditory comprehension in subjects treated with the
cathode over the left hemisphere but no benefit in
other measures; other investigators report improve-
ment in naming accuracy on the order of 10�15% or
less. In two studies (Fridriksson, Richardson, Baker, &
Rorden, 2011; Vines et al., 2011), the beneficial effect
was manifested as a modest reduction in speech pro-
duction times.

Are the positive effects of tDCS clinically relevant?
A definitive answer would require additional informa-
tion regarding magnitude and duration of the benefit
and the range of language processes that are influ-
enced by the intervention. Although effect sizes are
typically not reported, several studies (Baker, Rorden,
& Fridriksson, 2010; Jung et al., 2011; Kang et al., 2011;
Polanowska, Kesniak, Seniow, Czepiel, &
Czlonkowska, 2013; Santos et al., 2013; Volpato et al.,
2013; You et al., 2011) provide information regarding
changes in accuracy and such a measure of effect size
(Cohen’s D) may be calculated. The effect sizes range
from 0.175 (20.76�1.11) (Volpato et al., 2013) to 1.064
(20.31�2.44) (Baker et al., 2010), with a mean of
approximately 0.489. As was the case with TMS stud-
ies, the effect size data must be considered preliminary
because of differences in methods, small sample sizes,
and other factors. Nonetheless, findings to date sug-
gest that, at least in some instances, tDCS generates
clear benefit.

Promising data regarding the range of language fac-
ulties influenced by tDCS are starting to emerge. Most
early studies used only naming tasks to assess the
effects of the intervention. You et al. (2011) reported
data from a more comprehensive language assessment,
the Korean version of the Western Aphasia Battery.
The former demonstrated a benefit from auditory com-
prehension but, more generally, not the WAB Aphasia
Quotient. More recently, Marangolo and colleagues

have reported studies that have extended the range of
phenomena that are positively influenced by tDCS. For
example, Marangolo and colleagues reported benefit
from stimulation with the anode over Broca’s area on
verb naming (Marangolo, Fiori, Calpagnano, et al.,
2013) and “content units” (Marangolo, Fiori, Di Paola,
et al., 2013) in discourse. Most recently these investiga-
tors also reported data from seven “nonfluent” subjects
with left IFG anode and right IFG cathode demonstrat-
ing improvements in speech elicited in attempts to
describe videotaped vignettes (Marangolo et al., 2014).
In both of the latter two studies there was some evidence
of generalization to unpracticed clips. Interestingly, “tra-
ditional” measures of language function did not change
with the interventions in two of these studies
(Marangolo, Fiori, Di Paola, et al., 2013, Fiori, Cipollari,
Caltagirone, and Marangolo, 2014; Marangolo et al.,
2014). Thus, recent data extend the range of phenomena
shown to be effected by tDCS to include language
capacities that are of clear ecological significance.
Furthermore, the evidence of generalization found by
these investigators, while not robust, is promising.

A second issue pertaining to the clinical relevance
of the intervention is that only short-term outcome
data are available. Most studies have assessed tDCS
effects either immediately or several weeks after stimu-
lation. Only one study reports findings persisting for
up to 1 month (Marangolo, Fiori, Calpagnano, et al.,
2013). The lack of information about duration of effects
limits the assessment of the clinical utility of the bene-
fit of tDCS and should be addressed in future studies.

There are a number of other fundamental questions
regarding subject selection and study design that have
yet to be addressed. For example, does the duration of
aphasia influence the response to tDCS? Most studies
have involved patients with chronic aphasia; however,
people with subacute aphasia have been included in
several studies. In a study of 21 subacute patients, You
et al. (2011) reported no main effect of tDCS and a rela-
tively modest benefit on only one measure, auditory
comprehension. As previously noted, Jung et al. (2011)
reported data from 37 subjects, 73% of whom were
subacute; although the subacute subjects improved
more than the people with chronic aphasia, the
absence of a control group clouds the interpretation of
this finding. Finally, Polanowska et al. (2013) demon-
strated no significant differences between real and
sham-treated groups. Thus, limited evidence to date
does not demonstrate the utility of tDCS in people
with subacute aphasia. There is no a priori reason to
believe that the technique should not be beneficial in
this setting and further study seems warranted.

Another important issue about which relevant infor-
mation is lacking is the importance of subject charac-
teristics such as type of aphasia. Many studies are
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heterogeneous with respect to aphasia subtype,
whereas other studies report subjects only as “fluent”
or “nonfluent,” a dichotomy that fails to capture a
range of potentially relevant dimensions of language
function. Fridriksson et al. (2011) reported benefit on a
spoken word to picture matching task in people with
“fluent” aphasia and multiple studies involving people
with “nonfluent” aphasia have demonstrated benefit
in that (heterogeneous) group. Therefore, at present,
there is little information regarding aphasia subtype
and the basis on which to select subjects for tDCS
therapy.

The optimal electrode montage has not been estab-
lished. One factor that seriously undermines efforts to
identify optimal sites of stimulation is the inherent
imprecision of tDCS when administered with the large
electrodes used in the studies reviewed here. Tentative
conclusions may be drawn regarding electrode place-
ment, however. First, the data do not unambiguously
support the hypothesis that stimulation of the left or
inhibition of the right hemisphere will be of benefit.
Although a number of left hemisphere stimulation and
right hemisphere inhibition (Kang et al., 2011) studies
have demonstrated benefit, studies involving right
hemisphere stimulation (Flöel et al., 2011; Vines et al.,
2011) have also produced benefit. Furthermore, in a
direct comparison of left frontal anodal and cathodal
stimulation, Monti et al. (2008) reported that a single
session of cathodal stimulation of the left frontal region
produced significantly better performance on a naming
task. However, because they were using 2-mA current,
the interpretation of this finding is currently unclear.

Second, there is limited evidence regarding the
effects of stimulation of the anterior as opposed to the
posterior language cortices. Of greatest relevance in
this context are the studies by Marangolo, Fiori,
Calpagnano, et al. (2013) and Marangolo, Fiori, Di
Paola, et al. (2013), in which the effects of anodal place-
ment in the anterior and posterior regions and cathode
over the contralateral forehead were directly con-
trasted. In both studies, anodal placement over the
frontal lobe was associated with significant benefit,
whereas performance with placement over the poste-
rior regions did not differ from the sham condition.

83.5 GENERAL DISCUSSION

Data from more than 25 studies, many with appro-
priate control conditions, demonstrate that noninvasive
brain stimulation may be of benefit in the treatment of
aphasia. There is clear evidence that rTMS is of persis-
tent benefit for people with subacute and chronic non-
fluent aphasia with respect to a wide range of
language tasks and what, at least in some instances, is

estimated to be a large effect size. However, there is
also evidence of benefit from tDCS in well-controlled,
randomized studies at present regarding the duration
and range of the positive effects.

83.5.1 TMS and tDCS: Advantages and
Disadvantages (Wasserman, 1998)

As there is evidence for the effectiveness of both
TMS and tDCS as treatments for aphasia, which one is
preferable? Although there is no clear answer to this
question, there are a number of factors that must be
considered.

One crucial issue is safety. At this point, both tech-
niques appear to be safe and well-tolerated. In particu-
lar, tDCS has an exemplary safety record. The
technique has been investigated in several studies in
normal subjects (e.g., Kessler et al., 2012; Lang et al.
2005) with no major adverse effects noted and there
has been no evidence of significant issues in the grow-
ing literature documenting its use in hundreds of sub-
jects with brain pathology. It is not surprising, then,
that no adverse effects have been demonstrated in any
study involving aphasic subjects. Similarly, there have
been no reports of adverse effects in the more than 200
subjects participating in TMS studies to date. We are
also unaware of reports of subjects dropping out of
TMS studies because of adverse effects. Although one
might be more concerned about seizures in subjects
with a neurologic condition such as stroke, which is
known to be associated with seizures, it is noteworthy
that no significant adverse effects have been reported
in any TMS involving people with aphasia.
Furthermore, TMS has been administered to the
lesioned hemisphere using more aggressive stimula-
tion parameters than those in most studies of people
with aphasia in a variety of other rehabilitation set-
tings without adverse effects (e.g., Khedr et al., 2005,
2014). At present, therefore, both tDCS and TMS
appear to be safe in this setting.

A second parameter relevant to the decision to use
tDCS or TMS is cost. tDCS is less resource-intensive in
several respects. The apparatus is less costly and easier
to administer. Whereas TMS often requires administra-
tion by two experimenters, tDCS can be administered
by one person.

A third factor that may be relevant to a choice
between TMS and tDCS is the ease with which the
technique may be paired with speech-language ther-
apy. The effects of TMS are substantially more intru-
sive and distracting than tDCS, making the latter much
easier to combine with therapy. The import of this fac-
tor is not clear. For theoretical reasons discussed
herein, concurrent therapy may be important for tDCS
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but not for TMS, for which therapy immediately after
stimulation may be adequate.

Finally, along with patient safety, the most important
consideration regarding the decision to use tDCS or
TMS is efficacy. Although there are no definitive data at
this time, informal assessment of reported benefits sug-
gest that TMS may be somewhat more effective, at least
as judged by picture naming. Furthermore, there is evi-
dence of sustained benefit from TMS, but the issue has
not been addressed for tDCS.

83.5.2 NIBS and Mechanisms of Recovery

There has been controversy regarding the neural
basis of the recovery of language function after stroke,
at least since the initial report by Barlow (1877) of a
patient who, after recovering from stroke-induced
aphasia, became aphasic once again after a new right
hemisphere stroke. In recent years there has been sub-
stantial debate regarding the anatomic basis of recov-
ery, with some evidence suggesting that recovery is
mediated by remaining left hemisphere tissue and
other studies suggesting that the right hemisphere is
crucial for recovery (Hamilton et al., 2010, 2011; Thiel
et al., 2006; Turkeltaub et al., 2011; Winhuisen et al.,
2007). The approach adopted by Naeser and many
subsequent investigators using both TMS and tDCS
has been motivated by the hypothesis that the right
hemisphere adversely influences language perfor-
mance, because of inhibition of remaining left hemi-
sphere language structures, an increasing reliance on
right hemisphere regions that are not optimized for
language, or both. TMS studies involving “inhibitory”
1-Hz stimulation of the right hemisphere as well as
“excitatory” stimulation of the left hemisphere are con-
sistent with the predictions of this account.
Furthermore, imaging data are in accord with this pre-
diction. For example, Allendorfer et al. (2012) reported
that excitatory theta-burst TMS to the left frontal cortex
was associated with an increase in white matter con-
nectivity as assessed by fractional anisotropy (FA) in
regions near the stimulation site. However, as
acknowledged by the authors, the interpretation of
these data is complicated by the fact that other distant
regions (e.g., right midbrain) also demonstrated
increases or decreases in FA. Weiduschat et al. (2011)
performed PET scans to measure blood flow during a
verb generation task in 10 subacute stroke patients
before and after TMS. They calculated a Laterality
Index reflecting the difference between blood flow in
language-related areas of the right and left hemi-
spheres. They found that TMS to the left hemisphere
was associated with a change in the LI reflecting
greater blood flow in the left IFG (or preserved tissue

nearby), whereas no such change was observed in the
sham group. Similar findings were reported by Naeser
et al. (2009) and Thiel et al. (2013). However, not all
data support the hypothesis that recovery after TMS is
attributable to greater left hemisphere involvement.
We (Turkeltaub et al., 2011) reported a patient who
improved after receiving TMS to the right IFG but
became acutely and permanently worse after a subse-
quent right hemisphere stroke. These data strongly
suggest that, at least for some subjects, right hemi-
sphere structures are crucial components of the distrib-
uted language system.

Data from tDCS studies are also not definitive. As
noted, improvement in language function after tDCS
has been observed with electrode montages that, on
traditional assumptions regarding the role of anodal
and cathodal stimulation, would be expected to stimu-
late or inhibit both the right and left hemispheres.
Therefore, at this juncture, the data from noninvasive
brain stimulation studies do not unambiguously
address the relative contributions of the right and left
hemispheres to language recovery. Rather, the data
reinforce the view that multiple factors such as infarct
size, location, and premorbid functional anatomy
determine the composition of language networks
mediating recovery from aphasia.

In conclusion, although much remains to be learned
regarding the patient selection and optimal proce-
dures, there is compelling evidence that both TMS and
tDCS improve language function in aphasic subjects.
Ultimately, a randomized, controlled clinical trial
involving subjects with multiple aphasia types with
comprehensive language assessments extending for at
least 6 months will be needed to assess the relative
efficacy of the techniques.
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84.1 INTRODUCTION: REPETITION AND
IMITATION IN APHASIA

In 1683, the German physician Peter Rommel was
the first to write about repetition deficits in a patient
with nonfluent aphasia (Benton & Joynt, 1963).
Imitation has since been a key diagnostic and treat-
ment tool for such acquired language disorders. All
popular standardized instruments for the assessment
of aphasia, such as the Western Aphasia Battery-
Revised (WAB-R) (Kertesz, 2006), Boston Diagnostic
Aphasia Examination (Goodglass & Kaplan, 1983), and
Aachen Aphasia Test (Huber, Poeck, & Willmes, 1984),
include repetition ability in their classification scheme.

Imitation was fundamental to the nascent field of
aphasia therapy at the turn of the 20th century, and it
remains so today (Duffy, 1995). This chapter describes
the neurobiological rationales for, and current imple-
mentations of, imitation in aphasia therapy.
“Imitation” and “repetition” are used interchangeably,
and modes of stimulus presentation are clarified as
needed. Additionally, it should be noted that acquired
apraxia of speech, a motor planning deficit frequently
accompanying nonfluent aphasia (Duffy, 1995), is not
specifically addressed in this chapter.

84.2 NEUROBIOLOGICAL APPROACHES
TO LANGUAGE AND APHASIA

The earliest approaches were based on behavioral and
educational principles, and this philosophy dominates
aphasia therapy today (Small, 2004). Aphasia is a neuro-
logical impairment resulting from brain damage, typi-
cally stroke (Ellis, Dismuke, & Edwards, 2010), yet
treatment programs are rarely biologically motivated.
Since the end of the 20th century, studies in aphasia have

been relying less on applied psychology and linguistic
models, instead seeking to link observed deficits to
impairments in the underlying neural systems
(Blumstein, 1997). Rehabilitation of the behavioral deficits
of aphasia must target the plasticity and repair of affected
biological systems. Two main biological models charac-
terizing these systems are considered here, the human
mirror system and the dual-stream hypothesis for speech.

84.3 MIRROR NEURON SYSTEM

84.3.1 Macaque

Mirror neurons were discovered serendipitously
during single-cell recordings of hand motor representa-
tions in the macaque. Rizzolatti and colleagues found
neurons firing in premotor cortex (area F5) in a motion-
less monkey during observation of the experimenter
(Di Pellegrino, Fadiga, Fogassi, Gallese, & Rizzolatti,
1992). Individual neurons were active during observa-
tion and execution for hand and mouth movements
(Ferrari, Gallese, Rizzolatti, & Fogassi, 2003; Gallese,
Fadiga, Fogassi, & Rizzolatti, 1996). Additional mirror
neurons possessing visuomotor properties were subse-
quently identified in the inferior parietal region of the
macaque (Fogassi, Gallese, Fadiga, & Rizzolatti, 1998),
primarily in subcomponents PF and PFG (Rozzi,
Ferrari, Bonini, Rizzolatti, & Fogassi, 2008), which have
strong anatomical projections to the ventral premotor
cortex (F5). These findings led to the suggestion of a
functional “mirror” network (Rozzi et al., 2006).

The existence of mirror neurons immediately
prompted hypotheses about their role in action recog-
nition (Rizzolatti, Fadiga, Gallese, & Fogassi, 1996).
Further support for this has been provided by the dis-
covery that some mirror neurons in macaque F5 have
auditory as well as visual and motor properties
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(Kohler et al., 2002), firing in response to observation
and execution of actions, and for sounds associated
with those actions. This multimodal integration at the
level of a single cell may form the basis for action
understanding and motor learning (Jeannerod, 1994).

84.3.2 Human

Ethical considerations prohibit systematic human
studies investigating individual mirror neurons.
However, support for the existence of a human
parieto-frontal mirror neuron system is converging
from behavioral, neurophysiological, and brain imag-
ing studies (Small, Buccino, & Solodkin, 2012). The
“direct matching hypothesis” postulates that imitation
is subserved by simple neural mechanisms mapping
observed actions onto internal motor representations
of the same action by neurons with mirror properties,
which are more strongly activated for actions elicited
by preceding observations (Iacoboni et al., 1999).

84.3.2.1 Behavioral

Behavioral studies demonstrate motor facilitation
when action execution immediately follows observa-
tion, supporting the existence of a mirror system in
humans. Finger movements are faster if the stimulus
cue is a modeled finger movement compared to an
unrelated symbol (Brass, Bekkering, Wohlschläger, &
Prinz, 2000). Response speed further increases as the
modeled movement more closely resembles the target,
even when the stimulus image is flipped upside-down
(Brass, Bekkering, & Prinz, 2001). Grasping response
speed increases when subjects are shown a picture of a
hand with optimal orientation for their own final hand
position (Craighero, Bello, Fadiga, & Rizzolatti, 2002).
On language tasks, response times for plausibility
judgments are faster when the action response
required is similar to the action described in the stimu-
lus sentence (Glenberg & Kaschak, 2002).

84.3.2.2 Neurophysiology

Studies using electroencephalography (EEG) demon-
strate a central mu rhythm in the alpha frequency range
(8�13 Hz) present when the subject is at rest. This is
suppressed during action observation, as was first
described in 1954 (Cohen-Seat, Gastaut, Faure, &
Heuyer, 1954). These findings have since been repli-
cated for observation, imitation, and execution of
actions with EEG (Altschuler et al., 2000; Cochin,
Barthelemy, Roux, & Martineau, 1999). Responses mea-
sured via implanted subdural electrodes show a reduc-
tion in absolute power in the alpha band over primary
motor cortex and Broca’s area for both observation and
execution of finger movements (Tremblay et al., 2004).

Mu suppression is stronger for grasping than for
movements that are not goal-oriented in adults
(Muthukumaraswamy & Johnson, 2004) and in chil-
dren (Lepage & Théoret, 2007). A precursor to the mu
rhythm, with overlapping reduction for observed and
executed grasping movements, is found in infants in
the frequency range of 6�9 Hz (Marshall, Young, &
Meltzoff, 2011). It is proposed that mirror neurons
underlie early childhood imitation, language acquisi-
tion, and the development of other social and cogni-
tive functions (Williams, Whiten, Suddendorf, &
Perrett, 2001).

Magnetoencephalography (MEG) reveals a band of
activity of 15�25 Hz in the precentral motor cortex
during rest. Suppressing this activity via upper
extremity median nerve stimulation allows study of its
rebound in varying contexts. This rebound is extin-
guished during object manipulation after stimulation
and is significantly reduced during passive observa-
tion of the same task (Hari et al., 1998).

Transcranial magnetic stimulation (TMS) manipu-
lates cortical responses by either inducing or inhibiting
action potentials. TMS-induced motor-evoked poten-
tials (MEPs) demonstrate increased excitability when
observing grasping actions and arm movements using
the same muscles (Fadiga, Fogassi, Pavesi, &
Rizzolatti, 1995). These results have been replicated
using observation of handwriting and arm movements
compared to rest (Strafella & Paus, 2000).

These neurophysiological findings suggest the
influence of mirror properties on the human motor
system extends to primary motor areas, in addition to
the postulated premotor homologues of the frontal
regions where macaque mirror neurons have been
identified. Greater extension still has been proposed.
In single-cell recordings from subjects with medically
intractable epilepsy, a significant number of neurons
in the supplementary motor area (SMA) and the
medial temporal lobe (MTL) respond to the observa-
tion and execution of a single action (Mukamel,
Ekstrom, Kaplan, Iacoboni, & Fried, 2010). These
regions, with clinical rather than theoretical determi-
nation of electrode placement, have not previously
shown mirror properties. Additionally, some neurons
responded with increased excitation for execution but
suppressed firing rate for observation, unlike
macaque studies. The authors propose that these find-
ings may provide evidence of multiple mirroring sys-
tems in the brain, with reduced activity of some
neurons during observation playing a role in suppres-
sing socially inappropriate imitation.

84.3.2.3 Brain Imaging

Brain imaging studies permit greater spatial locali-
zation of mirror properties in humans. Early evidence
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came from a positron emission tomography (PET)
study contrasting object observation with action
observation (Rizzolatti, Fadiga, Matelli, et al., 1996).
Activation in response to action observation was
found in Broca’s area and left hemisphere temporal
regions (middle temporal gyrus, superior temporal
sulcus). Mirror properties have since been demon-
strated via functional magnetic resonance imaging
(fMRI) in two regions of the human brain active dur-
ing both passive observation and imitation of finger
movements, the left frontal operculum of Broca’s area
and the right anterior parietal region (Iacoboni et al.,
1999).

Broca’s area, the putative frontal oral-motor and
speech area in localist language models, plays a role in
hand motor representation (Binkofski et al., 1999) and
is typically identified as the human homologue of
macaque F5 in which mirror neurons have been
recorded (Rizzolatti, Fadiga, Gallese, et al., 1996).
However, the consistent finding of activation in
response to observation of hand and arm actions
(Decety et al., 1997; Grafton, Arbib, Fadiga, &
Rizzolatti, 1996) in Broca’s region, in combination with
its long history in the neuroscience of language, has
raised the question of whether this increased neural
response is perhaps an epiphenomenal artifact of inter-
nal speech during these tasks.

FMRI investigation of responses to actions per-
formed by the hand, foot, or mouth reveals a somato-
topic organization of premotor cortex similar to that
found in the primary sensory and motor cortices with
ventral mouth movements and dorsal foot movements
(Buccino et al., 2001). Similar organization is found in
the posterior parietal lobe for object-related actions.
These findings ground single neuron measures from
macaque in a broader network of motor circuitry
underlying both action observation and execution in
humans.

Macaque mirror neurons fire for observation of
grasping only in the presence of a graspable object,
even if it is not visible (Umiltá et al., 2001). It has been
suggested that this system is not encoding simple
movements, but goal-oriented motor acts (Gallese
et al., 1996). In human PET scans, left frontal and tem-
poral regions are activated for meaningful, but not
meaningless, actions (Decety et al., 1997). With fMRI,
actions embedded in contexts show increased activa-
tion in the posterior inferior frontal gyrus (IFG) and
ventral premotor cortex (vPM) compared to viewing
either the action or the context alone (Iacoboni et al.,
2005). This is especially pertinent to the discussion of
language, in which we use our motor systems to trans-
mit meaningful messages, with mirror neurons bridg-
ing the gap between “doing” and “communicating”
(Rizzolatti & Arbib, 1998).

84.4 MIRROR NEURON SYSTEM AND
LANGUAGE

Language, as a uniquely human property, lacks an
ideal animal model, and biological theories of lan-
guage cannot be directly tested. However, indirect evi-
dence supports a role for the mirror neuron system in
human language ability, both phylogenetically through
evolutionary selection processes (Rizzolatti & Arbib,
1998) and ontogenetically in facilitating child language
acquisition (Kuhl & Rivera-Gaxiola, 2008). It is sug-
gested that mirror deficits may underlie developmen-
tal disorders of language and social interaction,
notably autism (Williams et al., 2001), although such
issues are controversial and beyond the scope of this
text.

84.4.1 Perception and Production of
Articulated Speech

FMRI reveals somatotopy in human frontal and
parietal regions having mirror properties with ventral
mouth activation compared to hands or feet, as in pri-
mary motor and somatosensory cortices (Buccino et al.,
2001). The observation�execution or direct matching
hypothesis suggests that action perception, including
speech, depends on previous experience producing
those actions or sounds (Iacoboni et al., 1999). One
model of this is the “inverse-forward model pairs”
(IFMPs) (Skipper, Nusbaum, & Small, 2006). These are
mechanistic components of the mirror system, in
which speech sounds, heard or observed, are trans-
formed into corresponding articulatory gestures
(inverse) and motor predictions (forward) with resul-
tant sensory consequences affecting perception. These
IFMPs operate in the multisensory contexts in which
we experience language, consisting of acoustic signals
and also the visual cues of oral, facial, manual, and
body gestures, particularly when auditory information
is distorted or ambiguous.

84.4.1.1 Neurophysiology

Listening to the lingual trill /r/ results in signifi-
cantly increased amplitude in tongue muscle MEPs in
neurologically intact participants compared to the non-
lingual labiodental phoneme /f/ or thumb muscle
MEPs (Fadiga, Craighero, Buccino, & Rizzolatti, 2002).
This response is more pronounced for real words com-
pared to pseudowords. Similarly, increased MEPs in
oral muscles, but not finger muscles, are found during
listening to connected speech and viewing silent video
of speech-related lip movements (Watkins, Strafella, &
Paus, 2003). This contrast is not found for nonspeech
control conditions, including nonverbal sounds and
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observation of eye movements. Consistent with widely
accepted lateralization theories of speech and lan-
guage, this follows stimulation of the left, but not the
right, hemisphere.

84.4.1.2 Brain Imaging

84.4.1.2.1 MOTOR REGIONS ENGAGED DURING

SPEECH PERCEPTION

Brain imaging studies provide indirect evidence of a
relationship between speech observation and execu-
tion. Speech motor regions are engaged in response to
audiovisual (Skipper, van Wassenhove, Nusbaum, &
Small, 2007; Watkins et al., 2003), visual (Nishitani &
Hari, 2002), and auditory (Fadiga et al., 2002;
Tettamanti et al., 2005) speech perception. Figure 84.1
shows regions active during both syllable production
and passive observation of audiovisual, visual, or
auditory speech. Bilateral brain activation is present in
premotor regions and Broca’s area during silent lip-
reading (Buccino et al., 2004), indicating that frontal
motor cortices are activated in response to multimodal
aspects of speech perception.

Structural equation modeling (SEM) shows common
functional connections shared by observation and imita-
tion of audiovisual syllables during fMRI, differing in
connection strength but sharing the same essential struc-
ture (Mashal, Solodkin, Dick, Chen, & Small, 2012). Like
imitation, speech observation engages dorsal and ventral
premotor cortices and primary motor cortex.

84.4.1.2.2 TEMPORAL AND AUDITORY REGIONS

ENGAGED DURING SPEECH PRODUCTION

Regions in posterior auditory cortex are active dur-
ing speech production, including covert speech, as
well as speech perception (Okada & Hickok, 2006;
Papathanassiou et al., 2000). Further, posterior lesions
of the left temporal cortex, as in Wernicke’s aphasia,
are associated with verbal expression and comprehen-
sion errors (Damasio & Geschwind, 1984). Temporal
regions have classically been excluded from the puta-
tive mirror neuron system, because there has been no
finding of motor activation in the temporal lobe in
macaque studies (Keysers & Perrett, 2004). Still, the
existence of individual mirror neurons remains poorly

Imitation: left hemisphere

Imitation:
right hemisphere

Observation: left hemisphere

Observation:
right hemisphere

Path coefficients
Positive

0.8+

0.4 to 0.8

0.2 to 0.4 –0.2 to –0.4

–0.4 to –0.8

–0.8+
Negative

FIGURE 84.1 Weighted connections obtained from SEM of fMRI during observation (right) and imitation (left) of audiovisual syllables.
Connections are shown for the left (top) and right (bottom) hemispheres. Both models share connections between pST, aST, IP, vPM, dPM,
and M1S1. Abbreviations are as follows: IP, inferior parietal lobule; M1S1, primary motor/somatosensory cortex; pST, posterior superior tem-
poral gyrus and sulcus; aST, anterior superior temporal gyrus and sulcus; vPM, ventral premotor cortex; dPM, dorsal premotor cortex;
M1/S1, primary motor/somatosensory cortex. Figure as originally published in Mashal et al. (2012).

1058 84. IMITATION-BASED APHASIA THERAPY

P. LANGUAGE TREATMENT



defined in humans due to limitations of appropriately
noninvasive methods. It is possible that their cortical
distribution is more extensive than that in our primate
cousins (Mukamel et al., 2010).

84.4.2 Comprehension of Action Language

The human mirror system operates in tandem with
low-level sensorimotor aspects of speech and also
higher-level language comprehension (Barsalou, 2008).
Listening to sentences describing motor activity acti-
vates a broad left-lateralized network of frontal, tem-
poral, and parietal regions, as do action observation
and execution, which do not occur for sentences not
encoding action (Tettamanti et al., 2005). Listening to
or reading action-related language evokes somatotopic
motor cortex activation consistent with the described
effector (Aziz-Zadeh, Wilson, Rizzolatti, & Iacoboni,
2006; Hauk, Johnsrude, & Pulvermüller, 2004).

Theories proposing that cognition is grounded in
(superimposed on) basic sensory and motor processes
also apply to language. Priming effects are found for
objects sharing affordances, such as a piano and a
typewriter, even when the task does not address the
object’s use (Myung, Blumstein, & Sedivy, 2006).
Subjects receiving verbal or visual cues to assume cer-
tain handshapes are faster to respond to the plausibil-
ity of action�object pairings congruous with the
simulated grasp (Klatzky, Pellegrino, McCloskey, &
Doherty, 1989). This difference disappears when a ver-
bal response replaces the motor response, indicating
that the interplay between language processing and
the motor system confers the advantage, rather than
the semantic relationship.

84.5 DUAL STREAMS FOR SPEECH

The dual-stream theory of vision has long been
dominant (Mishkin, Ungerleider, & Macko, 1983), with
a ventral “what” pathway for object identification and
a dorsal “where” or “how” pathway for visuomotor
integration (Goodale, 1993). More recently, two stream
models have been identified in the study of audition
(Rauschecker & Tian, 2000), speech perception (Hickok
& Poeppel, 2004), speech production (Hickok &
Poeppel, 2007), and sentence comprehension
(Friederici, 2009). There is considerable debate among
varying theories regarding specific functions, regions,
connections, and the role of feedback. Broadly, how-
ever, the dorsal stream progresses from temporoparie-
tal regions to frontal premotor areas, whereas the
ventral stream progresses through temporal lobes to
prefrontal cortex.

The present discussion only superficially describes
the putative roles of the two streams to elucidate their
role in imitation. The interested reader is referred to
the original sources, including those described here,
and the Large-Scale Models section of this book. The
streams are typically discussed separately, as here, but
it should be understood that this division is an artifi-
cial one for the sake of simplicity rather than accuracy.
In actuality, the streams must be integrated for suc-
cessful functioning, operating through “cooperative
computation” (Fagg & Arbib, 1998). The strongest
neurobiological models underpinning language pro-
cessing in the brain presently comprise the dual-
stream model and the mirror neuron system.

84.5.1 The Ventral Stream

The ventral pathway is conceived in terms of seman-
tics, extracting meaning from the communicative signal
(Saur et al., 2008). It is considered to be bilateral in
some models (Hickok & Poeppel, 2007), whereas others
identify ventral auditory language pathways only in
the left hemisphere (Parker et al., 2005). In the temporal
lobe, it includes anterior portions of the superior tem-
poral gyrus and sulcus, the middle and inferior tempo-
ral gyri, and the temporal poles. In the macaque, these
areas connect to frontal regions including orbitofrontal
cortex and pars orbitalis via the uncinate fasciculus,
and pars opercularis and pars triangularis via the
extreme capsule (Petrides & Pandya, 2009).

Imitation of familiar and meaningful actions is posi-
tively correlated with ventral activity in the inferior
temporal cortex (Decety et al., 1997). This is consistent
with the object identification, or “what,” role of the
visual ventral stream, which may share connectivity
analogous to that of the auditory ventral stream
(Seltzer & Pandya, 1978). In contrast, dorsal parieto-
occipital activation occurs with imitation of novel and
meaningless actions (Rumiati et al., 2005).

Words and sentences, which can be conceived of as
meaningful “gestures” or speech “objects,” also repre-
sent a domain of the ventral stream. Consistent with
this, temporal lobe atrophy is associated with semantic
dementia, a variant of frontotemporal dementia charac-
terized by progressive deficits in confrontation naming
and single word comprehension, and loss of the con-
cepts associated with the language (Mummery et al.,
2000), whereas speech repetition remains intact (Gorno-
Tempini et al., 2011). Although the role of the ventral
stream in imitation may seem minimal, the stimuli to be
repeated might engage regions and enhance connectiv-
ity patterns differently depending on semantic meaning
and social relevance (Kilner, Marchant, & Frith, 2006),
such as personal significance, ecological validity, and
familiarity.
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84.5.2 The Dorsal Stream and Parietal Cortical
Connectivity

In contrast with the semantic role of the ventral stream,
analogous to the “where” or “how” role of the visual dor-
sal stream, the dorsal stream for speech is proposed as a
sensorimotor network mapping sounds onto motor plans
for production (Hickok & Poeppel, 2007). Repetition,
especially of meaningless pseudowords, is the prototypi-
cal task of dorsal stream function (Saur et al., 2008).

The dorsal stream projects from primary auditory
regions to posterior superior temporal and inferior
parietal regions, and then to more posterior regions of
the frontal lobe (including pars opercularis of the IFG
and premotor and motor cortices) compared with ven-
tral stream projections (Skipper et al., 2006). At a gross
anatomical level, temporal and parietal regions of the
dorsal stream associated with speech and language
functions are shared by the dorsal stream for vision.
All of these regions show strong activation on fMRI
during action observation, especially in the left hemi-
sphere (Decety & Grèzes, 1999). These regions, specifi-
cally pars opercularis and inferior parietal cortex, are
considered the human homologues of macaque F5 and
PF/PFG in which mirror neurons have been identified
(Rizzolatti, Fogassi, & Gallese, 2001; Rozzi et al., 2006).
Some models consider the dorsal stream for speech to
be strongly left-dominant (Hickok & Poeppel, 2007).

In conduction aphasia, the ability to repeat is dis-
proportionately impaired. This is classically attributed
to damage to the left arcuate fasciculus (Geschwind,
1965), traditionally thought to serve as the primary
dorsal pathway (Anderson et al., 1999); however, this
is debated due to recent anatomical work implicating
the superior longitudinal fasciculus (Schmahmann &
Pandya, 2006). Voxelwise lesion symptom mapping
with perfusion and diffusion-weighted imaging shows
damage involving the left supramarginal gyrus or
underlying white matter is most strongly related to
repetition deficits (Fridriksson et al., 2010). The tem-
poroparietal region has been identified by other inves-
tigators (Buchsbaum et al., 2011) to be implicated in
repetition impairment, supporting the critical role of
the dorsal stream in repetition and the presence of mir-
ror neurons within this functional network. This also
suggests that the arcuate fasciculus may not serve the
crucial role once suggested for the interconnection of
Broca’s and Wernicke’s areas.

84.6 APHASIA THERAPY: SPEECH
IMITATION AS THERAPEUTIC TOOL

Imitation has a long history in therapy for commu-
nication disorders, including aphasia, using visual

input to complement other sensory modalities and
enhance the patient’s ability to produce accurate
speech output (Duffy, 1995). Early approaches to apha-
sia therapy were developed prior to the fundamental
work of the 20th century in learning theory and the
unfortunate consequences of World War II, which pro-
duced many young veterans with head injuries, and
often relied solely on repetition and drilling (Basso,
2003). Later researchers continued to use repetition in
aphasia rehabilitation, but within a better-defined the-
oretical framework. For example, in the Helm Elicited
Language Program for Syntax Stimulation (Helm-
Estabrooks, 1981) designed to treat agrammatism,
increasingly more complex syntactic forms are intro-
duced by imitation at level A before the same forms
are elicited in context at level B.

Love and Webb (1977) found imitation to elicit the
most accurate picture naming in patients with severe
Broca’s aphasia. Repetition is often the simplest level
of a cueing hierarchy (Linebaugh, Shisler, & Lehner,
2005). Although imitation is sometimes promoted as a
technique to be used only when no other prompts cue
correct responses, its ability to facilitate speech output
make it inherently error-reducing. Thus, it is a useful
tool and desirable starting point in errorless learning
designs, in which every response, regardless of accu-
racy, is viewed as self-reinforcing, and the therapy
environment is structured to produce the greatest pos-
sible successes (Sigurðardóttir & Sighvatsson, 2006).
However, the benefit of errorless learning remains
debated in aphasia rehabilitation (Fillingham, Sage, &
Lambon Ralph, 2005).

Many aphasia therapies used in research do not
cite imitation as a rationale for their use or theorized
effectiveness, yet they still rely heavily on imitation
or choral reading (online imitation) in their imple-
mentation. Semantic Feature Analysis (SFA) seeks to
improve word retrieval by targeting conceptual con-
nections of individually trained words, using model-
ing and repetition of the target word and its semantic
associations when these are not produced indepen-
dently (Boyle & Coelho, 1995). Melodic Intonation
Therapy (MIT), recommended for patients with non-
fluent aphasia and poor repetition, uses melody and
rhythm to increase speech output, relying on
choral productions of intoned targets before progres-
sing to imitation and more naturalistic contexts
(Helm-Estabrooks, Morgan, & Nicholas, 1989).
Conversational script training introduces scripts to be
learned via online and delayed imitation (Youmans,
Holland, Munoz, & Bourgeois, 2005). Choral reading
and imitation are also paired with written stimuli in
some therapy programs, such as Oral Reading
Treatment (Orjada & Beeson, 2005) and Oral Reading
for Language in Aphasia (Cherney, 2004).
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84.7 MIRROR NEURON SYSTEM AND
REHABILITATION

Given evidence for motor system activation during
action observation (Buccino et al., 2001), and given
identification of neural circuits active during observa-
tion�execution of oral movements (Ferrari et al., 2003),
there is a sound biological basis for speech imitation as
an aphasia rehabilitation technique. Connections
between inferior parietal and ventral premotor regions
are active during observation and imitation of sylla-
bles, as seen in Figure 84.2, and may represent a
human mirror neuron network for speech (Mashal
et al., 2012). Although the most straightforward impli-
cation of engaging this system may be for the direct
motor act of speech production, the role of this net-
work in speech perception (Möttönen & Watkins,
2012) and comprehension of action language
(Tettamanti et al., 2005) could result in a broader
impact on more general aspects of language rehabilita-
tion (Small et al., 2012).

A similar approach undertaken in hand motor reha-
bilitation following stroke comprises viewing videos of
daily actions followed by therapist-assisted perfor-
mance of observed actions with the impaired upper
extremity (Ertelt et al., 2007). Patients demonstrate sig-
nificant improvement following therapy compared to
baseline performance or controls, with maintenance of
at least 8 weeks after intervention. Increased activation
during object manipulation was found with fMRI in
contralateral supramarginal gyrus and bilateral ventral
premotor cortices, SMA, and superior temporal gyri,
consistent with human correlates of the macaque mir-
ror neuron system (Small et al., 2012).

84.8 APHASIA THERAPY: SPEECH
IMITATION AS THERAPEUTIC THEORY

84.8.1 IMITATE

IMITATE (Intensive Mouth Imitation and Talking
for Aphasia Therapeutic Effect) is a novel computer-
based aphasia therapy program to improve communi-
cation skills in aphasia by repetition of audiovisual
words and phrases, motivated by neurophysiological
findings in human and nonhuman primates (Lee,
Fowler, Rodney, Cherney, & Small, 2010). The stimuli
are presented by video featuring a view of the speak-
er’s head and shoulders. The therapy is intense and
uses ecologically valid stimuli presented by a variety
of human talkers, and difficulty increases are graded
overall yet are variable within a level.

The control therapy, REPEAT, uses similar princi-
ples but audio-only stimuli with a still image of the
talker. This therapy also varies the stimulus presenta-
tion, such that subjects hear a single presentation by a
single talker before each cued repetition, in contrast
with the IMITATE group, which hears six consecutive
talkers present each stimulus before repeating the tar-
get word or phrase several times. Each group hears
the same overall number of stimuli and the same num-
ber of presentations.

Nineteen subjects completed a 6-week course of
therapy (9 h weekly). The IMITATE group made sig-
nificant gains in the Aphasia Quotient composite score
of the WAB-R but the REPEAT group did not,
although there were no significant differences between
groups (Duncan, Schmah, & Small, in prep).

In a sleep study, high-density electroencephalo-
graphic (EEG) recordings were taken for 13 subjects

FIGURE 84.2 Logical conjunction analyses from fMRI of production and perception of the same syllables. Orange indicates regions of acti-
vation overlap between production and perception (thresholded at p, 0.05). Blue indicates regions active during passive perception but not
during production (thresholded at p, 0.05). Stimuli for speech perception were audiovisual (A), visual only (B), or auditory only (C).
Reproduced with permission from Oxford University Press from Skipper et al. (2007).
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with aphasia on two consecutive nights, before and
after participating in a single, highly intensive 3.5-h
session of IMITATE (Sarasso et al., 2014). Findings
indicate a significant increase in slow wave activity
(SWA), associated with synaptic plasticity (Huber,
Ghilardi, Massimini, & Tononi, 2004), in regions active
during observation�execution of speech in healthy
controls (Mashal et al., 2012) in the right (intact) hemi-
sphere. A positive correlation was found between
increased SWA over the left ventral premotor cortex
and improvement on the Repetition subtest of the
WAB-R. This finding is of interest due to premotor
cortex involvement in imitation and the inclusion of
this region in the lesion extent of most of the
participants.

84.8.2 Speech Entrainment

Citing previously mentioned findings of activation
in left frontal speech-motor areas when visual observa-
tion accompanies auditory speech, Fridriksson et al.
(2009) hypothesized that better performance would be
elicited when a computer-based naming treatment for
patients with nonfluent aphasia included audiovisual
compared to auditory-only stimuli. Findings indicated
statistically significant gains for audiovisual treatment
only, including trained and untrained items.

Fridriksson et al. (2012) coined the term “speech
entrainment” to describe the ability of some subjects
with nonfluent aphasia to produce more fluent speech
with an audiovisual model compared to spontaneous
speech. Subjects performed online imitation of scripts,
which are heard while viewing the speaker on an iPod
screen. Only the speaker’s mouth is visible to empha-
size visual perception of the speech act. This therapy
resulted in production of twice as many words during
entrainment for 13 patients with Broca’s aphasia.
Significant increases in word variety were maintained
for 1 week after treatment for production of practiced
scripts during entrainment and spontaneous speech.
Generalization to entrainment of untrained scripts
remained significantly improved for 6 weeks.

Using fMRI to explore the neural mechanisms
underlying behavioral findings, Fridriksson et al.
(2012) found greater activation in left BA 37 and bilat-
eral anterior insula/BA 47 for the speech entrainment
condition compared to spontaneous speech. Imitation
of speech may facilitate word retrieval (BA 37) and vis-
ceral speech support (anterior insula/BA 47) for rapid,
online lexical processing and/or airflow modification
or for lexical prediction and anticipation of respiratory
demands. Broca’s area may be an internal temporal
gating device, which, although injured, can be com-
pensated for by external temporal gating offered by

real-time imitation of an observed speaker, entraining
the requisite regions to again function as part of a
coordinated network.

84.9 APHASIA THERAPY: NONSPEECH
MOTOR OBSERVATION AND IMITATION

Speech is a motor activity and gestures are a rich
aspect of human communication, whether for indepen-
dent information transmission or to supplement
spoken language (Goldin-Meadow, 1999). Verbal com-
munication among humans may have evolved on top
of existing gestural communication systems relying on
the observation�execution matching system (Rizzolatti
& Arbib, 1998). Gesture has thus been targeted as a
means of treatment for aphasia.

Visual Action Therapy is a nonverbal therapeutic
intervention for global aphasia, using real and drawn
objects in a hierarchy (Helm-Estabrooks, Fitzpatrick, &
Barresi, 1982). Manipulation of real objects or associ-
ated pantomimed gestures is imitated by the subject,
with the ultimate goal of producing a pantomimed
action to represent an unseen object. The rationale is
that gestures, requiring unilateral gross motor control
compared to speech, may be used symbolically (Helm-
Estabrooks et al., 1982). Although Visual Action
Therapy is not a contemporary subject of research,
similar gesture-based therapies continue to be investi-
gated in aphasia rehabilitation.

Patients with nonfluent aphasia improve in verb
retrieval abilities after training of gesture labeling
when observing or imitating the target gesture, but not
when they observe a gesture and produce a meaning-
less movement (Marangolo et al., 2010). There is no
significant difference between therapies using observa-
tion or meaningful imitation, with improvement main-
tained for 2 months. These findings may support a
bilateral distribution of frontoparietal connections
engaged in action observation and execution given the
damage to regions associated with the human mirror
neuron network of the left hemisphere (Aziz-Zadeh,
Koski, Zaidel, Mazziotta, & Iacoboni, 2006). Action
observation alone engages this network, but addition
of a meaningless gesture interferes with this process,
eliminating the beneficial result of observation and the
resultant therapeutic gains in verb retrieval.

Observation therapy only improves verb production
for actions within the human motor repertoire, such as
dancing compared to printing (Marangolo, Cipollari,
Fiori, Razzano, & Caltagirone, 2012). FMRI findings
also demonstrate differences between activation result-
ing from observation of actions within the realm of
human behavior, even when performed by non-
humans (e.g., a dog biting), compared to those that are
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not (Buccino et al., 2004). These findings further rein-
force the role of a mirror neuron network implicated
in action observation and execution that subserves lan-
guage production.

84.10 CONCLUSION

Although aphasia is a biological disorder resulting
from neurological damage, aphasia rehabilitation has
traditionally neglected biological approaches to treat-
ment in favor of behavioral and educational models.
However, increasing understanding of the neurobiol-
ogy underlying language is shifting the discourse
toward biological mechanisms.

The two main biologically based models with
empirical support at this time are the human mirror
neuron system and the dual-stream hypothesis. These
models support imitation as a powerful tool to rehabi-
litate the speech and language deficits of aphasia.
Action observation engages the mirror properties of
the same neural networks that are activated during
execution, which is as true for speech and oral motor
actions as for the grasping behaviors for which they
were initially discovered. Higher-level language skills
are also grounded in motor systems. Both observation
and imitation of speech engage a similar network
including components of the dorsal and ventral path-
ways for language.

Imitation has long been, and continues to be, used
in many aphasia interventions. More recently, several
researchers have developed neurophysiologically moti-
vated aphasia therapy programs targeting online or
delayed imitation as a strategy to improve speech out-
put and language function. Some aphasia therapies
have also used nonspeech imitation of actions to
enhance gestural communication and production of
action labels.
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85.1 INTRODUCTION

Aphasia is one of the most common consequences
of stroke, and it is also one of the most feared.
Approximately 10�30% of stroke victims suffer from a
language deficit after stroke (Bersano, Burgio,
Gattinoni, Candelise, & P.S.G., 2009; Pedersen, Stig
Jørgensen, Nakayama, Raaschou, & Olsen, 1995; Wade,
Hewer, David, & Enderby, 1986), and recovery from a
stroke-related language deficit is highly variable and
dependent on a range of factors. For example, lesion-
related variables, such as the size and location of the
stroke, and patient-related variables, such as the
patient’s age and history of strokes, are likely major
determinants in recovery from stroke (Caplan,
Hildebrandt, & Makris, 1996; Heiss & Thiel, 2006;
Kertesz, Harlock, & Coates, 1979; Lazar & Antoniello,
2008) and are essentially unmodifiable in the postacute
setting. Other aspects important in the long-term lan-
guage recovery of patients, such as prevention of
future strokes, design and implementation of a lan-
guage therapy plan, and pharmacologic therapy, can
all be points of successful intervention by the clinician.

In this chapter, we review the literature on pharma-
cologic approaches to aphasia recovery. Specifically, we
attempt to integrate a body of literature on motor
stroke recovery in animal models with clinical data
examining the effects of drug interventions on aphasia
recovery. Herein, we argue that a primary focus for the
rehabilitation of patients with aphasia should be
pharmacological enhancement of reorganization of neu-
ral circuits rather than simply the development of
compensatory strategies. As such, we adopt a medical
model to the treatment of stroke whereby the therapeu-
tic aim is to guide plasticity with behavioral therapy
and to facilitate this plasticity with pharmacological
intervention.

85.2 MAJOR CHALLENGES

It is worth noting early in this chapter that there
are two significant challenges to making progress in
the area of aphasia recovery: limited clinical trial data
and lack of animal models for language. Compared
with other neurological diseases for which the under-
lying disease processes may be more homogeneous
across subjects and the outcome measures have been
validated to be sensitive to pharmacologic interven-
tion, aphasia recovery is in a somewhat disadvanta-
geous position. Strokes are highly variable in location,
size, and even etiology. In addition, the term “apha-
sia” is quite broad and can include difficulties rang-
ing from dysfluency to patients who are highly (or
overly) fluent but with difficulties in the understand-
ing and formulation of language. Such heterogeneity
in language deficits likely reflects heterogeneity in
lesion location, size, and etiology. The latter point is
important because the term “stroke” may encompass
a range of underlying pathophysiological mechan-
isms, such as large-vessel atherosclerotic disease, car-
dioembolic disease, small vessel disease, venous
thrombosis, and intracranial hemorrhage. It is likely
that stroke-related deficits caused by different under-
lying pathophysiologic mechanisms will have differ-
ent time courses of recovery and different sensitivities
to pharmacological therapy. Similarly, although there
are many different rating scales available to evaluate
the severity of aphasia (Shewan & Kertesz, 1980;
Strauss, 2006), the underlying heterogeneity in apha-
sia types and etiologies and the lack of validation of
such scales for sensitivity to drug manipulations cre-
ate challenges for the use of a single instrument to
evaluate the efficacy of drug therapies for aphasia.
These factors have contributed to the relatively small
number of clinical trials performed to examine the
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potential for drugs to treat aphasia. For example, a
recent (July 2013) search on www.clinicaltrials.gov
revealed four studies actively recruiting subjects for
drug interventions for aphasia. When evaluating the
clinical literature on aphasia drug therapies, these
challenges make it difficult to apply the same criteria
as those for diseases that are more amenable to study
using standard clinical trial approaches.

Another factor affecting progress in this area is the
lack of adequate animal models. Animal models serve
as a proving ground for putative new therapies and
have been shown to be indispensable for the develop-
ment of drug therapies for epilepsy, multiple sclerosis,
and Parkinson disease (Dauer & Przedborski, 2003;
Gold, Linington, & Lassmann, 2006; McNamara, 1985),
and have led to great insights to the underlying patho-
physiology of other diseases such as Alzheimer disease
(Price & Sisodia, 1998). Currently, however, there are
no established animal models for language—at least
language as humans experience it. Although this is a
topic that has been hotly debated in the literature
(Hauser, Chomsky, & Fitch, 2002), and although the
details of this are well beyond the scope of this chap-
ter, it is safe to say that there are no established models
with a high enough throughput to allow the vetting of
potential drug therapies. Instead, the field has relied
on animal models of motor stroke. Here, the literature
is quite mature, many approaches to inducing stroke
exist (middle cerebral artery ligation, photothrombosis,
etc.) (Carmichael, 2005), and the outcome measures of
motor recovery are highly quantifiable. Therefore, for
the current discussion we assume that at least some of
the mechanisms of repair and reorganization of neural
structures involved in recovery from motor stroke are
similar to those involved with language recovery,
although more work is greatly needed in this area to
validate this assumption.

Despite the challenges described, it is worth noting
that now, more than ever, we are strategically posi-
tioned for great advances in the development of drug
therapy for aphasia. Human and animal imaging tech-
nologies have advanced to the point that the impact of
drug and/or behavioral therapy on neural networks
can be studied in humans and animals using very sim-
ilar imaging technologies, facilitating comparisons of
the pharmacodynamics of putative therapies across
species (Bifone, Gozzi, & Schwarz, 2010; Rumple et al.,
2013). Therefore, the impact of drug and behavioral
interventions, both on task-related activation patterns
and resting states, as well as structural imaging of
gray and white matter (Jang, 2011; Schwarz et al.,
2011) can be assessed and compared. It is hoped that
this chapter will serve as a starting point to initiate
future mechanistic studies in this area.

85.3 MECHANISMS OF RECOVERY
AND PHARMACOTHERAPY

There is a substantial body of work documenting the
natural history and the impact of pharmacological mod-
ulation of stroke recovery in animal models. Most of
this research has involved lesions of the motor cortex
and has used motor output as its focus for efficacy.
Once a small area of cortex is lost, a host of short-range
and long-range mechanisms are engaged to facilitate
reorganization of cortical function (Hermann & Chopp,
2012; Murphy & Corbett, 2009). These mechanisms are
activity-dependent and include axonal sprouting
(Dancause et al., 2005; Overman et al., 2012), which can
extend distances .1 cm across the adult primate cortex,
elaboration of dendritic spines (Brown & Murphy, 2008;
Ueno et al., 2012), migration of subventricular stem cells
to the infarction zone (Danilov, Kokaia, & Lindvall,
2012; Kahle & Bix, 2013; Lichtenwalner & Parent, 2005),
and modulation of the strength or excitability of exist-
ing synapses (Di Filippo et al., 2008; Jaenisch, Witte, &
Frahm, 2010; Yao et al., 2005). Because such
mechanisms are likely to be differentially sensitive to
pharmacological manipulation, one might postulate
that different etiological mechanisms of infarction
would require different forms of intervention. It is also
possible that some forms of modulation of synaptic
strength may be maladaptive (Costigan, Scholz, &
Woolf, 2009; Di Filippo et al., 2008) and therapeutic
modalities, appropriately targeted and timed, may be
used to interfere with such forms of pathological
plasticity.

Several concepts have arisen from the animal litera-
ture on stroke recovery (and lesion recovery more gen-
erally) that may inform our review of the literature on
drug therapy for aphasia. First, it is clear that maximal
benefit is derived not from drugs or rehabilitation
approaches on their own, but with combination therapy.
There are many studies supporting the idea that
synaptic plasticity, which is presumed to be the domi-
nant mechanism underlying synaptic rewiring respon-
sible for stroke recovery, is greatly facilitated when
neurotransmitter manipulations are accompanied by
behavioral training (Bao, Chan, & Merzenich, 2001;
Kilgard & Merzenich, 1998; Schultz, 2002). Further,
many of the classes of drugs discussed within this
review have been explicitly modeled to help support
and strengthen neural networks being modified by
behavioral training (Korchounov & Ziemann, 2011),
such that their efficacy in the absence of behavioral
training may be greatly reduced. Taken further, one
might even speculate that drugs that support synaptic
plasticity, when used in the absence of targeted behav-
ioral therapy, may actually reinforce maladaptive
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patterns of neuronal activity. In addition, it is of high
clinical relevance that the cerebral cortex undergoes
plastic changes for at least months after stroke, and that
these adaptive changes occur not only in the tissue
immediately surrounding the lesion but also in areas
remote from the site of injury (Jenkins & Merzenich,
1987; Nudo & Friel, 1999; Nudo, Wise, SiFuentes, &
Milliken, 1996; Xerri, Merzenich, Peterson, & Jenkins,
1998). Finally, the animal studies suggest that certain
classes of drugs commonly used in clinical practice,
particularly sedating drugs such as benzodiazepines,
can diminish the reorganization of brain networks after
injury (Goldstein, 2000; Larson & Zollman, 2010).
Given the emerging recognition of poststroke depres-
sion and anxiety (Aben et al., 2003; Barker-Collo, 2007)
and the relatively high incidence of seizures after
stroke (Lossius, Rønning, Mowinckel, & Gjerstad, 2002;
Olsen, 2001), both of which may be treated with benzo-
diazepines, these data indicate that nonsedating alter-
natives may be more appropriate to avoid interference
with poststroke recovery mechanisms.

85.3.1 Animal Studies: Catecholamine-Based
Therapy

There is a rich history of the use of catecholamine
augmentation as adjunctive therapy to enhance stroke
recovery. Catecholamines are a natural target for
stroke therapeutics because it has long been known
that there are significant alterations in brainstem and
cortical catecholamine levels in the acute and subacute
periods after stroke (Brown, Carlson, Ljunggren,
Siesjö, & Snider, 1974; Cohen, Waltz, & Jacobson, 1975;
Robinson, Shoemaker, & Schlumpf, 1980; Robinson,
Shoemaker, Schlumpf, Valk, & Bloom, 1975). In addi-
tion, lesions to the noradrenergic afferents from the
locus ceruleus have been shown to impair recovery of
animals with contralateral sensory-motor cortical inju-
ries (Goldstein & Bullman, 1997), and pharmacological
antagonism of alpha adrenergic receptors with phe-
noxybenzamine delays spontaneous recovery from cor-
tical damage (Feeney & Westerberg, 1990).

A number of neurophysiological mechanisms are
postulated to underlie the beneficial effects of
catecholamine enhancement of stroke recovery.
Norepinephrine and dopamine modulate multiple
forms of synaptic plasticity, including long-term poten-
tiation and long-term depression, and spike timing-
dependent plasticity (Carey & Regehr, 2009; Clem &
Huganir, 2013; Dommett, Henderson, Westwell, &
Greenfield, 2008; Edelmann & Lessmann, 2013;
Ghanbarian & Motamedi, 2013; Gu, 2002; Wolf,
Mangiavacchi, & Sun, 2003). These data would suggest

that the impact of catecholamine modulation on recov-
ering neural circuits would be highly activity-depen-
dent, which is consistent with the data presented.
Other studies have shown that catecholamines may
enhance neural regeneration (Hiramoto, Ihara, &
Watanabe, 2006; Lloyd, Balest, Corotto, & Smeyne,
2010; Spiegel et al., 2007) or axonal sprouting
(Papadopoulos et al., 2009). Overall, these data suggest
that catecholamine augmentation may function to alter
neuronal plasticity on several different temporal and
spatial scales.

The paradigm for the study of catecholamine-based
therapy was established by early work demonstrating
that administration of a single dose of dextroamphet-
amine (D-amphetamine, which causes the release of
stored norepinephrine, dopamine, and, to a lesser
degree, serotonin) can facilitate recovery of beam-
walking behavior after lesion of motor cortex (Feeney,
Gonzalez, & Law, 1982). Importantly, drug effects on
recovery were only seen when drug administration
was coupled with the promotion of physical activity.
This basic finding of the dependency between active
training and catecholamine augmentation for maxi-
mum motor recovery has been reproduced in animals
several times in several stroke models (Barbay et al.,
2006; Beltran, Papadopoulos, Tsai, Kartje, & Wolf,
2010; Papadopoulos et al., 2009; Ramic et al., 2006;
Rasmussen, Overgaard, Hildebrandt-Eriksen, &
Boysen, 2006). For example, in the visual system, bilat-
eral visual cortex lesions in cats leading to deficits in
depth perception can be ameliorated with a combina-
tion of visual experience and dextroamphetamine
administration (Feeney & Hovda, 1985). No benefit
was seen when either the drug or behavioral training
were given independently of each other.

The receptor pharmacology of the beneficial effects
D-amphetamine is not yet entirely clear. The effect of
D-amphetamine on motor recovery can be blocked by
the haloperidol (Feeney et al., 1982), a D2 antagonist,
which also has weaker antagonism at the alpha1 adre-
noreceptor. In addition, as described, alpha1 receptor
blockade impaired spontaneous recovery (Feeney &
Westerberg, 1990) and treatment with intraventricular
norepinephrine, but not dopamine, and reproduced
the beneficial effect of D-amphetamine (Boyeson &
Feeney, 1984). Further, findings in animals that have
recovered from brain trauma that show that alpha
adrenergic antagonists, such as phenoxybenzamine,
can cause the recrudescence of lesion-related deficits
long after functional recovery has occurred (Feeney,
De Smet, & Rai, 2004) and suggest that a long-
standing and tonic increase in norepinephrine is
needed to restore function in certain neural networks.
Most recently, motor recovery in a rat stroke model
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was facilitated by atipamezole and alpha-2 blocker,
which elevates synaptic norepinephrine levels, with
little effect on dopamine (Beltran et al., 2010; Gobert,
Billiras, Cistarelli, & Millan, 2004). These data suggest
that norepinephrine, acting on alpha adrenergic recep-
tors, is the primary driver of functional recovery in
these models. However, it has been suggested, primar-
ily based on data from levodopa-enhanced word-list
learning in normal humans and the low rates of con-
version of levodopa to norepinephrine (B5%), that
dopamine may also play a significant role
(Breitenstein et al., 2006). The mixed clinical picture
surrounding drugs like amphetamine and levodopa,
which activate multiple receptor types, suggests that
there is a need to more precisely define the mecha-
nism of action of these drugs to target the efficacious
mechanisms.

85.3.2 Animal Studies: Cholinergic
Mechanisms

Luria postulated that enhancement of acetylcholine
levels via the natural cholinesterase inhibitor galantha-
mine (precursor to modern Alzheimer’s drug, galanta-
mine), may promote functional language recovery after
stroke (Luria, Naydyn, Tsvetkova, & Vinarskaya, 1969).
In general, these agents have been particularly relevant
to the treatment of Alzheimer disease, for which there
is a cholinergic model that relates atrophy in the
nucleus basalis of Meynert (the source of all cerebral
cortical acetylcholine) to the pathophysiology of
Alzheimer disease (Whitehouse, Price, Clark, Coyle, &
DeLong, 1981). Acetylcholine is thought to be involved
in a number of aspects of cognition, including sensory
perception, selective attention, associative learning, and
memory, as well as experience-dependent plasticity
(Baskerville, Schweitzer, & Herron, 1997; Yu & Dayan,
2002). Very suggestive evidence for the potential for
acetylcholine augmentation to be used as a therapeutic
modality to enhance plasticity is derived from findings
in the auditory cortex, where experience-dependent
alterations of sensory maps were greatly enhanced
when sensory stimulation was coupled with stimulation
of cholinergic fibers from the basal forebrain (Kilgard &
Merzenich, 1998). Notably, map reorganization para-
meters were directly related to the specific training sti-
muli used, emphasizing the importance of
understanding the interactions between specific speech
and language therapies with pharmacologic interven-
tion. One view is that cholinergic neurons from the
basal forebrain serve a modulatory function by marking
behaviorally salient stimuli (Kilgard & Merzenich,
1998). This experience-dependent and acetylcholine-
dependent map reorganization learning is probably

mediated by muscarinic cholinergic receptors, rather
than nicotinic receptors, because this learning can be
blocked by scopolamine, a muscarinic antagonist (Thiel,
Friston, & Dolan, 2002).

Despite the well-recognized role for acetylcholine
in activity-dependent plasticity, there are compara-
tively little data supporting enhancement of choliner-
gic activity for motor stroke recovery in animal
models. A study using galantamine in a motor stroke
model did not show efficacy (Zhao, Puurunen,
Schallert, Sivenius, & Jolkkonen, 2005), whereas the
data for nicotine administration are mixed (Gonzalez,
Gharbawie, & Kolb, 2006; Lim, Alaverdashvili, &
Whishaw, 2009). It is interesting to note that the mus-
carinic blocker scopolamine has been shown to have
some beneficial effects in early recovery in animal
models of traumatic injury (Lyeth et al., 1992), possi-
bly by reducing cholinergic neuronal activation (Saija
et al., 1988), but the window for such an advantage is
very short (15 min) (Hamm, O’Dell, Pike, & Lyeth,
1993). This is similar to what has been seen
with several “neuroprotective” agents, such as
NMDA(N-methyl-D-aspartate)-receptor antagonists
(Villmann & Becker, 2007) and gamma-amino butyric
acid (GABA)-potentiators (Green, Hainsworth, &
Jackson, 2000), reinforcing the idea that the timing of
intervention will play a critical role in the develop-
ment of aphasia treatment strategies.

85.3.3 Animal Studies: Serotonin and Brain-
Derived Neurotrophic Factor

Serotonin regulates some forms of cortical map reor-
ganization (Gu & Singer, 1995; Jitsuki et al., 2011;
Vetencourt, Tiraboschi, Spolidoro, Castrén, & Maffei,
2011) and adult neurogenesis in the hippocampus
(Daszuta, 2011; Li et al., 2009), although the evidence
supporting a role for serotonin in promoting neural
reorganization in the chronic stroke setting is relatively
sparse. More attention has been given to the ability of
serotonin to enhance the expression of the ubiqui-
tously expressed Brain-Derived Neurotrophic Factor
(BDNF). Rodent studies have shown that BDNF
increases both locally and remotely after the induction
of stroke (Béjot et al., 2011), and that inhibition of
BDNF using antisense oligonucleotides impair stroke
functional recovery from motor cortex stroke
(Ploughman et al., 2009). This study also revealed a
synergistic interaction between physical therapy and
BDNF expression. Other rodent work has demon-
strated that exogenous BDNF administration facilitates
motor recovery from acute stroke (Schabitz et al.,
2007). Despite the suggestive findings regarding BDNF
and stroke, there are major hurdles to the translation
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of this therapy to the clinic. Delivery of such a large
molecule to the central nervous system (CNS) poses a
problem, particularly in the chronic phase of stroke
when the blood�brain barrier has reconstituted. This
provides an opportunity to drive BDNF expression
indirectly via serotonin augmentation (e.g., through
the use of selective serotonin reuptake inhibitors
[SSRIs]). It is not clear, however, whether serotonin
augmentation through SSRIs is sufficient to drive
BDNF expression to sufficient levels to promote recov-
ery because SSRI studies in chronic stroke have had a
mixed track record (Boyeson, Harmon, & Jones, 1994;
Windle & Corbett, 2005). It may be that extrasynaptic
serotonin is necessary to promote BDNF expression, or
that only specific serotonin receptor subtypes are
responsible for BDNF expression (there are at least
seven subtypes of the serotonin receptor) and should
be targeted more specifically. There is another unan-
swered question regarding the ability of BDNF to pro-
mote recovery in the chronic phase of stroke. BDNF
has neuronal protectant properties (Marini et al., 2004),
and most studies to date have been performed in the
acute phase.

85.3.4 Animal Studies: GABAergic
Mechanisms

Another agent that has received attention in animal
studies is GABA. GABA is particularly interesting
because its action on neurons is primarily inhibitory
(Hendry, Schwark, Jones, & Yan, 1987). Augmentation
of GABAergic neurotransmission, either via benzodia-
zepines or via barbiturates, has been a popular drug
development strategy to promote neuronal protection
during the acute phase of stroke, presumably by limit-
ing neuronal metabolic demand during periods of
high metabolic stress (Green et al., 2000). In the chronic
phase, there is little evidence that GABA potentiation
promotes reorganization after stroke. For example,
intracortical infusion of GABA exacerbates the hemi-
paresis produced by a small motor cortex lesion in rats
(Schallert et al., 1992). In addition, the short-term
administration of diazepam (a benzodiazepine and
indirect GABA agonist) permanently impedes sensory
cortical recovery from neocortical injury (Schallert,
Hernandez, & Barth, 1986). Furthermore, the GABA
potentiator phenobarbital also interferes with recovery
from brain injury (Hernandez & Holling, 1994;
Montanez, Kline, Gasser, & Hernandez, 2000). Another
approach involves removal of GABAergic inhibition,
which may promote cortical map reorganization, for
which there is some evidence (Jacobs & Donoghue,
1991). However, such an approach would pose a chal-
lenging translational strategy because blockade of

GABA significantly lowers seizure threshold (Seger,
2004) and chronic stroke patients have a risk of seizure
that is higher than baseline (Asconapé, 1991; Lossius
et al., 2002; Olsen, 2001).

85.3.5 Animal Studies: Extracellular Matrix-
Based Mechanisms

Stroke induces the expression of a number of extra-
cellular molecules that are potentially hostile to axonal
outgrowth. These include myelin-associated extracellu-
lar molecules, such as Nogo-A, myelin-associated gly-
coprotein, and oligodendrocyte-myelin glycoprotein,
and extracellular matrix proteins, such as tenascin and
chondroitin sulfate proteoglycans (Carmichael, 2006).
Among these, the Nogo-A system has been well-char-
acterized, and inhibitors of this system have moved
forward into clinical trials of spinal cord injury and are
under consideration for stroke. In animal models of
subacute motor cortical stroke, inhibition of Nogo-A
activity via passive immunization resulted in enhanced
recovery of motor function in several studies
(Brenneman et al., 2008; Papadopoulos et al., 2009; Tsai
et al., 2007). Of potential relevance for the therapy of
aphasia are the findings that intraventricular adminis-
tration of anti-Nogo antibodies promoted recovery in a
rodent model of hemispatial neglect (Brenneman et al.,
2008) and poststroke spatial memory deficit (Gillani
et al., 2010), suggesting that Nogo inhibition may ame-
liorate cognitive dysfunction. No studies of anti-Nogo
therapy, to our knowledge, have been performed dur-
ing the late chronic phase of stroke. However, because
the studies referenced have not demonstrated any
alteration in infarct size after anti-Nogo therapy, anti-
Nogo therapy may promote neural reorganization
rather than neuronal protection. This supposition sug-
gests that anti-Nogo therapy represents at least a feasi-
ble path forward for studies of chronic stroke patients.

One potential concern with the body of rat literature
documenting the benefits of anti-Nogo therapy is that
in both the motor stroke studies (Papadopoulos et al.,
2009; Tsai et al., 2007) and at least one of the “cogni-
tive” stroke studies (Brenneman et al., 2008), recovery
was in large part mediated by activation of contrale-
sional structures. This suggests that anti-Nogo therapy
may promote sprouting of long-range axons of con-
tralesional origin rather than remaining ipsilateral
axons. Because recovery in human motor stroke
(Fridman et al., 2004), aphasia (Heiss et al., 1997; Karbe
et al., 1998; Szaflarski, Allendorfer, Banks, Vannest, &
Holland, 2013), and neglect (Corbetta, Kincade, Lewis,
Snyder, & Sapir, 2005) is likely optimally mediated by
ipsilesional structures, promotion of sprouting of con-
tralesional axons may not be an optimal recovery
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strategy. It is not known if the preference for the con-
tralesional structures is specific to anti-Nogo therapy
or to rodent stroke recovery in general.

85.3.6 Animal Studies: Combining Drug and
Behavioral Therapy

A feature common to most pharmacotherapy for
chronic stroke is the requirement that physical therapy
must be used to materialize the benefits of drug
administration. By extension, speech and language
therapy (SLT) may have a similar role in the pharma-
cotherapy for aphasia. Because certain forms of neuro-
nal plasticity can be maladaptive (Costigan et al., 2009;
Di Filippo et al., 2008), it is crucial that alterations of
synaptic strength or number are not haphazard. In
addition, because most drugs uniformly bathe the
brain without the ability to specifically modify dam-
aged circuitry, SLT is necessary to target particular
areas for synaptic modification. As such, drug therapy
likely plays a permissive role in stroke recovery. There
may be exceptions to this. For example, stem cell ther-
apy may be able to target specific areas of the brain
that overexpress molecular factors in damaged areas
(see Chapter 86 on cell-based therapies). It is unknown
whether these molecular targets are sufficiently spe-
cific to allow neural repair without the guidance of
behavioral training. It will be important to clarify this
issue in animal models because it has therapeutic
implications. For example, for patients unable to par-
ticipate in rehabilitation, it may very well be counter-
productive to offer permissive drug therapy, such as
catecholamine augmentation, because these drugs may
reinforce inappropriate circuitry. However, such
patients may be candidates for therapies that can tar-
get damaged circuitry, such as stem cell therapy.
Continued exploration of the combination of drug
therapy and physical therapy in animal models will
assist in guiding these decisions.

85.4 HUMAN STUDIES:
PHARMACOTHERAPY FOR APHASIA

There is a long history of attempts at aphasia phar-
macotherapy (Bergman & Green, 1951; Linn, 1947;
Sarno, Sarno, & Diller, 1972; West & Stockel, 1965) (for
a review of these studies, see Small, 1994 or Small,
2001). The outcomes of these studies were generally
negative, likely related to inadequate scientific ratio-
nales or poor study design (e.g., underpowered stud-
ies, poor dose selection, inappropriate outcome
measures). The animal data would suggest that the
most promising targets for pharmacotherapy for

aphasia would be accentuation of norepinephrine and
dopamine levels coupled with behavioral therapy.
Fortunately, this hypothesis lends itself to direct clini-
cal translation because of the existence of several
approved drugs that increase brain catecholamine
levels (D-amphetamine, levodopa, etc.). Regarding
study design, in general, the optimum study design to
establish that a pharmacological agent promotes brain
reorganization to enhance language processing would
be a double-blind, placebo-controlled, adequately pow-
ered, parallel-group study that contains at least one
outcome measure that is assessed after drug washout
to ensure that any benefit observed is due to plastic
changes in the brain. Unfortunately, very few studies
have had this type of design. In addition, much of the
literature utilizes heterogeneous outcome measures
and many studies provide few details regarding the
results, making meta-analyses very challenging. This
section reviews the existing literature on drug therapy
of aphasia. To our knowledge, there have been a total
of 18 prospective, double-blind studies involving
patients with subchronic or chronic stroke that used a
language metric as a primary outcome measure, and
we review these studies here. The attention here is
restricted to small-molecule therapy in the subacute
and chronic phases of aphasia due to stroke.

85.4.1 Human Studies: Noradrenergic Agents

The animal data tell a compelling story that
enhancement of catecholamine levels, coupled with
physical therapy, can promote neural reorganization
and functional recovery even during the chronic phase
of motor stroke. The two most highly studied catecho-
lamines for stroke recovery are dopamine and norepi-
nephrine. Dopamine and norepinephrine poorly cross
the blood�brain barrier and are therefore rarely
administered in these studies. Instead, other drugs
such as D-amphetamine, which indirectly elevates syn-
aptic catecholamine levels, or related compounds are
administered. Other approaches have been to block the
reuptake of norepinephrine and dopamine with meth-
ylphenidate. None of these drugs permit the isolation
of noradrenergic from dopaminergic effects, although
it has been argued that dopamine may play a domi-
nant role in language recovery.

We are aware of four prospective, placebo-con-
trolled, double-blind studies that examine the effects of
D-amphetamine on language function in aphasic
patients. The largest and most frequently cited study is
that by Walker-Batson et al. (2001). In this study, sub-
jects with subacute stroke were treated with D-amphet-
amine or placebo, and treatment was coupled with
traditional speech therapy over a 5-week period.
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A greater percentage of active subjects demonstrated
improvement on the Porch Index of Communicative
Ability (PICA) scale at the 6-week time point than their
counterparts who received placebo (83% vs. 22%);
improvement was assessed 1 week after the last dose
of drug. There was a nonsignificant trend for a persis-
tent benefit at 6 months after dosing. This study was
confounded by differences in age (D-amphetamine
patients were 9.5 years younger) and amount of ther-
apy received (D-amphetamine patients received 21%
more therapy time). The authors found that significant
differences were maintained after adjusting for base-
line age; unfortunately, there was no adjustment per-
formed for therapy time. A more recent study by
Whiting, Chenery, Chalk, and Copland (2007) using a
double-blind, placebo-controlled, crossover design in
two patients with chronic aphasia from stroke also
demonstrated improvements in language function
associated with D-amphetamine administration. In this
study, naming improved in both patients (but reached
statistical significance in only one patient) during peri-
ods when they received D-amphetamine plus language
therapy compared with periods when they received
placebo plus language therapy. This benefit persisted 1
month after cessation of drug and language therapy.
Clearly, a crossover study with a behavioral outcome
such as this study is potentially compromised by a
period effect because of learning by the patient, the
investigator, or both, over the course of the trial. These
two small studies, each with design inadequacies, are
at least suggestive of signals of efficacy for D-amphet-
amine when coupled with SLT for chronic aphasia.

Two earlier placebo-controlled studies did not show
a benefit of D-amphetamine therapy. McNeil et al.
(1997) conducted a crossover, multiple-baseline study
that examined the effects of D-amphetamine or selegi-
line, with and without lexical-semantic activation inhi-
bition therapy (L-SAIT), in two patients with chronic
aphasia from stroke. Both patients responded well to L-
SAIT, but there was not consistent improvement across
several language measures when L-SAIT was combined
with pharmacotherapy. Darley, Keith, and Sasanuma
(1977) examined the effects of 3 days of 20 mg of daily
methylphenidate administration on performance on
PICA in 14 subchronic or chronic aphasia patients. The
trial was a crossover design with no washout period,
and no SLT was given. The subjects also underwent 3
days of daily 20-mg chlordiazepoxide administration.
The absence of a washout period and the inclusion of
traumatic brain injury patients in this study make this
study particularly difficult to interpret.

In addition to the data on aphasic subjects,
D-amphetamine coupled with SLT has been shown to
improve language performance and alter the activation
of language-related networks in the brain of healthy

nonaphasic subjects. Breitenstein et al. (Breitenstein
et al., 2004) taught 40 healthy subjects an artificial
vocabulary of 50 words via word�picture matching
and coupled this training with D-amphetamine or pla-
cebo administration. They found that D-amphetamine
enhanced learning of the artificial words in the active
group compared with placebo, and that this difference
persisted 1 month after drugs, suggesting that
enhanced performance was not simply a nonspecific
effect of arousal. In a similar study, Whiting, Chenery,
Chalk, Darnell, and Copland (2007) found that amphe-
tamines enhanced new word learning in healthy sub-
jects, and that there was no correlation between word
learning and attention, mood, or cardiovascular
arousal that would suggest a specific effect of D-
amphetamine on the trained networks. Supporting the
idea that D-amphetamine specifically influences the
activity of behaviorally activated networks are two
pharmacological MRI studies. Uftring et al. (2001)
demonstrated that D-amphetamine specifically
increased activation in auditory cortical regions during
tone discrimination tasks and enhanced activation of
motor cortical areas during motor tasks. Similarly,
Sommer et al. (2006) found that D-amphetamine
administration during verb generation and semantic
decision task (using a conjoint analysis) increased
overall left hemispheric activation and increased acti-
vation of Broca’s areas, the right homolog of Broca’s
area, and left supramarginal gyrus, but it did not sig-
nificantly increase activation of multiple other volumes
of interest. These data suggest that D-amphetamine can
act to potentiate activity and plasticity of behaviorally
activated networks rather than nonspecifically promot-
ing arousal.

Of importance, and in concordance with the animal
model studies (Feeney et al., 1982; Feeney & Hovda,
1985), the studies showing beneficial effects of sym-
pathomimetics (on motor or language) (Crisostomo,
Duncan, Propst, Dawson, & Davis, 1988; Grade,
Redford, Chrostowski, Toussaint, & Blackwell, 1998;
Walker-Batson, Devous, Curtis, Unwin, & Greenlee,
1991; Walker-Batson, Smith, Curtis, Unwin, &
Greenlee, 1995) share the common feature of evaluat-
ing D-amphetamine as an adjunct to behavioral or
physical therapy rather than alone. This is consistent
with the view espoused at the outset regarding the
role of behavior in modifying neural circuits and the
notion that, without training, even extensively reorga-
nized or remodeled neural circuits are not likely to
improve performance.

Although not reviewed here in detail, it is worth
noting that after early promising trials, D-amphetamine
has failed to show improvement in several more recent
well-designed, appropriately powered trials of recov-
ery of motor function after stroke in humans
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(Gladstone et al., 2006; Platz et al., 2005; Sonde &
Lökk, 2007; Sprigg et al., 2007). It is difficult to predict
whether D-amphetamine for aphasia would meet a
similar fate if tested in larger trials. One factor that dif-
fers between motor and language studies, and across
language studies, is the type and magnitude of behav-
ioral therapy given to patients. Might some forms of
behavioral therapy be more amenable to drug facilita-
tion than others? The constraint-induced movement
therapy typically used in modern stroke motor recov-
ery trials may promote plasticity near or around dam-
aged neural networks, whereas other forms of therapy
may be more likely to promote reorganization of dif-
ferent compensatory neural networks. Given the pau-
city of efficacious drug therapy for chronic aphasia,
the good safety profile of D-amphetamine and the
promising data from Walker-Batson et al. and Whiting
et al., larger trials are merited. It may be interesting to
independently vary the type of SLT offered to
D-amphetamine patients to probe the drug�behavior
interactions mentioned.

Although most of the basic and clinical literature has
been directed toward the investigation of the benefits of
sympathomimetic compounds as described, an addi-
tional report has been published documenting the effect
of propranolol, a beta1/beta2 adrenergic antagonist, on
language function (Beversdorf et al., 2007). In this
double-blind crossover study, four chronic Broca’s apha-
sic patients were administered single 40-mg doses of
propranolol or placebo and had language assessed via
performance on the Boston Naming Test (BNT) across
three separate drug trials. The authors found consistent
small increases in naming performance (average BNT
before drug5 26.3, after drug5 29.0). This report is
consistent with a previous abstract demonstrating bene-
fit of propranolol on language performance (Porch,
Wyckes, & Feeney, 1985). The authors speculate that the
benefits of beta antagonism may be related to suppres-
sion of background activity (as discussed by Hasselmo,
Linster, Patil, Ma, & Cekic, 1997) or, less likely, in their
view, to the anxiolytic properties of propranolol.

85.4.2 Human Studies: Dopamine Agonists
and Levodopa

Several studies have examined the role of dopamine
in aphasia recovery by either providing bromocriptine,
a D2 agonist, or levodopa, the precursor to dopamine,
with a peripheral decarboxylase inhibitor to prevent
peripheral conversion of levodopa to dopamine. These
drugs have a long track record with a good safety pro-
file and less abuse liability than D-amphetamine. We
have found six prospective, double-blind, placebo-
controlled studies of these drugs in chronic aphasia.

Bragoni et al. (2000) studied the effects of high-dose
bromocriptine (up to 30 mg three times per day) on 11
chronic nonfluent aphasics. They utilized a single
cohort study, and each subject was compared with
his/her own baseline. They found that bromocriptine
plus SLT for 60 days improved performance on several
language metrics over SLT alone. The benefit was sus-
tained after a 60-day washout of the drug for several
metrics but was only statistically significant for read-
ing comprehension. As suggested by the Whiting et al.
(2007) study of D-amphetamine, a single cohort study
such as this is potentially compromised by a period
effect. A recent study by Seniów, Litwin, Litwin,
Lesniak, and Czlonkowska (2009) utilized a parallel
design of 39 patients with subacute stroke randomized
to receive either 100 mg levodopa or placebo. Drug
therapy was timed to precede five-times-weekly SLT
by 30 min and was continued for 3 weeks. The Boston
Diagnostic Aphasia Examination (BDAE) was used as
the primary outcome measure. They found improve-
ment on all metrics, but this only reached statistical
significance for verbal fluency, repetition of phrases
and sentences, and repetition of words. Washout per-
formance was not assessed. Levodopa patients were
younger than placebo subjects by 6.3 years, potentially
confounding the analysis, but the investigators found
that age was not associated with BDAE outcome.

Several other studies of dopamine-based therapy
did not show efficacy. Ashtary, Janghorbani, Chitsaz,
Reisi, and Bahrami (2006) examined the impact of bro-
mocriptine, 10 mg daily, started during the acute phase
and continued for 4 months; 19 active patients and 19
placebo patients were enrolled. SLT was not required
during this study, and it is not clear if any of the sub-
jects received SLT. The investigators did not find any
benefit of bromocriptine administration on a standard-
ized Persian language test. Sabe, Salvarezza, Garcı́a
Cuerva, Leiguarda, and Starkstein (1995) reported the
results of a crossover study of seven subjects with
chronic nonfluent aphasia who received up to 60 mg
daily of bromocriptine for 6 weeks. There was no
requirement for SLT. The authors found similar perfor-
mance during both the bromocriptine periods and the
placebo periods. Unfortunately, their randomization
scheme placed all subjects into the drug arm first, rais-
ing the possibility that a practice effect benefited the
placebo period. In a similarly designed study, Gupta,
Mlcoch, Scolaro, and Moritz (1995) studied the effect
of up to 45 mg of bromocriptine over 10 weeks in
patients with chronic aphasia. There was no require-
ment for SLT. This study had a more balanced ran-
domization scheme than that of Sabe et al., and the
authors found no influence of bromocriptine over a
wide range of language metrics. Most recently,
Leemann et al. observed no benefit of 2 weeks of
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levodopa plus benserazide versus placebo when cou-
pled with intensive computer therapy in the subacute
period after stroke (Leemann, Laganaro, Chetelat-
Mabillard, & Schnider, 2011).

It is notable that the two studies that demonstrated
efficacy for dopamine therapy explicitly coupled dopa-
mine therapy with SLT, whereas three out of four
studies that did not show efficacy had no requirement
for SLT. This is consistent with the animal literature
described previously. These data are also consistent
with much of the data from the human motor recovery
literature, where levodopa, when coupled with physi-
cal therapy, has improved motor outcomes (Rösser
et al., 2008; Scheidtmann, Fries, Müller, & Koenig,
2001). As recently noted (Gill & Leff, 2014), a relatively
narrow range of dopaminergic agents and doses has
been explored in these studies. The totality of the data,
although incomplete, suggests that bromocriptine or
levodopa therapy, coupled with SLT, may hold
promise for aphasia treatment.

85.4.3 Human Studies: Cholinergics
and Anticholinergics

Acetylcholine-augmentation as a therapeutic
approach is supported by findings that there might be
a relative lateralization of cholinergic projections
(Bracco, Tiezzi, Ginanneschi, Campanella, &
Amaducci, 1984) and that methylscopolamine, an anti-
cholinergic drug, can impair phonological and lexical
processing in normal adults (Aarsland, Larsen,
Reinvang, & Aasland, 1994). Despite these findings
and the body of neurophysiological data on the role of
cholinergic projections in modulating neural plasticity
and the neuropsychological data documenting its role
in learning and memory described, there have been
relatively few attempts to modulate this system for the
treatment of aphasia. Inhibitors of acetylcholinesterase
have widespread use for Alzheimer disease and, in
general, have good safety and tolerability profiles.
There have been several open-label pilot studies that
showed signals of efficacy (Berthier, Hinojosa, Martin
Mdel, & Fernandez, 2003; Pashek & Bachman, 2003;
Tanaka, Miyazaki, & Albert, 1997; Tsz-Ming & Kaufer,
2001). One single case study involved a patient with a
small subcortical lacunar infarction. Dopamine agonist
therapy was ineffective, but donepezil led to a signifi-
cant improvement in fluency (Hughes, Jacobs, &
Heilman, 2000).

We are aware of one randomized controlled trial
that examined the utility of cholinesterase therapy for
stroke-related aphasia. Berthier et al. (2006) studied the
effect of 16 weeks of donepezil (up to 10 mg daily) in
patients with chronic aphasia. This was a parallel

study design with 13 individuals in each group, and
all patients received standard SLT. The subjects were
well-matched at baseline. The investigators found that
the donepezil group improved significantly on the
Western Aphasia Battery (WAB), the Communicative
Activity Log, and the picture-naming subtest of the
Psycholinguistic Assessment of Language Processing
in Aphasia test. There were trends for improvement
regarding spoken word�picture matching and spoken
sentence�picture matching. The improvements noted
at week 16 were not present at week 20, suggesting
that the benefits of donepezil are not related to neural
reorganization. This lack of persistent benefit is similar
to what has been seen with the effects of donepezil on
the improvement of patients with Alzheimer disease
(Rogers, Farlow, Doody, Mohs, & Friedhoff, 1998).
Given these short-term improvements, it would be
interesting to determine if the improvements on lan-
guage tests are related to an overall improvement
across multiple domains of cognition, which has been
seen with donepezil, or whether they are specific to
language. If so, then that would imply that the benefits
of donepezil may not be dependent on SLT and there-
fore may become a therapeutic option for those
patients who may not have access to SLT. These data
are consistent with a more recent open-label study
demonstrating efficacy of another cholinesterase inhib-
itor, galantamine, relative to control subjects, for the
treatment of chronic poststroke aphasia (Hong, Shin,
Lim, Lee, & Huh, 2012).

85.4.4 Human Studies: Piracetam

Piracetam is a derivative of GABA and has a range
of effects on the CNS. Piracetam facilitates cholinergic
and excitatory amine neurotransmission (Giurgea,
Greindl, & Preat, 1983; Vernon & Sorkin, 1991),
increases regional cerebral blood flow (Jordaan, Oliver,
Dormehl, & Hugo, 1996), and alters neuronal mem-
brane properties (Müller, Eckert, & Eckert, 1999). It has
been claimed that this agent improves learning and
memory, but it is not clear which of its biological
effects (e.g., neuroprotective, circulatory, or others) are
responsible for the purported cognitive benefit
(Malykh & Sadaie, 2010). Piracetam is currently avail-
able as a nutritional supplement in the United States
and is approved for the treatment of myoclonus in
Europe.

The data on piracetam for aphasia are mixed. One
large multicenter trial (n5 927) aimed to treat all
stroke patients within 12 h and used a variety of out-
come measures, including assessment of aphasia. This
study showed no effect on the primary outcome mea-
sure of neurological status (Barthel Index and
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Orgogozo scale) at 4 weeks (De Deyn, Reuck, Deberdt,
Vlietinck, & Orgogozo, 1997). A post hoc analysis of an
“early treatment subgroup” (defined prospectively as
within 6 h, but retrospectively as within 7 h) showed
some benefit of piracetam. This was particularly true
in the moderate to severe subgroup (De Deyn et al.,
1997; Orgogozo, 1999). Of these patients, approxi-
mately one-third (n5 373) were aphasic, and aphasia
recovery at 12 weeks was better in the piracetam group
than in the control group, particularly for the early
treatment subgroup (Huber, 1999; Orgogozo, 1999).

In postacute and chronic aphasia, several random-
ized controlled trials have been performed. Enderby
et al. observed significant improvements on a multivari-
ate analysis of Aachen Aphasia subtest scores relative
to baseline in favor of piracetam (P5 0.02) at 12 weeks.
This effect was no longer present at 24 weeks (Enderby,
Broeckx, Hospers, Schildermans, & Deberdt, 1994).
A later double-blind, placebo-controlled study involving
chronic aphasia showed trends for improvements across
all subsets of the Aachen Aphasia Test, which only
reached statistical significance written language (Huber,
Willmes, Poeck, Van Vleymen, & Deberdt, 1997).
Integrating functional imaging measures into a treat-
ment trial, another study showed an increase in task-
related blood flow in several left hemisphere regions
generally associated with language over the course of
the treatment period; more increase in blood flow in the
treatment group than the placebo group. The piracetam
group improved on six language measures and the pla-
cebo group improved on three (Kessler, Thiel, Karbe, &
Heiss, 2000). Most recently, Güngör, Terzi, and Onar
(2011), in a single-blind design, examined the impact of
6 months of piracetam given after ischemic stroke caus-
ing aphasia and found no benefit across any of the pri-
mary language or disability outcome measures,
although subjects receiving piracetam showed improve-
ment in auditory comprehension (P5 0.023). Thus,
there were signals for efficacy in three out of four trials,
three of which were relatively small (less than 25 active
subjects each) and were thus likely underpowered to
see small differences between groups.

85.4.5 Human Studies: Memantine

Memantine is a noncompetitive NMDA-receptor
antagonist currently approved for the treatment of
Alzheimer disease. A single trial has been performed
examining the efficacy of memantine to treat chronic
aphasia due to stroke. Berthier et al. (2009) found that
20 mg daily of memantine for 16 weeks, in the absence
of SLT, produced enhanced performance on the WAB.
Incorporation of constraint-induced aphasia therapy
(CIAT) for 2 weeks produced further separation of the

memantine group from the placebo group. After a
4-week washout, the memantine group’s WAB perfor-
mance declined substantially, but it was slightly better
than that of the placebo group (P5 0.041). This study
is suggestive of an effect of memantine in the absence
of SLT, although evidence for a synergistic relationship
between CIAT and memantine is weakened by the dif-
ferences in WAB scores at the onset of CIAT. Given
the good efficacy and tolerability profile of combina-
tion use of donepezil and memantine for Alzheimer
disease (Tariot et al., 2004), and given the positive
studies for both drugs and aphasia described here, it
would be interesting to examine the effects of combi-
nation therapy on aphasia recovery.

85.4.6 Human Studies: Zolpidem

Zolpidem is a short-acting nonbenzodiazepine hyp-
notic that potentiates GABA. Although its hypnotic
effects are similar to those of the benzodiazepines, it is
classified as an imidazopyridine and is molecularly dis-
tinct from the classical benzodiazepine molecule. It
binds to the alpha1 subunit of the type A GABA recep-
tor, which is preferentially localized to the middle corti-
cal layers of the neocortex when compared with other
GABA A-receptor subtypes (Akbarian et al., 1995).
There have been case reports documenting substantial
clinical improvements in patients with deficits in
arousal or awareness after receiving zolpidem (Clauss,
Güldenpfennig, Nel, Sathekge, & Venkannagari, 2000;
Thomas, Rascle, Mastain, Maron, & Vaiva, 1997). One
recent double-blind, placebo-controlled report of one
patient with akinetic mutism documented enhanced
motor and language performance after the patient
received 20 mg of zolpidem. This patient improved
from having no speech output with placebo to having
limited naming and repetition ability during the zolpi-
dem period. The rCBF study of this patient using H2

15O
positron emission tomography demonstrated increased
blood flow to the anterior cingulate and orbital frontal
cortices during the naming tasks (Brefel-Courbon et al.,
2007). Another single, open-label case study reported
the improvement in language function in an aphasic
patient with a single dose of zolpidem (Cohen,
Chaaban, & Habert, 2004). In this case report, an indi-
vidual with nonfluent aphasia and a lesion in the left
insula, putamen, and superior temporal gyrus had mild
insomnia and was prescribed zolpidem, which led to
sudden and unexpected improvement in her speech
and naming ability. This remitted when the zolpidem
wore off and was reproducible. An electroencephalogra-
phy (EEG) failed to show any changes after zolpidem
administration. Technetium-99 SPECT scanning demon-
strated an increase in blood flow to Broca’s area, left
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middle frontal gyrus, left supramarginal gyrus, and the
bilateral orbitofrontal and mesial frontal cortices. The
commonality of increases in blood flow to the orbitofron-
tal cortices in both patients that had improved language
ability under zolpidem administration raises the possi-
bility that zolpidem influenced the planning or motiva-
tional aspects of language behavior in these patients. It is
worth noting that these reports are reminiscent of the
very early literature on aphasia pharmacotherapy, in
which many single cases were reported, mostly involv-
ing sedative hypnotics (e.g., amobarbital) (Linn, 1947),
suggesting cures of aphasia (see Small, 1994). As yet, no
large-scale studies of zolpidem have been reported.

85.4.7 Human Studies: Vasopressin

Vasopressin is produced in the hypothalamus, is
released by the posterior pituitary, and is thought to be
important in mediating social behavior (Donaldson &
Young, 2008) as well as behavior in multiple cognitive
domains (Born, Pietrowsky, & Fehm, 1998; Kovacs &
De Wied, 1994). Tsikunov and Belokoskova (2007)
examined the effects of intranasal desmopressin (a V2-
receptor agonist) administration in 26 patients with
chronic stroke-related aphasia. This was a single cohort
crossover design, and comparisons were made between
active treatment periods and placebo periods that
always preceded the active periods. The authors
observed “good” responses (improvements on at least 3
out of 10 language tests) for 13 out of 26 subjects. SLT
was not incorporated into this trial. Because placebo
periods always preceded drug periods, this study is
subject to a period effect. Review of their Figure 1
shows no improvement between the baseline and pla-
cebo periods, but improvement during the drug peri-
ods, suggesting minimal period effect. These data are
promising and should be studied in a confirmatory
trial. One intriguing factor here is the fact that V2 recep-
tors (the probable target for desmopressin) are sparse in
the adult human brain. Therefore, it is not clear if the
beneficial effects seen here are due to desmopressin
interacting with V1 receptors (which are expressed in
the brain) or if a peripheral effect of desmopressin (e.g.,
hyponatremia) is responsible for the benefits. If desmo-
pressin is, in fact, acting in the brain, and given the
speculation of the role of vasopressin in social behavior,
then it would be interesting to determine the degree to
which the improvements in language function correlate
with indices of social functioning in these patients. If
vasopressin-based recovery has a different mechanism
of action than “traditional” neurotransmitter-based ther-
apy, this approach holds promise in being a nonredun-
dant form of pharmacotherapy for subjects receiving
one of these classes of drugs.

85.4.8 Drugs to Avoid

If certain pharmacological manipulations have the
potential to improve language outcomes in aphasic
patients, then it is likely that other manipulations may
worsen or delay recovery. Early studies of the inad-
vertent pharmacological interference with aphasia
recovery suggested that haloperidol and hydrochloro-
thiazide diuretics were associated with worse lan-
guage outcomes after aphasic stroke (Porch & Feeney,
1986; Porch et al., 1985). Another early report noted
that several drugs that impair recovery in experimen-
tal stroke (e.g., drugs that affect catecholamine or
GABA systems) are commonly given to stroke
patients for coincident medical problems (Goldstein,
1993). This led to a formal retrospective (chart review)
study of patients using these specific drugs at the time
of their strokes (Goldstein, 1995). A total of 96 patient
records were reviewed and patients were grouped
regarding whether they were using one or more of the
following drugs: clonidine, prazosin, any dopamine
receptor antagonist (e.g., neuroleptics), benzodiaze-
pines, phenytoin, or phenobarbital. Statistical analysis
revealed that although patient demographics and
stroke severity were similar between groups, motor
recovery time was significantly shorter in the group
not using one of these drugs.

Several other drugs have been associated with lan-
guage difficulties of one type or another and in one
context or another. Certainly, the effects of anticholin-
ergic medications on memory function (Koller et al.,
2003; Sherman, Atri, Hasselmo, Stern, & Howard,
2003; Taffe, Weed, & Gold, 1999) would suggest avoid-
ing agents with these effects. Anticonvulsant medica-
tions, notably vigabatrin and topiramate, have
potentially serious cognitive effects, including causing
or exacerbating aphasia (Gil & Neau, 1995; Jambaqué,
Chiron, Kaminska, Plouin, & Dulac, 1998; Wong &
Lhatoo, 2000). Topiramate appears to occupy a unique
niche in its ability to produce cognitive disturbances,
often manifesting as aphasia. Mula, Trimble,
Thompson, and Sander (2003) found word-finding
difficulty in 7.2% of more than 400 patients with epi-
lepsy while using topiramate, and a case study
demonstrated reversible focal left frontal hypoperfu-
sion and motor aphasia in a seizure patient using
topiramate (Cappa, Ortelli, Garibotto, & Zamboni,
2007). Language disturbances have been observed in
migraine patients using topiramate as well. Coppola
et al. (2008) reported that 26.7% of migraine patients in
their clinic who were treated with topiramate had
some form of language disturbance compared with 0%
for patients using other prophylactic therapy (and
matched for headache syndrome severity). These stud-
ies do not specifically address the ability for
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topiramate or other anticonvulsants to alter the recov-
ery from a lesion in the language network. Given the
importance of SLT on language recovery, it is likely
that topiramate would interfere with the ability of
patients to optimally participate in SLT, and therefore
it should be avoided.

85.5 CONCLUSION

Existing studies on pharmacological approaches to
the treatment of aphasia do not yet paint a clear pic-
ture to guide current therapy. Nonetheless, there are
increasingly reliable data suggesting a potential
beneficial effect potentiation of catecholaminergic
transmission on animal motor recovery and aphasia
rehabilitation. The data are also promising for drugs
that potentiate acetylcholine, as well as for compounds
in which the scientific rationale and mechanisms are
less clear, such as memantine, and vasopressin.
Importantly, cholinesterase inhibitors and memantine
have a long track record of safe use in elderly popula-
tions with cardiac comorbidities, suggesting few safety
concerns about the use of these drugs. It is important
to note that despite some of the encouraging data in
the aphasia trials, the effect sizes are generally small,
and there are few data demonstrating an impact of
drug therapy on quality of life or functional outcome
measures. Further, despite the common practice in
most chronic diseases to use multidrug therapy to
attack different pathophysiological pathways, there
have been no randomized trials of combination ther-
apy for aphasic stroke therapy. In addition, different
etiological forms of aphasia probably have different
natural histories and, therefore, different sensitivities
to pharmacotherapy, and this has not yet been
explored in any depth.

In most cases, drug efficacy has only been seen
when coupled with active SLT, which was strongly
predicted by the animal literature. SLT is likely the
“behavioral engine” that drives pharmacological
responses (Nadeau & Wu, 2006). Therefore, pharmaco-
therapy should not be used as a substitute for speech
therapy, and any biological intervention should be
used only in concert with individually tailored behav-
ioral therapy, preferably carefully designed adaptive
learning approaches. In addition, it is likely that differ-
ent forms of drug therapy are likely to interact opti-
mally with different forms of SLT, and this should be
explored. Further, aphasic patients have a host of
comorbidities, such as hypertension, depression, sei-
zures, behavioral disturbances, and others, and they
are often using other medications for these. To ensure
maximal recovery of language function, it will be
important to balance the need for each of these

medications with their potential to worsen or delay
language recovery and to seek alternatives when they
exist. Finally, it should be noted that advances in imag-
ing technology in both animals and humans will make
it easier to directly translate findings from rodent stud-
ies into human study design, permitting development
of novel therapeutics in the future.
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86.1 INTRODUCTION

Aphasia is a consequence of injury to brain language
networks. Many different forms of pathology can pro-
duce aphasia, including ischemia, degenerative disease,
infection, and trauma, with the most common cause
being ischemic stroke; approximately 1 in 4 patients
with stroke have some degree of aphasia on acute pre-
sentation (Rathore, Hinn, Cooper, & Tyroler, 2002). The
natural course of aphasia varies with the pathogenesis.
When the cause is an ischemic stroke, some degree of
spontaneous behavioral recovery is often seen.
However, this is generally incomplete, and aphasia
remains an important source of human disability.

A number of training and compensation strategies
are available to reduce aphasia-related deficits, as
reviewed elsewhere in this book. However, although
some data suggest the potential for pharmacotherapy
to improve outcomes (Allen, Mehta, McClure, &
Teasell, 2012; and reviewed elsewhere in this book),
there are no convincing data that any drugs improve
speech, language, and communication; therefore, no
drugs have been approved for this indication (Dobkin
& Dorsch, 2013; Klein & Albert, 2004; Small, 1994).
There are a number of possible reasons for this. For
example, specific challenges that arise in studying
therapies that target aphasia include the large number
of languages and patterns of communication across
our species, the paucity of directly relevant preclinical
models of aphasia, current limitations in use of drugs
to modulate restorative brain events in a targeted way,
and the enormous heterogeneity by which aphasia
presents clinically.

Increasing evidence suggests the potential for stem
cell therapies to improve outcome after neural injury
such as stroke. However, there has been very little
research published examining stem cell therapies spe-
cifically in relation to aphasia. A review of potential
stem cell therapies and general consideration of issues
surrounding translation of stem cell therapy therapies
in humans are presented.

86.2 STEM CELLTHERAPIES:
INTRODUCTION

Stem cells are found in all multicellular organisms
across animal and plant kingdoms and can be defined
on the basis of two key features. The first is self-
renewal; cell division produces an additional stem cell
as well as a differentiated cell. The second is potency,
meaning that stem cells can become many different
cell types. The extent of potency varies between differ-
ent types of stem cells. Stem cells are normally present
across the lifespan, from embryo to adult, and in
healthy subjects are found within many different
tissues, including the brain (Gonzalez-Perez, 2012).

These stem cells may be isolated and grown in cul-
ture for use as a therapeutic agent. Many variations
are undergoing study, such as stem cell therapies that
include gene modification, transformation in vitro such
as by exposure to selected chemicals, or addition of a
bioscaffold. Stem cell therapies have been examined in
relation to a vast number of different diseases. This
includes numerous neurological disorders and specific
neurological deficits. The stage of development for
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stem cell therapies ranges from preclinical to phase III
trials, and at least some cell-based therapies have been
approved in selected western countries (De Feo,
Merlini, Laterza, & Martino, 2012; Eckert et al., 2013;
Mankikar, 2010; Savitz, 2013). Numerous routes of
stem cell administration have been advocated, from
intravenous to highly invasive. Many different
mechanisms of action have been described across the
many formulations of stem cell therapy. In the brain,
stem cell therapies generally promote repair through
local or sometimes systemic pathways. In some non-
neurological conditions, stem cell therapy can also be
used to replace disease-affected tissue; however, to
date, actual replacement of injured or dead neural cells
by stem cell therapy has been suggested in only a very
restricted set of conditions (De Feo et al., 2012). The
current review focuses on classes of stem cells that
have received a relatively greater amount of study in
relation to neurological diseases such as stroke, and
thus are the stem cells that may be of greatest
relevance to treatment of aphasia.

86.3 HUMAN NEURAL STEM CELLS

Various types of human neural stem cells (hNSCs)
have been proposed for cell replacement therapy in a
number of neurological conditions, including trau-
matic injuries to the brain or spinal cord injury, stroke,
multiple sclerosis, Parkinson’s disease, Huntington’s
disease, amyotrophic lateral sclerosis, and Alzheimer’s
disease (Cummings et al., 2005; Gold et al., 2013;
Karussis, Petrou, & Kassis, 2013; Keirstead et al., 2005;
Pluchino et al., 2003). These hNSCs or neural deriva-
tives are isolated from the donor human organism at
different developmental stages and are classified
according to their specific origin or the potential of
what they can become. Many different types of end-
point have been studied for hNSC and their neural
derivatives, ranging from a goal as simple as synthesis
of a vital protein to the complex goal of establishing
synaptic connections and integrating with host
circuitry.

86.4 ADULT/FETAL hNSCs

hNSCs can differentiate into neurons and glia and
are multipotent cells, meaning that they can differenti-
ate into multiple different types of cells, but not all
types of cells found in the body. An important issue
for therapeutic applications is that hNSCs obtained
later in development, such as those harvested from the
central nervous system (CNS) of a human fetus or
adult, are likely to have cell fate restrictions that could

limit what they can become. In some cases, cell fate
restriction is more desirable and may reflect a lower
tendency to form tumors or non-neural cell types. This
inherent characteristic of fetal and adult hNSCs may
be appealing to regulatory agencies and might have
contributed to these cells having been approved for
clinical trials for several neurological conditions.
Ironically, the potential benefits of such hNSC popula-
tions can be limiting, mainly because their inherent
fate restriction does not permit the realization of their
full potential. Critically, fetal or adult hNSCs harvested
at different developmental periods or from specific
CNS regions are likely to yield specific neural progeni-
tors or cell types that have therapeutic utility for a cer-
tain condition or CNS region. Accordingly, hNSCs that
have been harvested from the late-stage fetal period or
from the adult CNS mainly differentiate into astro-
cytes, whereas those harvested from an earlier stage of
fetal development mainly differentiate into neurons
(Nguyen et al., 2014). Furthermore, the fate restriction
observed for fetal/adult hNSCs often coincides with a
decrease in cell expansion potential, making it more
difficult to scale-up production for human patients. In
some instances, advances have been made to increase
the expansion potential of fetal/adult hNSCs via the
selection of the “stemness” marker CD133 (Wang,
O’Bara, Pol, & Sim, 2013). However, cells selected in
this manner are limited regarding the number of times
that they can divide under culture conditions, and
thus repeated hNSC cell division can, in the long-term,
affect their differentiation potential as well as their
chromosomal stability, issues common to many forms
of stem cell therapy.

86.5 HUMAN EMBRYONIC STEM CELLS
AND NEURAL DERIVATIVES

Human embryonic stem cells (hESCs) are harvested
from the inner cell mass of a blastocyst and retain sev-
eral inherent characteristics that permit long-term
expansion. These cells are pluripotent, meaning that
they have the capacity to become any of the special-
ized cell types that comprise the human body (Nichols
& Smith, 2012). hESCs may be a limitless source for
generating hNSCs and hNSC derivatives such as neu-
rons or glia. This could represent a major potential
advantage for human stem cell therapy applications
(Brunt, Weisel, & Li, 2012). However, the tendency for
hESCs and their derivatives to form tumors in the
CNS has been a major concern for cell replacement.
hESC-derived hNSCs and derivatives are heteroge-
neous and are often thought to consist of undifferenti-
ated cells with retained tumor tendency. In an effort to
prevent tumor formation, a number of neuralization
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protocols have been established whereby hESCs are
differentiated into more neural-restricted derivatives.
These neural derivatives have the potential to differen-
tiate into astrocytes and neurons (Denham & Dottori,
2009; Zhang & Zhang, 2010), as well as specific neural
progenitors that can give rise to motoneurons
(Chambers et al., 2009; Ebert et al., 2009; Erceg et al.,
2008; Li et al., 2005), dopaminergic neurons (Schwartz
et al., 2012; Swistowski & Zeng, 2012; Zhang & Zhang,
2010), or oligodendrocytes (Erceg et al., 2010; Hatch,
Nistor, & Keirstead, 2009; Okamura et al., 2007); note
that neural derivatives generated from these protocols
can have variable neural cell fate and expansion poten-
tial. Moreover, the resulting neural precursors are typi-
cally exposed to undefined factors from mouse feeder
cells and bovine serum. In fact, recent advances for
cell differentiation into hNSCs and specific neural
progenitors or cell types have been made predomi-
nantly from cells maintained under conditions contain-
ing undefined animal-derived products, which can
increase the risk of host immune responses, graft rejec-
tion, or infection by nonhuman pathogens (Cobo et al.,
2005; Martin, Muotri, Gage, & Varki, 2005; Skottman &
Hovatta, 2006). Furthermore, animal-derived products
may have added unknown effects on cell characteris-
tics (e.g., proliferation and differentiation), whether the
exposure is in vitro or in vivo. Hence, establishing
xeno-free (XF), or more defined, cell culture conditions
and protocols for neuralization represents an impor-
tant step to further the development of therapeutically
relevant cell lines.

Several factors have been defined that have estab-
lished value for differentiating hESCs into neural deri-
vatives (e.g., motoneurons, dopaminergic neurons, or
oligoprogenitors), including retinoic acid, sonic hedge-
hog, and the bone morphogenetic protein and/or sig-
naling inhibitors such as noggin (Chiba, Lee, Zhou, &
Freed, 2008; Li et al., 2005; Sundberg et al., 2011; Wada
et al., 2009). One attractive feature of using such factors
to establish neural derivatives is that they appear to
reduce risks of transplant rejection and infection by
nonhuman pathogens. However, the practicality of
these factors to generate neural derivatives or hNSCs
for the clinical human population may depend on their
ability to induce neural differentiation while maintain-
ing chromosomal stability of cell lines. A recent study
has reported increased incidents of aneuploidy in reti-
noic acid�treated hESCs (Sartore et al., 2011); hence,
the practical use of some of these factors may be lim-
ited and more research is needed to better assess the
effect of long-term exposures of these factors.
Alternatively, growth factors such as those normally
found in humans (e.g., epidermal growth factor, basic
fibroblast growth factor, and leukemia inhibitory fac-
tor) can induce efficient neural differentiation and

therefore have been used successfully to generate
neuralized spheres and adherent hNSCs under defined
or XF conditions (Ebert et al., 2013). These neural deri-
vatives are highly proliferative, retained normal karyo-
type and have the potential to differentiate in neurons,
astrocytes, and/or oligoprogenitors. Overall, recent
advances have demonstrated the feasibility of neural
differentiation under defined or XF conditions that are
attractive to cell replacement therapy for human
patients. However, more work is needed to further
characterize and test the safety and translational feasi-
bility of these defined or XF neural derivatives, partic-
ularly of how they behave in an animal system and
how they respond to the cues and toxicity of the brain
or spinal cord after trauma or disease.

86.6 HUMAN-INDUCED PLURIPOTENT
STEM CELLS AND NEURAL

DERIVATIVES

Reprogramming technology has elevated excitement
for cell replacement therapy because its advances have
allowed somatic cells of the adult human body, such
as fibroblasts derived from skin, to be modified in vitro
into hESC-like stem cells referred to as human-induced
pluripotent stem cells (hiPSCs). Like hESCs, hiPSCs
can, in principle, become any cell type of the body,
providing unprecedented access to in vitro human
models and thus new opportunities (e.g., to study
human genetic diseases or response of patient-specific
cells to selected pharmacological compounds) (Bellin,
Marchetto, Gage, & Mummery, 2012; Yamanaka, 2012).
The hiPSCs also have the potential for autologous
transplantation (i.e., use of cells derived from a
patient’s own body). In contrast with allogeneic trans-
plantation (i.e., use of cells derived from a different
organism but of the same species), autologous trans-
plantation generally avoids the need for immunosup-
pression and therefore avoids the many complications
associated with immunosuppression (Morizane et al.,
2013).

Therapies using hiPSCs have many potential advan-
tages such as ease of availability and of individualizing
therapy. However, the properties of these cells have
been incompletely characterized; therefore, concerns
remain in relation to translation of hiPSCs for cell
replacement therapy. Critics of hiPSC note that some
lines are not fully reprogrammed, which might poten-
tially cause mutations. Accordingly, some hiPSC lines
previously generated have shown high variation in
gene expression, DNA methylation, immunogenicity,
and pluripotent potential (Yamanaka, 2012). In some
cases, hiPSCs and their neural derivatives have shown
an increased tendency to form tumors after cell
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transplantation (Miura et al., 2009), a finding that has
been attributed to selected features of cell reprogram-
ming and culture conditions. Recent advances include
generating integration-free hiPSCs through induction
methods that include plasmids, small molecules, and
synthesized RNAs and proteins. An advantage of such
approaches is that they do not involve vector integra-
tion into the host genome.

The potential benefits of using hiPSCs as a means to
provide a patient-specific therapy remain attractive
and contribute, in part, to the continued high level of
research activity focused on hiPSCs for regenerative
medicine and disease-specific cell model systems.

86.7 MESENCHYMAL STEM CELLs

Mesenchymal stromal cells (MSCs), also known as
marrow stromal cells and marrow stem cells, are a
form of cellular therapy that have received consider-
able attention, in part because they are found in many
different body tissues (e.g., bone marrow or adipose)
and are relatively easy to isolate. MSCs are also immu-
noprivileged; therefore, concomitant immunosuppres-
sion is not required. MSCs are multipotent (i.e., can
differentiate into a limited number of cell types, for
example, osteoblasts, adipocytes, and chondroblasts)
(Dominici et al., 2006). Exogenously administered
MSCs are selectively attracted to sites of injury, where
they transform and provide benefit through multiple
parallel processes, including paracrine delivery of
growth factors, immunomodulation, reduced apopto-
sis, and promotion of cellular remodeling.

86.8 ISSUES RELATED TO CLINICAL
APPLICATION OF STEM CELL

THERAPIES

A number of issues arise when evaluating stem cell
therapies in the treatment of neurological diseases
such as those causing aphasia. Some are important
across many classes of restorative therapy, whereas
others are more specific to cell-based therapies.

Whatever efficacy is ultimately found for stem cells,
this will be compared with any additional therapies
also proposed for the same clinical indication. There are
some unique challenges to providing stem cell therapy,
and these are included in any cost-benefit analysis. For
example, manufacture and storage of stem cells require
very specific laboratory conditions that can be expen-
sive to maintain (Chase et al., 2012; Ilic et al., 2011;
Murdoch et al., 2012). For many stem cell therapies, the
protocol calls for invasive methods of cell introduction;
therefore, the risk of the stem cell therapy is determined

by the combined risk of the cells themselves as well as
the invasive procedure (Savitz, Cramer, & Wechsler,
2014). Similarly, for any stem cell therapy that requires
concomitant immunosuppression, the risk must be mea-
sured as that of the stem cells combined with that of the
immunosuppressive regimen, a consideration that
increases in significance when the target disease is asso-
ciated with an immunosuppressed state, as has been
described early after stroke (Vogelgesang & Dressel,
2011). Many forms of stem cells persist in the body for
months or longer, in contrast to most pharmacological
compounds that are largely excreted within hours or
days. As a result, the period of time needed to reason-
ably assess the true safety profile of a cell-based therapy
may be measured in years. Some types of stem cells
have an increased risk for tumor formation, adding to
the potential cost and complexity of such a therapeutic
approach (Hess, 2009).

A number of issues exist that are of broad impor-
tance across clinical investigation of many types of
restorative therapies targeting neurological disease.
Clinical trials must be carefully designed to enroll a
population in which any treatment effect, if present,
can be identified. This might be informed by preclini-
cal studies or by careful mechanistic human studies.
Studies enrolling patients who lack the substrate neces-
sary for the effects of cell therapy are unlikely to iden-
tify a treatment effect. Dose-response studies are
critical to translation of restorative therapies and are
no less critical when the intervention is cell-based
(Benowitz & Carmichael, 2010; Cramer, 2008; Cramer
et al., 2011; Savitz et al., 2014). Stroke, the most com-
mon cause of aphasia, is a very heterogeneous condi-
tion, and methods for selecting or stratifying patients
are critical to detecting treatment effects (Cramer,
2010). Efforts to reduce the many sources of potential
inter-subject variance are critical to insure adequate
study power (Barak & Duncan, 2006; Bath et al., 2012).
A related issue is the need for clinical trials of stem
cells to use as outcome measure tests that have estab-
lished validity and reliability (Bath et al., 2012).

The outlook for cell-based therapies in the treatment
of aphasia is uncertain at this time. Several factors sug-
gest that stem cells may be found useful for improving
language function. For example, several types of cell
therapy appear promising in preclinical studies of dis-
eases that affect language, such as stroke, and they are
being evaluated in early phase human translational
studies. A large body of evidence documents the many
forms of behaviorally useful neural plasticity that
occur in the human language system in response to
neurological disease (Heiss & Thiel, 2006; Lubrano,
Draper, & Roux, 2010; Naeser et al., 1998; Rosen et al.,
2000; Vandenbulcke, Peeters, Van Hecke, &
Vandenberghe, 2005), suggesting the capacity of the
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language network to undergo remodeling in support
of improved language function, at least in some
patients. Furthermore, other classes of restorative ther-
apy might also have the potential to improve language
function in selected cases and, when combined with a
cell-based therapy, might provide further options
(Bhogal, Teasell, & Speechley, 2003; Liepert, 2008;
Naeser et al., 2005; Shah, Szaflarski, Allendorfer, &
Hamilton, 2013; Small & Llano, 2009; Thiel et al., 2013).
Other points temper enthusiasm at this time. There are
no approved drugs to improve language function,
increasing the challenges of identifying an effective
cell-based therapy. Many language functions rely on
eloquent cortex, and when such brain regions are criti-
cally devastated by disease, plasticity can be of limited
value to behavioral status. Although the region of the
brain that can contribute to language function in
humans is broad and variable (Ojemann, Ojemann,
Lettich, & Berger, 1989), the key areas needed to be
functional in language might actually subtend a rather
restricted distribution (Fridriksson, 2010; Hillis et al.,
2006). Many of the more advanced stem cell therapeu-
tic applications are based on the cells performing a
specific action, such as immune system modulation or
paracrine release of neurotrophins. If aphasia recovery
requires regrowth of a new area of six-layered cortex
with proper white matter connections, then the goal
may be elusive in the near future.

Neural repair occurs on the basis of experience-
dependent brain plasticity. As a result, it is critical to
ensure that behavioral reinforcement is provided con-
comitant with a restorative therapy such as stem cell
therapy (Kleim & Jones, 2008). As an extension of this
principle, the amount of therapy provided outside of
therapy (e.g., as part of standard of care) must be care-
fully measured to understand behavioral effects of
stem cell therapy (Cramer, 2011).
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87.1 INTRODUCTION

Speech perception is important because it provides
multiple windows along the auditory pathway into the
cerebral cortex regarding how continuous, acoustic sig-
nals are transformed into representations on which
computations are based at different levels of the brain.
Pitch is one of the most important information-bearing
components of speech. Tone languages offer advan-
tages for investigating neural mechanisms underlying
pitch at different levels of processing because of their
phonemic status at the word level (Yip, 2002).

With respect to tonal processing in the brain, almost
all experiments performed since 2000 have focused on
speech perception or recognition using techniques of
functional brain imaging (positron emission tomogra-
phy [PET]; functional magnetic resonance imaging
[fMRI]) and neurophysiology (electroencephalography
[EEG]; magnetoencephalography [MEG]). This review
focuses primarily on the articles published within that
time frame that address four topics related to lexical
tone. We evaluate the effects of the phonological status
of pitch information on pitch processing in the brain.
These experiments tease apart sublexical tonal proces-
sing from other cognitive processes involved in speech
perception, especially lexical semantic processing.
Experimental findings reveal patterns of cortical acti-
vation that may vary as a function of acoustic features
associated with types of phonological units (i.e., tone
versus subsyllabic and segmental units, e.g., conso-
nants and vowels). Because pitch is multidimensional,
it is important that we evaluate the effects of pitch fea-
tures in addition to tonal categories. Those experi-
ments using methods with high temporal resolution
reveal the role played by pitch features at early, preat-
tentive stages of processing. There are other supraseg-
mental units besides tone. The question arises whether
common or distinct neural substrates underlie the

processing of different suprasegmental units (e.g., into-
nation, rhythm). Experimental findings to date support
the view that speech prosody perception involves a
dynamic interplay among widely distributed regions
not only within a single hemisphere but also between
the two hemispheres, and even different levels of the
brain (e.g., midbrain). Moreover, it becomes clear that
the time window is pivotal for revealing how hemi-
spheric laterality patterns may reflect higher-level and
lower-level stages of auditory processing.

This review on tonal processing in the brain extends
previous surveys that have covered dichotic listening
(Gandour, 2007; Wang, Behne, Jongman, & Sereno,
2004; Wang, Jongman, & Sereno, 2001), tonal break-
down in production and perception after brain
damage (Gandour, 1987, 1994, 1998a, 1998b; Wong,
2002), brain mapping of speech prosody (Gandour,
2006a, 2006b; Zatorre & Gandour, 2008), meta-analysis
of lesion literature of linguistic and emotional prosody
perception (Witteman, van Ijzendoorn, van de Velde,
van Heuven, & Schiller, 2011), and communication
disorders in speakers of tone languages (Wong,
Perrachione, Gunasekera, & Chandrasekaran, 2009).

87.2 TONE LANGUAGES OF EAST
AND SOUTHEASTASIA

This review focuses exclusively on lexical tone lan-
guages, that is, those in which the pitch of a word can
change the meaning of a word. They are distinguished
from pitch accent languages (e.g., Japanese), which have a
smaller number of contrasting tones, narrower word dis-
tribution, and co-occurring syllable structure constraints
(Yip, 2002, pp. 1�4). Mandarin Chinese (Beijing), hereaf-
ter referred to as Mandarin, has four contrastive tones:
ma1 “mother,”ma2 “hemp,”ma3 “horse,” andma4 “scold.”
Tones 1 to 4 are high-level (M1), high-rising (M2),
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low-falling�rising (M3), and high-falling (M4) (Xu, 1997).
Cantonese (Hong Kong) has six contrastive tones: ji1

“cure,” ji2 “chair,” ji3 “opinion,” ji4 “son,” ji5 “ear,” and ji6

“two.” Tones 1 to 6 are high-level (C1), high-rising (C2),
mid-level (C3), low-falling (C4), low-rising (C5), and low-
level (C6) (Zee, 1999). Thai (Bangkok) has five contrastive
tones: khaaM “stuck,” khaaL “galangal,” khaaF “kill,” khaaH

“trade,” and khaaR “leg”. Tones 1 to 5 are mid-level (T1),
low-falling (T2), high-falling (T3), high-rising (T4), and
low-rising (T5) (Tingsabadh & Abramson, 1999). Voice
fundamental frequency (f0) contours provide the domi-
nant cue for tone recognition (Gandour, 1994).

87.3 LEXICALVERSUS
SUBLEXICAL UNITS

With technological advances in functional brain
imaging and auditory neurophysiology at the turn of
the century, the aim of the research agenda was to
establish that the processing of pitch information in
the brain could vary depending on its functional status
(linguistic versus nonlinguistic). At that time, it was
already well-known that nonlinguistic pitch perception
was mediated by neural mechanisms in the right hemi-
sphere (RH) (Zatorre, Belin, & Penhune, 2002, review).

Almost all functional imaging studies of lexical
tones have been performed on Thai and Mandarin.
Subjects were required to make active judgments
(same�different, word recognition) involving later
stages of cognitive processing (working memory, deci-
sion-making). In discrimination judgments of Thai
tones embedded in real words, Thai natives activated
the left inferior frontal gyrus (IFG), but Mandarin-
speaking Chinese and English did not (1: Gandour
et al., 2000; Gandour, Wong, & Hutchins, 1998).1 This
leftward asymmetry in the Thai group is not restricted
to a phonemic contrast in tone. Vowel length (/batlow/
“card,” /baatlow/ “monetary unit”) is phonemic in
Thai. When asked to discriminate pitch and timing
patterns in Thai pseudowords and nonlinguistic hums
(4: Gandour et al., 2002), Thai natives, but not Chinese,
similarly activated the left IFG. Chinese natives, how-
ever, activated the left IFG when presented with
Mandarin tones (3: Klein, Zatorre, Milner, & Zhao,
2001); in contrast, homologous regions in the RH were
activated by English (2: Hsieh, Gandour, Wong, &
Hutchins, 2001). To isolate processing of lexical tone,
Chinese and English listeners were presented with
Mandarin tones embedded in actual Mandarin words
and in English pseudowords (5: Wong, Parsons,

Martinez, & Diehl, 2004). When Chinese listeners were
asked to discriminate Mandarin tones embedded in
Mandarin words, the left anterior insula was the most
active; when embedded in English pseudowords, the
right anterior insula was the most active. English lis-
teners activated the right insula and IFG regardless of
whether the pitch patterns were embedded in
Mandarin or English words. This finding is strength-
ened by an experiment in which English-speaking
adults were trained to use Mandarin tones (M1, M2,
M4) to signal lexical meaning on English pseudosylla-
bles (7: Wong, Perrachione, & Parrish, 2007). Good
English learners of Mandarin tones showed increased
activity in the left posterior superior temporal gyrus
(STG); poor learners showed increased activity in the
right STG and IFG. Thus, pitch processing engages the
left hemisphere (LH) when the pitch patterns signal lex-
ical meaning; otherwise, they are lateralized to the RH.

To isolate sublexical tonal processing, hybrid stimuli
were created by superimposing Thai tones onto
Mandarin syllables (tonal chimeras) and Mandarin tones
onto the same syllables (Mandarin words) (6: Xu,
Gandour, Talavage, et al., 2006). The tonal chimeras
were nonwords in both Mandarin and Thai. In a com-
parison of native versus nonnative tones, overlapping
activity between Mandarin and Thai listeners was
identified in the left planum temporale (PT). In this
area, a double dissociation between language experi-
ence and neural representation of pitch occurred such
that stronger activity was elicited in response to native
as compared with non-native tones. This neural activ-
ity arguably reflects sublexical, phonological proces-
sing and is consistent with the view that neural
responses to acoustic stimuli can be modulated by
their linguistic function (Griffiths & Warren, 2002).
Converging evidence that the left PT plays a role in
tonal processing comes from an fMRI study in which
Chinese listened attentively to normal and pitch-
flattened sentences (8: Xu, Zhang, Shu, Wang, & Li,
2013). Pitch-flattened sentences elicited greater
activation in the left PT compared with normal sen-
tences. Moreover, this activation began to increase and
reach its peak earlier than activations in other areas
responsible for lexical semantic processing (right PT acti-
vation for passive listening to pitch-flattened German
sentences; Meyer, Alter, Friederici, Lohmann, & von
Cramon, 2002; Meyer, Steinhauer, Alter, Friederici, &
von Cramon, 2004). The time course of activation sug-
gests that access to lexical meaning in pitch-flattened
sentences is accomplished by the recovery of long-term
tonal representations.

1The number: notation preceding a citation indicates its location in Table 87.1.

1096 87. PROCESSING TONE LANGUAGES

Q. PROSODY, TONE, AND MUSIC



TABLE 87.1 Selected References on the Neurobiology of Tonal Processing (2000�2013)

LEXICAL VS. SUBLEXICAL UNITS

Study Year Stimuli Tasks Methods Conclusions

1: Gandour 2000 THA: word, hum; onset
consonant, tone

Same�different PET Activity in left IFG (frontal operculum) varies
depending on linguistic status of pitch

2: Hsieh 2001 MAN: word sequences,
hum; onset, rime, tone

Same�different PET Leftward asymmetry in inferior frontal cortex for
pitch processing depends on its language functions

3: Klein 2001 MAN: word, silence; tone Same�different PET Hemispheric specialization for pitch varies as a
function of its linguistic relevance

4: Gandour 2002 THA: pseudowords, hum;
tone, vowel length

Same�different fMRI Thai group shows more activity in left inferior
frontal cortex than Mandarin for processing tone
and vowel length in nonlexical contexts

5: Wong 2004 ENG: pseudosyllable;
MAN: tones m1, m2, m4

Same�different PET Activity in anterior insula indexes whether stimulus
is a word (LH) or nonword (RH) in the Mandarin
group, but not English group

6: Xu 2006 MAN: word; tonal chimera:
MAN syllable1Thai tones

Same�different fMRI Double dissociation in the left PT reflects stronger
activity to native (Mandarin or Thai) than nonnative
tones

7: Wong 2007 ENG, MAN: pseudowords
with m1, m2, m4

Same�different fMRI Good English learners of Mandarin tones show
increased activity in the left posterior STG; poor
learners, in the right STG and IFG

8: Xu 2013 MAN: normal, pitch-
flattened sentences

Active listening fMRI Pitch-flattened sentences elicit greater activity than
normal in the left PT, reflecting its role in automatic
tonal decoding

TONAL VS. SEGMENTAL UNITS

9: Gandour 2003 MAN: word Same�different fMRI Activity is greater for rimes versus onsets and tones
in left posterior middle frontal gyrus, tones versus
onsets and rimes in posterior IFG bilaterally

10: Li 2003 MAN: word Auditory probe fMRI Tone extraction relative to the syllable elicits
activity in dorsal frontoparietal areas of the LH

11: Liang 2004 MAN: word Identification
tone, vowel

Aphasia Differential breakdown of vowels (spared) and
tones (impaired) in spoken word production of
Chinese aphasic supports a dissociation of tonal
and segmental processing

12: Schirmer 2005 CAN: word Passive oddball N400 Tonal and segmental information play comparable
roles for word processing in Cantonese

13: Luo 2006 MAN: word Passive oddball MMN Opposite laterality for onsets (LH) and tones (RH)
indicates acoustic basis for hemispheric dominance
at early stage of processing

14: Liu 2006 MAN: word Naming fMRI Tones elicit more activity than vowels in the right
IFG in spoken word production

15: Li 2010 MAN: word Auditory probe fMRI RH asymmetry in frontoparietal areas for tones
versus onsets or rimes supports role of RH in
speech prosody processing

16: Zhao 2011 MAN: word Passive oddball N400 Rimes, tones, and syllables equally modulate the
amplitude and time course of N400

17: Malins 2012 MAN: word Match picture N400 Tonal and phonemic (onsets, rimes) information,
not syllabic, constrain spoken word recognition

18: Hu 2012 MAN: word Semantic
congruity

N400 N400 and LPC support functional dissociation of
vowel and tone processing in spoken word
recognition

(Continued)
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TABLE 87.1 (Continued)

Study Year Stimuli Tasks Methods Conclusions

TONAL FEATURES

19: Chandrasekaran 2007 MAN: m1/m3, m2/m3 Passive oddball MMN Language experience (M . E) influences early,
preattentive cortical processing of pitch

20: Chandrasekaran 2007 MAN: m1/2, m1/3 Passive oddball MMN Language-dependent weighting of specific,
perceptual features of tone may influence its early
cortical processing

21: Chandrasekaran 2007 MAN: m1/2, m1/3, m2/3 Passive oddball MMN,
MDS

Effects of language experience vary depending on
specific pitch dimensions (height, contour)

22: Kaan 2007 THA: word; t1/t2, t1/t4 Passive oddball MMN English and Mandarin listeners, respectively, are
sensitive to pitch height and pitch contour of Thai
tones

23: Tsang 2011 CAN: c6/1, c6/3, c1/2, c6/
2

Passive oddball MMN,
P3a

Change in pitch contour (P3a) and height (MMN)
indicate that both tonal attributes are important to
tonal processing

TONAL PROCESSING IN THE BRAINSTEM

24: Swaminathan 2008 MAN: nonspeech; m1,
m2, m3, m4

Passive listening FFR Pitch representation in the brainstem is sensitive to
specific features across speech/nonspeech contexts

25: Krishnan 2009 MAN: nonspeech; m2, m2
inverted, m2 linear, m2
trilinear

Passive listening FFR Brainstem pitch encoding is sensitive to time-
varying perceptually salient features of pitch
patterns

26: Krishnan 2009 MAN: nonspeech; m1, m2,
m3, m4

Passive listening FFR Degree of acceleration is a critical variable that
influences pitch extraction in the brainstem

27: Krishnan 2010 MAN: click trains; m2 Passive listening FFR Mandarin listeners’ pitch encoding advantage
extends to higher acceleration rates beyond the
speech domain

28: Krishnan 2011 MAN: m2, m2i; [œ] Passive listening FFR Functional ear (a)symmetries in the brainstem vary
depending upon the linguistic status of pitch
contours

CATEGORICAL PERCEPTION OF TONE

29: Xi 2010 MAN: m2, m4 Passive oddball MMN Acoustic and phonological information is processed
in parallel within the MMN time window

30: Zhang 2011 MAN: m2, m4 Passive oddball fMRI Across-category deviants elicit stronger activity in
the mid portion of the left middle temporal gyrus;
within-category deviants in the right Heshchl’s
gyrus and STG

31: Zheng 2012 MAN,CAN: m1, m2
and c1, c2

Active detection
of deviants

P300 Cantonese (not Mandarin) show strong categorical
perception effect in P300 amp that may reflect
differences in tonal inventories between the two
tone languages

TONE VS. OTHER SUPRASEGMENTAL UNITS

32: Gandour 2004 MAN: pseudosentences;
tone, sentence meaning
(statement, question)

Same�different fMRI Speech prosody perception is mediated primarily
by the RH, but is left-lateralized to task-dependent
regions when language processing is required
beyond the auditory analysis of the complex sound

33: Tong 2005 MAN: sentence focus
(initial, final); intonation
(statement, question)

Same�different fMRI Speech prosody perception involves a dynamic
interplay among widely distributed regions not
only within a single hemisphere but also between
the two hemispheres

(Continued)
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TABLE 87.1 (Continued)

Study Year Stimuli Tasks Methods Conclusions

34: Gandour 2007 MAN, English: sentence
focus (initial, final);
intonation (statement,
question)

Same�different fMRI Phonetic discrimination of functionally equivalent
prosodic contrasts in Mandarin and English by
unequal Chinese/English bilinguals reveals
essentially a unitary neural system that can adapt to
stimulus-specific and task-specific demands for
processing a lower-proficiency second language

35: Fournier 2010 RD: rd1, rd2; statement,
question

Active listening MMNm Lateralization of pitch processing is condition-
dependent (tone, LH; intonation, RH) in the
Roermond Dutch tone dialect group only, suggesting
that language experience determines how processes
should be distributed between hemispheres
according to the functions available in the grammar

36: Zhang 2010 French: CV sequences;
intonation, rhythm

Passive oddball fMRI Both rhythm and intonation activated a common
area in the right mid portion of the STG for
Mandarin listeners, whereas intonation elicited
additional activation in the right anterior STS

Key to Table 87.1

List of abbreviations:

BRAIN

MMN Mismatch negativity, index of automatic auditory change detection

MMNm Magnetic mismatch negativity

N400 ERP component associated with later-going lexical semantic processing

P300 ERP component indexes ease of updating memory of stimulus context in response to changes in stimulus attributes

P3a ERP component associated with automatic switching of attention induced by unexpected change in stimulus event

METHODS

ERP Event-related potentials

FFR Frequency following response generated from the auditory brainstem

fMRI Functional magnetic resonance imaging

MDS Multidimensional scaling

MEG Magnetoencephalography

PET Positron emission tomography

LANGUAGES

CAN Cantonese

ENG English

MAN Mandarin

RD Roermond Dutch

THA Thai

LEXICAL TONES

c1 Cantonese Tone 1, high level

c2 Cantonese Tone 2, high rising

c3 Cantonese Tone 3, mid level

c4 Cantonese Tone 4, low falling

c5 Cantonese Tone 5, low rising

c6 Cantonese Tone 6, low level

(Continued)
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87.4 TONALVERSUS SEGMENTAL UNITS

Linguistic theory informs us that the onset and rime
of a syllable contain segmental units. They differ in
their duration and the order in which their information
unfolds in time over the duration of a syllable. Rimes
and tones, however, overlap substantially in the order
in which their information unfolds in time. Tones are
suprasegmental; they are mapped onto (morpho)
syllables.

Depending on task demands, tones elicit effects that
differ from those of segments. The time course and
amplitude of N400 (a negative component associated
with lexical semantic processing that peaks approxi-
mately 400 ms after the auditory stimulus) were the
same for consonant, rime, and tone violations in
Cantonese (12: Schirmer, Tang, Penney, Gunter, &
Chen, 2005). Their findings were replicated in
Mandarin, but syllable violations elicited an earlier
and stronger N400 than tone (17: Malins & Joanisse,
2012; cf. 16: Zhao, Guo, Zhou, & Shu, 2011). This sepa-
ration of tone from its carrier syllable was also
reported in an auditory verbal recognition paradigm in
which subjects selectively attended to either the sylla-
ble or the tone (10: Li et al., 2003). In a spoken word
recognition paradigm, tones elicited larger late positive
event-related potential (ERP) component than vowels
(19: Hu, Gao, Ma, & Yao, 2012). In a left brain-
damaged Chinese aphasic, vowels were spared and

tones were severely impaired (11: Liang & van
Heuven, 2004). These findings together support a func-
tional dissociation of tonal and segmental information.

It is well-known that hemispheric specialization
may be driven by differences in acoustic features asso-
ciated with segments. The question is whether hemi-
spheric specialization for tone can be dissociated from
segments. Tones induce greater activation in the right
posterior middle frontal gyrus (MFG) for English
speakers when compared with consonants or rimes (9:
Gandour et al., 2003). This area has been implicated in
pitch perception (Zatorre et al., 2002). Their increased
activation is presumably due to their lack of experi-
ence with Chinese tones. Using a tone identification
task, the right IFG was found to be activated in
English learners of Mandarin tone only after training
(Wang, Sereno, Jongman, & Hirsch, 2003). This finding
demonstrates early cortical effects of learning a second
language that involve recruitment of cortical regions
implicated in tonal processing. Focusing on hemi-
spheric specialization for tone production (14: Liu
et al., 2006), Mandarin tones elicited more activity in
the right IFG than vowels. This rightward preference
for tonal processing converges more broadly with the
role of the RH in mediating speech prosody (Friederici
& Alter, 2004; Glasser & Rilling, 2008; Wildgruber,
Ackermann, Kreifelts, & Ethofer, 2006).

As measured by the mismatch negativity (MMN), a
fronto-centrally distributed cortical ERP that indexes a

TABLE 87.1 (Continued)

Key to Table 87.1

List of abbreviations:

m1 Mandarin Tone 1, high level

m2 Mandarin Tone 2, high rising, curvilinear

m2i Mandarin Tone 2 inverted

m2l Mandarin Tone 2 linear

m2tl Mandarin Tone 2 trilinear

m2up Mandarin Tone 2 transposed up 2 semitones

m3 Mandarin Tone 3, low falling�rising

m4 Mandarin Tone 4, high falling

rd1 Roermond Dutch Accent 1, falling

rd2 Roermond Dutch Accent 2, falling�rising

t1 Thai Tone 1, mid level

t2 Thai Tone 2, low falling

t3 Thai Tone 3, high falling

t4 Thai Tone 4, high rising

t5 Thai Tone 5, low rising
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change in auditory detection, it is well-known that
language experience may influence the automatic,
involuntary processing of consonants and vowels
(Naatanen, 2001, review). Therefore, one would expect
language experience to modulate the automatic cortical
processing of lexical tones. Tones evoked stronger
MMN in the RH relative to the LH, whereas consonants
produced the opposite pattern (13: Luo et al., 2006). An
fMRI study showed that Mandarin tones, relative to
consonants or rimes, elicited increased activation in
right frontoparietal areas (15: Li et al., 2010). Taken
together, these data suggest the balance of hemispheric
specialization may be modulated by distinct acou-
stic features associated with tonal as compared with
segmental units.

87.5 TONAL FEATURES

The notion that a phonetic segment can be decom-
posed into a set of features is universally accepted
among linguists. Tone, a suprasegmental unit, has also
been characterized as being made up of features
(Wang, 1967; Yip, 2002, pp. 39�64). Their ontological
status in tone perception is well-established (Gandour,
1983; Gandour & Harshman, 1978) and confirmed in
more recent studies of tone perception (Huang &
Johnson, 2011; Khouw & Ciocca, 2007) and tone learn-
ing (Chandrasekaran, Sampath, & Wong, 2010; Francis,
Ciocca, Ma, & Fenn, 2008). The brain, however, is a
neurophysiological apparatus. Features, however, are
not to be confused with neural mechanisms.

How they are implemented in the brain depends on
the anatomical level to which they are being applied
and their functional status in a particular language.
Using nonspeech homologues of Mandarin tones (19:
Chandrasekaran, Krishnan, & Gandour, 2007a), native
Chinese exhibited larger MMN responses than English
in response to a deviant representing a natural curvilin-
ear rising pitch contour representative of M2, but not
in response to a linear rising ramp that is a crude
approximation of M2 that does not occur in natural
speech. This finding demonstrates that experience-
dependent plasticity is sensitive to the shape of pitch
contours. To further probe the stimulus attributes
that trigger these language-dependent effects
(20: Chandrasekaran, Krishnan, & Gandour, 2007b),
two passive oddball conditions were presented to
Mandarin and English listeners. One contained two
tones that are acoustically dissimilar to one another
(M1/M3); the other contained two tones that are
acoustically similar (M2/M3). MMN responses of
Chinese listeners were larger than those of English for
the high dissimilarity condition only (M1/M3). An
explanation based on tonal categories does not tell us

why MMN amplitude is reduced for one condition but
not the other. All three stimuli exhibited pitch contours
exemplary of their tonal category. Language group dif-
ferences may be attributed to the relative saliency of
perceptual features. To test the hypothesis of separate
neural processing of pitch dimensions, another oddball
condition (M1/M2) was added. A multidimensional
scaling analysis of pairwise dissimilarities of MMN
responses to Mandarin tones revealed that Chinese lis-
teners, relative to English, are more sensitive to pitch
contour than pitch height (21: Chandrasekaran,
Gandour, & Krishnan, 2007). Thus, MMN may serve
as a neural index of the relative saliency of underlying
features of pitch that are differentially weighted by
language experience.

In Cantonese (23: Tsang, Jia, Huang, & Chen, 2011),
MMN and P3a (an automatic attention shift induced
by the detection of deviant features in the passive odd-
ball paradigm) were elicited from two Cantonese tonal
pairs: one differing in pitch height (height-large, C6/
C1; height-small, C6/C3) and the other differing in
pitch contour (contour-early, C1/C2; contour late, C6/
C2). The size and latency of MMN were sensitive to
the size of pitch level change, whereas the latency of
P3a captured the presence of pitch contour change.
Their findings confirm that pitch contour and pitch
height are important tonal features in early lexical tone
processing. Most importantly, MMN and P3a are
revealed to be independent neural components that
are differentially sensitive to pitch height and contour,
respectively. In another study (22: Kaan, Wayland,
Bao, & Barkley, 2007), two oddball conditions were
presented to Mandarin and English listeners to assess
the effects of perceptual training of Thai tones as a
function of language background. One condition con-
tained two tones that are acoustically dissimilar (T1/
T4), mid versus high-rising; the other contained two
tones that are acoustically similar (T1/T2), mid versus
low-falling. After training, the high-rising deviant (T4)
elicited a larger MMN amplitude for English listeners
in contrast to a later MMN latency for Mandarin listen-
ers. Their findings suggest that English listeners are
more sensitive to early differences in pitch height,
whereas Mandarin Chinese are more sensitive to later
rapid changes in pitch contour.

87.6 TONAL PROCESSING AT THE
LEVEL OF THE AUDITORY BRAINSTEM

Pitch processing may also be subject to experience-
dependent effects at the level of the brainstem before
the auditory signal reaches the cerebral cortex.
Electrophysiological responses to tonal features may
emerge no later than 5 to 8 ms from the time the
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auditory signal enters the ear (Krishnan & Gandour,
2009, review). The frequency following response (FFR)
reflects sustained phase-locked activity in a population of
neural units within the brainstem and is characterized by
a periodic waveform that follows the individual cycles of
the stimulus waveform (Chandrasekaran & Kraus, 2010;
Krishnan, 2007, tutorials). Experience-dependent pitch
encoding mechanisms in the brainstem are especially sen-
sitive to the curvilinear shape of pitch contours that occur
in speech and nonspeech contexts (24: Swaminathan,
Krishnan, & Gandour, 2008). Linear approximations of
Mandarin tones (M2, M4) fail to elicit a language-
dependent effect (25: Krishnan, Gandour, Bidelman, &
Swaminathan, 2009; Xu, Krishnan, & Gandour, 2006).

Neural mechanisms in the brainstem show
enhanced language-dependent pitch encoding in
response to particular time-varying acoustic properties
within tonal subsections. Using nonspeech homologues
of Mandarin tones (26: Krishnan, Swaminathan, &
Gandour, 2009), pitch strength (magnitude of the nor-
malized autocorrelation peak) of 40-ms subsections
revealed that Chinese listeners, relative to English,
exhibit more robust pitch representation of those sub-
sections containing rapid changes in pitch. This height-
ened sensitivity to rapid changes in pitch by Chinese
listeners was maintained even in severely degraded
stimuli (Krishnan, Gandour, & Bidelman, 2010a). This
experience-dependent enhancement of pitch encoding
may transfer to other tone languages. Pitch strength
of tonal subsections containing moderate rises in
pitch were most important in distinguishing tonal
(Mandarin, Thai) from nontonal language (English)
groups (Krishnan, Gandour, & Bidelman, 2010b).
Neuroplasticity for pitch processing in the brainstem is
not necessarily limited to the domain in which the
pitch contours are perceptually relevant. Mandarin lis-
teners had an advantage over English not only in
response to a click-train homologue of M2 but also in
response to scaled variants with increasingly higher
acceleration rates that fall proximal to or outside the
boundary of natural speech (27: Krishnan, Gandour,
Smalt, & Bidelman, 2010). Moreover, changes to the
acoustic periodicity of a stimulus directly influence
brainstem encoding and its corresponding perceptual
responses to pitch (Krishnan, Bidelman, & Gandour,
2010). Neural pitch strength in the brainstem and per-
ceptual pitch salience, as reflected by f0 difference
limen estimates, improved systematically with increas-
ing temporal regularity of the M2 stimulus. This strong
correlation between neural and behavioral measures
supports the view that pitch encoding at a subcortical
sensory level of processing plays an important role in
shaping tone perception.

Hemispheric asymmetries in the cerebral cortex are
predictable based on low-level, spectrotemporal

features of stimuli, but they can also be modulated
by their linguistic function (Meyer, 2008; Poeppel,
Idsardi, & van Wassenhove, 2008; Wildgruber et al.,
2006; Zatorre & Gandour, 2008, reviews). It is also
well-known that there are fixed, structural asymme-
tries in the auditory pathway. Whether ear asymmetries
at the level of the brainstem can be modulated by func-
tional changes in pitch is an open question. Using two
synthetic speech stimuli (native M2; nonnative flipped
variant of M2), magnitude of the f0 component in the
FFR (amplitude of the spectral component at f0) was
obtained from a perceptually salient portion of M2 that
exhibits rapidly changing pitch (28: Krishnan,
Gandour, Ananthakrishnan, Bidelman, & Smalt, 2011).
The native tone (M2) evoked a comparatively larger
degree of rightward ear asymmetry in pitch encoding
than the non-native pitch pattern. In response to left-
ear and right-ear stimulation, the FFR evoked by M2
was larger than its flipped variant with right ear stim-
ulation only. On an absolute scale, asymmetry favoring
left ear stimulation was evoked by the non-native pitch
contour. These differences in ear asymmetry may
reflect an emerging functional separation of periodicity
and spectral representations at the midbrain level.

87.7 CATEGORICAL PERCEPTION
OF TONE

Categorical perception is believed to reflect funda-
mental aspects of the processing of speech sounds
(Harnad, 1987, review). It refers to the phenomenon
whereby a specific step along a continuous sensory
dimension may signal the boundary between separate
categories. The bulk of research has focused on conso-
nants and vowels (tones; Francis, Ciocca, & Ng, 2003;
Peng et al., 2010; Xu, Gandour, & Francis, 2006). An
ERP study of the categorical perception of Mandarin
tones provides a window to the interplay between
phonetic and phonological processing (29: Xi, Zhang,
Shu, Zhang, & Li, 2010). Xi et al. created an 11-step f0
continuum with M2 (high-rising) and M4 (high-falling)
as the endpoint stimuli in both speech and nonspeech
conditions. Using a passive oddball paradigm, both
within-category and across-category deviants elicited
larger MMNs in the RH sites; however, at the same
time, larger MMNs were elicited by across-category
than by within-category deviants in the LH. Given
their low spatial resolution and methodological
constraints that limit unambiguous interpretation of
hemispheric dominance of ERPs based on scalp topo-
graphical maps, it was necessary to use a method with
high spatial resolution to clearly identify cortical acti-
vation in different brain regions. In a companion fMRI
study (30: Zhang et al., 2011), brain areas activated by
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acoustic variation within tonal categories were located
in the dorsal and posterior-lateral STG bilaterally,
especially the right middle STG. In contrast, brain
areas activated by phonological variation across tonal
categories, as compared with within-category acoustic
variation, were located in the left middle temporal
gyrus (MTG). These findings are consistent with the
view that the dorsal STG and lateral mSTS/MTG are
responsible for acoustic analysis and phonological pro-
cessing, respectively. Superior regions of the temporal
lobe are known to be responsible for initial stages of
auditory analysis, whereas the superior temporal
sulcus (STS) and MTG have been implicated in higher-
level phonological processing (Hickok & Poeppel,
2004, 2007; Liebenthal, Binder, Spitzer, Possing, &
Medler, 2005; Liebenthal et al., 2010). A cross-language
ERP study focused on the influence of language expe-
rience (Mandarin, Cantonese) on categorical perception
of a three-step f0 continuum consisting of rising pitch
contours common to both tone languages (31: Zheng,
Minett, Peng, & Wang, 2012). Deviant responses
were measured by the P300 amplitude, a voluntary
attention-switching response elicited by an active odd-
ball paradigm (Polich, 2007). As reflected by P300
amplitude, Cantonese listeners discriminated the tonal
stimuli better than Mandarin. Zheng et al. speculate
that Cantonese listeners make finer distinctions in f0
height and slope because the Cantonese tonal space
(six contrasts) is more dense that that of Mandarin
(four contrasts).

87.8 TONE VERSUS OTHER
SUPRASEGMENTAL UNITS

There are other suprasegmental units of speech
besides tone (Lehiste, 1996). In comparison with tone, we
are especially interested in those units that may also be
signaled by variations in pitch (e.g., stress, intonation,
sentence focus). In tone languages, pitch variations can
be used to signal differences in the meaning of sentences
as well as words. In an fMRI study of Mandarin tone
and intonation (32: Gandour et al., 2004), Chinese listen-
ers exhibited greater activity than English in the left ven-
tral aspects of the inferior parietal lobule regardless of
the level of prosodic representation. Both language
groups, however, showed activity within the right STS
and MFG (Ren, Yang, & Li, 2009). This right-sided pref-
erence may reflect shared mechanisms underlying early
processing of complex pitch patterns irrespective of lan-
guage experience (Zatorre, Mondor, & Evans, 1999). The
LH activity in the inferior parietal lobule is likely to
reflect higher-level, language-dependent phonological
processing (Jacquemot, Pallier, LeBihan, Dehaene, &
Dupoux, 2003).

In tone languages, pitch variations can be used to
signal differences in the meaning of sentences as well
as words. The MEG study of tone and intonation in
Roermond Dutch provides an account of a tonal
dialect that unambiguously encodes both contrasts
phonologically (35: Fournier, Gussenhoven, Jensen, &
Hagoort, 2010). That is, Roermond has two lexical
tones that are phonetically distinct in statements and
questions. When asked to listen attentively to oddball
sequences, native Roermond listeners showed a stron-
ger MMNm (150�250 ms) over the left temporal cortex
for tone and a predominantly RH response for intona-
tion. Non-native listeners showed a stronger response
over the left temporal cortex irrespective of prosodic
unit. Using a passive oddball paradigm, the MMN
(120�240 ms) yielded RH dominance in Mandarin for
both word-level (tone) and sentence-level (intonation)
prosodic functions (Ren et al., 2009). These conflicting
findings between Roermond Dutch and Mandarin are
likely due to task demands (attentive versus preatten-
tive) rather than the lack of a prosodic function in their
phonological system.

Mandarin and English differ structurally in their
use of prosody at the word level. However, both lan-
guages exploit prosody at the sentence level to distin-
guish focus and discourse meaning. A cross-language
fMRI study of the perception of Mandarin sentence
focus and intonation demonstrated that Mandarin
listeners exhibited greater activity in the left supra-
marginal gyrus and posterior MTG than English across
conditions (33: Tong et al., 2005). This leftward special-
ization is consistent with the notion of a dorsal
processing stream that emanates from auditory cortex,
projects to the inferior parietal lobule, and ultimately
projects to frontal lobe regions, and with a ventral pro-
cessing stream that projects to the posterior MTG
(Hickok & Poeppel, 2007). Rightward preferences were
observed in the middle portion of the MFG for both
language groups, implicating more general attention
and working memory processes associated with pitch
perception. Because both sentence-level phenomena
occur in Mandarin and English, it is also possible
to compare the processing of the same prosodic
contrasts in late-onset Chinese/English bilinguals’ first
(Mandarin) and second languages (English). Any dif-
ferences in neural activity associated with auditory
processing of the same prosodic contrast in the bilin-
guals’ native language and second language may serve
as an index of whether the neural substrates are shared
or segregated for the two languages. Chinese/English
bilinguals displayed overlapping activation between
Mandarin and English stimuli in frontal, parietal, and
temporal areas regardless of language (34: Gandour
et al., 2007). The sentence focus task, however, elicited
greater activation for English stimuli than Mandarin in
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the bilateral anterior insula and MFG. This is presum-
ably attributable to differences in the way sentence
focus is signaled phonetically in the two languages
(Xu, 2006). Increased computational demands for the
lower-proficiency language lead to greater activation
in frontal areas implicated in attention (Shaywitz et al.,
2001) and working memory (Smith & Jonides, 1999).

Another suprasegmental feature of speech is rhythm
(pattern of timing variations over phrases). Both
rhythm and intonation (pattern of pitch variations over
phrases) span a number of segments over a relatively
long time interval and, therefore, are expected to be
preferentially processed in the RH (Poeppel, 2003). The
question is whether overlapping or distinct regions of
the RH are involved in the processing of rhythm and
intonation. Using a passive listening task, a common
area in the right middle portion of the STG was
activated by Mandarin listeners for both rhythm and
intonation conditions (36: Zhang, Shu, Zhou, Wang, &
Li, 2010). Compared with rhythm, intonation elicited
additional activation in the right anterior STS. This iso-
lation of a particular brain region in the processing of
intonation suggests that it is responsive to specific
acoustic features associated with dynamic variations in
pitch (Humphries, Love, Swinney, & Hickok, 2005;
Lattner, Meyer, & Friederici, 2005).

87.9 CONCLUSION

Language experience shapes processing of pitch
information at both cortical and subcortical levels.
Tones play a role comparable with that of segments in
word processing. Whereas both engage the LH in
attention-modulated, task-dependent processing, tones
show a distinctive rightward asymmetry relative to
segments, especially at early stages of processing. Pitch
is a multidimensional perceptual attribute that affords
us an opportunity to investigate pitch features. Tonal
processing reveals experience-dependent sensitivity to
specific features that are linguistically relevant at the
level of the cerebral cortex and the brainstem. Specific
cortical regions may index whether variation in pitch
contour falls within or between tonal category bound-
aries. Neural representations of pitch information are
already extracted by early preattentive sensory level
processing in both the brainstem and auditory cortex.
Neural substrates of tone and other units of speech
prosody that are manifested by variations in pitch
share widely distributed cortical regions in common.
However, when compared directly with a unit of
speech prosody based primarily on timing variations
(e.g., rhythm), segregated brain regions appear that are
responsive to acoustic features associated with
dynamic variations in pitch.

The importance of pitch features in gaining a fuller
understanding of tonal processing in the brain cannot
be overemphasized. We argue that it is necessary to
develop a neural response specific to pitch features and,
moreover, one that is capable of indexing dynamic varia-
tions in pitch that are ecologically representative of those
that occur in natural speech (Krishnan, Bidelman, Smalt,
Ananthakrishnan, & Gandour, 2012; Krishnan, Gandour,
Ananthakrishnan, & Vijayaraghavan, 2014). With respect
to speech perception, each pitch feature is defined by an
auditory pattern that triggers its detection (Poeppel
et al., 2008, pp. 1082�1082, review). Their precise defini-
tion, however, varies depending on the level of brain
structure, time window, and functional representation in
speech perception.

We hasten to acknowledge that the fundamental ele-
ments of linguistic theory are not easily reduced to or
matched up with the fundamental biological units iden-
tified by neuroscience (Poeppel & Embick, 2006). The
challenge is to formulate hypotheses about linguistic
computations that underlie real-time tonal processing at
different levels of biological structure in the brain.
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88.1 INTRODUCTION

Verbal communication is often a question of
“tone.” Modulating parameters such as vocal pitch
(high/low), loudness (loud/silent), tempo (fast/
slow), or voice quality (clear/harsh) allows us to give
the correct meaning to what we are saying and help
the listener to interpret a message correctly. This is
true not only when expressing how we feel (e.g.,
angry, nervous, happy) but also when conveying
nonemotional information. For instance, by raising
(or not raising) our voice when articulating a string
of words, we can alter the interpretation of an utter-
ance (e.g., changing from a statement such as You fin-
ished writing the chapter. to a question You finished
writing the chapter?). Suprasegmental parameters of
speech (prosody) can also be used to convey lexical
meanings (e.g., hot dog vs. hot dog) or discourse infor-
mation (e.g., new information is often accented while
old information is de-accented; prosodic phrasing
guides syntactic sentence interpretation) while
expressing emotions and attitudes (e.g., often a raised
voice is associated with an angry speaker, whereas a
lowered voice might indicate that the speaker feels
sad). Thus, prosody serves several linguistic and
nonlinguistic (emotional) functions; however, it is
often an undervalued component of spoken language
and brain-based models that take into account the
role prosody plays in dynamic speech comprehen-
sion are still rare (but see Friederici & Alter, 2004)
and controversially discussed. In fact, much of the
controversy around the neural basis of prosody is
probably attributable to the fact that it fulfils several
communicative functions (often at once); thus, the
question that has been driving past research is
whether the different prosodic functions are indepen-
dent or interdependent. This chapter reviews past
research on each function and outlines our current

understanding of the neurocognitive architecture
underlying prosody.

88.2 BRAIN MAPPING OF PROSODY

Historically, investigations into the cerebral repre-
sentation of prosody aimed to specify whether one
hemisphere dominates control over linguistic and/or
emotional prosody processing by examining lesion
data. These early simple hemispheric models (Sidtis &
Van Lancker Sidtis, 2003) resulted in three main
hypotheses:

1. Prosody, irrespective of communicative function
(e.g., linguistic, emotional), is lateralized to the right
cerebral hemisphere. Interactions with other
linguistic information such as syntactic or semantic
information are mediated through the corpus
callosum (Friederici & Alter, 2004; Klouda, Robin,
Graff-Radford, & Cooper, 1988).

2. Emotional prosody is processed in the right
hemisphere (RH) (Blonder, Bowers, & Heilman,
1991; Ross, 1981).

3. Linguistic prosody is processed in the left
hemisphere (LH), whereas emotional or affective
prosody processing can be linked predominantly to
the RH (known as Functional Lateralization
Hypothesis) (Van Lancker, 1980).

Although it has since been shown that a simple
cortical hemispheric distinction is not substantiated
by the available data (for reviews see Baum & Pell,
1999; Sidtis & Van Lancker Sidtis, 2003), the effect
of these proposals can still be felt when scanning
through the more recent literature. Many researchers
base their hypotheses about the brain network
underlying prosody processing on the premise that
linguistic and emotional prosody are fully distinct
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entities in the language system and that these
processes are (each) fully lateralized to one cerebral
hemisphere (but see Seddoh, 2002, arguing why emo-
tional and linguistic prosody should not be considered
distinct categories). However, an alternative to simple
hemispheric models was put forward by Van Lancker
and Sidtis (1992): hemispheric lateralization is based
on physical features. Pitch is preferably processed by
right hemispheric brain structures, whereas duration
and intensity are primarily processed by left hemi-
spheric structures (known as the Cue or Physical
Feature�Dependent Hypothesis).

An additional problem with the early simple hemi-
spheric models is that they neglect the role that subcor-
tical brain regions play during prosody processing.
However, accumulating evidence from lesion patients
showed that impaired prosody processing is often
associated with damage to structures such as the
caudate nucleus, putamen, and/or globus pallidus
(i.e., the basal ganglia [BG]) (Breitenstein, Daum, &
Ackermann, 1998; Cancelliere & Kertesz, 1990;
Paulmann, Pell, & Kotz, 2008, 2009). Hence, a fifth
hypothesis posits that prosody processing is heavily
mediated by subcortical brain regions without a strong
hemispheric lateralization.

In an attempt to consolidate the different hypotheses,
Sidtis and Van Lancker Sidtis (2003) proposed a
Neurobehavioral Approach to Dysprosody. This frame-
work suggests that prosody processing is not driven by
one single mechanism, but instead relies on a complex
conglomerate of motor, perceptual, and more cogni-
tively based functions. Thus, a widespread, bilateral
brain network might be implicated in prosody proces-
sing and discrepancies across lesion studies are proba-
bly due to the fact that dysprosody can materialize after
disruption to any of the involved mechanisms linked to
different brain regions.

More recently, similar working models, that is,
frameworks that suggest a highly differentiated brain
network underlying emotional prosody processing,
have been put forward by researchers who based their
hypotheses primarily on evidence obtained from neu-
roimaging studies instead of data from the lesion
approach (Brück, Kreifelts, & Wildgruber, 2011; Kotz
& Paulmann, 2011; Schirmer & Kotz, 2006; Wildgruber,
Ethofer, Grandjean, & Kreifelts, 2009). Moreover, some
of these models also hypothesized the temporal
dynamics of emotional prosody processing. For
instance, Kotz and Paulmann (2011) suggest that an
initial extraction of acoustic cues (e.g., fundamental
frequency, loudness, voice quality) takes place within
100 ms of stimulus onset. This process is argued to be
mediated by primary and secondary auditory cortices
(bilaterally). Once acoustic properties have been
accessed, derivation of emotional salience/meaning

(established through integration of emotionally rele-
vant acoustic cues) occurs within 200 ms after stimu-
lus onset. This process has been linked to the right
anterior superior temporal sulcus/superior temporal
gyrus. Finally, more elaborate processes (e.g., integra-
tion of information from prosody with semantics or
broad context) could start approximately 400 ms after
stimulus onset. These higher cognitive processes are
presumed to be mediated by inferior frontal and orbi-
tofrontal cortex (bilaterally). Thus, researchers moved
away from the assumption that prosodic processing
is one single mechanism and instead suggest that
different emotional prosody processing stages are
subserved by different brain areas. Ideally, future
models on the neural circuitry regulating emotional
and linguistic prosody will be able to integrate find-
ings from both lesion and imaging fields of the
literature.

The following review aims to show how results
from clinical and empirical neuroscience studies have
helped shape our understanding of prosody proces-
sing. To provide an integrative view of key findings,
evidence from important past and more recent studies
are discussed, followed by a summary of how avail-
able evidence supports prosody processing models.

88.3 THE NEURAL BASIS OF
LINGUISTIC PROSODY PROCESSING

88.3.1 Clinical Evidence

Initially, scientists predominantly relied on the
lesion approach to specify which brain regions might
underlie prosody processing. For instance, one of the
earlier studies to explore the contribution of the RH
to linguistic prosody processing was conducted by
Weintraub, Mesulam, & Kramer (1981). They tested
RH patients and healthy controls (HCs) and assessed
their ability to discriminate between phonemic (e.g.,
DARK room versus dark ROOM) and sentential stress
(e.g., STEVE drives the car versus Steve drives the
CAR). Patients were found to be outperformed by
controls on these tasks, prompting the authors to
suggest that the RH plays a strong role in linguistic
prosody perception. At approximately the same time,
Baum, Daniloff, Daniloff, and Lewis (1982) investi-
gated phonemic and sentential stress comprehension
in LH patients and HCs. Their results showed that
LH patients also suffer from difficulties on these tasks,
challenging the view that the RH alone is involved
in linguistic prosody perception. Heilman, Bowers,
Speedie, and Coslett (1984) thus tested performance
of both LH and RH patients on linguistic prosody
processing in one study. The authors reported
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difficulties in identifying the modality (question,
statement, command) of filtered sentences by both
LH and RH patients when compared with HCs.
Again, these results challenged the view that the RH
is solely responsible for linguistic prosodic processing
and instead point to a possible additional involve-
ment of the LH during linguistic prosody perception.
In fact, evidence from a subsequent study comparing
LH and RH patient performance on phonemic stress
identification suggests that LH patients can be even
more strongly impaired than RH patients (Emmorey,
1987). However, only 2 years later, conflicting evi-
dence emerged when Bryan (1989) reported results
from a range of tasks (e.g., sentential and phonemic
stress identification, discrimination, and identification
of sentence modalities) that showed that RH patients
were outperformed by LH patients on most of the
tasks administered. Although generally better than
RH patients, LH patients performed poorly on the
majority (but not all) of the tasks when compared
with HCs, suggesting that both RH and LH patients
show impairments for linguistic prosody processing.
The importance of task effects was further examined
years later. Pell and Baum (1997) asked RH and LH
patients as well as HCs to either identify or discrimi-
nate between different sentence modalities (interroga-
tive, declarative, imperative). Both patient groups
performed comparable with the HC group when dis-
criminating between different prosodic patterns.
However, when examining the identification task,
patients performed significantly worse than HCs.
These data point to the possibility that linguistic pros-
ody is processed bilaterally in the brain, and they also
show that severity of impairment might depend on
task instructions.

In the years that followed, researchers continued to
obtain conflicting results when exploring the
influence of the LH and RH on linguistic prosody
processing. Borod and colleagues (1992) reported
findings obtained from LH and RH patients and HCs.
Nonsense syllable strings (e.g., pa-da-ka) that were
intoned in three different ways (declarative, interrog-
ative, emphatic) had to be discriminated by partici-
pants using multiple-choice response cards. Results
showed that RH patients made significantly more
errors than LH patients and HCs who did not differ
from each other. In contrast, Breitenstein et al. (1998)
report data from LH and RH patients who performed
comparably with HCs when discriminating between
sentence modality pairs. Yet again, Pell (1998)
showed that LH patients are worse at identifying
emphatic stress patterns than RH patients or controls.
Similarly, Walker, Daigle, and Buzzard (2002) showed
that LH patients performed significantly worse
than RH patients and HCs when identifying lexical or

sentential stress. In addition, LH patients also
suffered from difficulties in prosodic phrasing. As
outlined, task differences (e.g., instructions, complex-
ity) between studies are likely to affect results; how-
ever, discrepancies between findings from clinical
research can also likely be linked to differences in
patients’ lesion locations and size as well as to differ-
ences in their speech and language abilities (see
Baum & Pell, 1999; Kotz, Meyer, & Paulmann, 2006,
for similar observations). Thus, Amebu Seddoh (2006)
subdivided his LH patient population into three
subgroups: Wernicke’s aphasia patients, Broca’s
aphasia patients, and global aphasia patients. Their
ability to identify the sentence modality (question
versus statement) was assessed. Results confirmed
that Wernicke’s aphasia patients had no difficulties
with the task, whereas Broca’s aphasia patients
suffered from difficulties in identifying questions and
global aphasics suffered from difficulties in identify-
ing statements and questions. Results suggest once
more that the LH can be critically tied to linguistic
prosody processing, but they also support the view
that patients’ lesion locations need to be controlled
for better than by LH/RH distinctions. The latter con-
clusion is also underpinned by recent data by
Rymarczyk and Grabowska (2007), who subdivided
RH patients into three groups (patients with lesions
to frontal, temporo-parietal, or subcortical brain
structures). They looked at the performance of identi-
fying as well as discriminating between sentence
modalities and discriminating between empathic
stress patterns. Although all patient groups perform
significantly worse than HCs on all three tasks,
results confirm the importance of controlling for
lesion location because patients with lesions to
temporo-parietal sites performed worse than the two
other groups. The idea that we need to examine
patients whose lesion delineation is comparable was
followed-up by Kho et al. (2008). They looked at RH
and LH patients who underwent anterior temporal
cortex resection. The authors reported no differences
between RH and LH patients when detecting word or
contrastive stress, or during sentential discrimination.

Taken together, the evidence elaborated here clearly
shows that clinical evidence provides very little
convergent evidence that linguistic prosody is processed
solely by one hemisphere. Moreover, the evidence from
lesion patients that suggests that not only cortical but
also subcortical brain structures play a critical role dur-
ing prosody processing (Brådvik et al., 1991; Cancelliere
& Kertesz, 1990; Ross & Mesulam, 1979; Rymarczyk &
Grabowska, 2007; Starkstein, Federoff, Price, Leiguarda,
& Robinson, 1994) also challenges all simple hemispheric
models, although the idea that prosody is primarily
mediated by subcortical structures is also clearly not
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substantiated. In short, although telling, clinical evidence
alone has not helped to provide support for either of the
original hypotheses. This conclusion is supported by a
recent activation likelihood estimation (ALE) meta-
analysis by Witteman, van Ijzendoorn, van de Velde,
van Heuven, and Schiller (2011), who reported that
lesions to the LH or RH have similar detrimental effects
on linguistic prosody perception.

88.3.2 Brain Imaging Evidence

Over the past two decades, fMRI and PET techni-
ques have become popular tools for observing normal
brain function. Motivated by the heterogeneous results
from clinical studies, several investigations have been
conducted to further delineate the brain network
underlying prosody processing. However, in contrast
to emotional prosody, imaging studies on linguistic
prosody processing have been rare. It is likely that the
limited number of imaging studies on linguistic pros-
ody are linked to the problem that linguistic prosody
is an umbrella term that refers to studies exploring a
variety of processes linked to suprasegmental changes
including (but not limited to) sentence type, phrase
boundary, word stress, and pitch contour processing.
Some of the existing research is summarized to show
that despite using more fine-grained methodologies,
the brain network underlying linguistic prosodic pro-
cessing is still not fully specified.

In an early PET study, Gandour et al. (2000) investi-
gated pitch perception of one-syllable Thai words in
speakers of tone and nontone languages (Thai, Chinese,
English). Their results suggest that neural mechanisms
underlying pitch perception differ depending on linguis-
tic relevance of stimuli. Specifically, left frontal opercu-
lum activity was found for Thai speakers when
discriminating between pitch patterns, but the same
activity was not found for English speakers. Also, Thai
speakers failed to show the same left-lateralized activa-
tion when discriminating pitch patterns of nonspeech
stimuli, suggesting that “linguistic relevance” might
modulate lateralized activation patterns. This hemi-
spheric laterality effect was confirmed in an fMRI study
a few years later (Gandour et al., 2004) when brain activ-
ity of Chinese and English speakers was measured.
Participants had to discriminate between one- and three-
syllable-long utterances and four different Chinese
tones. Chinese (i.e., the tone language group), but not
English, participants showed left-lateralized activation in
inferior parietal and posterior superior temporal, ante-
rior temporal, and frontopolar brain regions. Both
English and Chinese participants showed right-
lateralized activation hot spots in parts of the superior
temporal sulcus as well as the middle frontal gyrus.

Similar to the previous study (Gandour et al., 2000), the
authors interpreted their results to suggest that linguistic
relevance/knowledge can influence brain activation pat-
terns for prosody. In particular, the tone language group
is argued to have an implicit understanding about the
relationship between acoustic cues and internal repre-
sentations of suprasegmental sentence information. In
contrast, listeners from nontone language backgrounds
cannot possess the same higher-order prosodic represen-
tations. Thus, it was argued that LH lateralization is
linked to higher-order prosodic processing, whereas RH
lateralization might represent lower-order acoustic fea-
ture processing (Gandour et al., 2004).

Imaging studies looking at sentences rather than syl-
lables or words often report RH dominance for linguis-
tic prosodic processing. For instance, Meyer, Alter,
Friederici, Lohmann, and von Cramon (2002) investi-
gated the neuroanatomical correlates of slow prosodic
modulations. They presented participants with delexica-
lized (i.e., stimuli that contain no lexical-semantic infor-
mation) and normal speech. When comparing stimuli
from both conditions, the authors found increased acti-
vation in the right superior temporal brain region as
well as in the fronto-opercular cortex for filtered speech,
suggesting a strong RH involvement during linguistic
prosodic speech processing (and slow pitch movements
in particular). Similar RH dominance in response to pro-
sodic stimuli was reported by Plante, Creusere, and
Sabin (2002), who also explored the neural correlates of
sentential prosody. Participants were again presented
with low-pass filtered (i.e., delexicalized speech) and
normal speech and had to perform tasks high (remem-
ber and recognize words) or low (no task) in memory
load. When comparing hemodynamic responses for pro-
sodic speech with responses to unfiltered speech in the
“no task” condition, the authors found a stronger bilat-
eral activation within the superior temporal gyrus for
prosodic speech. Moreover, when looking at frontal lobe
activation patterns, results showed that the tasks high in
memory load affected processing of filtered and unfil-
tered speech differently: although both speech stimuli
resulted in bilateral activation of the frontal lobes,
processing filtered stimuli resulted in stronger RH
activation than processing unfiltered stimuli.

Influence of task instructions on prosodic processes
was also reported by other authors who looked at sen-
tence material (Geiser, Zaehle, Jancke, & Meyer, 2008;
Wildgruber et al., 2004), albeit they failed to confirm a
strongly right-lateralized network for linguistic prosodic
processes. Instead, they showed that participants who
focus on linguistic prosodic aspects of stimuli exhibit
greater activation in the LH. Specifically, in their fMRI
study, Wildgruber et al. (2004) showed right-lateralized
activation of the dorsolateral frontal cortex and bilateral
activation of thalamic and temporal regions in contrast
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to a rest condition for stimuli that were synthetically
manipulated to exhibit different sentence foci (second
word versus final word focus). However, when partici-
pants were asked to focus on linguistic characteristics of
stimuli, activation of the left inferior frontal gyrus was
reported (as opposed to activation of bilateral orbito-
frontal areas when the task focus was emotional).
Similarly, Tracy et al. (2011) reported that processing
pitch information from lexical stimuli predominantly
recruits left-lateralized structures, including the cingu-
lated gyrus and middle temporal and superior temporal
gyri, whereas pitch processing from tone sequences
relies on right frontal and temporal cortices.

Taken together, data from neuroimaging studies
clearly suggest that a complex neural network span-
ning both hemispheres underlies linguistic prosodic
processing. Findings further imply that various factors
can impact lateralization of effects. Specifically, it has
been shown that lateralization of prosody can depend
on task focus (linguistic/nonlinguistic, active/passive;
Wildgruber et al., 2004), task demands (high/low;
Plante et al., 2002), language background/experience
(tone/nontone language; Gandour et al., 2000), acous-
tic cue (pitch/duration; Van Lancker & Sidtis, 1992),
and stimulus type (syllable/word/sentence; Gandour
et al., 2004; Meyer et al., 2002), as well as on methodo-
logical factors, including design (event-related/
blocked; Kotz et al., 2006) and contrast/comparison
conditions (rest/alternative prosodic function).

88.3.3 ERP Findings

In addition to exploring the brain structures
involved, research has also tried to specify the time
course of linguistic prosody using event-related brain
potentials (ERPs). The temporal online dynamics
of prosody are of particular interest because informa-
tion might consolidate the different proposals on how
prosody is represented in the brain considering that
research suggests that emotional prosodic processing is
a multistage process (Kotz & Paulmann, 2011;
Schirmer & Kotz, 2006; Wildgruber, Ackermann,
Kreifelts, & Ethofer, 2006; Wildgruber et al., 2009) with
each stage linked to different brain areas. It is likely
that a similar multilayered mechanism applies to
linguistic prosody processing.

Several ERP components with different onset laten-
cies have been described. For instance, Steinhauer,
Alter, and Friederici (1999) explored how prosody
helps listeners to establish a syntactic structure during
language comprehension. They were the first to report
that the so-called closure positive shift (CPS) is elicited
quickly after prosodic phrase boundaries (which usu-
ally coincide with syntactic boundaries). This marker of

prosodic boundary processing is also found in delexica-
lized speech (Steinhauer & Friederici, 2001), as well as
during implicit prosodic processing situations (e.g.,
reading; Hwang & Steinhauer, 2011). Generally speak-
ing, the CPS is elicited rapidly (between 2100 and
0 ms) after the offset of a preboundary word and is
thus argued to be triggered by preboundary syllable
lengthening (Pauker, Itzhak, Baum, & Steinhauer,
2011). A slightly later prosody-related component was
recently reported by Li et al. (2011), who observed a
fronto-centrally distributed negative ERP between 270
and 510 ms in response to prosodic prominence manip-
ulations. Responses to prosodic boundary violations
resulted in a longer negative ERP effect lasting from
270 to 660 ms. For a similar time window, Böcker,
Bastiaansen, Vroomen, Brunia, and Gelder (1999) found
that extraction of metrical stress from bi-syllabic words
can be linked to the N325, which is elicited under
active (discrimination) and passive (listening) tasks.

In addition, processing of prosodic contour expectancy
violations has been studied. For instance, Paulmann,
Jessen, and Kotz (2012) recently violated linguistic pro-
sodic expectancy by merging the beginning of a declara-
tive sentence with the end of a question. Results revealed
a frontally distributed Prosodic Expectancy Positivity
(PEP) 620 ms after the onset of prosodic violations irre-
spective of task focus (linguistic/emotional), suggesting
that listeners can detect an abrupt change in prosodic con-
tour and that discrepancies in contours are quickly reana-
lyzed (Paulmann et al., 2012). Similar late positivities
were found by Astésano, Besson, and Alter (2004), who
reported a P800 for similar prosodic expectancy
violations, and by Eckstein and Friederici (2006), who
reported a P600 response to prosodic incongruity of the
final word of a sentence.

These findings lend support to the assumption that
participants not only use prosody to build information
about the sentence structure and modality but also realize
quickly if the expectation is not fulfilled. However, these
prosodic processes can sometimes be influenced by task
focus, because the P800 in the study by Astésano et al.
was only observed when participants focused on the
prosody, whereas the positivity reported by Paulmann
et al., (2012) was found even without participants’ explicit
focus on prosody. In sum, ERP results confirm that pros-
ody interfaces with other language functions such as
semantics (Paulmann et al., 2012) and syntax (Eckstein &
Friederici, 2006; Steinhauer et al., 1999) during online lan-
guage comprehension. Given the different distributions
of prosody-related ERP effects and their differing tempo-
ral dynamics, it seems reasonable to assume that linguis-
tic prosody processing not only is multifaceted but also at
least partly hinges on differing neural mechanisms
depending on the precise function that could recruit brain
structures from both hemispheres.
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88.4 THE NEURAL BASIS OF
EMOTIONAL PROSODY PROCESSING

88.4.1 Clinical Evidence

Emotional prosody has long been of special interest
to researchers exploring hemispheric specialization of
brain processes, probably because this type of prosodic
function cannot easily be associated with pure emotion
(historically linked to the RH; Borod, Cicero, et al.,
1998; Borod, Bloom, & Santschi-Haywood, 1998) or
pure language (historically linked to the LH;
Friederici, 2002) processing. Instead, emotional pros-
ody is at the intersection of both domains. Early
research on how emotional prosody is anchored in the
brain was performed by Heilman, Scholes, and Watson
(1975). They asked patients with right and left
temporo-parietal lesions to identify the emotional tone
a speaker used when intoning semantically neutral
sentences. Results revealed that RH patients performed
significantly worse on the task than LH patients, sug-
gesting that emotional prosody is primarily processed
in the RH, although the lack of a HC group posits a
problem to this conclusion. Thus, a few years later, the
same group (Heilman et al., 1984) investigated the
comprehension of emotional prosody in RH and LH
patients and this time compared their performance
with that of HCs. Results confirmed a deficit for RH
patients when compared with LH patients and HCs.
Similarly, Bowers, Coslett, Bauer, Speedie, and
Heilman (1987) reported that RH patients performed
significantly worse than LH patients and HCs when
discriminating between emotional categories of pro-
sodically and semantically emotional congruent and
incongruent sentences as well as low-pass filtered sen-
tences. This once more indicated an important role for
the RH in emotional prosody perception. Results from
Blonder et al. (1991) also revealed that RH patients
have difficulties discriminating among different emo-
tional categories for emotionally intoned neutral sen-
tences when compared with LH and HCs. Although
subsequent evidence has often confirmed the RH
involvement in emotional prosody perception (Blonder
et al., 1991; Borod, Cicero, et al., 1998; Borod, Bloom,
et al., 1998; Lalande, Braun, Charlebois, & Whitaker,
1992; Ross & Monnot, 2008; Rymarczyk & Grabowska,
2007), there is some clinical data that question the
unique role of the RH (Breitenstein et al., 1998;
Cancelliere & Kertesz, 1990; Schlanger, Schlanger, &
Gerstman, 1976; Starkstein et al., 1994).

For instance, Schlanger et al. (1976) described no
differences between LH and RH aphasic patients for
identifying the emotional tone of a speaker, suggest-
ing that LH brain structures can also play a role dur-
ing emotional prosody perception. Van Lancker and

Sidtis (1992) asked LH and RH patients to identify
emotional prosodic speech samples by matching them
to facial expressions and emotional labels. They also
fail to report differences between groups with respect
to emotional prosody perception, indicating that emo-
tional prosody perception is mediated through a bilat-
eral network of brain structures. Support for this
hypothesis comes from recent work by Kho et al.
(2008), who showed that both RH and LH temporal
lobe epilepsy patients were impaired on emotional
prosody recognition when compared with HCs.
Similarly, Starkstein et al. (1994) report that both LH
and RH patients displayed emotional prosody com-
prehension difficulties; however, it should be noted
that more detailed analyses also showed that RH
patients with lesions in the BG and tempo-parietal
cortex were most severely affected. Corroborating
findings that subcortical brain structures are implied
in an emotional prosodic network, Cancelliere and
Kertesz (1990) report emotional prosody processing
difficulties in patients with LH and RH lesions involv-
ing the BG. Paulmann et al. (2008) also report emo-
tional prosody recognition deficits in patients with LH
lesions in the BG (for a detailed review on the role of
the BG in emotional prosody processing, see Kotz,
Hasting, & Paulmann, 2013), rendering it unlikely that
emotional prosody perception is uniquely mediated
through RH cortical regions. In fact, in an attempt to
illuminate how the LH and RH might contribute dif-
ferently to emotional prosody recognition, Van
Lancker and Sidtis (1992) explored whether patients
with lesions in either hemisphere made similar errors
in an emotional prosody identification task. Their
findings suggest that patients used acoustic cues
differently when judging the emotional tone of the
speaker (Van Lancker & Sidtis, 1992). Specifically, a
discrimination analysis on error patterns revealed that
patients with lesions in the LH relied on pitch
information to infer emotionality of stimuli, whereas
patients with lesions in the RH seemed to predomi-
nantly use durational cues to infer emotionality.
These data were argued to support the physical
feature�dependent hypothesis; however, following the
same methodology, Pell and Baum (1997) failed to find
differences between LH and RH patients in their
misclassifications of stimuli.

In short, results from clinical studies do not support
simple hemispheric models, but instead suggest that
emotional prosody processing recruits a broad network
of cortical and subcortical brain regions possibly
slightly more right-lateralized than left-lateralized.
The modestly bigger RH involvement is corroborated
by a recent meta-analysis (Witteman et al., 2011). When
comparing results from studies testing RH and LH
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patients directly, findings implied that damage to the
RH results in more severe problems for emotional pros-
ody perception than damage to the LH. Finally, task
focus, stimuli differences, differences in experimental
paradigms, and, most critically, differences in patients’
lesion size and location can heavily impact findings and
therefore might contribute to equivocal findings.

88.4.2 Brain Imaging Evidence

In line with the studies reviewed, neuroimaging
findings also tend to reveal that emotional prosody
perception is mediated by a complex bilateral network
involving both cortical and subcortical brain struc-
tures, with some studies suggesting a slightly more
right-lateralized network. For instance, an early PET
study explored emotional prosody categorization of
sentences (George et al., 1996). Results revealed signifi-
cant blood flow changes in the right prefrontal cortex.
Similarly, Buchanan et al. (2000) asked participants to
listen to emotionally intoned words while either
detecting the emotionality of the speaker (emotion
task) or detecting a probe word (nonemotion task).
They report right-lateralized frontal lobe and right-
lateralized anterior auditory cortex activation for emo-
tionally intoned words when comparing the emotion
task with the nonemotion task; however, a bilateral
activation is reported for emotionally intoned words
when comparing the emotion task to a rest baseline.
Also, Mitchell, Elliott, Barry, Cruttenden, and
Woodruff (2003) reported right-lateralized activation of
superior and middle temporal gyri when participants
listened to emotional sentences spoken in different
emotions. A right-lateralized network for emotional
prosody perception was also confirmed by Beaucousin
et al. (2007), who reported greater activation in the
right temporal lobe for emotional prosody processing
when comparing emotional speech with text-to-text
speech lacking emotional attributes. Similarly,
Wildgruber et al. (2005) outline that recognition of
emotionally intoned and semantically neutral sen-
tences resulted in right-lateralized activation of the
posterior superior temporal sulcus, as well as dorsolat-
eral and orbitobasal frontal areas when participants
engaged in an emotional identification task. However,
when comparing activation patterns for the emotional
recognition task with a rest baseline, frontal, temporal,
and parietal brain areas were activated bilaterally,
again demonstrating that task effects (and/or condi-
tion comparisons) play a crucial role when looking at
brain activation patterns for emotional prosody
comprehension.

In fact, as is expected based on neuropsychological
findings, bilateral brain activation is also reported

frequently. For instance, Kotz et al. (2003) compared
sentences spoken in an emotional tone of voice with
filtered sentences that contained only prosodic infor-
mation. Comparisons revealed a bilateral frontal and
subcortical (BG) activation pattern for the emotional
prosodic condition. In addition, Sander et al. (2005)
compared angry and neutral prosody processing in a
dichotic listening paradigm. Irrespective of whether
participants attended to or ignored the meaningless
angry speech stimuli, right amygdala and bilateral
superior temporal sulcus activation was reported.
However, the same stimuli elicited greater bilateral
activation in the orbitofrontal cortex and the cuneus
(in the medial occipital cortex) when participants paid
attention to presented stimuli as opposed to when
they ignored them. Moreover, greater bilateral activa-
tion of mid-superior temporal sulcus has been
reported for angry in contrast to neutral prosody
(Grandjean et al., 2005). Also, Wiethoff et al. (2008)
investigated activation for emotionally arousing pros-
ody during passive listening. Specifically, they looked
at happy, erotic, fearful, and angry prosody, and thus
included stimuli of both positive and negative
valence. The authors report greater activation for
arousing prosody in the right primary auditory cortex,
the mid-superior temporal gyrus, and the left tempo-
ral pole, as well as in the hypothalamus. Leitman et al.
(2010) tried to compare stimuli that were either rich or
low in emotional acoustic cue saliency (i.e., stimuli
that are easily recognizable by a single acoustic
parameter such as fundamental frequency or inten-
sity). They reported greater activation for emotional
prosodic stimuli that are rich in cue saliency for the
planum temporale, posterior superior temporal, and
middle gyri (i.e., superior temporal cortex), as well as
the amygdala, whereas participants engaged in an
emotional sentence identification task. In contrast,
greater activation was found in inferior and temporo-
frontal areas when participants processed stimuli with
less salient or dominant acoustic cues. Interestingly,
their results indicate that lateralization can depend on
the specific emotion investigated, because stronger
left-lateralized activation patterns were found for
angry prosody in contrast to more right-lateralized
hot spots for fearful and happy prosody.

In addition to exploring the influence of individual
acoustic cues (or their saliency) on activation patterns,
more recent research has also tried to illuminate the
role of task effects in neural responses linked to emo-
tional prosody processing. For instance, Bach et al.
(2008) compared activation patterns for emotionally
intoned pseudowords while participants had to decide
either which gender the speaker voice was or which
emotion the speaker was trying to convey. They found
bilateral activation of the amygdala, left superior
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temporal sulcus, and right parietal areas when partici-
pants judged the gender of the speaker, whereas acti-
vation for left inferior frontal gyrus, bilateral parietal,
anterior cingulate, and supplemental motor cortex was
found when participants focused on the emotionality
of the stimuli. Moreover, when comparing emotional
with neutral prosody, neural activity was found in
right superior temporal gyrus and left inferior frontal
gyrus, as well as in the anterior cingulate (bilateral),
the insula, and the putamen (bilateral). Interestingly,
subcortical brain activation was particularly strong
when participants focused on the emotionality of the
stimuli, once again leading to the impression that task
effects can critically impact activation patterns. Finally,
Ethofer, Van De Ville, Scherer, and Vuilleumier (2009)
presented words spoken in an angry or neutral pros-
ody to participants while they engaged in a valence
discrimination or a word classification task. Activation
in response to angry prosody was found not only in
voice-sensitive areas of temporal cortices but also in
the amygdala, insula, and mediodorsal thalami, irre-
spective of the task in which participants engaged.
However, when comparing the valence discrimination
with the word classification task, Ethofer et al. (2009)
found stronger activation in the right middle temporal
gyrus as well as in the orbitofrontal cortex (bilateral),
suggesting that evaluation of emotional aspects acti-
vates these areas in particular.

In sum, neuroimaging data generally confirm that
emotional prosody processing involves a bilateral
temporo-frontal brain network, with some studies
describing activation of subcortical structures.
Activation hot spots between studies seem to differ
depending on task focus and stimuli quality on activa-
tion patterns. Latter acoustic cue influence is con-
firmed in a meta-analysis by Witteman, Van Heuven,
and Schiller (2012), who advocated that higher activa-
tion likelihood of the RH might stem from lateralized
activation of primary and secondary auditory cortices
(i.e., sensory cue processing).

88.4.3 ERP Findings

The time course underlying emotional prosody pro-
cessing has been explored in recent electrophysiologi-
cal studies. Several ERP components have been of
special interest. The N100 is generally assumed to
reflect processing of frequency (e.g., pitch) and loud-
ness information (i.e., it is linked to the extraction of
acoustic cues). This early component is followed by
the P200, a fronto-centrally distributed component
peaking 200 ms after stimulus onset (i.e., far before a
sentence is completed), and that has been shown to be
responsive to emotional prosodic (Paulmann et al.,

2008; Schirmer, Chen, Ching, Tan, & Hong, 2013) and
arousal (Paulmann, Bleichner, & Kotz, 2013) attributes
of stimuli. Specifically, it has been outlined that differ-
ent emotional prosodies can be distinguished from one
another (Paulmann et al., 2013) and from neutral
(Paulman & Kotz, 2008; Schirmer et al., 2013) within
200 ms of stimuli onsets. Although the sensitivity of
the P200 to pitch (Pantev, Elbert, Ross, Eulitz, &
Terhardt, 1996) and loudness (Picton, Woods,
Baribeau-Braun, & Healey, 1977) variations has been
demonstrated, research on emotional prosody implies
that listeners rely on more than just one acoustic
parameter when detecting emotional salience from
auditory stimuli. However, which specific acoustic
cues (configurations) are needed to detect the valence
or even one particular emotion from speech still needs
further clarification. Although the P200 is elicited
under attentive processing conditions (albeit irrespec-
tive of implicit or explicit emotional tasks), the mis-
match negativity has been linked to emotional
category change detection under preattentive proces-
sing conditions (Schirmer, Striano, & Friederici, 2005).
Both components have repeatedly been linked to early
emotional salience detection (Kotz & Paulmann, 2011;
Paulmann & Kotz, 2008; Schirmer & Kotz, 2006).

This early emotional evaluation or appraisal of vocal
expressions is followed by more elaborated stimulus
evaluations. In particular, meaning evaluation or
access to (emotional) memory representations have
been linked to later ERP components such as the P300
(Wambacq & Jerger, 2004), N300 (Bostanov &
Kotchoubey, 2004), N400 (Schirmer & Kotz, 2003;
Schirmer, Kotz, & Friederici, 2002; Schirmer et al.,
2005; Paulmann & Pell, 2010), and the late positive
complex (LPC) (Schirmer et al., 2013; Paulmann,
Bleichner, & Kotz, 2013). For instance, Bostanov and
Kotchoubey (2004) assessed how emotional meaning is
extracted from exclamations such as “Wow” and
“Oooh” by presenting participants with emotionally
congruent or incongruent stimuli. They reported an
enhanced N300 in response to incongruous exclama-
tions, suggesting that emotional prosodic meaning is
extracted approximately 300 ms after stimulus onset.
Similarly, larger N400 amplitudes were found for pro-
sodically/semantically incongruent emotional words
(e.g., “happy” spoken in an angry voice; Schirmer &
Kotz, 2003). To explore how much prosodic informa-
tion is needed to infer emotional meaning, Paulmann
and Pell (2010) presented participants with emotion-
ally intoned sentence fragments that were either 200 or
400 ms long. Sentence fragments served as primes and
were followed by emotionally matching or mismatch-
ing facial expressions. N400-like priming effects were
found for faces that were preceded by emotionally
mismatching sentence fragments, although priming
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from shorter fragments led to a reversed effect. The
findings nicely showed that listeners can extract emo-
tions from both short and somewhat longer sentence
fragments, supporting the view that 200 ms is suffi-
cient to build emotional context (see P200 results) and
that emotionally relevant cues are extracted rapidly.
Moreover, the N400-like priming effects are in line
with studies proposing that emotional meaning is pro-
cessed at approximately 300 to 400 ms after stimulus
onset. Finally, two recent studies report differently
modulated LPCs in response to sentences differing in
emotional tones, suggesting continued exhaustive pro-
cessing of emotional prosodic information at late pro-
cessing stages (Paulmann et al., 2013; Schirmer et al.,
2013). Moreover, Schirmer et al. (2013) further showed
that P200 modulations can predict modulation of sub-
sequently elicited LPCs, suggesting that successful
early emotional salience detection goes hand-in-hand
with later more in-depth processing of emotional pros-
ody. Arguably, the latter step is necessary to ensure
appropriate social behavior.

Finally, to investigate how far specific brain areas
can be linked to individual emotional prosody proces-
sing steps, ERP lesion studies have been performed
(Paulmann et al., 2008, 2009; Paulmann, Seifert, &
Kotz, 2010). In a nutshell, these studies revealed that
early emotional prosodic appraisal as reflected in the
P200 component does not seem to be critically tied to
the BG or orbitofrontal cortex. In contrast, later
meaning-related processes (as reflected in the PEP and
N400-like components) seem to be affected by lesions
to the BG (Paulmann et al., 2008, 2009) and later emo-
tional prosody recognition processes (as reflected in
behavioral responses such as emotion recognition
rates) are affected by lesions to the BG (Paulmann
et al., 2008, 2009) and the orbitofrontal cortex
(Paulmann et al., 2010). These findings highlight the
potential of ERP lesion studies because they allow
exploration of the function of specific brain areas with
methodologies that have excellent temporal resolution,
thereby helping to illuminate which processing stages
might be modulated via specific neural structures. This
methodology can thus help to consolidate conflicting
findings from lesion and neuroimaging findings
because the latter two lack the high temporal resolu-
tion of ERPs.

The studies reviewed in this section confirm that
emotional prosodic processing includes processes such
as rapid early emotional appraisal as well as compre-
hensive emotional meaning processing, that these pro-
cesses occur irrespective of directed attention of
listeners, and that different functions can be linked to
different underlying brain areas. Moreover, comparing
findings described in this section (emotional prosody)
and the previous one (linguistic prosody), it also seems

as if the two processes generally elicit different ERPs
(with different onset latencies). When exploring the
comparative nature of the time course linked to the
two functions, results from a recent ERP study
(Paulmann et al., 2012) revealed that emotional pro-
sodic expectancy violations are detected approximately
150 ms earlier than expectancy violation of linguistic
prosody and that both violations resulted in different
PEP distributions. Linguistic PEPs were elicited pre-
dominantly at anterior electrode sites, whereas emo-
tional PEPs were most dominant at posterior electrode
sites, suggesting that at least partly different neural
mechanisms are at play during emotional and linguis-
tic prosody processing. Taken together, and similar to
the imaging literature reviewed, differences in ERP
studies (e.g., ERP polarity and latency) seem to be
influenced by stimuli (e.g., words/sentences, normal/
filtered/pseudo-speech), tasks (e.g., implicit/explicit
emotional evaluation), and designs (e.g., blocked/ran-
domized). However, despite methodological differ-
ences across studies, electrophysiological research has
helped delineate the time course underlying emotional
prosodic processing, clearly supporting the idea that
emotional prosody processing comprises different
subprocesses.

88.5 SUMMARY

Years of research have shown that initially advo-
cated simple hemispheric models fail to adequately
describe brain mechanisms underlying prosody
processing. Research has revealed that neural
mechanisms of prosody are vulnerable to external
influences, such as task demands, stimulus quality,
and experimental design, thereby explaining some of
the discrepant literature reports. Given the functional
complexity of linguistic prosody processing, its neu-
ral specifications seem to be less clearly delineated
than neural structures for emotional prosody.
However, clinical and imaging results seem to sug-
gest that both functions of prosody cover different
subprocesses that are each anchored in different parts
of the brain. Future development of brain-based lan-
guage models requires that the field continues to
move away from understanding prosody as a holistic
concept and focuses instead on portraying each func-
tion as multilayered.
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89.1 WHATARE ENVIRONMENTAL
SOUNDS?

An environmental sound is historically defined by
what it is not. An environmental sound is not speech.
Nor is it a decontextualized sine tone or white noise
burst often used in psychoacoustics experiments. But
any other sound is fair game.1 As Ballas and Howard
(1987) commented, such a definition by exclusion is
not very satisfying. This is particularly true given that
perceiving environmental sounds is presumably the
primary job of the vertebrate auditory system. Thus,
by understanding more about environmental sounds,
we should arrive at a better understanding of the audi-
tory system that evolved to perceive them—a system
parasitized in our own species by spoken language.

What, then, are some general characteristics of
environmental sounds? Until recently, the acoustical
character of environmental sounds was determined by
interactions between solids, liquids, and gases (Gaver,
1993a), thereby intrinsically binding the sounds to
their physical sources. Thanks to modern computers
and sound synthesizers, this no longer needs to be
the case. Nonetheless, because of the tight corres-
pondence between a sound and its generating sub-
stance, environmental sounds can be thought of as a
naturally occurring “auditory icon” for that object
(Gaver, 1993b). Alternatively, an environmental sound
can be conceived of as an auditory pointer to a physi-
cal referent, one that might convey meaning to the

hearer. However, it is important to keep in mind that
with the exception of some nonhuman vocalizations,
human nonspeech sounds, or alert sounds, environ-
mental sounds are not intentional communicative
signals. Moreover, spoken language has a fairly rigid
temporal frame in which to convey action concepts,
whereas environmental sounds vary hugely, with
semantic identity unambiguously conveyed extremely
quickly (a cork pop) to quite slowly (buttering toast).

As with visual objects and arrays, a useful means
of characterizing environmental sounds is to parti-
tion them along acoustical, perceptual, and concep-
tual dimensions. Such an exercise can provide a
rough guide of what type of information can and
cannot be derived from environmental sounds, what
the “grain” of that information is, and how it is
distributed across sounds.

The acoustical and semantic space that environ-
mental sounds inhabit has been mapped out by
various groups over the past few decades, primarily
by asking participants to perform similarity or overt
category ratings on a set of recorded sounds and also
by measuring a sizeable number of acoustic character-
istics of the rated sounds. These studies tend to focus
on one main class of environmental sounds often
called “auditory objects”—a term that remains amor-
phous and controversial in equal measures (Giordano,
McAdams, Zatorre, Kriegeskorte, & Belin, 2012;
Griffiths & Warren, 2004; Lewis, Talkington, Tallaksen,
& Frum, 2012; Wightman & Jenison, 1995). These

1Although music and nonhuman vocalizations are often used as environmental sounds (Leaver & Rauschecker, 2010; Lewis, Talkington, Puce,

Engel, & Frum, 2011; Talkington, Rapuano, Hitt, Frum, & Lewis, 2012), both are described in depth in other parts of this volume and therefore

will not be discussed here.
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auditory objects are often naturally occurring,2 short
auditory events and can have definable and reasonably
obvious beginning and ending points. Moreover, as
stated by Lewis et al. (2012), “auditory pattern analy-
ses should allow for perceptual categorization and
auditory objects should be separable by perceptual
boundaries.” For example, the sound of a lead crystal
wine glass smashing on a marble floor might begin
with the main impact of the base of the glass and end
when all of the glass shards have stopped bouncing. If
asked to identify or name the sound, the typical
English-speaking listener will name the source or
material from which that the sound emanates, often
along with a verb indicating what is happening with
that source (e.g., “cow mooing,” “glass breaking”).

However, many, if not most, auditory objects have a
more ambiguous event structure. Take the seemingly
simple case of the sound of someone typing on a
computer keyboard. A single keystroke might consti-
tute an auditory object or event. Unless the sound
recording is of the most hesitant of typists, keystrokes
usually play out in clusters, and even in long
sequences of bursts if the keyboardist is inspired (or
under a tight deadline). Somewhat akin to speech, the
sound of each keystroke will often blend with the sub-
sequent one; with reasonably speedy typists, the sound
of the release of one key will overlap in time with the
sound of another being depressed. Thus, the “auditory
object” becomes less straightforward to identify—is it
the keystroke, a cluster of keystrokes, or the entire
sequence of keystrokes that begins and ends with a
prolonged silence?3 Even in the seemingly more
straightforward case of the wine glass shattering, the
event itself can be considered (and artificially recon-
structed) as multiple overlapping repetitions of glass
shards hitting the floor (Warren & Verbrugge, 1984).

This iterative repetition of a basic event (or
waveform)—but over an indefinitely long period of
time—is the acoustic signature of some very familiar
auditory objects, such as a helicopter hovering or a
diesel truck engine idling. These sounds could be con-
sidered boundary cases between auditory objects and
the other major division of environmental sounds,
auditory scenes. Some of these scenes can be acoustically
quite simple and repetitive ambient human-created

environments such as the distant sound of highway
traffic, the buzz of an electrical transformer, or the
aforementioned idling diesel engine. They also include
complex natural textures or “soundscapes” (Gygi &
Shafiro, 2011; Turner, 2010) such as waves crashing on
the shore, wind blowing through leaves, a crackling
fire, or gentle rain falling on tarmac. Remarkably,
many of these natural soundscapes can be generated
by combining “atomic elements” of sounds in different
combinations (McDermott, Wrobleski, & Oxenham,
2011; Turner, 2010). These simple scenes or sounds-
capes are also distinguished by their lack of event
structure in that nothing particularly noteworthy
happens or changes over a long period of time.
Instead, soundscapes provide a particular auditory
context—something we return to later.4

More complex auditory scenes or backgrounds—such
the ambient sounds of a busy park, a quiet office, or
tropical rainforest—may contain several of these more
basic soundscape features along with repeating, short-
er auditory objects embedded in the scene.5 In natural
scenes, the probability that a given category of auditory
object will be heard is partly contingent on the type of
soundscape—a contextual property to which listeners
are sensitive (Gygi & Shafiro, 2011; Krishnan, Leech,
Aydelott, & Dick, 2013; Leech, Gygi, Aydelott, & Dick,
2009; discussed in more depth later). However, these
scenes typically have no real event structure in that
there is a reasonably uniform temporal probability that
auditory objects will appear within the (indefinitely
long) soundscape.

These relatively static auditory backgrounds
contrast with dynamic auditory scenes in which the prob-
ability of an auditory event occurring at a particular
time is contingent on what has been heard previously.
A classic example of such a scene is a car crash
sequence in an action movie (Humphries, Willard,
Buchsbaum, & Hickok, 2001), where the sounds of a
car racing is followed by squealing brakes and tires,
crinkling metal and glass, and—depending on the
director’s penchant for drama—the whoof of igniting
gasoline that precedes a death-dealing explosion.
Needless to say, the temporal contingencies in such
dynamic scenes are entirely dependent on the “real-
world” event structure. Therefore, they are a physical

2An increasing number of auditory objects and events are completely artificial (with the most obvious being the novel alerts and “auditory

icons” that accompany daily computing and telephone use. In addition, many people now have their only experience with natural sounds via

recordings or synthesized examples, rather than with the animal or environment itself.

3A typical label from an English speaker for any of these keyboard sounds might be “typing.”

4Lewis et al. (2012) have noted that mechanical sounds classified by listeners as auditory objects (a clock or fax machine) tend to be

size-delimited, whereas auditory scenes depict things that are large relative to the size of the observer (wind, rain, etc).

5These scenes are ubiquitous in radio plays, TV shows, and the movies, with vast numbers of prerecorded scenes available from the BBC and

other studios.
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reflection of the changing state of the world as
opposed to language’s more abstract representation of
it, one whose surface form might change (“The car hit
the post” versus “The post was hit by the car”) but
whose semantic content remains very similar. These
cases highlight a clear difference between what is
conveyed by environmental sounds and spoken lan-
guage, namely the directness and invariability of the
mapping between the information-carrying acoustic
signal and the semantic content and/or event structure
that is conveyed by that signal.

89.2 PERCEPTUAL, COGNITIVE,
AND NEURAL PROCESSING OF
ENVIRONMENTAL SOUNDS

Because the academic field studying spoken
language is so much larger and more established, it
has been natural for the study of environmental sound
to mirror the study of language, and for the general
subtopics (e.g., perceptual, cognitive, and neural fac-
tors) implicated in processing environmental sounds to
be similar to those for language research. One conse-
quence of this homologous organization is that it
enables comparisons between language and environ-
mental sounds. Therefore, what follows is structured
around theoretical and methodological themes that
roughly parallel ones in the psycholinguistics litera-
ture. We first summarize results from a number of
environmental sound norming studies (somewhat
similar to picture naming; Bates, D’Amico, et al., 2003)
that give an idea of the perceptual and semantic char-
acteristics and categories that seem to underlie envi-
ronmental sounds recognition. In studies that roughly
parallel some in the spoken word recognition litera-
ture, we examine how environmental sounds recogni-
tion and identification develops and changes over the
lifespan. We then turn to the literature on perceptual
and semantic priming with environmental sounds
using unimodal, cross-modal, and cross-domain prim-
ing paradigms. We finally examine context effects—
both acoustic and “real-world knowledge”-based—on
environmental sound recognition.

In the second section on the neural bases of
environmental sound comprehension, we begin with a
brief overview of the historical literature comparing
hemispheric asymmetries for environmental sounds
and language processing, and then proceed to a more
extensive review on auditory agnosias and the effect of
brain damage on environmental sound comprehension,

and how these effects compare with those on language
processing. We finish with an in-depth look at the
neuroimaging literature on environmental sounds, with
particular emphasis on comparisons with language and
on regional neural biases for particular acoustical or
semantic characteristics.

89.3 SECTION ONE: PERCEPTUAL AND
COGNITIVE FACTORS IN PROCESSING

ENVIRONMENTAL SOUNDS

89.3.1 Identification and Categorization
of Environmental Sounds

As has been carried out with corpora of meaningful
visual objects such as pictures (Bates, Burani, D’Amico,
& Barca, 2001; Bates, D’Amico, et al., 2003; Cycowicz,
Friedman, Rothstein, & Snodgrass, 1997; Szekely
et al., 2004) as well as words (Balota et al., 2007),
several groups have undertaken norming studies of
environmental sound recordings to establish base-
line characteristics such as discriminability, identifiabil-
ity, nameability, and imageability (Ballas, 1993; Fabiani,
Kazmerski, Cycowicz, & Friedman, 1996; Giordano,
Mcdonnell, & McAdams, 2010; Gygi, Kidd, &
Watson, 2004; Hocking, Dzafic, Kazovsky, & Copland,
2013; Marcell, Borella, Greene, Kerr, & Rogers, 2000;
Saygin, Dick, & Bates, 2005; Schneider, Engel, &
Debener, 2008; Shafiro, 2008; Shafiro & Gygi, 2004).
These norming studies tend to use similar experimental
paradigms in which participants listen to one of X
sounds, press a key as soon as they think they know
its identity, and then type or choose a verbal label. In
some cases, participants are also asked to give alterna-
tive labels and perform a number of rating tasks on the
sound. Among other results (comprehensively laid out
in Hocking et al., 2013; Marcell et al., 2000), these
ratings have shown: (i) imageable sounds are more
identifiable; (ii) the more imageable a sound is, the
faster participants will name it (and the more confi-
dence they will have in their judgments about the
sound); and (iii) familiar sounds are more identifiable
and are also more pleasurable.

One useful metric derived in several of these studies
is the “causal uncertainty” or Hcu6 (Ballas, 1993) asso-
ciated with a sound. Although its definition varies
slightly across studies, the Hcu is essentially a measure
of the number of potential sound sources associated
with a given sound, as indexed by the number of
semantically distinct labels for a sound that are

6As defined by Ballas, the Hcu or causal entropy of a given sound is calculated as follows: for each label provided for the sound, multiply the

probability that the label was used by the binary log of that probability and then sum these products, e.g., Hcu5 pij log2pij. A similar metric

has been used in picture-naming studies (Snodgrass & Vanderwart, 1980).
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provided by participants. For instance, highly distinct
and identifiable sounds like a doorbell would have a
low Hcu, whereas the sound of a light switch—which
in the study of Ballas (1993) was confused with a sta-
pler or ballpoint pen—would have a higher Hcu.
Perhaps unsurprisingly, a sound’s Hcu is strongly cor-
related with the time it takes to identify and name it.

A major lacuna in all environmental sounds norm-
ing studies (and of environmental sounds studies
more generally) is an estimate of a sound or sound
category’s frequency of occurrence—in psycholinguis-
tics, word frequency is a fundamental variable of inter-
est (Balota et al., 2007; Bates, D’Amico, et al., 2003;
Roland, Dick, & Elman, 2007). To our knowledge, the
only published frequency-of-occurrence data on envi-
ronmental sounds are in the work by Ballas (1993).7

Here, undergraduate volunteers were prompted (via
timers and pagers) to write down what sound(s) they
were hearing at different times over the course of a
normal day. Ballas (1993) used these survey data to
predict behavior in a subset of the sounds used in the
norming studies and showed that more frequently
occurring sounds were more identifiable (and identi-
fied more quickly) and had lower causal uncertainty.
The exceptions to this trend were alert sounds and sig-
nals, which had shorter reaction times (RTs) and were
more identifiable than would be expected from their
low frequency of occurrence.

Another challenge and conundrum in environ-
mental sounds studies is how to account for sound
length—again, word or phrase length is a very impor-
tant psycholinguistic property. As Marcell et al. (2000)
write regarding their own stimuli, “[we edited] each
sound to a duration that we believed allowed the
‘sound event’ or ‘auditory object’ [. . .] to unfold natu-
rally [. . .] this was clearly more of an artistic than
empirical endeavor.” This ambiguity is reflected in the
variability in sound duration across (and even within)
norming studies, with durations varying by more
than two orders of magnitude, ranging from con-
sistently short or medium duration (Ballas, 1993,
all sounds ,625 ms; Fabiani et al., 1996, average dura-
tion B330 ms; Hocking et al., 2013, all sounds set to
1,000 ms) to highly variable (Saygin et al., 2005,
B500�4,500 ms; Marcell et al., 2000, B500�6,000 ms).
This is the equivalent in duration of comparing
single short spoken words to sentences with 20 or
more words (a considerable potential difference in

informativeness!)—yet duration does not appear to be
correlated with recorded sounds’ identifiability (either
in accuracy or in response latency), familiarity, or
confidence with which listeners identify the sound
(Marcell et al., 2000).

A primary goal of many of these studies is to
uncover the acoustical, perceptual, and cognitive
category structure of environmental sounds. Explicit
categorization tasks (Gygi, Kidd, & Watson, 2007;
Hocking et al., 2013; Houix, Lemaitre, Misdariis,
Susini, & Urdapilleta, 2012; Marcell et al., 2000) have
revealed fairly consistent category groupings, for
instance, Hocking et al. (2013) found that participants
could reliably classify sounds as: (i) animal; (ii) human;
(iii) nature; (iv) household/tool/accessory; (v) recrea-
tional; (vi) transport; (vii) weapon; (viii) alarm/signal;
or (ix) musical instruments.8 A somewhat more detailed
category structure was captured in a free classification
task by Marcell et al. (2000) (see Table 89.1).

When this category space is compared with that
associated with visual objects (Huth, Nishimoto, Vu, &
Gallant, 2012), it is striking how much more limited,
sparse, and clumpy the semantic space is that is
covered by environmental sounds (at least recognizable
recorded ones). This may be due to a fundamental
property of sound itself. As Wightman and Jenison
(1995) noted, “In the case of vision the physical features
of environmental objects map directly to patterns of
stimulation on the retina [. . .] In contrast, hearing offers
no direct peripheral representation of environmental

TABLE 89.1 Environmental Sounds Categories (in Alphabetical
Order) Provided by Participants in Marcell et al. (2000)

Accident Ground
transportation

Pet Household

Air
transportation

Human Reptile/
amphibian

Machine

Bathroom Hygiene Sickness Paper

Bird Insect Signal Weapon

Farm animal Kitchen Sleep Weather

Four-legged
animal

Musical
instrument

Tool

Game/
recreation

Nature Water/liquid

7Cummings et al. (2009) conducted a survey of infants’ and toddlers’ parents to try to establish frequency-of-occurrence norms for everyday

sounds; however, there was little consistency in parents’ reports, which may reflect a problem in the survey instrument or true variability in

children’s exposure to environmental sounds.

8In their fMRI studies of “action sounds,” Lewis et al. (2012) have suggested a division into human, animal, mechanical, and environmental

sounds, based on acoustical, perceptual, and cortical organization grounds.
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objects.” In other words, visible light will reflect off
almost any surface and therefore create a “signal” that
tells us about almost any surface or object. In contrast,
for us to receive an acoustic signal from an object, it
must actively emit vibrations that can travel in the air
far enough to be detected, or it must interact with air
movement and turbulence in a distinctive way (i.e., the
vibrations induced by wind flowing through dry leaves
versus chimes). This means a more restricted number
of objects/situations create sounds, severely limiting
the category space of the auditory objects and scenes
relative to vision.

The perceptual and categorical similarity space of
environmental sounds has been extensively character-
ized in a series of studies by Gygi et al. (2004, 2007). By
using participants’ pairwise similarity ratings for 50
sounds along with a large number of acoustic measures,
they found that sounds tended to fall into three major
acoustical categories—harmonic, discrete impact, and
continuous sounds—and that the different underlying
sound sources tended to cluster together in the multi-
dimensional scaling (MDS) space. They also found that
ordering of the sounds along different dimensions of
the MDS space was associated with linear combinations
of acoustic variables, such as harmonicity, amount of
silence, and modulation depth.9

89.3.2 Environmental Sounds Comprehension
Over the Lifespan

In a comprehensive study of children ages 5 to 16,
young adults, older adults, and patients with
Alzheimer’s dementia, Fabiani et al. (1996) showed
that with few exceptions (such as video game sounds),
people across the lifespan generally categorize
environmental sounds very similarly. However, older
participants and those with Alzheimer’s tended to be
less accurate and consistent in their identification of
sounds and often used superordinate categories to
name sounds. This was true even in the case of animal
vocalizations, which tend to be quite specific and easy
to identify for younger adults. It is important to note
that while there is general consistency in environmen-
tal sounds identification, there can be very significant
regional and cultural differences in exposure to differ-
ent sounds, which can have a real impact on causal
uncertainty. For example, when norming our own set
of environmental sounds in different cities (Dick et al.,
2007), there were some sounds (such as cutting crusty
bread and lighting a gas stove) that were easily recog-
nizable by residents of Rome, but that flummoxed San
Diegans. As Giordano et al. (2010) (p. 9) note, it is

important to account for these effects because “uncon-
trolled differences in identification performance
between environmental subcategories might be suffi-
cient to produce patterns of neural selectivity.”

In Childhood, a series of studies using behavioral
picture�sound matching paradigms has shown that
environmental sounds and spoken language compre-
hension generally go hand-in-hand over development.
Cummings, Saygin, Bates, and Dick (2009) tested 60
infants (ages 15�25 months) listening to environmental
sounds or spoken phrases in a preferential looking
paradigm, where infants were presented with two
photographs side by side and then heard an environ-
mental sound or spoken phrase corresponding to one
of the objects; their looking time to the correct picture
was the dependent measure. Infants’ looking accuracy
for environmental sounds was correlated with that for
spoken language after taking into account the effects of
age. Regression analyses showed that environmental
sounds comprehension improvements were associated
with chronological age, whereas spoken phrase com-
prehension was associated with productive vocabulary
as measured by the MacArthur-Bates Communicative
Development Inventory. Using a match-to-sample
sound�picture paradigm (Saygin et al., 2005) with
children 6 to 18 years of age, Dick, Borovsky,
Cummings, Trauner, and Saygin (unpublished data)
found that RTs to environmental sounds and spoken
phrases were tightly correlated, even after accounting
for age-related decreases. Using the same behavioral
paradigm, Saygin et al. (2005) found that RTs for the
two domains were only marginally correlated in early
and later adulthood. Nonetheless, studies involving
adults with cochlear implants (or who were hearing
simulated cochlear implant input) have shown that
training with environmental sounds can generalize to
language and speech comprehension to a surprising
degree (Loebach & Pisoni, 2008; Shafiro, Sheft, Gygi, &
Ho, 2012), suggesting that there are shared processing
resources underlying the two domains.

89.3.3 Semantic and Conceptual Priming
with Environmental Sounds

As shown by these recognition and identification
studies, even very young listeners can extract con-
sistent meaningful information from environmental
sounds. A number of behavioral and electroencepha-
lography (EEG)/ERP studies have asked how this
semantic, conceptual, or “real-world” information con-
veyed by environmental sounds is processed and inte-
grated with subsequently encountered information.

9Lemaitre, Houix, Misdariis, and Susini (2010) reported that “sound experts” (musicians, sound engineers, and so forth) tended to weight

such acoustic properties in their sound categorization ratings somewhat more heavily than everyday listeners.
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Many of these studies have also asked how similar or
distinct semantic and conceptual processing of envi-
ronmental sounds might be to that observed in spoken
language comprehension. Typically in these studies a
standard semantic priming paradigm is used in which
a target word (written or spoken) is preceded by a
prime stimulus that varies in terms of its semantic
relationship with the target. A half-century of psy-
cholinguistics research has shown that targets that
are semantically related to the prime should show
faster RTs and higher accuracy than unrelated (or
less-related) targets. In the ERP literature, the N400, a
negative wave peaking at approximately 400 ms post-
stimulus onset, is commonly used as an indicator of
semantic integration of the incoming word with the
foregoing content: the more explicit the expectation
for the next word, the larger the N400 amplitude for
words violating the expectation (Kutas & Federmeier,
2000). The N400 can also be elicited by mismatching
meaningful stimulus pairs: two words, a sentence and
word, two pictures, or a picture and a word.

In general, priming and particularly ERP studies
have shown very similar semantic effects with envi-
ronmental sounds, alone and when directly compared
with language stimuli. RT measures have shown that
environmental sounds can prime semantically related
words (Chiu & Schacter, 1995; Frey, Aramaki, &
Besson, 2014; Orgs, Lange, Dombrowski, & Heil, 2006;
van Petten & Rheinfelder, 1995) and pictures (Chen &
Spence, 2011; Schneider et al., 2008), and may also
prime other semantically related sounds (Stuart &
Jones, 1995, but see Chiu & Schacter, 1995; Frey et al.,
2014; Friedman, Cycowicz, & Dziobek, 2003). Written
words (Orgs et al., 2006; Pizzamiglio et al., 2005) and
pictures (Schneider et al., 2008) have also been
reported to prime related environmental sounds (but
see Chiu & Schacter, 1995; Schön, Ystad, Kronland-
Martinet, & Besson, 2010). Using a masked visual
word prime and environmental sound target, Galati
et al., (2008) showed that cross-domain priming
between words and environmental sounds can be
highly semantically specific in that RTs to an identity
prime (the masked word “laugh” followed by the
sound of laughing) are faster than both within-
category pairs (“whistle” followed by laughing) and
across-category pairs (“boiling” followed by laughing).

Among ERP studies that use environmental sounds,
there are quite consistent effects of semantic or

conceptual relatedness on the N400. An “N400 effect”
(more negative-going N400 waveform for a target that
is conceptually unrelated to a context or prime com-
pared with a related target) has been observed in sev-
eral combinations. N400 semantic relatedness effects
have been observed for short environmental sound tar-
gets preceded by pictures (Cummings, Ceponiene,
Dick, Saygin, & Townsend, 2008; Cummings et al.,
2006; Plante, van Petten, & Senkfor, 2000), longer envi-
ronmental sounds (Schirmer, Soh, Penney, & Wyse,
2011), visually presented words (Orgs et al., 2006; Orgs,
Lange, Dombrowski, & Heil, 2007; Schön et al., 2010;
van Petten & Rheinfelder, 1995; Wu, Athanassiou,
Dorjee, Roberts, & Thierry, 2012), and spoken words
(van Petten & Rheinfelder, 1995, but see Frey et al.,
2014). N400 relatedness effects with environmental
sounds as primes have also been observed for target
spoken words (Frey et al., 2014; Plante et al., 2000; Van
Petten & Rheinfelder, 1995) and visually presented
words (Orgs et al., 2006).10

Direct comparisons between environmental sound-
evoked and language-evoked N400s have tended to
show very similar overall N400 profiles (see Figure 89.1,
adapted from Cummings et al., 2006) but with a some-
what earlier onset and more anterior distribution of the
N400 effect for semantically unrelated environmental
sounds targets compared with words (Cummings et al.,
2006; Orgs et al., 2006; but Schön et al., 2010; van Petten

All
words

Environmental
sounds

Non-meaningful
sounds

Cz

Fz

N1

P2 P2
PS

PR

900 ms

–5 μV

+5 μV

Match trials

Mismatch trials

N1
N400

Pz

FIGURE 89.1 Matching and mismatching ERP responses to
words, environmental sounds, and nonmeaningful sounds. Redrawn
from Cummings et al. (2006) with permission from the publisher.

10Other ERP components have also been investigated with environmental sounds—for results and review, see Cummings et al. (2006),

Schirmer et al. (2011), and Frey et al. (2014), among other studies. In addition, environmental sounds have been shown to evoke repetition

priming effects in EEG and fMRI studies (Bergerbest, Ghahremani, & Gabrieli, 2004; Murray, Camen, Spierer, & Clarke, 2008). EEG with

environmental sounds has also shown quite early discrimination of sounds derived from living versus human-made objects (Murray, Camen,

Gonzalez Andino, Bovet, & Clarke, 2006) and differential localization of mouth-related and hand-related sounds (Pizzamiglio et al., 2005).
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& Rheinfelder, 1995).11 Some studies have found differ-
ential lateralization of N400 responses to environmental
sounds and words (Plante et al., 2000; van Petten &
Rheinfelder, 1995), but others have not (Cummings
et al., 2006; Orgs et al., 2006; Schirmer et al., 2011). N400
effects with both linguistic and environmental sound
stimuli are also similarly modulated by task demands
(Frey et al., 2014; Wu et al., 2012).

There has been some question about whether such
cross-domain similarities might be driven by covert
naming of environmental sounds. However, this expla-
nation does not have much empirical support. As
mentioned, participants show longer RTs when asked
to covertly name sounds during a sound�picture
matching task, suggesting that this is not a default
strategy for most participants (Dick, Bussiere, &
Saygin, 2002). In addition, synthesized nonlinguistic
sounds that are not easily associated with verbal labels
evoke very similar N400 effects (Schön et al., 2010).
Even novel cross-modal associations between “jagged”
and “smooth” sounds and shapes can evoke a small
N400-like effect (Cummings et al., 2006).

In contrast to results with typically developing indi-
viduals, some ERP studies with language-impaired
(LI) and autistic children have shown cross-domain
differences in N400 effects on spoken language and
environmental sounds. Cummings & Ceponiene (2010)
found that children with LI showed typical N400
effects of semantic incongruency for environmental
sound/picture mismatches, but showed a delayed N400
latency to spoken phrase/picture mismatches when
compared with typically developing age-matched
children. McCleery et al., 2010 used a very similar
paradigm with young highly functioning autistic
children (ages 4�7) and found an even more striking
difference: autistic children showed a typical N400
effect with environmental sound/picture mismatches
but no discernible N400 effect with spoken word/
picture mismatches.12 Thus, there is some indication
that in certain developmental disorders, language
and environmental sounds processing can become
detoggled—a result that contrasts with much work
with acquired language disorders such as aphasia.

89.3.4 Context Effects in Environmental
Sounds Processing

Linguistic context affects performance in phoneme
monitoring, lexical decision, and naming tasks
(reviewed in Aydelott, Leech, & Crinion, 2010). In the

speech perception literature, the effects of context are
more obvious when ambiguity is present or when the
target stimuli are impoverished. Ballas and Mullins
(1991) investigated the effects of “semantic” contexts
on the identification of ambiguous environmental
sounds. They conducted a series of experiments where
listeners were played nearly homonymous sounds (for
instance, a fuse burning and food frying) and found
that these sounds were more accurately identified
when presented in isolation or embedded in consistent
contexts (food frying in the context of kitchen sounds)
relative to when context was biased toward the other
alternative (food frying in a “fireworks” context).

The effects of competing backgrounds have also been
extensively studied in speech perception and are often
referred to as the cocktail party effect. Environmental
sound identification also occurs in the presence of simi-
lar competing sounds and backgrounds. In everyday
listening situations, listeners do not identify environ-
mental sound targets in isolation, but from within a
background of multiple competing sound sources. As
demonstrated by Ballas and Mullins (1991), listeners are
aware of the likelihood of certain sounds occurring in
certain contexts because of their everyday listening
experience, for instance, cow moos are likely to occur in
the context of a barnyard than in an office.

When these more naturalistic listening conditions are
simulated, the detection and identification of familiar
unambiguous environmental sounds are enhanced in
the presence of contextually incongruent environmental
scenes in adults (Gygi & Shafiro, 2011; Leech et al., 2009)
and school-age children (Krishnan et al., 2013). Gygi and
Shafiro (2011) showed that the advantage for contex-
tually incongruent sounds was level-dependent and
interacted with the listener’s familiarity with the sounds
and the background. Congruent backgrounds might
produce greater interference by increasing the uncer-
tainty about the separation of target from background in
a manner not dissimilar from speech. For example,
listeners are adversely affected by competing speech in
their native language (Van Engen & Bradlow, 2007).

In vision, some studies suggest that a contextual
pop-out effect also occurs when viewing natural
scenes, that is, inconsistent objects pop-out in these
scenes (Underwood & Foulsham, 2006) However, other
researchers have suggested that these differences can
be accounted for by low-level visual perception (Võ &
Henderson, 2011). Leech et al. (2009) investigated the
low-level acoustic and perceptual features that may
play a role in identifying environmental sounds within

11Interestingly, a developmental ERP study by Cummings et al. (2008) showed that this earlier latency for environmental sound�related N400

effects slowly emerges with increasing age, with latencies decreasing from young school-age children through adolescence to early adulthood.

12This is in contrast to results from behavioral results from the study by van Lancker et al. (1988) involving autistic children who showed

similar performance on the two domains in a sound-to-picture matching task.
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a context. In addition to experimenter-defined factors
of congruence or incongruence, they found that spec-
tral measures, such as the mean, standard deviation,
and range of the sound’s pitch, as well as temporal
autocorrelation measures were significant predictors
of the advantage for incongruent over congruent
sounds. The results of these studies indicate that the
identification of environmental sounds in context
involves the integration of perceptual, attentional,
and real-world knowledge.

89.4 SECTION TWO: NEURAL FACTORS
IN PROCESSING ENVIRONMENTAL

SOUNDS

89.4.1 Behavioral Studies on Hemispheric
Asymmetries in Environmental Sounds
Comprehension

Before exploring the literature on brain damage
and environmental sound comprehension, we briefly
review early studies on dichotic listening, ones that
have been instrumental in establishing our notions
regarding hemispheric differences for processing
different aspects of meaningful sounds, both linguistic
and nonlinguistic. The logic of these experiments is
based on preferential projections from the cochlea
to the contralateral hemisphere. In an important
early study, Curry (1967) compared recall of words
and environmental sounds in left-handed and right-
handed English speakers. He presented triplets of
spoken word or nonword pairs, with each word in a
pair presented to only one ear; after listening to the
word pairs, subjects had to list all the words that they
recalled. They also listened to dichotically presented
pairs of short sounds and wrote down the names of
the sounds they heard. Curry found that right-handed
individuals showed a significant right ear advantage
(REA) for words (and an even more sizeable one for
nonwords), with a significant left ear advantage (LEA)
for identifying environmental sounds. This suggested
that meaningful sounds were preferentially processed
in the left hemisphere if they were linguistic and
preferentially processed in the right if nonlinguistic.
Complicating the story slightly, he also showed that
left-handed individuals showed a weak but significant
REA for words and no significant ear advantages for
either nonwords or environmental sounds.13

When might these differential ear advantage effects
for spoken language and environmental sounds
emerge over development? Knox and Kimura (1970)

conducted a comprehensive set of dichotic listening
studies with large samples of children ages 5 to 8 years.
Here, children listened to dichotically presented digit
pairs, environmental sound pairs, and animal sounds
pairs, as well as performed two word�picture match-
to-sample tasks with minimal pairs, with one word
presented to each ear. For all language tasks, children
showed a considerable advantage in recalling or per-
ceiving words presented to the right versus the left ear.
By contrast, environmental sound identification showed
a weak but significant LEA, with no real lateralization
when listening to animal sounds. These data suggest
that a hemispheric division of labor emerges for proces-
sing meaningful sounds by the beginning of the school
years. However, as seen in neuropsychological and
neuroimaging studies, hemispheric differences are less
cut-and-dried than one might be led to believe from
these dichotic listening studies.

89.4.1.1 Effects of Brain Damage on
Environmental Sounds Processing

A specific deficit in recognizing environmental
sounds is often termed nonverbal auditory agnosia. It (like
word deafness) is a very rare phenomenon usually asso-
ciated with bilateral (Albert, Sparks, Stockert, & Sax,
1972; Kazui, Naritomi, Sawada, Inoue, & Okuda, 1990;
Spreen, Benton, & Fincham, 1965) and, rarely, with
unilateral left (Saygin, Leech, & Dick, 2010) or right
hemisphere (Fujii et al., 1990) lesions. Experimental stud-
ies with larger groups of patients (Saygin, Dick, Wilson,
Dronkers, & Bates, 2003; Schnider, Benson, Alexander, &
Schnider-Klaus, 1994; Varney & Damasio, 1986) have
shown that dissociations between verbal and nonverbal
domains are the exception rather than the norm.

Two forms of nonverbal auditory agnosia have been
proposed: (i) perceptual-discriminative, with patients
failing to identify whether two consecutive sounds are
identical and (ii) associative-semantic, with patients
being impaired at audiovisual matching or naming.
Early work did not reveal clear lesion correlates
of these agnosia types. Bilateral lesions have been
implicated in severe discriminative disorders (Albert
et al., 1972; Kazui et al., 1990; Lechevalier et al., 1984;
Mendez & Geehan, 1988; Motomura, Yamadori, Mori,
& Tamaru, 1986; Rosati et al., 1982; Taniwaki, Tagawa,
Sato, & Lino, 2000; Vignolo, 1982). Unilateral right
hemisphere lesions can lead to normal association
with impaired discrimination (Eustache, Lechevalier,
Viader, & Lambert, 1990; Vignolo, 1982), deficient asso-
ciation with normal discrimination (Spreen et al.,
1965), or deficient association and deficient discri-
mination (Fujii et al., 1990). Unilateral left hemisphere

13The right ear advantage for listening to linguistic sounds may not hold cross-linguistically, at least in some circumstances (Hatta &

Dimond, 1981).
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lesions have been linked to deficient association (Saygin
et al., 2003) and normal discrimination (Vignolo, 1982),
although in most studies with this sample discrimina-
tion was not tested on left hemisphere�injured patients
because of a focus on language processing (Saygin
et al., 2003; Varney, 1980; Varney & Damasio, 1986).
Vignolo, Spinnler, and Faglioni reported disturbances
of environmental sound recognition after unilateral
hemispheric damage in a group of patients (Faglioni,
Spinnler, & Vignolo, 1969; Spinnler & Vignolo, 1966).
They noted that right hemisphere�damaged (RHD)
patients tended to perform significantly worse than
controls on perceptual tests involving environmental
sounds and that left hemisphere�damaged (LHD)
patients performed significantly worse on associative
or semantic tests.

Several studies have directly compared environ-
mental sounds and spoken language comprehension
after stroke. In 1980, Varney used environmental
sounds to examine both verbal and nonverbal com-
prehension deficits in the same aphasic patients and
found that impairments in environmental sound recog-
nition were seen only in subjects with impaired verbal
comprehension, and that aphasic patients with intact
verbal comprehension also performed well on sound
recognition. There were some patients who were
impaired in verbal comprehension, but not in sound
recognition. More recently, Schnider et al. (1994)
observed that both LHD and RHD patients performed
significantly worse than a group of normal controls on
an environmental sound recognition test. They found
no significant differences in the performances of the
two patient groups; however, the pattern of errors
appeared to differ across groups. LHD patients made
more semantically based errors, whereas RHD patients
and control subjects made almost exclusively acoustic
errors. For all patients, accuracy in recognizing envi-
ronmental sounds correlated with language com-
prehension as measured by the Western Aphasia
Battery (Kertesz, 1979). Lesion behavior correlations
showed that LHD patients with impaired environ-
mental sound recognition tended to have damage to
the posterior superior temporal gyrus (pSTG) and the
inferior parietal lobe.

Although these studies support a link between
aphasia and nonverbal auditory agnosia, none of these
were precise comparisons between verbal and non-
verbal auditory processing in the same patients and
did not control for factors such as stimulus frequency
and identifiability or the relationship between the
auditory and visual stimuli. In a large neuropsycho-
logical and lesion-mapping study, our group
addressed these gaps in knowledge and assessed the
relationship between verbal and nonverbal compre-
hension of complex, meaningful information in the

auditory modality by examining aphasic patients’
abilities to match environmental sounds and corre-
sponding linguistic phrases to associated pictures
(Saygin et al., 2005; Saygin et al., 2003). Task demands,
stimulus characteristics, and semantic features were all
carefully controlled to reduce confounds and to focus
on the relationship between verbal and nonverbal
domains. Results from 30 LHD and 5 RHD patients
(along with 21 neurologically intact age-matched
control subjects) showed that RHD patients were only
mildly impaired in the task, performing similarly to
mild (anomic) aphasic LHD patients but significantly
worse than controls. Patients with more severe aphasia
(LHD) were impaired to the same extent in com-
prehending speech and environmental sounds, as
measured by both accuracy and RT measures.
Performance within the task between the two domains
went hand-in-hand, with a strong correlation between
accuracy and RT for speech and environmental
sounds, suggesting that the two domains utilize
some shared perceptual and neural mechanisms. Both
lesion overlays (Saygin et al., 2003) and Voxel-Based
Lesion-Symptom Mapping (Bates, Wilson, et al., 2003)
demonstrated that damage to posterior regions in the
left middle and superior temporal gyri and damage to
the inferior parietal lobe were predictors of deficits for
both speech and environmental sounds. Brodmann’s
area 22 and the surrounding middle temporal and
inferior parietal regions (encompassing Wernicke’s
area) were also implicated in environmental sound
processing. In fact, Wernicke’s area itself, in the pSTG,
was more strongly associated with performance in the
nonverbal domain than in the verbal domain (Saygin
et al., 2003).

It is not just within the stroke literature that
impairments in spoken language and environmental
sounds (ES) have been shown to be comorbid. Recent
studies with neurodegenerative disorders (e.g., primary
progressive aphasia and semantic dementia) have also
revealed concomitant deficits in verbal and nonverbal
meaningful sound processing (Bozeat, Lambon Ralph,
Patterson, Garrard, & Hodges, 2000; Goll et al., 2010;
Hsieh, Hornberger, Piguet, & Hodges, 2011).

Although an association is the norm between speech
and nonverbal sounds, dissociations in neuropsy-
chology can also be informative, even when rare
(Bates, Appelbaum, Salcedo, Saygin, & Pizzamiglio,
2003; Bates, Saygin, Moineau, Marangolo, &
Pizzamiglio, 2005). Varney (1980) had reported deficits
in nonverbal comprehension only in patients who also
exhibited deficits in verbal comprehension, but they
did not find dissociations in the opposite direction.
Clarke, Bellmann, De Ribaupierre, and Assal (1996)
reported a patient who was deficient in the nonverbal
auditory domain but had no diagnosed verbal
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comprehension deficits (although formal testing was
not reported). When both the task and stimuli were
closely matched across domains, as we have done,
deficits in the two domains were largely associated
with each other.

We assessed dissociations between environmental
sounds and verbal comprehension both quantitatively
and statistically (Bates, Appelbaum, et al., 2003; Bates
et al., 2005) in the large patient sample of Saygin et al.
(2003). Doing so, we found three outliers, of which
only one, Patient M, showed dissociation between the
two domains. M, a right-handed individual who
suffered a left hemisphere stroke, had persistent diffi-
culty with environmental sound comprehension but
had recovered language function to within normal
levels (Saygin et al., 2010). Detailed behavioral assess-
ment verified that the patient exhibited persistent and
severe auditory agnosia for nonverbal sounds in the
absence of verbal comprehension deficits or peripheral
hearing problems. Acoustical analyses suggested that
his residual processing of a minority of environmental
sounds might rely on his speech processing abilities.
In the patient’s brain, contralateral (right) temporal
cortex as well as perilesional (left) anterior temporal
cortex were strongly responsive to verbal, but not to
nonverbal, sounds, a pattern that stood in marked
contrast to the data of the controls, suggesting a selec-
tive reorganization of auditory processing for speech
but not environmental sounds processing.

In summary, performance in verbal and nonverbal
domains is, in general, highly correlated after brain
injury. However, not only is it possible to identify
patients who perform worse in the verbal domain (i.e.,
the expected result based on an aphasic sample; Varney,
1980) but also we can reliably identify patients who per-
form worse in the nonverbal domain, an unexpected
and rarely reported outcome (Saygin et al., 2010). It is
possible that these dissociations are due to variation
between individuals’ premorbid brain organization
for these functions, as well as nonuniform poststroke
recovery patterns across patients and across domains.14

89.4.2 Functional Neuroimaging of
Environmental Sounds

Neuropsychological and lesion symptom mapping
approaches are extremely useful for understanding what
brain regions are necessary for processing environmen-
tal sounds, as well as for characterizing how plastic the
brain’s organization for understanding meaningful

sounds may be after injury and subsequent learning and
retraining. Complementary functional neuroimaging
studies can tell us which brain networks are involved in
environmental sounds (and shared with spoken word)
comprehension. Equally, neuroimaging provides much
finer-grained information about how these networks
change in response to task demands and stimulus
properties, allowing us to investigate how the brain
decomposes and represents acoustical, perceptual, and
cognitive dimensions of environmental sounds.

89.4.2.1 “Passive” Listening Neuroimaging Studies

In the simplest neuroimaging studies, participants
were asked to listen to a series of single unordered
environmental sounds without making any behavioral
responses or covert judgments, with activation
compared with rest. An early positron emission
tomography (PET) regional cerebral blood flow (rCBF)
study by Engelien et al. (1995) revealed bilateral but
slightly right-lateralized perisylvian activation in the
STG, superior temporal sulcus (STS), anterior insula/
frontal operculum, and inferior parietal cortex. Using
event-related fMRI, Specht and Reul (2003) also
showed bilateral but more right-lateralized activation
in primary and secondary auditory cortices, the super-
ior temporal sulcus, and the lingual gyrus, and bilater-
ally in the supplementary motor area and precentral
gyri. In a block-design study, Leech and Saygin (2011)
showed bilateral but somewhat left-lateralized activa-
tion all along the temporal plane. Humphries et al.
(2001) had participants passively listen to longer, artifi-
cially created auditory “events” (like the sound of a
gun followed by the sound of fading footsteps) and
found extensive bilateral activation in the middle and
posterior portions of the STG/STS, along with the
inferior frontal gyri. Engelien et al. (2005) compared
PET rCBF for passive listening to environmental sounds
that were presented either intact or temporally “scram-
bled” but with their overall spectrum and amplitude
envelope intact, thereby rendering the sounds meaning-
less and unfamiliar. Temporally scrambled sounds
evoked almost entirely right STG/STS/inferior frontal
gyrus (IFG) activation, whereas the comparison of intact
(meaningful/identifiable) minus scrambled sounds
showed more left anterior STG/STS, IFG, and anterior
parahippocampal gyrus activation, along with right
anterior STG and mid-orbito-frontal gyrus activation.

Several of these passive listening paradigms also
compared environmental sounds with spoken lan-
guage activation, showing largely overlapping systems

14Dissociations have also been observed for different classes of environmental sound. Pazzaglia, Pizzamiglio, Pes, and Aglioti (2008) found

that patients with buccofacial or limb apraxia showed deficits in environmental sounds comprehension related to their apraxia subtype, with

buccofacial apraxics having somewhat greater difficulties with mouth-related sounds than limb-related sounds, and limb apraxics showing

the converse pattern of deficits.
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but with regional relative increases for either ES or
spoken language. Specht and Reul (2003) compared
the environmental sounds activation described with
that of one- to two-syllable words spoken by a single
talker (as well as with single tones). This revealed
different graded activation profiles with: (i) the left
orbital IFG and posterior STS and bilateral mid-STS/
middle temporal gyrus (MTG) showing activation for
words greater than environmental sounds and (ii) the
left and right transverse gyri and planum temporale
showing the opposite profile, with environmental
sounds greater than spoken words. Humphries et al.
(2001) compared their environmental sound sequences
to sentential descriptions of the sequences and found
more activation for sentences bilaterally in the anterior
and mid-STS, as well as in the left inferior frontal and
prefrontal gyri. Environmental sounds only showed
more activation than sentences in the left inferior
central sulcus and the right IFG. Leech and Saygin
(2011) compared their environmental sound blocks to
matched spoken phrases and also showed greater
speech than environmental sound activation in bilat-
eral STG/STS/MTG, as well as left anterior orbital
IFG. In contrast to Humphries et al., they found more
activation for environmental sounds than spoken
phrases in medial auditory cortex. Leech and Saygin
(2011) compared this simple subtraction-based analysis
to a multivariate pattern analysis, which showed that
finer-grained patterns of activation and deactivation
within much of the left and right perisylvian cortex
can disambiguate which class of sounds the listener
is hearing, even if there is no overall activation advan-
tage for one class within the region. Furthermore, these
distributed patterns of activation to environmental
sounds and language tend to be quite different across
individuals. A promising model for understanding
such differences—and what they might tell us about
the functional organization cortex—might have been
the approach of Charest, Kievit, Schmitz, Deca, and
Kriegeskorte (2014), who showed that individual
differences in visual representational structure in
ventral inferior temporal regions was related to partici-
pants’ individual interactions and associations with
the represented objects.

89.4.2.2 “Active”/Task-Based Listening
Neuroimaging

To our knowledge, all other PET and fMRI studies
of environmental sounds use “active” tasks, whereby
participants make a decision or judgment during
scanning. Patterns of environmental sounds activation
are strongly influenced by task and cognitive
demands, even quite subtly different ones, although
the trade-off is that this makes it more difficult to
disambiguate “pure” sound processing from a range

of metacognitive and attentional factors involved in per-
forming the task. An early demonstration of this was in
the Engelien et al. (1995) PET study, where a compari-
son of the passive listening task with one where partici-
pants performed covert categorization of the sounds
showed strongly left-lateralized increases during
categorization in left prefrontal and frontal regions,
along with categorization-related left-lateralized activa-
tion in inferior parietal and middle temporal regions.
Lewis et al. (2004) compared activation for forward
and reverse environmental sounds while participants
pressed buttons to indicate whether they had recog-
nized the sound (without any visual stimulation). They
showed extensive perisylvian activation for environ-
mental sounds and considerably greater activation for
forward than for backward sounds in highly left-
lateralized IFG, posterior STS, and anterior fusiform
regions along with right posterior STS and right orbital
IFG (see also Lebrun et al., 2001). Lewis et al. (2004)
compellingly demonstrated that the greater activation
for forward versus backward sounds are related to
perceptual rather than acoustic properties because com-
paring recognized to unrecognized forward sounds
showed the same pattern of activation differences as
forward versus backward sounds. Moreover, there
were no significant differences between unrecognized
forward and backward sounds in these regions. Using
overlays of cognitive and visual activation from other
studies, Lewis et al. (2004) also showed that environ-
mental sound recognition involves multiple inferior and
prefrontal, inferior parietal, and posterior middle/
superior temporal regions that are involved in high-
level spoken word semantics (Figure 89.2). Hocking,
McMahon, and De Zubicaray (2011) showed that envi-
ronmental sound activity in these regions is differen-
tially modulated by quite specific types of category
judgments. For instance, the anterior fusiform was
selectively activated by making more visually based
judgments (again without any systematic visual stimu-
lation), and activation in the angular gyrus and retro-
splenial cortex was modulated by making semantic
judgments (i.e., whether the sound was generated by
animals who live in Australia).

89.4.2.3 “Active” Tasks Comparing Environmental
Sounds and Language

A number of studies using active tasks without a
visual component have directly compared environmen-
tal sound and language-related activation. An early
PET study by O’Leary et al. (1996) compared healthy
participants’ rCBF with consonant�vowel�consonant
(CVC) words, CVC nonwords, and short environmental
sounds. They showed no quantitative differences
between activations in these conditions, but they did
demonstrate that attending to input from one ear
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substantially affects activation lateralization across
domains. For instance, attending to the left ear when
either environmental sounds or nonword CVCs are
presented evoked very similar right-lateralized activa-
tion in the anterior STG/STS. Overlapping activation
for environmental sounds and language activation
was also reported by Visser and Lambon Ralph (2011).
This fMRI study asked participants to perform a living/
nonliving categorization task on diverse environmental
sound and language stimuli (compared with low-level
control conditions) and showed remarkably similar
activity in both domains in the left and right anterior
STG/STS, similar to the results of Engelien et al. (1995),
but more activation for language than environmental
sounds in a left anterior ventral temporal area known
to be affected in semantic dementia.

In a PET study using a spoken recognition or
verification task with environmental sounds, words,
and meaningless syllables, Giraud and Price (2001)

showed generally overlapping perisylvian networks,
but they found that words and syllables evoked more
activation than environmental sounds in the left aSTG
and pSTG and very posterior STS. Building on these
results, Thierry, Giraud, and Price (2003) used similar
stimuli as Humphries et al. (2001), whereby partici-
pants listened to constructed sequences of environ-
mental sounds or phrases that would or would not
make sense conceptually depending on their order of
presentation (e.g., the sequence of events in a car
crash). Participants performed two different tasks. In
the “easy” task they indicated if there was an animal
in the sequence; in the “hard” task, they indicated
whether the entire sequence made sense. As with pre-
vious studies, Thierry et al. found activation overlap
for verbal phrases and sounds in the left IFG, cere-
bellum, and all along the left STG, right STS, and right
cerebellum. Comparison across domains showed more
activation for language than environmental sound in
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the left STS/STG, with the opposite pattern in right
posterior STG. The authors performed a direct compar-
ison with the Giraud and Price (2001) data and showed
that the right hemisphere environmental sound greater
than language activation was much more prominent in
the sequence-judgment paradigm than in the single
sounds recognition paradigm of Giraud and Price.
Thierry et al. (2003)’s environmental sounds greater
than language pattern was in the same right pSTG/
STS region where Giraud and Price (2001) showed
more activation for words than environmental sounds.

Cross-modal paradigms have also been used to
compare environmental sound and language-related
activation. Dick et al. (2007) used a picture�sound
matching paradigm very similar to that of Saygin et al.
(2003), whereby participants saw two semantically
unrelated pictures and heard either an environmental
sound or a short Italian phrase corresponding to one
of the pictures; subjects pressed a button to indicate
which picture matched the sound or phrase. Relative
to the control condition (a simple match-to-sample
task with nonsense shapes and tones), both environ-
mental sounds and language stimuli evoked significant
bilateral activation in the inferior frontal gyri, superior
temporal gyri (anterior/transverse/posterior), and
posterior middle and inferior temporal and fusiform
gyri. Here, language stimuli evoked more activation
than environmental sounds in the middle left MTG/
STS/STG, the anterior left and right STG, and
right-lateralized lateral fusiform gyrus. Environmental
sounds evoked more activation than did language
stimuli in patches along the right planum temporale,
anterior, and superior-most extent of the right supra-
marginal gyrus, and the right IFG.

Dick et al. also analyzed relative lateralization for
both domains across a number of language-associated
perisylvian regions. Language-evoked activation was
significantly L.R in all region of interests (ROIs)
except the angular and supramarginal gyri, the trans-
verse gyri, and the opercular part of the IFG. Unlike
language, environmental sounds showed significant
L.R activation only in the inferior temporal gyrus
(ITG). However, environmental sounds did not show
any significant lateralization effects in the opposite
(R.L) pattern. Finally, using data derived from the
lesion-mapping study of Saygin et al. (2003), Dick et al.
(2007) also found that the more consistent the mapping
between environmental sounds behavioral deficit and
lesion was in a given left hemisphere region, the more
environmental sounds activation they observed in
typical participants. Notably, this held true not only
within but across domains—that is, lesion maps associ-
ated with environmental sound behavioral deficits
predicted degree of fMRI activation for matched verbal
phrases sounds in healthy controls.

89.4.2.4 fMRI Studies of Cross-Modal Priming
with Environmental Sounds

In an fMRI cross-modal and cross-domain priming
paradigm that paralleled the behavioral and ERP/EEG
studies reviewed, Noppeney, Josephs, Hocking, Price,
and Friston (2008) presented participants with written
words or pictures, and then with sounds or spoken
words that were semantically congruent or incongru-
ent with the visual display. To engage semantic
processes, subjects made weight judgments about the
sound source. Both spoken words and environmental
sounds showed increased activation in the left inferior
frontal sulcus and pre-supplementary motor area (pre-
SMA) when semantically incongruent with the preced-
ing written word or picture. Domain-specific effects
were found in the left STS, where semantic incon-
gruency effects were greater for spoken words than
for environmental sounds, whereas the opposite effect
was found in left posterior parietal cortex (environ-
mental sounds..words). These results contrast some-
what with those of Galati et al. (2008), who found
action sound�specific increases for congruent versus
incongruent written-word/environmental sound pairs
in the left inferior frontal sulcus (IFS) as well as in the
left ventral inferior frontal gyrus. It is possible that
these results may be due to the particular stimuli used
by Galati et al. (2008), who used highly somatotopi-
cally specific classes of environmental sounds. In addi-
tion to their semantic congruency effects, they found
that “hand-related” sounds like clapping showed more
activation than mouth-related vocalization-type sounds
in the left inferior frontal sulcus, whereas the converse
held true in bilateral STG/STS, where mouth-related
sounds were greater than hand-related sounds.
Gazzola, Aziz-Zadeh, and Keysers (2006) also demon-
strated that mouth motor and somatosensory regions
showed fMRI BOLD activation for mouth-related
sounds than hand-related sounds, whereas hand move-
ment�related somatomotor areas show activation for
hand-produced sounds over mouth-produced sounds.

89.4.2.5 Categorical Representations of Sound
Categories

The representation of sound category—particularly
with reference to the body part involved in generating
the sound—has been of particular interest in environ-
mental sound research, given the relevance to “mirror
neurons” (Rizzolatti, Luppino, & Matelli, 1998) and
theories of embodiment in cognition (Glenberg &
Robertson, 2000). In an influential fMRI study, Lewis,
Brefczynski, Phinney, Janik, and DeYoe (2005) asked
healthy participants to listen to a series of animal-
related and tool-related sounds with their eyes closed
and to respond silently in their heads regarding
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whether the likely sound source was a tool or an
animal. They found that animal sounds (primarily
vocalizations) evoked significantly stronger activity
than tool sounds along middle portions of the STG
bilaterally (similar to the results of Galati et al., 2008),
whereas tool sounds preferentially activated multiple
left motor and somatosensory regions (mIFS, vPMC,
iPS, AIP) along with the right pMTG/STS.15 By
comparing the sound activation results with those of a
“virtual tool use” functional localizer with a subset of
the same participants, Lewis and colleagues (Lewis
et al., 2005; Lewis, Phinney, Brefczynski-Lewis, &
DeYoe, 2006; Lewis et al., 2011) showed that these tool
sound activations overlapped extensively with regions
engaged with virtual tool manipulation, that the later-
alization of the tool sound activations corresponded
closely to the handedness of the individual, and that
these activation patterns can be tuned by training.
Moreover, they showed that animal sounds misperceived
as tools showed “tool-like” activation, suggesting that it
is the percept of tool use and not the acoustics driving
this effect. In contrast, activation patterns of miscate-
gorized animal vocalizations were very similar to those
for correctly perceived animal vocalizations (with more
activation in mSTG); therefore, this animal sound
response preference is likely to be due to acoustic rather
than perceptual processing (a question more thoroughly
analyzed in Lewis et al., 2012).

Direct analyses of the effect of different environ-
mental sound semantic and acoustic properties on
activation patterns has been investigated by Giordano
et al. (2012) and Lewis et al. (2012), who showed that
acoustics of sound objects appear to be coded in differ-
ent temporal regions. Giordano et al.’s multivariate
pattern classification results with different acoustical
properties of auditory objects suggested that lateral
Heschl’s and mid-STG regions tend to code for cross-
object similarity in median pitch, with perceived loud-
ness also preferentially encoded in left lateral Heschl’s
STG and with right anterior STG particularly sensitive
to structure in the flux of an auditory object’s spectral
centroid. Giordano et al. (2012) also suggest that some
categorical information about auditory objects—for
instance, whether they are generated by living or non-
living objects, or by human/nonhuman agents—is
represented in lateral pSTG. The combination of acous-
tical and informational analyses toggled with high-
resolution fMRI and multivariate pattern analysis
(MVPA) of environmental sounds have also been very
useful in unveiling fundamental coding principles
of human auditory cortex (Moerel, De Martino, &

Formisano, 2012; Moerel et al., 2013). One promising
avenue for future research is to use parametric varia-
tion of different perceptual dimensions inherent in
environmental sounds to characterize the informa-
tional divisions that might underlie auditory functional
organization (for an example of this approach, see
Lewis et al., 2011).

In summary, the functional neuropsychological
and neuroimaging findings converge on several key
results. Both environmental sound and spoken language
processing largely share neural resources centered on
classical language and auditory processing regions.
Functional neuroimaging suggests a bilateral temporal-
parietal auditory system with a slight bias toward more
right-lateralized processing for environmental sounds.
However, there are circumstances when the two dissoci-
ate, which is accentuated by the specific auditory or
cognitive task required. The neural organization of envi-
ronmental sound processing is particularly dependent
on cross-modal processes, such as somatosensory
and visual information, and is dependent on actions
associated with the sounds. More generally, the neural
organization of environmental sounds processing in
auditory and auditory association regions, such as those
in the lateral STG, reflects basic acoustical properties of
the sound.

89.5 CONCLUSION

Many of the processes involved in processing
environmental sounds are highly similar to those for
spoken language. Behaviorally, we see that, across the
lifespan, we are experts at identifying environmental
sounds, and that individual variability in performance
on environmental sounds can resemble that observed
in word comprehension. Further, factors such as
frequency, length, and imageability affect ES compre-
hension as they do word comprehension. Equally,
semantic and contextual factors are major determi-
nants in ES comprehension. From a neural perspective,
although much has been made of differences between
spoken language processing and environmental sound
processing (e.g., a right-lateralized bias for ES), the
similarities are more striking. Well-controlled studies of
patient groups suggest that, in the majority of cases,
language and environmental sound processing break-
down together. Most neuroimaging studies reveal a
shared bilateral network of regions for spoken language
and environmental sounds, with within-environmental
sound variability in activation often greater than the

15Using an fMRI adaptation paradigm, Doehrmann, Naumer, Volz, Kaiser, and Altmann (2008) showed a somewhat different pattern of tool

and animal response preference, where adaptation to animal sounds was shown in bilateral anterolateral STG and transverse gyri, whereas

adaptation to tools was most prominent in several patches in the left insula.
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difference between environmental sound and spoken
language networks.

These similarities in the neural “territory” for both
environmental sounds and language are interesting given
the considerable differences between environmental
sounds—which are highly iconic, source-bound, and
acoustically variable—and spoken language—with its
complex syntactic organization, almost obligatory com-
municative content, and more abstract sound-to-meaning
mapping. It is an exciting challenge for the neurobiology
of language to understand how highly overlapping brain
networks are able to learn and represent such disparate
domains.
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Dichotic listening, 503
Diffusion-clinical mismatch, 919
Direct electrical stimulation (DES), 129�130
of glioma, 134�135
of IFOF, 133

of SLF
spatial cognition, 132
syntactic processing, 131�132

Directions into Velocities of Articulators
(DIVA) model of speech production,
224, 727�733, 728f

auditory error map, 730
auditory feedback control, 729�730, 731f
auditory state map, 730
feedback control map, 730
feedforward control, 732�733
infant learning of speech sounds, 729
production of a speech sound in, 729
somatosensory error map, 730�731
somatosensory feedback control, 730�731,

731f
somatosensory state map, 730
somatosensory target map, 730
use of target regions, 729

Direct reading mechanism, 792
Disconnection syndrome, 307
Discourse comprehension, 278

representation, types of, 662
Discourse production, 278
Discretization problem, 466
Distributed Cohort Model (DCM), 245�246
Distributed morphology, 157�158
Distributed neuronal assemblies (DNAs), 319
Distributional information, 374�375
Domain-general semantics, 588�589
Domain-specific aspects of memory, 638, 641
Dopamine in basal ganglia, 88�89

D1 and D2 receptors, activation of, 89
Dorsal stream, 303�307, 328�329, 333, 350,

871
action-related entities in, 363f
auditory-motor interaction in speech,

303�307
gesture along, 392�395, 394f
interaction between ventral stream and,

364
Dorsal-ventral stream, 329
Dorso-dorsal stream, 329
Dorsolateral prefrontal cortex (DLPFC),

742�743
Dorsomedial frontal region, 27
Dorso-medial prefrontal cortex (dmPFC),

664, 668�670
activation of, 664�665, 667

DRC model, 261�262
activation of orthographic whole-word

units in, 261
orthographic whole-word units in, 261, 261f

Dual loop model, 329
anatomy, 329�333

connected regions of, 332f
cortico-cortical connections, 329�330
fiber tracts, 330
parallel layers, 330
segregation between dorsal and ventral
systems, 330

streams and tracts, 331f
symptoms or syndromes of patients,
332f

syntactic-related pathways, 330�333

cognitive neuropsychology, 328�329
acquired dyslexia, 328
naming and repetition, 328

development, 333�334
encountering a new and difficult task,

334
inner speech, 333�334
time-dependent and time-independent

processing, 333�334
diagram of connected regions, 332f
functional studies, 326�327
functions of, 329
dorsal stream, 329
ventral stream, 329

hubs and divisions, 329�333
patients with acute aphasia, case of, 327
allocation of symptom collections, 327
conduction aphasia, 327
primary progressive aphasia (PPA), 327
semantic dementia, 327

Dual route model of speech processing,
299�307, 300f, 328

clinical correlates of, 307
dorsal stream, 303�307
auditory-motor interaction in speech,

303�307
ventral stream, 299�303
bilateral organization and parallel

computation, 299�301
computational asymmetries, 301�302
lexical-semantic access, 302�303
performance during Wada procedures,

299�300, 301f
phonological processing, 301�302
superior temporal sulcus (STS), 302

Wernicke�Lichtheim model, 307
Dual stream processing

for auditory language system, 326
in auditory perceptual systems, 289, 293f
antero-ventral processing stream, 289
functional dual pathways, 288�289
of humans, 290�293
parallel processing streams, 289
perception�action cycle, 289
spatial tuning of neurons and behavioral

performance, 289
for speech, 1059�1060
dorsal pathway, 1060
parietal cortical connectivity, 1060
ventral pathway, 1059

Dual stream theory, 710�711
Dual-processing schemes, for auditory

“what” and “where,” 288, 288f
Dual-task methods, 492�493
Dynamical state, 224�225

control of vocal tract state, 225, 225f
motor commands on, 225

Dynamic causal modeling (DCM) method,
810�811

Bayesian approach in, 811
causal model, 810
forward model, 810�811
reading network example, 811
subject-specific posterior distribution

estimates, 811
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Dysfunctional oscillatory sampling, 471�472
causal evidence, 472

Dysgraphia, 40, 81
Dyskinesia, 987
Dyslexia, 40, 81, 472
cause or consequence of, 821
characteristics causal to, 821
developmental, 815
developmental trajectory of neural basis

of, 819
DTI studies, 817
event-related potential (ERP) studies, 821
functional connectivity in, 819
genetic and physiological mechanisms in,

819�820
gray matter volume (GMV) in, 817, 818f,

819�822
important variables in studies of, 821�822

behavioral study, 821�822
sex-specific differences, 822
socioeconomic status (SES), 822

neuroanatomical basis of, 816�817
neurofunctional bases of, 817�819
rat model of, 835, 836f
white matter volume (WMV) anomalies in,

817, 821
word recognition in OTC, 819

Dysnomia, 103, 105
Dysphasic speech arrest, 25�27

E
Early Left Anterior Negativity (eLAN),

564�565
Early negativity (EN), 564�565
Echoic memory, 857
Echolalia, 883
Effective connectivity, 808�811
Efferent-based information, 860
Electrocorticography (ECoG), 479, 486
advantage of, 481
combination of behavioral and scalp EEG

measures, 481
high-frequency oscillations, 481
high-gamma activity, 481
phoneme perception, 454�455
placement of ECoG electrodes, 481
scalp recordings, 480, 480f
sentence processing, 608
spatial and temporal resolution, 484�485
spectrotemporal representation, 484

Electroencephalography (EEG), 4
Ellis’s informal model of word retrieval,

703�704
Embodied semantics
empirical literature review, 780�784, 781f
models of, 777�779
neuroscientific research on, 780

Emotional prosody
brain imaging evidence, 1115�1116
clinical evidence, 1114�1115
ERP findings, 1116�1117

Emotion-related language processing,
653�654

End of sentence wrap-up, 268
Energetic masking, 494

English morphology, 153
Entorhinal cortex, 842
Entrainment, 217
Environmental sounds

behavioral studies on hemispheric
asymmetries in, 1128�1130

effects of brain damage, 1128�1130
comprehension over lifespan, 1125
context effects in processing, 1127�1128
functional neuroimaging of, 1130�1134

“active”/task-based listening
neuroimaging, 1131

active tasks comparing, 1131�1133, 1132f
of cross-modal priming, 1133
“passive” listening neuroimaging
studies, 1130�1131

representation of sound category,
1133�1134

semantic and acoustic properties on
activation patterns, 1134

identification and categorization of,
1123�1125, 1124t

perceptual, cognitive, and neural
processing of, 1123

semantic and conceptual priming with,
1125�1127

matching and mismatching ERP
responses, 1125�1126, 1126f

understanding, 1121�1123
Epileptic patient H.M., 841

episodic memory impairment, 843
expressive and comprehensive language

capacity, 848
hippocampal damage, 844�845
language learning, 848
posterior parahippocampal gyrus in, 845
syntactic processing, 849

Episodic buffer (EB), 633
Episodic memory, 843�844, 848

impairment, 843
Equilibrium point control (EPC), 222�223,

227�228
in a consonant-vowel-consonant (CVC)

context, 223
of lower motor system, 223
sensory feedback perturbations, 223

Errorless learning, 845
Error monitoring and detection, 214�215
Event-related neural responses, 479�481

combination of behavioral and scalp EEG
measures, 481

scalp recordings, 480, 480f
Event-related potentials (ERPs), 4, 266�267,

272, 279�280, 421�422, 423f, 563�564,
662�663, 806

action-word types in, 782
behavioral differences between L1 and L2,

421�422
effect of predictability of language

switches on, 424
effects of language control, 423
between groups of bilinguals, 424
in language processing, 607�608

N400 results, 607�608
language-related components, 614

N200 component, 422
N400 component, 559�562, 564, 662,

667�668
sensory-evoked P2 potential, 564
in sentence processing, 616�617
acoustic�phonetic processing, 609�611
component mapping, 611
ELAN/N400 discussion, 611�612, 615
“semantic P600” effects, 611
timecourse of, 609

of transient neural processing, 669
Experienced frequency, 241
(Extended) Argument DependencyModel

(eADM), 357
consequences for electrophysiology, 366
ERP deflections, 366
release of norepinephrine (NE), 366

design principles, 358�360
computational functions of dual

streams, 359�360
computational grounding in primate

audition, 359�360
control function of frontal cortex, 360
functional equivalence of syntactic and

semantic cues, 358
hierarchical processing, 359�360
language-based, 358�359
multiple streams of information

processing, 359�360
neurobiological, 359�360, 360f
sequence-based versus dependency-

based combinatorics, 358�359
transcategoriality, 358

evidence for, 364�365
activation of temporal and frontal

regions, 365
of dorsal stream and sequential

processing, 365
history of development, 357�358
model architecture of, 360�364
action representation in dorsal and

ventral streams, 362�364
computational division of labor between

the dorsal and ventral streams,
360�362

hierarchical organization principle, 362,
362f, 363f

interaction between dorsal and ventral
streams, 364

Extreme fiber capsule system (EFCS), 132,
351, 353�354

Extrinsic and intrinsic modifications of
speech, 197

Eye movement monitoring in reading, 267

F
Face and object processing, 558�560

delayed repetition, effects of, 560
differentiating between unfamiliar and

familiar faces, 559
N400 findings, 559�560
N170/P150 neural response, 558�559
repetition effects for intact objects, 559
structural encoding of faces, 559

Familiar-voice information, 495
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Feedback control models, 224
Directions into Velocities of Articulators

(DIVA) model of speech motor
control, 224

Fairbanks’ model, 224
Feedforward control system of the DIVA

model, 732�733
Figurative language forms, 651�653
Filler-gap dependencies, processing of, 266
Fluent aphasia, 122, 798
FMRI�dMRI approach in language

processing, 350
Foreign accent syndrome, 90�91
Formal thought disorder (FTD), 887�888
assessment, and course of, 888
dysfunctions in semantic associations,

890�891
negative, 888, 890
neural correlates of, 889�890, 890f

fMRI event-related approach, 889�890
neurotransmitter dysfunction, 893�894
NMDA receptor dysfunction in, 893�894
phenomenology of, 888

in schizophrenia, 888
speech production level, 891
structural brain changes in, 889

reduction in grey matter volume, 889
reductions in bilateral medial frontal

and orbito-frontal cortical
regions, 889

reductions in Broca’s and Wernicke’s
areas, 889

symptoms, 888
validated clinical rating scales for, 888

Formants, 447�448
Formant transitions, 447�448
FOXP2 protein, 15
FOXP2 story, 14�15
animal models, 17�20

effects on auditory-motor associations
and motor skill learning, 19

mouse, 18
zebra finch, 19�20

DNA-binding motif, 14�15
expression in MSN, 91
functions, 16�17
in human evolution, 20

Neanderthal samples, 20
identification of, 16

R553H and R328X, 16
mutation impacts, 15�16
nucleotide change in, 14�15

Frequency following response (FFR), 204
pitch representations and, 204�205
in response to speech stimuli, 204�205
signal-to-noise ratio of, 204
to synthetic English vowels, 204�205

Frequency-ordered search process, 243
Fricatives, 447�448
Friedreich’s ataxia (FRDA), 77�78, 986
Frontal lobe
granular, 25
lateral, 25
posterior part of, 25

Frontal negativity effect, 422

Frontotemporal degeneration (FTD)
spectrum disorders, 935

Fronto-temporal dementia, 679, 940�941
behavioral variant (bvFTD), 940�941
family history and, 941
nonfluent/agrammatic variant (nfvPPA),

940�941
semantic variant of PPA (svPPA), 940�941

Fronto-temporo-parietal attention network, 43
Fronto-thalamo-parietal network, 130
Functional circuits through basal ganglia, 89
Functional connectivity analyses, 806�808

defined, 806
independent components analysis

(ICA), 806
reading network example, 806

partial least squares (PLS), 806�807
reading network example, 807

synchronization of neuronal oscillations,
808

reading network example, 808
Functional dual pathways, 288�289
Functional magnetic resonance imaging

(fMRI) studies, 4, 349, 662, 817
abstract lexical semantics, 783�784

MEG version, 784
anterior temporal lobe (ATL), 769
on artificial grammar paradigm with rule-

based syllable sequences, 350
auditory working memory, event-related,

870�872
complex sentence processing, 599�603
concrete lexical semantics, 782
dmPFC activity, 668
language development, 383
mirror neuron system, investigation of

responses, 1057
N400 responses, 667�668
phoneme perception, 455�456
right temporal pole activity during

reading, 667
sentence processing

action-related, 648�649
sentence production, 759f
specific language impairment (SLI),

902�903
statistical information processing,

neurobiology of, 531
on syntactic and semantic aspects of

sentence processing, 349�350
Theory of Mind (ToM) ability, 676�677
of transient neural processing, 669
use of conjunctions during sentence

processing, 663
verbal working memory, 870�872

Functional morphemes, 155
distinction between root and, 155
phonological realization of, 155
sound realization of, 155

Functional neuroanatomical models of
speech perception, 472�475, 473f

oscillation-based model of speech
processing, 472�474

predictive models of speech processing,
474�475

Functional organization of temporal lobe
pathways, 549�550

Fundamental frequency of the voice,
447�448

Fusa, 133
Fusiform face area (FFA), 766�767

G
Generative Syntax (GS), 166�167, 173
Genetic knockdown models of speech sound

processing problems, 835�836
Genetic predisposition, role in mental

disorders, 887�888
brain volumetric investigations, 887�888

Gerstmann’s syndrome, 40
Gesture, 275. See also Signs

changing thought, role in, 275�276
conveying information, 281
co-speech, 389�390
deictic, 389�390
development
age-related changes, 390
at behavioral level, 389�390
by children and adults, 390
motor system, contribution of, 393
neurobiology of, 395
pointing and referential, 390
semantic information, 389�390
symbolic or “representational,” 390

electrophysiological studies, 390�391
as a function for both listeners and

speakers, 280�281
impact, 280�281

implications for the neurobiology of
language, 281

language learning, role in, 276�279
casual role, 278�279
discourse comprehension, 278
discourse production, 278
syntactic comprehension, 277
syntactic production, 277�278
vocabulary comprehension, 276
vocabulary production, 277

language processing, role in
at discourse level, 280
at lexical level, 279
at phonological level, 279
at syntactic level, 279�280
in terms of narrative comprehension, 280

neurobiology of, 390
along dorsal stream, 392�395
along ventral stream, 391�392
functional imaging studies, 391�395

semantic relation between speech and, 280
understanding, 389

Global aphasia, 915
severity of language impairment, 915

Global emotional moments, 120
Government and Binding Theory, 166
Graded ATL semantic hub, 772�773
Gradient order DIVA (GODIVA) model of

speech sound sequencing, 733
Grammar of a language, 156
Grammatical encoding, 210�211

production models of, 210�211
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Grammatical processing, influence of AoA
on, 412�415

Granger causality (GC) method, 811�812
advantages, 812
connectivity of bilateral temporoparietal

areas (TPAs), analyses, 812
reading network example, 812

Granger causes, 811
Graphemes, 791
Grapheme-to-phoneme process, 792
Graph theory, 400�401
Graph theory method
advantages, 813
reading network example, 813

Gray matter density, 384
across age, 408

Gross deficits in language development, 879
Grounded cognition, 647�648
Grounding problem, 777�778

H
Habit learning, 846
Haloperidol, 91
Hand-action-verb processing, 782�783
Hebbian learning, 311
Hemianopic alexia, 794
Hemingway, Ernest, 661
Hemispheric asymmetries in human speech

perception, 291
Hemispheric specialization in phoneme

perception, 457�458
Hereditary ataxia, 77�78
Heschl’s gyrus (HG), 49, 287�288, 482�483
H&H Theory, 186
Hierarchical processing, 289
Hierarchical State Feedback Control (HSFC)

model, 733�736, 734f
advantage of, 736
basic planning unit, 735
somatosensory target map in, 735
speech production, 735
vs DIVA model, 735

Higher-order association cortices, 778
High-N nonwords, 259�260
High-resolution functional brain imaging, 4
Hippocampus, 842, 954�955
and acquisition of language, 848�849

Hub-and-spoke hypothesis, 765�766, 766f,
771

Human auditory cortex
cortical field maps, 49�50
cortical organization in, 51�52
cortical periodotopic responses, 53
tonotopy, 50

Human brain, 6�7
Human cerebellum
contributions to motor control, 76�77

phoneme-boundary effect, 81�82
speech, 77�80

contributions to nonmotor functions,
80�82

speech and nonspeech auditory
perception, 81�82

macroscopic and microscopic anatomy of,
73�76, 74f, 75f

afferent systems, 75
cerebrocerebellar circuitry, 74�75
cortex of, 75
functional compartmentalization, 75�76
inferior peduncle, 73
medial peduncle, 73
pontine nuclei, 74�75
Purkinje cells, 75
superior peduncle, 73�74

perspectives on size and composition, 76
Human embryonic stem cells (hESCs),

1086�1087
Human genome, 13
Human-induced pluripotent stem cells

(hiPSCs), 1087�1088
Human motor cortex, 65�67

Broca’s area, 65�66
human M1, 65
mirror mechanism of, 66

involved in imitation, 66�67
motor-evoked potentials (MEPs), 66�67
observation/execution condition, 67
“observation/execution” condition, 67
somatotopic organization of areas in, 66

posterior clusters, 65
primary motor cortex, 65

Human neural stem cells (hNSCs), 1086
adult/fetal, 1086

Human speech perception, 287. See also
Speech perception

neural basis of, 288
Huntington’s chorea, 88
Huntington’s disease (HD), 85, 89�90, 532
Hypokinesia, 90, 986�987
Hypophonia, 90

I
IFGpo, 693�694
Imitation learning, 66�67

cortical activations in, 67
parsing and sensory motor

transformation, 67
two-step model of, 67

Immediate serial recall (ISR) task, 856
Impaired phonological processing, 327
Impaired semantics, 783
Implicit learning, 211�214

phonotactic learning, 213�214
structural priming, 212�213
of words and phrases, 211�212

Independent component analysis (ICA),
40�41, 751�752, 754�756, 758�759,
760f, 806

reading network example, 806
Indexical information in speech, 247�248
Inferior cerebellar circuit, 986
Inferior frontal gyrus (IFG), 25, 27, 325,

330�333, 349�350, 353�354, 408�409,
455�456, 599, 663, 694, 702, 729,
805�806, 817, 900, 903, 913�914, 1015,
1057

posterior part of, 25�27
response to gestures, 391

semantic relation between gesture and
speech, 391�392

statistical information processing, role of,
531

ventral pathway, 354
Inferior frontal-occipital fasciculus (IFOF),

132, 330
cortical terminations of, 133
DES of, 133
in verbal and nonverbal semantic

processing, 133
Inferior parietal lobe (AG/SMG), 663
Inferior parietal lobule (IPL)

connectivity of
with human, 38
with monkey, 38�39

functions and functional connectivity
language and speech, 39�41
motor functions and interaction with

objects, 41�42
spatial functions, 42�43

gross anatomy of, 35
neural activity in caudal, 40
organization of between humans and

monkeys, 39
parcellations of, 35�37, 39
cytoarchitectonic characteristics, 37
in human, 35�37, 36f
in monkey, 37
rostro-caudal tripartition of, 35�36
scheme of Vogt and Vogt, 35�36

Inferior temporal gyrus (ITG), 544
Informational masking, 494�495
Information contingent processing, 198
Information theory, 528
Information-density sensitivity, 216�217

monitoring and adjusting, 217
predictability of phonetic output, 216
syntactic flexibility, 216�217

Information-processing model of reading,
792, 792f

Insular aphasia, 122
Insular cortex

behavior and, 120�121
functional relationships, 120
prominent networks for, 120�121

connectivity, 118�120, 119f
cytoarchitectural parcellations of, 115�117,

117f
VENs, 117, 118b

gross anatomy, 115
insula, 116f
anterior/inferior/posterior/superior

portions, 115, 118
anterior insular gyrus (lAIG), 115
anterior IS (AIS), 115
anterior peri-IS (ApIS), 115
central insular sulcus (CIS), 115
long posterior IG (lPIG), 115
posterior peri-IS (PpIS), 115
short anterior IG (sAIG), 115
short middle IG (sMIG), 115
short posterior insular gyrus

(sPIG), 115
transverse insular gyrus (TIG), 115
trapezoidal, 115
vasculature of, 117�118
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involvement in interoception and salience
networks, 124�125

speech-language production and, 122�125
Insular infarction, 117�118
Integrated state feedback control (SFC)

model of speech production, 306f
Intensive language action therapy (ILAT),

1025, 1031
Intention processing network (IPN),

676�679, 677f
communicative comprehension

and, 681
in comprehending communicative

intentions, 679
levels of communicative processes, 680
as a neural substrate for pragmatic

comprehension, 679
neuroimaging studies, 677�678
in social intention recognition and

comprehension, 677
Interactive processing, 258�259
International Phonetic Alphabet (IPA),

141�142
charts for American English (A)

consonants and (B) vowels, 142f
Intonation-based speech therapy.

See Melodic intonation therapy (MIT)
Intraparietal sulcus (IPS)
anterior part of, 37
connectivity of

with human, 38
with monkey, 38�39

functions and functional connectivity
language and speech, 39�41
motor functions and interaction with

objects, 41�42
spatial functions, 42�43

gross anatomy of, 35
within posterior parietal cortex, 35

Invasive electrophysiological methods,
479�482, 480f

advantages, 482
future of, 487
high-frequency oscillations, 481
limitations of, 481�482

Inverse-forward model pairs
(IFMPs), 1057

Irrelevant nonspeech presentation, 858
Irrelevant sound effect, 866
Irrelevant speech presentation, 858

J
James, William, 503

K
Kalman filter, 226
Kalman gain function, 226
KE family, 14
disorder of, 14

nucleotide change in FOXP2, 14�15
R553H mutation, 15

Kipling, Rudyard, 765
Klinger’s technique, 129
Knowing a word, 541
Knowledge-based coherence, 663

L
Language, neurocognitive models of,

710�711
Hickok’s HSFC model, 711

phonemic control circuit, 711
Lichtheim 2 model, 711

Language center, 325�326
Language comprehension system, 565
Language control, neural correlates of,

424�428
“sustained” processes in, 428
“transient” and “sustained” components

of, 422
Language deficits

pulvinar lesions and, 103
in thalamic lesions patients, 101�102

lesion-deficit analysis, 103�105
lexical-semantic difficulties, 101�102
periods of jargonaphasia, 101�102
thalamic infarctions and, 103

Language development, 373
basal ganglia, role of, 91�92
comprehending complex sentences, 384
connectivity of language and its

relationships with cognition, 133�134,
134f

early grammar, 381
verb constructions, 381

early language and its relationship to
nonlinguistic abilities, 378�379

gestures, 378
infants’ word comprehension, 379

first words, 376�377
insular cortex, role of, 122�125
neural measures of, 382�384

developmental fMRI studies, 383
functional and structural MRI studies,
382�383

lateralization of EEG components, 382
in older children, 381�382

school-age children, 382
precursors to language, 373�376
relationship between early development

and later language abilities, 379
relationship between grammar and

vocabulary, 379�381, 380f
vocabulary burst, 377�378

Language gene. See FOXP2 story
Language learning, 848�849

successful, 166
Language networks, 401�403

putative hub regions, 403
RSFC analysis, 402

Language processing
brain areas in, 1026f
multiple information sources during

multimodal, 614
nonventrolateral prefrontal areas,

role in, 31
role of LIFC, 343�344
top-down and bottom-up information

sources, 614�615
Language production, 25�27, 209�211

components, 210f
frontal cortical region, role of, 25�27

grammatical encoding, 210�211
inferior frontal gyrus, role of, 25�27
lexical access, 209�210
parietal and temporal cortico-cortical

connection patterns of, 28�30
phonological encoding, 211
in primary progressive aphasia, 936�937

Language switch cost, 419
Language switching, 92, 419�421

behavioral level trial-by- trial, 422
brain lesion and, 425
compared with nonswitching condition,

426
Dutch�English bilinguals, 423
evidence from electrophysiology, 421�424
forward and backward, 427f, 428
neural correlates of, 425�428
Chinese�English bilinguals, case of,

425�426
“sustained” and “transient”

control, 425
vs nonlanguage switching, 427�428
within-language, 427

Language-related brain activation, 320�321
Language-related dysfunctions in

schizophrenia, 888
functional fronto-temporal dysconnectivity

in, 892
genetic influence on, 894
lateralization asymmetry, 894
metaphor processing dysfunctions,

891�892, 892f
pragmatics, 891�892
syntactic processing in, 893

Language-related pathways, 351�352, 351f
dorsal pathway, 351�352
ventral pathway, 351

Larynx, 142�143, 143f
Late Assignment of Syntax Theory (LAST),

271
Lateral frontal cortex, 25, 133
Learnability, effect on form of speech,

189�191, 191f
discrimination of sounds, 189
general auditory categorization, 189�190
“lack of invariance” in speech acoustics,

190
left posterior temporal sulcus (pSTS), role

of, 190�191
multimodal environmental information,

use of, 190
Learning

mechanisms, 166�167
optimization process of, 227�230
role of basal ganglia in, 90

LeBorgne, Louis Victor, 3
Leborgne’s speech, case of, 122
Left anterior temporal lobe (LATL), 622

as a combinatory region, 625�626
MEG studies, 622, 625�626
representations
adjectival modification, 627
amplitudes at the nonmodified nouns,

626
color modifications, 627�628
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Left anterior temporal lobe (LATL)
(Continued)

combinatory response to conceptual
specificity, 627

composition vs conceptual combination,
627�628

composition vs conceptual specificity,
626�627

discriminations, 627�628
in semantic mismatch configurations, 628

Left inferior frontal cortex (LIFC), 339, 341f,
342

distribution of labor between temporal
cortex and, 342�343

functional divisions, 342
language processing, role in, 343�344

involvement at word- and sentence-level
processing, 344

posterior, 342�343
semantic unification, role in, 343

Left inferior frontal gyrus (LIFG), 570
Left inferior parietal region in sign

processing, 433
Left inferior prefrontal cortex (LIPC), 570
Left inferior temporal gyrus (LITG), 496
Left ventrolateral prefrontal cortex (VLPFC),

569
anatomy, 570, 570f
recruitment and operations, 570
semantic aphasia (SA) and, 577�579
in semantic processing, 569�570
in sentence processing, 574�576

ambiguous sentences, 575�576
anomalous sentences, 575
semantic�syntactic comparisons,

575�577
syntactic complexity, 574�575

in single-word processing, 570�574
deciphering words with multiple

meanings, 571�572
picture naming, 572�573
TMS studies, 573�574
verbal fluency tasks, 572

Lesion analysis, 3�4
Lexical access, 209�210, 212
in production, stages of, 703�705

application to aphasia, 703
interactive two-step model in naming,

704�705
Lexical access in speech
auditory-motor pathway, role of, 547
conditions for, 541�542
functional segregation and convergence of

processing, 549�550
mapping lexical computations onto

neurobiology, 542�549
anterior temporal lobe contributions,

544�545
functional imaging studies, 543
neural responses using inverted U-

shape linking function, 543, 543f
processing effort and STG responses to

familiar and unfamiliar words, 544
responses to spoken words and

pseudowords, 542, 542f

semantic processing of language,
547�549

temporal regions mapping of spoken
words onto meaning, 547�549

temporoparietal linking of auditory and
motor representations of spoken
words, 545�547

three challenges for, 541�542
spoken word recognition, 542

Lexical cohesion, 663
Lexical competition dynamics, 244
Lexical impairments in aphasia, 927�929
Lexical semantics, 777
Lexical repetition priming, 211
Lexical-Functional Grammar, 166
Lexical-semantic deficit of spoken language,

80�81
Lexical-semantic interface network, 302�303,

307
Lexical-semantic processing, 101
Lexicon and gestures, 279
Limb apraxia, 938
Linguistic communication, successful, 209
Linguistic demands, 495�497

LIFG activation, 496�497
temporal lobe activation, 497

Linguistic switch cost, 422
Linguistic theory, 153�154
Linking hypotheses, 4�5, 267
Lip-movement responses, 181
Listeners, impact of gesture on, 280
Listening conditions of everyday life, 491
Listening effort, 491

measurement of
changes in physiological responses, 493
dual-task methods, 492�493

Logogen model, 259
Logopenic variant of PPA (lvPPA), 796�797,

935�936, 944�947
and Alzheimer pathology, 947
anatomy and imaging, 946�947
clinical features, 945�946
connection between ApoE4 and, 947
demographics, 945
features of, 946t
histopathology and genetics, 947
lexical retrieval deficits and phonological

errors in speech production, 945
phonological processing deficits, 946
pronounced repetition deficits, 945
short-term phonological memory, 945
word-finding difficulties and repetition

deficits for a diagnosis, 946
Logorrhea, 888
Long-term memory, 864�865
Long-term speaking tuning. See Implicit

learning
Long-term storage of speech, 144�145

abstraction, 144
pronunciations of related word-forms,

144�145
surface representations (SR), 144
underlying representation (UR), 144

Long-term working memory (LT-WM),
638�639

activities supported by, 639
encoding, storage, and retrieval of

information, 639
in parsing and interpretation, 639�640
sentence comprehension and
neural basis of, 641

Low-level perceptual processing, 195�196

M
Macaque, mirror neuron system (MNS) in,

1057
MacArthur Bates Communicative

Development Inventory (CDI), 377
Magnetoencephalography (MEG), 4
Manneristic speech, 888
MAP loop, 141�145

memory or the long-term storage of
speech, 144�145

perception or audition of speech, 143�144
speech articulation, 142�143

Mapping phase, 668�669
Masked form priming effects, 260
Matching, 635
McGurk effect

disruptions in TMS, 523f
intersubject variability in, 519, 520f, 521f
neural substrates of, 521�524

Meaning, brain basis of, 314�317
Medial prefrontal cortex (MPFC), 663, 667,

676�677, 678f, 681�682
in comprehending social

situations, 679
engagement in social inferences, 677
in interactive paradigms, 682
TPJ activation and, 678

Medial temporal lobe (MTL), 954
acquisition of language and, 848�849
memory system, 841�843

Melodic intonation therapy (MIT), 1009,
1016�1017

cross-sectional studies, 1018
experiences with, 1017�1018
neural correlates of, 1018�1020
possible mechanisms explaining the effects

of, 1020�1021
Memory. See also Declarative memory brain

system; Procedural memory
aging and, 847�848
consolidation, process of, 846�847
behavioral performance and, 846
stabilization phase of, 846�847
at systems level, 846

declarative, 842
episodic, 843�844, 848
procedural, 845�846
role of basal ganglia in, 90
semantic, 844�845
of speech, 144�145
abstraction, 144
coordinated sound-producing gestures,

145
pronunciations of related word-forms,

144�145
surface representations (SR), 144
underlying representation (UR), 144
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Memory-Unification-Control (MUC) model,
339�340

attentional control, 345
dynamic interplay between memory and

unification, 344�345
empirical evidence, 342�343
of language, 340f

network topology, 340�342
Merge, 244�245
Mesenchymal stromal cells (MSCs), 1088
Message recognition, 196
Mesulam, M. Marcel, 935
Meta-analyses of language studies, 754�756
Metamorphopsia, 130�131
Methodological fallacy, 5�6
Meyer’s loop, 130
Middle frontal gyri, 25
Middle temporal gyrus (MTG), 1102�1103
Mind/brain fallacy, 6
Minimalism (Minimalist Program), 156,

168�170
Mirror neuron-based hypothesis of language

evolution, 67
Mirror neuron system (MNS), 314, 456,

680�682
action and, 63�64

audio-visual, 64
based hypothesis of language evolution,

67�68
of corticospinal neurons (PTNs), 64�65
F5, 63, 63f
facilitation-type, 64�65
goal-directed act, 64
in parietal cortex, 65
of parietal cortex, 65
within peripersonal space, 63�64
in primary motor cortex, 64�65
of primary motor cortex, 64�65
sensory information of, 64
suppression-type, 64�65
visual response of, 63�64

communicative comprehension and, 681
in humans, 1056�1057

behavioral studies, 1056
brain imaging studies, 1056�1057
EEG studies, 1056
fMRI investigation of responses, 1057
MEG studies, 1056
neurophysiological findings, 1056
PET studies, 1056�1057
TMS studies, 1056

language ability and, 1057�1059
language comprehension, 1059
perception and production of articulated

speech, 1057�1059
language rehabilitation and, 1061
in macaque, 1055�1057
signed languages and, 439�440

Mismatch negativity (MMN) response
brain organization in humans, 147
MMN deficits in schizophrenia, 888,

892�893
phoneme perception and, 456

Mixed transcortical (MTC) aphasia, 916
Modality-influenced model of language, 433

Model-inspired lesion analysis of semantic
errors, 705�707

Models of thalamic function and language,
96f, 106�107, 109�110

corticothalamocortical transmission, 110
Crosson and colleagues, 109�110
Ojemann and colleagues, 109

Modulatory motor network, 130
Monkey auditory system, 50�51

anatomical naming scheme, 50�51
axis of orientation in, 50�51
boundaries between AFMs, 51
superior temporal gyrus (STG), 51

Monkey motor cortex
agranular frontal cortex, 59�60, 60f
area F5 forms, 61

vocabulary of motor acts, 61
canonical and visuomotor neurons, 61�62

mesial area F6 (pre-SMA), 62
cortical connections of motor areas, 60�61

caudal premotor areas, 60�61
dorsal part of lateral prefrontal cortex
(DLPF), 60

inferior parietal lobule (IPL), 60
parieto-frontal organization, 60
prefrontal projections to motor
cortex, 60

rostral premotor areas, 60�61
superior parietal lobule (SPL), 60
ventral part of lateral prefrontal cortex
(VLPF), 60

mirror neurons and action, 63�64
of parietal cortex, 65
of primary motor cortex, 64�65

Morphology, 153
A-Morphous Morphology theory, 158�159
default in phonological realization, notion

of, 160
distributed, 157�158
grammar of a language, 156
internal arrangement of morphemes, 153
lexical categories, 155
linguistic principles or generalizations, 159
morpheme

-able, 157�158
blocking effects, 158
canonical derivational, 158
correspondence between hierarchical
structure and linear order of, 156

defined, 155
exoticness of infixing and reduplication,
155

inflection vs derivation, 157
linearized, 156�157
notion of a paradigm, 158
organization of, 155
past-tense, 160
phonology of a language and, 156�157
present-tense, 160
recursive “merger” of, 156
syntactic environment for, 158
types, 155, 157�160

need for a theory, 154�156
realizational theory, 159�160
sequence of morphemes, 153

structure of, 156�157
subject�verb agreement, 155�156
suppletion, 160
syncretism, 160
types, 157�160

Morphotactics, 153
Motor activation

within the domain of language, 181
latencies to respond yes, 181
localizations of, 181
in perception and cognition outside of

language, 181
during speech perception, 180
during visual perception, 180

Motor cortex (M1), 221�222
Motor equivalence, notion of, 145�146
Motor or movement priming paradigms, 783
Motor programming, 743
Motor skill memories, 846
Motor speech impairments

akinesia, 986�987
apraxia of speech (AOS), 987�988
ataxia, 986
sensory-motor aspects of speech sound

production, 990�993
auditory and somatosensory feedback, 991
cerebellar sensorimotor integration

mechanisms, 991�992
sensorimotor connectivity, 992�993
striatal mechanisms of sensorimotor

integration, 992
spastic paresis, 985�986
spoken language production, 988�990
language-specific phonological

structure, 990
speech and emotional expression,

988�989
speech vs volitional nonspeech vocal

tract movements, 989�990
Motor system

activation in speech processing, 319�320
communication and, 67�68
cortical components of speech, 742f

Motor theory, 175, 196
of speech perception, 143

Movement initiation, 743�744
Mullen Scale of Early Learning (MSEL), 880
Multicomponent Model of Working

Memory, 856
Multiple information sources during

multimodal language processing, 614
Multiple sensory processing, 230�231
Multisensory responses in caudal auditory

areas, 292�293
speech perception-production links, 293

Multistage lexical retrieval model, 703
Multivariate vector autoregressive (MVAR)

modeling, 811�812
Myoclonus, 987

N
N-acetyl aspartate, 819�820
Naming, lexical access in, 704�705

error types, 704, 704t
naming response�category proportions, 704t
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Narrative speech production, 753, 756�758,
757f

Nasal consonants, 447�448
Native language-specific phonetic

perception, 374
Neglect dyslexia, 794�795
Neighborhood Activation Model (NAM), 245
Neocortex, 118
Neologisms, 888
Nesting, 470
Neural basis of language, 482�487
acoustic�phonetic representations,

483�484
in children with perinatal lesions (PLs),

978�979
cognitive influences on speech in STG,

485�487
developmental stuttering, 998f
dyslexia, 819
human speech perception, 288
language control, 424�428
language development, 382�384
language switching, 425�428
McGurk effect, 521�524
melodic intonation therapy (MIT),

1018�1020
neural development of language

production, 383
neural networks for attentional control,

504�505
neural oscillations as endogenous

temporal constraints, 467�468
neural substrates of communicative

intention processing, 676�679
prosody, 1112�1113
sensory encoding in primary auditory

cortex, 482�483
sentence comprehension, 641
speech production, 727f, 736�737
Theory of Mind (ToM) ability, 676

Neural dysfunctions
regions within Wernicke’s aphasia (WA),

915
in schizophrenia, 893�894

Neural oscillations as endogenous temporal
constraints, 467�468

Neuroanatomical connectivity, 311
Neuroanatomical pathway model of

language, 350�354
four language-related pathways, 351�352,

351f
semantic networks, 353�354
syntactic networks, 352�353

Neuroanatomical principle, 311
Neurobiological models of speech

perception, 202�204
Neurobiology of gesture, 390
along dorsal stream, 392�395
along ventral stream, 391�392
electrophysiological studies, 390�391

blood oxygenation level�dependent
(BOLD) signal amplitude, 392�393

functional imaging studies, 391�395
Neurobiology of gesture development, 395
Neurobiology of language, 5

brain disease, treatment, and, 7�8
cognition and, 7

Neurogenesis, 847
antidepressants for, 847
computational models of, 847

Neurogenic stuttering, 1002
Neurolinguistic processing, theory of, 153�154
Neuronal circuits, 319
Neuronal oscillations, 467�468
Neuroplasticity, 1007�1008

in context of behavioral stimulation and
responses, 1007�1008

supporting aphasia recovery, 1008
Neurospsychology, 328�329
N-gram models in natural language

processing, 148, 149f
NMDA receptor dysfunction, involvement in

FTD and schizophrenia, 893�894
Nonfluent/agrammatic variant of PPA

(nfvPPA), 937�941
abnormal syntax, 938
agrammatism, 938
atrophy patterns, 939f
changes in DTI measurements, 939, 939f
clinical characteristics, 937�938
comprehension deficits, 938
construction of complex sentences and

words, 938
demographics, 937
deposits of tau, 940�941, 940f
diagnostic features for, 938t
gender differences, 937
genetics, 940�941
histopathology, 940�941
imaging, 939�940
incidence and prevalence, 937
MAPT mutations, 941
movements needed for speech, 937�938
neuroanatomy, 939�940
notable symptoms, 937
verb production, 938

Nonfluent aphasia, 1015�1016
treatment or treatment outcomes of,

1015�1016
Nonroot morphemes, 155
Nonventrolateral prefrontal areas, 31
Nonverbal cognitive difficulties and speech

difficulties, 14

O
Obligatory access to phonological store,

869�870
Observation-execution matching, 392�393
Observer, 226
Occam’s razor, 170
Occipitotemporal cortex (OTC), 816
“Open class” vocabulary of a language, 155
Open-set speech intelligibility tests, 242
Optic radiations, 130

anterior bundle curves, 130
middle bundle courses, 130
posterior bundle courses, 130

Optimality Theory (OT), 144
Oral cavity, speech sound controllable

structures within, 142

Orofacial articulation, 30�31
Oromandibular lingual dystonia, 987
Orthography, 562, 564

P
Paralimbic (or periallocortex), 118
Parallel processing, 265

in bilateral auditory cortices, 470�471
at multiple timescales, 469�470

Paraphasia
ASL, 434f
phonemic, 432
semantic errors, 434
sign errors, 434
sign language, 433�435

Parity in language, 176
Parity in speech, 176�177

between-person language use, 176
brain systems for production and

perception of language forms, 176
Parkinson’s disease (PD), 7, 85, 88�90, 532,

649�650, 744, 783, 986�987, 992,
1001�1002

language function after thalamotomy, 101
Parsing, 177, 634

of coarticulatory gestural overlap, 178
“first pass,” 634
phrase-structure, 265
relation of capacity and temporal limits in,

638
retrieval-based, 635�638
syntactic information for, 266

Pars opercularis, 27, 805�806
PARSYN, 245
Partial least squares (PLS)

method, 806�807
correlation with an a priori region of

interest (ROI), 806�807
latent variables (LVs), 807
reading network example, 807
singular value decomposition (SVD), 807
voxel�time point combination, 807

Passive auditory perception, 869�870
Passive phonological system, 857
Past-tense morpheme, 155
Pathological inertia, 102
Pathological markers, 7
Pattern playback studies of speech

cues, 240
P-center, 720
Peabody Picture Vocabulary Test (PPVT),

880, 1009
Perception�action cycle, 289
Perceptual ambiguity, 494
Perceptual closure, 494
Perceptual compensation for coarticulation,

188
Japanese quail, case of, 188

Perceptual demands, 493�495, 493t
familiar-voice information and, 495
hearing impairment and, 495

Perceptual learning, 198�200, 528
Perceptual loop theory, 214
Perinatal focal brain injury, 969�970. See also

Perinatal lesions (PLs)
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Perinatal lesions (PLs)
lesion location and language difficulties,

972�973
lesion size and deficits in cognitive

functions, 973
lesion timing and impairments, 975�976
lesion type and impairments, 974
motor and language functions, 974�975
neural underpinnings of language in

children with, 978�979
normal or near-normal language skills of

children with, 969
role of gesture in language learning,

971�972
role of language input in language

development, 976�977
seizures, impact of, 974
severity of language deficits in children

with, 970�971
Periodotopy, 52�53
Perioral reflex, 223
Peripheral dyslexias, 792�795
Peri-Sylvian cortex, 102
Pharmacotherapy for aphasia
animal studies

barbiturates, 1071
benzodiazepines, 1071
catecholamines, 1069�1070
cholinesterase inhibitor galanthamine,

1070
combining drug and behavioral therapy,

1072
GABA agonists, 1071
myelin-associated extracellular

molecules, 1071�1072
Nogo-A, 1071
scopolamine, 1070
serotonin, 1070�1071

challenges, 1067�1068
drugs to avoid, 1077�1078
human studies

acetylcholine-augmentation therapy, 1075
bromocriptine, 1074
cholinergics, 1075
D-amphetamine, 1072�1074
donepezil, 1075
dopamine agonists, 1074�1075
levodopa, 1074�1075
memantine, 1076
noradrenergic agents, 1072�1074
piracetam, 1075�1076
vasopressin, 1077
zolpidem, 1076�1077

mechanisms of recovery, 1068�1072
Philadelphia Naming Test (PNT), 704
Phoneme perception, 448�449
auditory theories of, 455
electrophysiological recording

(electrocorticography, or ECog),
454�455

timing of activation across the STG and
STS, 455

functional imaging studies, 450�454
hemispheric specialization in, 457�458

right hemisphere, role of, 457

STG activation, 457
motor cortex activation effects

on auditory mismatch negativity
(MMN) responses, 456

on phoneme discrimination
performance, 456

motor speech codes in, 455
neuropsychological studies, 450
perceptual decisions, 456
role of articulatory representations in,

455�456
fMRI and PET studies, 455�456
MMN study, 456
phoneme discrimination performance,
456

TMS lesion studies, 456
Phoneme perception, models of, 196
Phonemes, 50, 312�313, 791

acoustic analysis of, 447
causal effect of motor cortex activation on,

320
defined, 447
realizations of, 447

Phonemic paraphasias, 432, 692
Phonemic substitution errors, 692
Phonetic convergence, 217�218
Phonetic implementation deficit, 692�693
Phonetic perception, 175
Phonological awareness (PA), 815�816

causal role of poor, in dyslexia, 816
Phonological dyslexia, 792, 795�796

in association with lesions, 796
cardinal deficit in, 795
damage to inferior frontal cortex in, 796
print-to-sound correspondences, 795
reading deficit in, 795
rehabilitation of, 796

Phonological encoding, 211
Phonological information processing,

326�327
Phonological loop (PL), 633�634, 865�867,

866f, 869�870
on parsing and interpretation, 634

Phonological Mapping Negativity (PMN),
562

Phonological memory, 855
deficit, 472

Phonological realization of morphemes,
158�160

Phonological similarity effect, 866
Phonological Store (PS), 633
Phonological theory of reading, 261
Phonological theory of visual word

recognition, 261
Phonology

chunking, 147�148
controllable structures within oral cavity,

142
degrees of freedom of movement, 142

cross-linguistic phonological patterns, 146
defined, 141
gestures and, 279
linguistic phonetics, 142
local sound combinations, 147�148

consonant�vowel sequence, 148

pre-vowel and postvowel consonant
sequences, 147

syllable parsing, 147�148
new word-forms, 141
nonlocal sound combinations, 148�149
consonant�vowel sequence, 148
nonlocal phonological dependencies,

148�149
rules to target non-natural classes of

sounds, 146
rules without meaning, 141
in second language, 410�411
speech sounds, 141�145

Phonotactic learning, 213�214
Phonotactic regularity effect, 213
Phrase-structure parsing, 265
Physiological measure of brain activity, 493
Physiological principle, 311
Pick, Arnold, 935
Picture naming, activation of VLPFC in,

572�573
Pitch perception, 1096
Place of articulation (POA), 146�147,

483�484
Porch Index of Communicative Ability

(PICA), 1072�1073
Posterior cingulate cortex (PCC), 663, 667
Posterior fossa syndrome, 78
Posterior parietal cortex (PPC), 288
Posterior superior temporal gyrus (pSTG),

702
Posterior superior temporal sulcus (pSTS),

676�677, 680�681
Posterior thalamocortical somatosensory

pathways, 130
Postero-dorsal auditory pathway

in auditory spatial processing, 291�292
in speech processing, 292

Postero-dorsal stream, functional
organization of, 362f

Potentially comprehensible speech, 504�505
Pragmatics

communicative intention for, 675�681
subjective nature of, 683

core feature of, 675�676
neurobiology of, 676

Precursors of productive language, 373�376
Predictive coding, 510, 722
Predictive processing mechanisms, 564
Premotor cortex (PMC), 350

pathways to, 351
Premotor cortical areas, 25
Prepositional phrase, 352
Preschool Language Scale, 880
Primary auditory cortex (PAC), 493

sensory encoding in, 482�483
Primary memory, 863�864
Primary progressive aphasia, 935�937

characteristics of variants, 936t
concept of “fluent and nonfluent” cases,

935�936
diagnosis, 935�936
inclusion and exclusion criteria for, 936t

frontotemporal lobar degeneration (FTLD)-
type pathology, 937
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Primary progressive aphasia (Continued)
future directions in, 947�948
language production, 936�937
logopenic variant, 935�936, 944�947

and Alzheimer pathology, 947
anatomy and imaging, 946�947
clinical features, 945�946
connection between ApoE4 and, 947
demographics, 945
features of, 946t
histopathology and genetics, 947
lexical retrieval deficits and

phonological errors in speech
production, 945

phonological processing deficits, 946
pronounced repetition deficits, 945
short-term phonological memory, 945
word-finding difficulties and repetition

deficits for a diagnosis, 946
neuronal loss in, 936
nonfluent/agrammatic variant (nfvPPA),

937�941
abnormal syntax, 938
agrammatism, 938
atrophy patterns, 939f
changes in DTI measurements, 939, 939f
clinical characteristics, 937�938
comprehension deficits, 938
construction of complex sentences and

words, 938
demographics, 937
deposits of tau, 940�941, 940f
diagnostic features for, 938t
gender differences, 937
genetics, 940�941
histopathology, 940�941
imaging, 939�940
incidence and prevalence, 937
MAPT mutations, 941
movements needed for speech, 937�938
neuroanatomy, 939�940
notable symptoms, 937
verb production, 938

semantic variant, 941�944
age of onset, 941
anatomy and imaging, 943�944
clinical characteristics, 942�943
demographics, 941�942
diagnostic features, 942t
histopathology and genetics, 944
impaired object naming and single-word

comprehension, 942
inability to recall irregular past tense

forms of verbs, 943
incidence and prevalence, 941�942
loss of single-word comprehension, 943
object-naming deficits, 942
phonemic paraphasias, 943

symptoms, 935�936
combination of speech and language,

936
Primary progressive aphasia (PPA), 327, 365
Primary progressive apraxia of speech

(PPAOS), 124
Principal components analysis (PCA), 806

Print-to-sound correspondences
deep dyslexia, 797
phonological dyslexia, 795
surface dyslexia, 796

Print-to-sound translation process, 792
Private intentions, 676
Probabilistic fiber tracking, 350
Procedural memory, 845�846, 849, 953, 956

interactions between declarative and,
956�958

molecular bases of, 956
network of interconnected brain

structures, 956
predictions for language, 959�960

aspects depending, 960
evidence, 963�964
interactions between declarative and,
960�961, 964�965

Processing demand, types of, 493�499
concurrent task demands, 497�499
linguistic demands, 495�497

LIFG activation, 496�497
temporal lobe activation, 497

perceptual demands, 493�495, 493t
familiar-voice information and, 495
hearing impairment and, 495

Processing load, 491�492
associated with any given listening

situation, 492
of higher-level linguistic processes, 494
interaction between processing demand

and cognitive resources, 492f
placed on listener, 492

Progressive supranuclear palsy syndrome
(PSPS), 679, 938

Promoting aphasics’ communicative
effectiveness (PACE), 334

Prosody
brain mapping of, 1109�1110
emotional

brain imaging evidence, 1115�1116
clinical evidence, 1114�1115
ERP findings, 1116�1117

neural basis of linguistic
brain imaging evidence, 1112�1113
clinical evidence, 1110�1112
ERP findings, 1113

role of anterior temporal lobe (ALT),
591�592

functional imaging and lesion studies of,
592

Pseudohomophones, 261
Pseudoword repetition, 326
Psychoeducational Profile-3 (PEP-3), 880
Psycholinguistic Assessment of Language

Processing in Aphasia test, 1075
Psychophysiological interactions (PPI)

method, 515�516, 808�809
reading network example, 809

Pulvermüller’s theory of semantics, 778
Pulvinar, role in language function, 104
Pulvinotomy, 104
Pure alexia. See Alexia without agraphia
Purkinje cells, 75
Pyramid and Palm Trees Test, 133

Q
Quantal Theory, 186

R
Radical activation, 244
Rapid serial visual presentation (RSVP),

616�617
Rational comprehender, 272
Reading

assessment of, 800
effect of imageability or concreteness,

800
word frequency effects, 800

brain-based changes underlying
successful, 820�821, 820f

deficit in phonological dyslexia, 795
functional anatomy of, 816
models of, 798�800
“dual-route cascaded” or DRC model,

799
“reading by analogy” hypothesis, 799
triangle model, 798�799

regions supporting, 816
related brain regions, 402

Reading network example
dynamic causal modeling (DCM)

method, 811
granger causality (GC) method, 812
graph theory method, 813
independent components analysis

(ICA), 806
partial least squares (PLS), 807
partial least squares (PLS) method, 807
psychophysiological interactions (PPI)

method, 809
structural equation modeling (SEM), 810
synchronization of neuronal

oscillations, 808
Realizational theory of morphology, 160
Referential gestures, 390
Referential Theory, 267�268
Repetition. See also Summation dual-route

theory of repetition
in aphasia, 1055
conduction aphasia (CA), 924

conduction aphasia, 328
dual loop model, 328
priming, 211�212
pseudoword, 326
summation dual-route model of, 707�710

Repetitive TMS (rTMS), 1036
effects of, 1036

Representation, types of, 661�662
Response selection in spoken language

production, 742�743
Response sequencing, 743
Resting state functional connectivity, 805
Resting state functional connectivity (RSFC),

399, 400f
analysis, 402
censoring of high movement volumes, 404
effect of motion on, 403
motion artifacts in, 403�404

Resting state networks, 400�401
Resyllabification, 148
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Retrieval-based parsing, 635�638
content-addressable retrieval, 637
distance between a verb phrase ellipsis

and its antecedent, 636�637
lexical items, 635
retrieval cues, 635�637
semantic similarity effects, 637
sentence-internal interference, 636
speed-accuracy trade-off (SAT), 636
syntactic interference effects, 636

Retrograde amnesia, 846
Reverse hierarchy theory, 474
Reynell Language Development scale

(RLDS), 880
Right hemisphere lesion and comprehension

of signed languages, 435�436
discourse abilities, 435�436

Rodent models of speech sound processing,
829

auditory cortical fields, responses, 833
auditory nerve and inferior colliculus (IC)

neurons responses, 831�833
basic behavioral and neural responses to

speech, 833
speech sound discrimination, 829�831

complex tasks, 830�831
consonants, 829�830
vowels, 830

speech sound neural coding, 831�833
speech sound processing problems,

833�836
Root morphemes, 155, 159
distinction between functional and, 155

Rostral IPL
associated with learning and execution of

complex sequential motor
movements, 41

associated with motor and action-related
functions, 41�42

perisylvian language network of, 39
tactile perception, 41
in verbal working memory, 40

S
Salience network (SN), 120�121
Scale for the Assessment of Thought,

Language, and Communication, 888
Schizophrenia, 7, 887
auditory sensory, phonological, and

prosodic processing, 892�893
concretistic thinking in, 891, 892f
diagnosis of, 887
genetic vulnerability and environmental

risk factors, role of, 887�888
language-related dysfunctions in, 888

functional fronto-temporal
dysconnectivity in, 892

genetic influence on, 894
lateralization asymmetry in, 894
metaphor processing dysfunctions in,

891�892, 892f
pragmatics, 891�892
syntactic processing in, 893

mismatch negativity (MMN) deficits in,
888, 892�893

neural dysfunctions in, 893�894
NMDA receptor dysfunction in, 893�894
priming-related brain responses in, 890
psychopathology, 887
volume deficits in the STG region, 894

Secondary memory, 863�864
Second language learning, 410

age of acquisition (AoA) and, 409�410
phonology in, 410�411

Selective attention, 503
neuroscience of, 503�504

Self-relevant stimuli, processing of, 664
Semantic ambiguity, 495
Semantic aphasia (SA), 577�579
Semantic associations, dysfunctions in,

890�891
semantic association (priming) tasks, 890
speech production level, 891

Semantic blocking effect, 573
Semantic dementia (SD), 327�328, 588�590,

624, 767�769, 772, 848
ATL abnormality in, 770
brain dysfunction in, 768
cognitive consequences of, 768
deterioration of semantic memory in, 768
nature of errors by, 768
pattern of the cognitive deficits in, 768

Semantic feature information, 563�564
of gender-marked languages, 563�564

Semantic hub, 314�316, 588�589, 778, 779f
Semantic interference

cumulative, 211�212
influences on visual word

recognition, 262
negative of, 211�212

Semantic memory, 557, 765�766, 844�845
access, 557�558

auditory word processing, 561�562
context, 562�565
face and object processing, 558�560
meaning, 558
time and timing of, 558�562
visual word and number processing,
560�561

brain network engaged in, 557
Semantic naming errors, 705�707
Semantic networks, 353�354

lexical semantic processes, 354
sentence-level semantics, 354
ventral stream, 353

Semantic processing
indirect routes, 133
left ventrolateral prefrontal cortex

(VLPFC), role in, 569�570
Semantic similarity effects, 637
Semantic unification

LIFC, role of, 343
processing cycle, 344f

Semantic variant of PPA (svPPA), 941�944
age of onset, 941
anatomy and imaging, 943�944
clinical characteristics, 942�943
demographics, 941�942
diagnostic features, 942t
histopathology and genetics, 944

impaired object naming and single-word
comprehension, 942

inability to recall irregular past tense
forms of verbs, 943

incidence and prevalence, 941�942
loss of single-word comprehension, 943
object-naming deficits, 942
phonemic paraphasias, 943

Semantic verbal fluency task, 572
Semantic word processing, 782
Semantics, 320

abstract lexical, 783�784
action-word, 782
ATL’s involvement in, 588�589, 591
cognitive neuroscience of, 622
basis of semantic composition, 624�625

combinatorial, 591
complex semantic representation, 621
concrete lexical, 782�783
context-dependent semantic processing,

784
cortical areas and circuits for, 315f, 316
domain-general, 588�589
elicited LATL effects, 628
impaired, 783
influence of experience and task

demands on action-word processing,
784, 785f

sciences vs linguistics, 622�623
Sensory feedback, 222
Sensory-evoked P2 potential, 564
Sensory-functional hypothesis, 778
Sensory-motor grounding, 650�651
Sensory-motor systems

activation in language processing, 782
conceptual-semantic representations in,

779f
emotion-related language and, 653�654
emotion meanings, 653

role in sentence processing, 648�650
TMS studies, 649

Sentence contextual information, 564
Sentence processing, 265

abstract, 654�655
action-related, 648�650
action-related verbs, 649
epiphenomenal influence of motor

system, 650
fMRI studies, 648�649, 653
left-hemispheric premotor-parieto-

temporal network, involvement of,
648�649

negative, 650�651
neuropsychological studies, 649�650
semantic processing, 650
subject�verb�object sentences, 648�649
word meanings and congruent motor

actions, 649
activation of VLPFC in, 574�576
agrammatic patients, 574�575
ambiguous sentences, 575�576
anomalous sentences, 575
semantic�syntactic comparisons,

575�577
syntactic complexity, 574�575
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Sentence processing (Continued)
anterior temporal lobe (ALT), role of,

588�589
behavioral insights, 615�617
Broca’s area, role of, 587�588

functional imaging studies, 587�588
cataphoric reference, 663�664
classes of models of, 270�272

two-stage, 270
conjunctions, use of, 663
context, role of, 267
emotion-related language, 653�654
future research, 617
idiomatic, 652
metaphoric expressions, 651�652
motor system, role of, 647
neurobiological considerations, 608�609

challenges, 607�608
ECoG studies, 608
hierarchical organization within

streams, 608
neuroscientific models of, 647
pronouns, use of, 663
prosodic information and, 266�267
sensory-motor system and, 648�650

TMS studies, 649
sources of information for, 265�268
theoretical controversies, 268�269

contrast between nested and right-
branching structures, 269

incremental interpretation, 268
interactivity vs modularity, 269
serial versus parallel processing,

268�269
serial vs parallel processing, 269
source of difficulty or complexity in

processing, 269
timecourse of

assumptions underlying component
mapping approach, 610�611

component mapping/absolute timing,
609�612

ERP/ERF effects, 616�617
MMN paradigms, 612�613
prediction during language processing,

614
relative timing of syntactic and semantic

processing, 610�611
staged processing timecourse, 609�610
top-down and bottom-up information

sources, 614�615
top-down predictions, 613�614
virtual parallelism, 612�613

visual context, role of, 267
Sentence production
fMRI studies of, 758�760, 759f, 760f

Sentence vs list paradigm, 623�624
contrast between pseudoword sentences

and pseudoword lists, 623�624
Sentence-level language processing, 650
Sentential negation, 651
Shifting, 668�669
Shortlist, 244�245
Shortlist B, 244�245
Short sentence sequences, 663

Short-term memory (STM), 40, 633, 863�864
capacity limits, 633, 638
deficit, 872
early studies, 633�634
features of, 635
modern models, 634�635
neurological evidence, 864�865
neurological studies of language and

verbal, 868�869
retrieval-based parsing, 635�638
sentence comprehension and, 633�634, 638
speed�accuracy trade-offs (SAT), 635

Short-term mnemonic storage, 872
Short-term phonological memory

neural perspectives on
active, 857�858
articulatory rehearsal, 859�860
core, 858�859
passive, 857

theoretical perspectives
as attention-based activation, 856
as a dedicated repository that can be
“refreshed” via inner speech, 856

as a passive process, 855�856
via speech planning and efferent
reactivation, 856�857

Short-term speaker tuning, 214�218. See also
Implicit learning

audience design, 217�218
availability-based production, 215�216
error monitoring, 214�215
information-density sensitivity, 216�217

Signed languages, 431
aphasia, 431�435
comparison with spoken human

languages, 431
comprehension deficits, 432�433
disruption of discourse abilities, 435�436

right hemisphere�damaged (RHD)
users, 435�436

forms, 389�390
linguistic use of space in, 439
mirror neuron system and, 431, 439�440
morphometric studies, 440
neuroimaging studies, 437�439
paraphasia, 433�435
production of, 437�438
right hemisphere lesion and

comprehension of, 435�436
role of mirror neuron, 439�440
sentence comprehension and, 438�439,

438f
sign errors, 434
unified action perception/action execution

system for, 440
Signs, 314, 675. See also Gesture
Similarity-based interference, 269
Sine-wave speech, 465�466
Single-word processing, role of VLPFC,

570�574
deciphering words with multiple

meanings, 571�572
picture naming, 572�573
TMS studies, 573�574
verbal fluency tasks, 572

Situation model, 661�662
Situation model construction, 665�668
Situation model updating, 666�667
Slave systems, 633
Sleep, 846�847
Slips, 213�214
Slot-based coding scheme, 259
Smith Predictor, 226
Smooth signal redundancy hypothesis, 216
Social-communicative interaction, 318�319
Social-communicative speech acts, brain

basis of, 318�319, 319f
Social intentions, 676
Somatosensory feedback, 222�223
Somatosensory feedback control system of

the DIVA model, 730�731
Sound map, 729
Sound spectrograph, 143
Source-filter theory of speech acoustics, 240
Sparse temporal sampling, 752�753,

759�760
Spasmodic dysphonia, 987
Spastic paresis, 985�986
Spatial functions, 42�43
SPCH1, 14
Speaker identity, 195�197
Speakers, impact of gesture on, 280�281
Speaker tuning mechanisms, 209

short-term, 214�218
Specific language impairment (SLI), 899

abnormal cerebral information processing
for, 904

cortical and subcortical structural volumes
in, 901

cortical morphology in, 902
CSF volumes in, 901
DTI studies of, 901
functional imaging of, 902�906
aMEG studies, 906
cerebral dominance, 902
dynamic statistical parametric map

(dSPM), 906
event-related potentials (ERPs)

measures, 903�905
fMRI studies, 902�904
fTCD studies, 902
localization of brain activity, 902�903
P3 studies, 904
SPECT studies, 902�904
themes across research in, 904
time course of cortical activation,

903�906
imaging studies of brain morphology in,

901�902
intracranial volume (ICV) in, 900
in literature, 899
neurobiology of, 899�900, 907�908
structural imaging of, 900�902
studies of brain morphology in, 900
VBM-based processing and analysis, 900
white matter pathways in, 901

Spectro-temporal receptive fields (STRFs), 144
Speech acts, 318�319
Speech and nonspeech auditory perception,

81�82
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Speech arrest, 25�27
Speech articulation, 142�143
chunking, 147�148
classes for manner of, 146�147
consonants, 146
internal composition of sounds, 145�147
local sound combinations, 147�148
nonlocal sound combinations, 148�149
place of articulation (POA), 146�147
sound spectrogram of a male voice saying

“tata,” 144f
speech articulators, 143f

Speech chain, 240
Speech entrainment, 1062
Speech errors in aphasia
neurological research, 701�703
theory of sentence production, 703

Speech intelligibility, 240
Speech listening, listening effort for, 491
Speech motor control, 221
basal ganglia, role of, 90�91
central nervous system (CNS), role of, 224

somatosensory nerves, 221�222
cerebellar topography of, 80

caudal-inferior parts (lobule VIIIA), 80
control problem in, 225f
Fairbanks’ model, 224
imaging studies, 79f
lobule VIIIA, role of, 80
model-based on state feedback, 225�226
neurobiology of

motor programming, 743
movement initiation, 743�744
phonetic plan, 741
response selection in spoken language

production, 742�743
response sequencing, 743
speech motor planning and

programming, 742�744
speech representations, 741

stages of, 79
Speech motor planning and programming,

742�744
Speech movement execution, 744�745
Speech parsing, 466�469
Speech perception, 463, 467, 492, 1095
active control of, 198
activities and, 175�176

animals’ actions, 176
properties of the econiche, 176

of aphasic patients, 926�927
auditory system interactions, 185�188

auditorily discriminable patterns, 186
behavioral measures of, 492
co-participants’ perceptions and, 176
corticofugal system, role in, 204
deficits, 299�300
of distal events, 175
dorsal auditory-motor pathway,

contribution of, 547
gesture approaches to, 175
invariance between acoustic patterns in

speech and linguistic interpretation,
197�198

involvement of cognitive mechanisms, 198

linguistic units, relation to, 196
motor involvement in, 319�320
neurobiological theories of, 202�204
parallel processing in bilateral auditory

cortices, 470�471
parity in speech, 176�177
of physical events, 176
research findings, 177�180

compensation for coarticulation, 178
contrast effects, 178
gesture perception in speech, 178�179
jaw trajectories after compensation, 179
language, not speech, 181
motor system involvement, 177
nonlanguage, 180
pairings of acoustic consonant�vowel
(CV) syllables, 178

parsing, 177
as a perceptuo-motor skill, 177, 179
phonetic gestures, 177
production of monosyllables, 179

rodent models of speech sound
processing, 829

speaker differences and problems with,
197

speaker identity and, 195�197
sublexical task in, 203

Speech processing, 718
dual route model of, 299�307
interaction of temporal processing and, 721f
oscillation-based model of, 472�474
predictive models of, 474�475

Speech production, 689, 717, 725
acoustic input, effects on, 725
acoustic patterns of, 689�690
activation of SMA in, 722
altering sensory feedback during, 233
of aphasic patients, 925�926
apraxia of speech produced phonological

errors, 690
auditory feedback and, 695�696
basal ganglia, role of, 90
component of brain network in, 79
connected speech, 751
conversational, 752
default mode network (DMN), 757�758
deficits in aphasia, 689�690
dichotomy between phonological and

phonetic stages of, 690
DIVA model of, 693, 695
echoplanar imaging (EPI) sequence, 752
feedback processing and sensory-motor

integration, 745�746
frame/content (f/c) theory of evolution of,

718�719
functional architecture of stages of, 690f
functional imaging data related to, 78�80
insular cortex, role of, 122�125

involvement in interoception and
salience networks, 124�125

left insula in speech articulation, 123
integrated state feedback control (SFC)

model of, 306f
left planum temporale region, role of,

303�304

lobule VI in, 78�79
signal changes in, 79

meta-analyses of language studies, 754�756
narrative, 753, 756�758
neural mechanisms, 727f
future directions, 736�737

neurocomputational models of, 727�728
DIVA model, 728�733
GODIVA model, 733
HSFC model, 733�736

phonetic processes
articulation, 692�695
sensorimotor integration, 695�696

phonological processes in, 690�692
cascading activation, 691�692
information flow, 690
nature of representations, 691
pattern of substitution errors, 691
patterns of phonological errors, 691
phonemic substitution errors, 692
picture description and picture naming

tasks, 691
of target word, 692
in terms of abstract phonological units,

691
planning of speech movements, 726�727
articulatory variability, 727, 727f
goal-directed movement, 726
phonemes or syllables, 726
relationship between articulator

configuration and acoustic signal, 726
processes of lemma selection in, 722
psycholinguistic models of, 305�307
segregated functional loops, role of, 92
sentence-level, 752
“starting mechanism” of, 722
temporal processing in, 720
TMS studies, 696
visualization of cognitive control during,

753
word production using BOLD fMRI,

751�752
Speech recognition, 203
Speech rhythm, 717
Speech sound neural coding, 831�833
Speech sound processing problems, 833�836

acoustic degradation, 833�834
cortical lesions, 834�835
genetic manipulation, 835�836
speech processing impairments, 835

Speech sounds, 464
amplitude modulations in natural, 464
spectral structure, 465�466
temporal structure of, 463�466, 465f

Speech-based rehearsal process, 858
Speech-language therapy, 7�8
Speechlessness (mutism), 78
Speech-receptive region, 287
Spino-cerebellar ataxia, 986
Spoken language, genetic foundations of, 13

FOXP2 story, 14�15
animal models, 17�20
functions, 16�17
in human evolution, 20
mutation impacts, 15�16
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Spoken word recognition (SWR), 239
activation and competition, 243�244
in bilinguals, 248�249
contemporary approaches to, 242�243
fundamental problems, 239
historical roots and precursors to, 239�240
mental lexicon and, 246�248

acoustic-phonetic invariance, 246
alternative proposal, 246�247
conventional view of speech, 246
linearity condition, 246
linguistic and indexical information of

speech, 247�248, 247f
segmental representations, 246

new directions and future challenges,
248�249

phonetic segments to, 243
principle theoretical issues in, 240�246
study of phonetic segments to, 243
theoretical accounts of, 243

Forster’s Autonomous Search Model,
243

Klatt’s Lexical Access From Spectra
(LAFS) model, 243

Logogen model, 243�244
word frequency and word length effects,

241�242
Spokes, 765�766
importance of, 766�767
insufficiency of, 767�769

Standard Model of Systems Consolidation,
844

State feedback control (SFC) theory, 221
accounts for efference copy phenomena,

231�232
ideal, 225f
motor actions as an optimal control

process, 226�227, 227f
neural plausibility of, 230�231
observer-based, 226
putative neural substrate for, 232�233,

233f
realizable model of, 226f

Statistical information processing,
neurobiology of

brain systems involved in, 529�533
basal ganglia (BG), role of, 532�533
cortical systems underlying processing

of linguistic inputs, 530�531
left IFG, involvement of, 531
subcortical systems, 532�533
temporal regions, involvement of,

530�531
connectional anatomy, 533�534

assessing connectivity between regions,
534

degree of anatomical connectivity, 534
dynamic causal modeling (DCM) during

a phonological task, 534
between IFG and striatum, 534
of striatum with posterior STP and/or

IFG, 534
fMRI studies, 531
future research, 534�535
lexical continuations, 527�528

magnetoencephalographic (MEG) study, 530
segmentation of word, 531
statistics within auditory domain, 527�528
word-forming conditions, 528

Stem cell therapies, 1085�1086
human embryonic stem cells (hESCs),

1086�1087
human-induced pluripotent stem cells

(hiPSCs), 1087�1088
human neural stem cells (hNSCs), 1086
issues related to clinical application of,

1088�1089
mesenchymal stromal cells (MSCs), 1088

“STeP” (spectrotemporal profile), 718, 720
Stop consonants, 447�448
Striato-capsular aphasia, 916
Stroke

acute ischemic, 1008
adverse consequences of acute

rehabilitation, 1008
cortical reorganization and plastic

changes, 1008
treatment of, 919

Structural equation modeling (SEM),
809�810

advantages, 810
defined, 809
main idea of, 809
model inference in, 809�810
reading network example, 810

Structural priming, 212�213
Subcortical aphasias, 916
Subcortical pathways, 129�130
Subcortical plasticity, 133
Subcortical processing, 204
Summation dual-route theory of repetition,

707�710
behavioral and neural predictors of,

708�710
obtained nonwords repetition, 708
obtained word repetition, 707
predicted nonwords repetition, 708
predicted word repetition, 707

Superior cerebellar circuit, 986
Superior frontal gyri, 25
Superior longitudinal fascicle (SLF)/arcuate

fascicle (AF) complex
anatomy, 131

anterior segment, 131
frontal gyri, 131
lateral operculo-opercular component of,
131

long segment, 131
posterior segment, 131
temporal gyri, 131

structural�functional correlations,
131�132

cognitive control, 132
naming processing, 131�132
phonemic paraphasias, 131
phonological processing, 131
spatial cognition processing, 132
syntactic processing, 131�132

Superior longitudinal fasciculus (SLF), 29�30
Superior parietal lobule (SPL), 35�36

Superior temporal gyrus (STG), 287�288,
325, 481, 483, 530, 541�543, 727, 741,
746, 900

anterior and posterior, lesions of, 287�288
BOLD responses to sentences in, 544�545
cognitive influences on speech in, 485�487
ECoG and depth electrode recordings,

486
involved in phonological representation,

483
involvement in statistical information

processing, 530
POA and VOT in, 484
population encoding of phonemic

information in, 484�485
responses to familiar and unfamiliar

words, 544
responses to intelligible speech, 544�545
responses to real words, 544
in speech perception, 484
speech representation in, 485f
spectrotemporal speech content, 486f

speech-selective responses, 483
words in peri-auditory regions of,

542�543, 542f
Superior temporal sulcus (STS), 300�302,

498�499, 870, 872f, 900, 1102�1103
activation of, 302
anterior vs posterior, 302
functional connectivities, 516
McGurk effect and, 521�522
children aged 5 to 12 years, 522
older adults aged 53 to 75 years, 522

phonological processing, role in, 302
speech perception and, 523�524
stroke, effect of, 522�523
plasticity of neural substrates of

audiovisual speech perception, 524f
TMS measurements, 522
variability in anatomical configuration, 522
visual and auditory speech

representations, 515�516
Supplementary motor area (SMA), 720, 727,

741, 743�744, 939
activation in speech production, 722
subareas, 722

Supramarginal gyrus (SMG), 31, 544,
692�693, 696, 730�731, 817

phonological change responses, 545�546
Suprasegmental units of speech, 1103�1104
Surface dyslexia, 328, 796�797, 943

exception versus pseudoword reading,
796�797

neural basis of over-regularization in,
796�797

neuroanatomical basis of, 796�797
print-to-sound correspondences, 796
regularization errors, 796

Surface representation, 661�662
Switching, 572
Syllabic stress patterns, 376
Syllabic structure of connected speech, 466
Syllable parsing, 147�148
Syllable-timed languages, 718�719
Sylvian fissure, 870
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Synchronization of neuronal oscillations, 808
reading network example, 808

Syncretism, 160
Syntactic comprehension, 277
Syntactic cues, 663�664
Syntactic disorders, 80�81
Syntactic impairments in aphasia, 929�930
Syntactic networks, 352�353
dorsal, 353
global computations, 352
ventral, 353
verb-argument resolution, 352�353

Syntactic processing and gestures, 279�280
Syntactic production, 277�278
Syntactic structure-building computations,

168�170
external merge and internal merge,

169
in Minimalism, 169b
substitution and adjunction,

169�170
in TAG, 169b

Syntactic theory, 166�168
additional properties of, 170

cognitive structure-building
computations, 170

minimization of domain-specific
computations, 170

unification, or reductionism, 170
dimension of domain-generality and

domain-specificity, 167
distinction between local dependencies

and nonlocal dependencies, 168�169
goal of, 168�169
implications for cognitive neuroscience,

168
linguistic analysis of syntactic

computations, 167�168
Minimalism (Minimalist Program), 168
nativity, 166�167
observations on language, 166
specificity, 166�167
Tree-Adjoining Grammar, 169

Syntactic working memory, 574
Syntax processing
collaboration of researchers, 171�172

challenges in, 172�173
localization in language processing,

171�172
neuronal computations, 171
parsing computations, 171
problem of isolating structure-building

computations, 173
real-time language processing data,

172�173
computational view of, 165�166
role of anterior temporal lobe (ALT),

590�591
“syntactic complexity” comparisons, 591

Synthetic languages, 159
Systems consolidation, 844

T
Talker information, 196
Talker normalization, 196

active processing in, 200�201
deriving information for, 196

Talker-specific auditory information, 196
Talker’s vowel space, 196
Talker variability, 195
Tangrams, 217
Temporal language comprehension region,

29�30
Temporally structure speech, 720�722
Temporal processing, 720
Temporal structure of speech sounds,

464�466, 465f
sine-wave speech, 465�466
spectral structure, 465�466
temporal envelope, idea of, 464�466
temporal modulation, 463�464

Temporoparietal junction (TPJ), 676�679, 682
dorsal processing pathway in, 542
lexical representations in, 545

semantic processing, 545�546
spoken and written words, 545�546

responses to real words, 544
Textbase, 661�662
Thalamic aphasia, 97t, 101, 103, 916

primary cognitive deficits in, 106
Thalamic lesions, 100�101, 104f

language deficits and
lexical-semantic difficulties, 101�102
periods of jargonaphasia, 101�102
thalamic infarctions, 103

naming deficits and, 102
Thalamic nuclei, 95�96, 96t

imaging of, 105
Thalamic reticular nucleus, 108�109
Thalamocortical neurons, 108�109
Thalamocortical synapse, 108
Thalamus

arousal function, role in, 103
blood supply to, 103
circuitry and physiology, 107�109, 108f
language function, role in, 95�103

imaging studies, 105�107
models of, 96f, 106�107, 109�110
pulvinar, 104

overview, 95�96
Theoretical fallacy, 6
Theory of mind, 667
Theory of Mind (ToM) ability, 676

in action identification, 680�681
deficits, 679
fMRI studies, 676�677
involvement in irony comprehension, 678,

678f
neural correlates of, 676

Theory of speech communication, 186
Theta-burst TMS (TBS), 1036
Theta-syllable, 718

in a cascade of oscillations in speech
decoding, 718

Thought and Language Dysfunctions
(TALD), 888

Tics, 987
Timescales in speech, 718�719, 719f
Tip-of-the-tongue state, 928
Tonal processing

categorical perception of tone, 1102�1103
at level of the auditory brainstem,

1101�1102
vs suprasegmental units of speech,

1103�1104
Tone languages

of East and Southeast Asia, 1095�1096
features, 1101
lexical tones, 1096�1099
selected references on the neurobiology of

tonal processing, 1097t
vs segmental units, 1100�1101

Tongue, 142
Tongue blade, 142
Tongue dorsum, 142
Tongue tip, 142
Tonotopy, 50, 52, 463

auditory reference frame in, 50
frequency channels, 50
tonotopic gradients, 50, 51f

Top-down and bottom-up information
sources, 614�615

Top-down cortical processes, 204
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