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## Preface to the Second Edition

In preparing this new edition I have tried to keep the changes to a minimum, on the principle that one should not meddle with a relatively successful text. Thus the general form of the book remains the same. Naturally I have taken the opportunity to correct the errors of which I was aware. Also the text has been updated at various points, some proofs have been improved, and lastly about thirty additional exercises are included.

There are three main additions to the book. In the chapter on group extensions an exposition of Schreier's concrete approach via factor sets is given before the introduction of covering groups. This seemed to be desirable on pedagogical grounds. Then S. Thomas's elegant proof of the automorphism tower theorem is included in the section on complete groups. Finally an elementary counterexample to the Burnside problem due to N.D. Gupta has been added in the chapter on finiteness properties.

I am happy to have this opportunity to thank the many friends and colleagues who wrote to me about the first edition with comments, suggestions and lists of errors. Their efforts have surely led to an improvement in the text. In particular I thank J.C. Beidleman, F.B. Cannonito, H. Heineken, L.C. Kappe, W. Möhres, R. Schmidt, H. Snevily, B.A.F. Wehrfritz, and J. Wiegold. My thanks are due to Yu Fen Wu for assistance with the proofreading. I also thank Tom von Foerster of Springer-Verlag for making this new edition possible, and for his assistance throughout the project.

University of Illinois at Urbana-Champaign,
Derek Robinson Urbana, Illinois

## Preface to the First Edition

"A group is defined by means of the laws of combinations of its symbols," according to a celebrated dictum of Cayley. And this is probably still as good a one-line explanation as any. The concept of a group is surely one of the central ideas of mathematics. Certainly there are few branches of that science in which groups are not employed implicitly or explicitly. Nor is the use of groups confined to pure mathematics. Quantum theory, molecular and atomic structure, and crystallography are just a few of the areas of science in which the idea of a group as a measure of symmetry has played an important part.

The theory of groups is the oldest branch of modern algebra. Its origins are to be found in the work of Joseph Louis Lagrange (1736-1813), Paulo Ruffini (1765-1822), and Évariste Galois (1811-1832) on the theory of algebraic equations. Their groups consisted of permutations of the variables or of the roots of polynomials, and indeed for much of the nineteenth century all groups were finite permutation groups. Nevertheless many of the fundamental ideas of group theory were introduced by these early workers and their successors, Augustin Louis Cauchy (1789-1857), Ludwig Sylow (18321918), Camille Jordan (1838-1922) among others.

The concept of an abstract group is clearly recognizable in the work of Arthur Cayley (1821-1895), but it did not really win widespread acceptance until Walther von Dyck (1856-1934) introduced presentations of groups.

The stimulus to study infinite groups came from geometry and topology, the influence of Felix Klein (1849-1925), Sophus Lie (1842-1899), Henri Poincaré (1854-1912), and Max Dehn (1878-1952) being paramount. Thereafter the standard of infinite group theory was borne almost singlehanded by Otto Juljevič Schmidt (1891-1956) until the establishment of the Russian school headed by Alexander Gennadievič Kuroš (1908-1971).

In the meantime the first great age of finite group theory had reached its climax in the period immediately before the First World War with the work of Georg Frobenius (1849-1917), William Burnside (1852-1927), and Issai Schur (1875-1936). After 1928, decisive new contributions were made by Philip Hall (1904-1982), Helmut Wielandt, and, in the field of group representations, Richard Dagobert Brauer (1901-1977). The subsequent intense interest in the classification of finite simple groups is very largely the legacy of their work.

This book is intended as an introduction to the general theory of groups. Its aim is to make the reader aware of some of the main accomplishments of group theory, while at the same time providing a reasonable coverage of basic material. The book is addressed primarily to the student who wishes to learn the subject, but it is hoped that it will also prove useful to specialists in other areas as a work of reference.

An attempt has been made to strike a balance between the different branches of group theory, abelian groups, finite groups, infinite groups, and to stress the unity of the subject. In choice of material I have been guided by its inherent interest, accessibility, and connections with other topics. No book of this type can be comprehensive, but I hope it will serve as an introduction to the several excellent research level texts now in print.

The reader is expected to have at least the knowledge and maturity of a graduate student who has completed the first year of study at a North American university or of a first year research student in the United Kingdom. He or she should be familiar with the more elementary facts about rings, fields, and modules, possess a sound knowledge of linear algebra, and be able to use Zorn's Lemma and transfinite induction. However, no knowledge of homological algebra is assumed: those homological methods required in the study of group extensions are introduced as they become necessary. This said, the theory of groups is developed from scratch. Many readers may therefore wish to skip certain sections of Chapters 1 and 2 or to regard them as a review.

A word about the exercises, of which there are some 650 . They are to be found at the end of each section and must be regarded as an integral part of the text. Anyone who aspires to master the material should set out to solve as many exercises as possible. They vary from routine tests of comprehension of definitions and theorems to more challenging problems, some theorems in their own right. Exercises marked with an asterisk are referred to at some subsequent point in the text.

Notation is by-and-large standard, and an attempt has been made to keep it to a minimum. At the risk of some unpopularity, I have chosen to write all functions on the right. A list of commonly used symbols is placed at the beginning of the book.

While engaged on this project I enjoyed the hospitality and benefited from the assistance of several institutions: the University of Illinois at

Urbana-Champaign, the University of Warwick, Notre Dame University, and the University of Freiburg. To all of these and to the National Science Foundation I express my gratitude. I am grateful to my friends John Rose and Ralph Strebel who read several chapters and made valuable comments on them. It has been a pleasure to cooperate with Springer-Verlag in this venture and I thank them for their unfailing courtesy and patience.
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## Notation

G, $H, \ldots$
$\mathfrak{X}, \mathfrak{Y}, \ldots$
$\alpha, \beta, \gamma, \ldots$
$x, y, z, \ldots$
$x \alpha$ or $x^{\alpha}$
$x^{y}$
[ $x, y$ ]
$H \simeq G$
$H \leq G, H<G$
$H \triangleleft G$
$H$ sn $G$
$H_{1} H_{2} \cdots H_{n}$
$\left\langle X_{\lambda} \mid \lambda \in \Lambda\right\rangle$
$\langle X \mid R\rangle$
$d(G)$
$r_{p}(G), r_{0}(G), r(G)$

Sets, groups, rings, etc.
Classes of groups
Functions
Elements of a set
Image of $x$ under $\alpha$
$y^{-1} x y$
$x^{-1} y^{-1} x y$
$H$ is isomorphic with $G$
$H$ is a subgroup, a proper subgroup of the group $G$.
$H$ is a normal subgroup of $G$
$H$ is a subnormal subgroup of $G$
Product of subsets of a group
Subgroup generated by subsets $X_{\lambda}$ of a group

Group presented by generators $X$ and relators $R$

Minimum number of generators of $G$
p-rank, torsion-free rank, (Prüfer) rank of G

| $G^{n}, n G$ | Subgroup generated by all $g^{n}$ or $n g$ where $g \in G$ |
| :---: | :---: |
| $G[n]$ | Subgroup generated by all $g \in G$ such that $g^{n}=1$ or $n g=0$. |
| \|S| | Cardinality of the set $S$ |
| $\|G: H\|$ | Index of the subgroup $H$ in the group $G$ |
| $\|x\|$ | Order of the group element $x$ |
| $C_{G}(H), N_{G}(H)$ | Centralizer, normalizer of $H$ in $G$ |
| $H^{G}, H_{G}$ | Normal closure, core of $H$ in $G$ |
| Aut $G$, Inn $G$ | Automorphism group, inner automorphism group of $G$ |
| Out $G$ | Aut $G /$ Inn $G$, outer automorphism group of $G$ |
| Hol $G$ | Holomorph of $G$ |
| $\operatorname{Hom}_{\Omega}(G, H)$ | Set of $\Omega$-homomorphisms from $G$ to $H$ |
| $\operatorname{End}_{\Omega} G$ | Set of $\Omega$-endomorphisms of $G$ |
| $\left.\begin{array}{l} H_{1} \times \cdots \times H_{n}, H_{1} \oplus \cdots \oplus H_{n} \\ \operatorname{Dr}_{\lambda \in \Lambda} H_{\lambda} \end{array}\right\}$ | Set product, direct products, direct sums |
| $H \ltimes N, N \rtimes H$ | Semidirect products |
| $\operatorname{Cr}_{\lambda \in \Lambda} H_{\lambda}$ | Cartesian product, Cartesian sum |
| $H \sim K$ | Wreath product |
| $H_{1} * \cdots * H_{n}, \operatorname{Fr}_{\lambda \in \Lambda} H_{\lambda}$ | Free products |
| $H \otimes K$ | Tensor product |
| $G^{\prime}=[G, G]$ | Derived subgroup of a group $G$ |
| $G_{\text {ab }}$ | $G / G^{\prime}$ |
| $G^{(\alpha)}$ | Term of the derived series of $G$ |
| $\gamma_{\alpha} G, \zeta_{\alpha} G$ | Terms of the lower central series, the upper central series of $G$ |
| $\zeta G$ | Center of $G$ |
| Fit $G$ | Fitting subgroup of $G$ |
| Frat $G$ | Frattini subgroup of $G$ |


| $M(G)$ | Schur multiplicator of $G$ |
| :---: | :---: |
| $O_{\pi}(G)$ | Maximal normal $\pi$-subgroup of $G$ |
| $l_{\pi}(G)$ | $\pi$-length of $G$ |
| $\mathrm{St}_{G}(X), X_{G}$ | Stabilizer of $X$ in $G$ |
| Sym $X$ | Symmetric group on $X$ |
| $S_{n}, A_{n}$ | Symmetric, alternating groups of degree $n$ |
| $D_{n}$ | Dihedral group of order $n$ |
| $Q_{2 n}$ | Generalized quaternion group of order $2^{n}$ |
| $\mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$ | Sets of integers, rational numbers, real numbers, complex numbers |
| $\mathbb{Z}_{n}$ | $\mathbb{Z} / n \mathbb{Z}$ |
| $R^{*}$ | Group of units of a ring $R$ with identity |
| $R G$ | Group ring of a group $G$ over a ring $R$ with identity element |
| $I_{G}, \bar{I}_{G}$ | Augmentation ideals |
| GL(V) | Group of nonsingular linear transformations of a vector space $V$ |
| $\operatorname{GL}(n, R), \mathrm{SL}(n, R)$ | General linear and special linear groups |
| $\operatorname{PGL}(n, R), \operatorname{PSL}(n, R)$ | Projective general linear and projective special linear groups |
| $T(n, R), U(n, R)$ | Groups of triangular, unitriangular matrices |
| $B(n, e)$ | Free Burnside group with $n$ generators and exponent $e$ |
| $M^{G}, \chi^{G}$ | Induced module, induced character |
| max, min | Maximal, minimal conditions |
| $E_{i j}$ | Matrix with $(i, j)$ entry 1 and other entries 0 . |

## CHAPTER 1

## Fundamental Concepts of Group Theory

In this first chapter we introduce the basic concepts of group theory, developing fairly rapidly the elementary properties that will be familiar to most readers.

### 1.1. Binary Operations, Semigroups, and Groups

A binary operation on a set is a rule for combining two elements of the set. More precisely, if $S$ is a nonempty set, a binary operation on $S$ is a function $\alpha: S \times S \rightarrow S$. Thus $\alpha$ associates with each ordered pair $(x, y)$ of elements of $S$ an element $(x, y) \alpha$ of $S$. It is better notation to write $x \circ y$ for $(x, y) \alpha$, referring to " "" as the binary operation.

If $\circ$ is associative, that is, if:
(i) $(x \circ y) \circ z=x \circ(y \circ z)$ is valid for all $x, y, z$ in $S$,
then the pair ( $S$, o) is called a semigroup.
Here we are concerned with a very special type of semigroup. A semigroup ( $G, \circ$ ) is called a group if it has the following properties:
(ii) There exists in $G$ an element $e$, called a right identity, such that $x \circ e=$ $x$ for all $x$ in $G$.
(iii) To each element $x$ of $G$ there corresponds an element $y$ of $G$, called a right inverse of $x$, such that $x \circ y=e$.

While it is clear how to define left identity and left inverse, the existence of such elements is not presupposed; indeed this is a consequence of the group axioms-see 1.1.2.

It is customary not to distinguish between the group $(G, \circ)$ and its underlying set $G$ provided there is no possibility of confusion as to the intended group operation. However it should be borne in mind that there are usually many possible group operations on a given set.

The order of a group is defined to be the cardinality of the underlying set $G$. This is written $|G|$. If the group operation is commutative, that is, if $x \circ y=y \circ x$ is always valid, the group $(G, \circ)$ is called abelian. $\dagger$

Before giving some standard examples of groups we shall list the most immediate consequences of the group axioms. The first of these is a generalization of the associative law to four or more elements.
1.1.1 (Generalized Associative Law). If an element of a group is constructed from a sequence of elements $x_{1}, x_{2}, \ldots, x_{n}$ in this order by repeatedly inserting brackets and applying the group operation, the element must equal

$$
\left(\cdots\left(\left(x_{1} \circ x_{2}\right) \circ x_{3}\right) \cdots\right) \circ x_{n}
$$

and so is independent of the mode of bracketing.
Proof. Certainly we may assume that $n>2$. If $u$ is an element constructed from $x_{1}, x_{2}, \ldots, x_{n}$ in the prescribed manner, we can write $u=v \circ w$ where $v$ and $w$ are constructed from $x_{1}, x_{2}, \ldots, x_{i}$ and $x_{i+1}, \ldots, x_{n}$ respectively $(1 \leq i<n)$. If $w=x_{n}$, the result follows by induction on $n$. Otherwise we can write $w=w^{\prime} \circ x_{n}$ and $u=\left(v \circ w^{\prime}\right) \circ x_{n}$ : once again the result follows by induction on $n$.

Consequently in any expression formed from the elements $x_{1}, \ldots, x_{n}$ in that order brackets can be omitted without ambiguity, an enormous simplification in notation.
1.1.2. Let $x$ be an element of a group $G$, let $e$ be a right identity and let $y$ be a right inverse of $x$. Then:
(i) $y \circ x=e$;
(ii) $e \circ x=x$; and
(iii) $e$ is the unique left identity and the unique right identity; $y$ is the unique left inverse of $x$ and the unique right inverse of $x$.

Proof. (i) Let $z=y \circ x$; then $z \circ z=y \circ(x \circ y) \circ x=z$ by 1.1.1. Now there is a $w$ in $G$ such that $z \circ w=e$. Since $z \circ z=z$, we have $z \circ(z \circ w)=z \circ w$ or $z=e$.
(ii) By (i) we have $x=x \circ e=x \circ(y \circ x)=(x \circ y) \circ x=e \circ x$.
(iii) By (ii) a right identity is a left identity. If $e^{\prime}$ is any left identity, then $e^{\prime}=e^{\prime} \circ e=e$. By (i) a right inverse of $x$ is a left inverse. If $t$ is any left inverse of $x$, then $t=t \circ(x \circ y)=(t \circ x) \circ y=y$.

In view of the last result it is meaningful to speak of the identity of $G$ and the inverse of $x$ in $G$.

There are two commonly used ways of writing the group operation of a group ( $G, \circ$ ). In the additive notation $x \circ y$ is written as a "sum" $x+y$ and the identity element $0_{G}$ or 0 , while $-x$ denotes the inverse of $x$. This notation is often used for abelian groups. We shall generally employ the multiplicative notation wherein $x \circ y$ is written as a "product" $x y$, the identity element is $1_{G}$ or 1 and $x^{-1}$ is the inverse of $x$.
1.1.3. In any (multiplicative) group the equation $x a=b$ implies that $x=b a^{-1}$ and the equation $a x=b$ implies that $x=a^{-1} b$.

Proof. If $x a=b$, then $x=(x a) a^{-1}=b a^{-1}$ : similarly for the second part.
1.1.4. In any group $(x y)^{-1}=y^{-1} x^{-1}$ and $\left(x^{-1}\right)^{-1}=x$.

Proof. Let $z=(x y)^{-1}$; then $x y z=1$, whence $y z=x^{-1}$ and $z=y^{-1} x^{-1}$ by 1.1.3. Since $x x^{-1}=1$, we have $x=\left(x^{-1}\right)^{-1}$ by 1.1.3 again.

## Powers of an Element

Let $x$ be an element of a multiplicatively written group $G$ and let $n$ be an integer. The $n$th power $x^{n}$ of $x$ is defined recursively in the following manner:
(i) $x^{0}=1_{G}, x^{1}=x$, and $x^{-1}$ is the inverse of $x$;
(ii) $x^{n+1}=x^{n} x$ if $n>0$; and
(iii) $x^{n}=\left(x^{-n}\right)^{-1}$ if $n<0$.

Naturally, if $G$ is written additively, we shall write $n x$ instead of $x^{n}$ and speak of a multiple of $x$.
1.1.5 (The Laws of Exponents). Let $m$ and $n$ be integers and let $x$ be an element of a group $G$. Then:
(i) $x^{m} x^{n}=x^{m+n}=x^{n} x^{m}$; and
(ii) $\left(x^{m}\right)^{n}=x^{m n}=\left(x^{n}\right)^{m}$.

Proof. (i) Let $m \geq 0$ and $n \geq 0$; then by induction on $n$ and the definition $x^{m} x^{n}=x^{m+n}$. Applying 1.1.3 we deduce that $x^{n}=x^{-m} x^{m+n}$ and $x^{m}=x^{m+n} x^{-n}$. Finally inversion of the equation $x^{m} x^{n}=x^{m+n}$ and application of 1.1.4 yield $x^{-n} x^{-m}=x^{-m+(-n)}$. Hence the law is established in all cases.
(ii) If $n \geq 0$, it follows from (i) that $\left(x^{m}\right)^{n}=x^{m n}$. Now assume that $n<0$; then $\left(x^{m}\right)^{n}=\left(\left(x^{m}\right)^{-n}\right)^{-1}=\left(x^{-m n}\right)^{-1}=x^{m n}$ since $x^{-m n} x^{m n}=1$.

## Isomorphism

If $G$ and $H$ are groups, a function $\alpha: G \rightarrow H$ is called an isomorphism if it is a bijection (or one-one correspondence) and if $(x y) \alpha=(x) \alpha \cdot(y) \alpha$. The symbolism $G \simeq H$ signifies that there is at least one isomorphism from $G$ to $H$. If $\alpha: G \rightarrow H$ is an isomorphism, an application of $\alpha$ to $1_{G} 1_{G}=1_{G}$ shows that $1_{G} \alpha=1_{H}$, and to $x x^{-1}=1_{G}$ that $\left(x^{-1}\right) \alpha=(x \alpha)^{-1}$. It is easy to prove that isomorphism is an equivalence relation on groups.

One can see from the definition that isomorphic groups have exactly corresponding underlying sets and group operations. Thus any property of a group deducible from its cardinality and group operation will be possessed by all groups isomorphic to it. For this reason one is not usually interested in distinguishing between a group and groups that are isomorphic to it.

## Exercises 1.1

1. Show that a semigroup with a left identity and left inverses is a group.
2. The identity $\left(x_{1} x_{2} \cdots x_{n}\right)^{-1}=x_{n}^{-1} \cdots x_{2}^{-1} x_{1}^{-1}$ holds in any group.
3. If the identity $x^{2}=1$ holds in a group $G$, then $G$ is abelian.
4. Show from first principles that a group of even order contains an involution, that is, an element $g \neq 1$ such that $g^{2}=1$.
5. The equation $(x y)^{n}=x^{n} y^{n}$ holds identically in a group for all $n$ if and only if the group is abelian.

### 1.2. Examples of Groups

We shall now review some of the more obvious sources of groups.

## (i) Groups of Numbers

Let $\mathbb{Z}, \mathbb{Q}, \mathbb{R}$, and $\mathbb{C}$ denote respectively the sets of all integers, rational numbers, real numbers, and complex numbers. Each set becomes a group if we specify ordinary addition as the group operation, zero as the identity and minus $x$ as the inverse of $x$. The axioms of arithmetic guarantee the validity of the group axioms as well as the commutativity of the group operation. Thus all four groups are abelian.

The sets $\mathbb{Q} \backslash\{0\}, \mathbb{R} \backslash\{0\}$, and $\mathbb{C} \backslash\{0\}$ are groups with respect to multiplication, 1 being the identity and $1 / x$ being the inverse of $x$. Again all the groups are abelian.

## (ii) Groups of Matrices

Let $R$ be a ring with an identity element and let $\operatorname{GL}(n, R)$ denote the set of all $n \times n$ matrices with coefficients in $R$ which have inverses (these are to be $n \times n$ matrices over the ring $R$ ). Taking matrix multiplication as the group operation, we see from elementary properties of matrices that $\operatorname{GL}(n, R)$ is a group whose identity element is $1_{n}$, the $n \times n$ identity matrix. This group is called the general linear group of degree $n$ over $R$. It is nonabelian if $n>1$. In particular, if $F$ is a field, $\operatorname{GL}(n, F)$ is the group of all nonsingular $n \times n$ matrices over $F$.

## (iii) Groups of Linear Transformations

If $V$ is an $n$-dimensional vector space over a field $F$, let $\operatorname{GL}(V)$ denote the set of all bijective linear transformations of $V$. Then $\mathrm{GL}(V)$ is a group if functional composition is specified as the group operation: thus $(v) \alpha \circ \beta=$ $((v) \alpha) \beta$ where $v \in V$ and $\alpha, \beta \in \operatorname{GL}(V)$.

There is a close connection between the groups $\operatorname{GL}(V)$ and $\operatorname{GL}(n, F)$. For, if a fixed ordered basis for $V$ is chosen, each bijective linear transformation of $V$ is associated with a nonsingular $n \times n$ matrix over $F$. This correspondence is an isomorphism from $\mathrm{GL}(V)$ to $\mathrm{GL}(n, F)$, the reason being that when two linear transformations are composed, the product of the corresponding matrices represents the composite. These facts can be found in most text books on linear algebra.

## (iv) Groups of Isometries

Let $M$ be a metric space with a distance function $d: M \times M \rightarrow \mathbb{R}$. An isometry of $M$ is a bijective mapping $\alpha: M \rightarrow M$ which preserves distances; thus

$$
(x \alpha, y \alpha) d=(x, y) d
$$

for all $x, y$ in $M$. It is very easy to verify that the set of all isometries of $M$ is a group with respect to the operation of functional composition. We shall write this group

$$
\operatorname{Isom}(M) .
$$

Suppose next that $X$ is a nonempty subset of $M$. If $\alpha$ is an isometry, define $X \alpha$ to be the set $\{x \alpha \mid x \in X\}$. The symmetry group of $X$ with respect to the metric space $M$ is the set

$$
S_{M}(X)=\{\alpha \in \operatorname{Isom}(M) \mid X \alpha=X\}
$$

of all isometries that leave $X$ fixed as a set, together with functional composition. Again it is clear that this is a group. The more "symmetrical" the set
$X$, the larger is the symmetry group. Thus we arrive at the fundamental idea of a group as a measure of the symmetry of a structure. It is one reason for the prevalence of groups in so many areas of science.

## (v) Isometries of $E^{2}$

Let $E^{n}$ denote $n$-dimensional Euclidean space. We shall give a brief account of isometries and symmetries in $E^{2}$. For a detailed study of isometries in $E^{2}$ and in $E^{3}$ see [b11].

There are three natural types of isometry in $E^{2}$, rotations about a point, reflections in a line, and translations: in the latter the point $(x, y)$ is moved to $(x+a, y+b)$ for some fixed $a, b$. It can be shown that every isometry is a rotation, a translation, a reflection, or the product of a reflection and a translation.

If $X$ is a bounded subset of $E^{2}$, it is intuitively clear that an isometry leaving $X$ invariant cannot be a translation, and in fact must be a rotation or a reflection.

Let us use the preceding remarks to analyze a famous example. Let $X$ be a regular polygon with $n$ edges $(n \geq 3)$. The rotations that leave $X$ invariant are about the center of $X$ through angles $2 \pi i / n, i=0,1, \ldots, n-1$. The reflections which preserve $X$ are in lines joining opposite vertices or midpoints of opposite edges if $n$ is even, or in lines through a vertex and the midpoint of the opposite edge if $n$ is odd. Thus in all $S_{E^{2}}(X)$ contains $n+n=2 n$ elements. This group is called the dihedral group of order $2 n$; it is written

$$
D_{2 n}
$$

(The reader is warned that some authors denote this group by $D_{n}$.)

## (vi) Groups of Permutations

If $X$ is a nonempty set, a bijection $\pi: X \rightarrow X$ is called a permutation of $X$. The set of all permutations of $X$ is a group with respect to functional composition called the symmetric group on $X$,

$$
\operatorname{Sym} X \text {. }
$$

When $X=\{1,2, \ldots, n\}$, it is customary to write

$$
S_{n}
$$

for $\operatorname{Sym} X$, and to call this the symmetric group of degree $n$.
Historically the first groups to be studied systematically were groups of permutations (or substitutions, as they were called). This approach is not so limited as it might seem since by a fundamental result (1.6.8) every group is isomorphic with a group of permutations of its underlying set.

We remind the reader that the signature of a permutation $\pi \in S_{n}$ is defined to be

$$
\operatorname{sign} \pi=\prod_{1 \leq i<j \leq n} \frac{(i) \pi-(j) \pi}{i-j}
$$

which equals +1 or -1 . Recall that $\pi$ is even if sign $\pi=+1$ and odd if sign $\pi=-1$. From the definition it is easy to check the formulas

$$
\operatorname{sign}\left(\pi_{1} \pi_{2}\right)=\left(\operatorname{sign} \pi_{1}\right)\left(\operatorname{sign} \pi_{2}\right) \quad \text { and } \quad \operatorname{sign}\left(\pi^{-1}\right)=\operatorname{sign} \pi
$$

Hence the set of all even permutations in $S_{n}$ is also a group with respect to functional composition; this is the alternating group $A_{n}$. Obviously $\left|A_{1}\right|=1$; if $n>1$, the function $\pi \mapsto \pi(1,2)$ is a bijection from $A_{n}$ to the set of all odd permutations in $S_{n}$; hence $\left|A_{n}\right|=\frac{1}{2}(n!)$.

## EXERCISES 1.2

1. Prove that no two of the groups $\mathbb{Z}, \mathbb{Q}, \mathbb{R}$ are isomorphic.
2. Let $R$ be a ring with identity. Prove that $\operatorname{GL}(n, R)$ is abelian if and only if $n=1$ and $R^{*}$ is commutative. (Here $R^{*}$ is the group of units, i.e., invertible elements of R.)
3. Describe the symmetry group of: (a) an isosceles but nonequilateral triangle; (b) a swastika.
4. Show that the symmetry group of a rectangle which is not a square has order 4. By labeling the vertices $1,2,3,4$, represent the symmetry group as a group of permutations of the set $\{1,2,3,4\}$. (This is called a Klein 4-group.)
5. Represent the dihedral group $D_{2 n}$ as a group of permutations of the set $\{1,2, \ldots, n\}$ by labeling the vertices of a regular polygon with $n$ edges.
6. Describe the symmetry group of $\mathbb{Z}$ in $E^{1}$. (This group, $D_{\infty}$, is known as the infinite dihedral group.)
7. Exhibit all rotations of $E^{3}$ that leave invariant a regular tetrahedron. This group is called the tetrahedral group. Prove that it is isomorphic with $A_{4}$.
8. Show that the group of all rotations in $E^{3}$ that leave a cube invariant is isomorphic with $S_{4}$. [Hint: A rotation permutes the four diagonals of the cube.]
9. A regular octahedron is the polyhedron obtained by joining the centres of the faces of a cube. Prove that the rotation group of the octahedron is isomorphic with $S_{4}$ (sometimes known as the octahedral group).
10. Prove that Sym $X$ is abelian if and only if $|X| \leq 2$.
11. Give a group-theoretic proof of Wilson's Theorem: if $p$ is a prime, then $(p-1)!\equiv$ $-1(\bmod p)$. [Hint: Form the product of all the elements of the group $\mathbb{Z}_{p}^{*}$.]

### 1.3. Subgroups and Cosets

Let $G$ be a group and let $H$ be a subset of $G$. We say that $H$ is a subgroup of $G$ if $(H, *)$ is a group where $*$ is the group operation of $G$ restricted to $H$. From 1.1.3 and the equation $1_{H} 1_{H}=1_{H}$ it follows that $1_{H}=1_{G}$. Also, if $x_{H}^{-1}$ is the inverse of $x$ in the group $(H, *)$, then $x x_{H}^{-1}=1_{H}=1_{G}$, whence $x_{H}^{-1}=x^{-1}$. Thus identity and inverses are the same in $G$ and in $H$. From this it is clear that a subset $H$ is a subgroup of $G$ if and only if it contains the identity and all products and inverses of its elements.

We shall write

$$
H \leq G \quad \text { or } \quad G \geq H
$$

to signify that $H$ is a subgroup of $G$. Two obvious examples of subgroups are the trivial or identity subgroup $\left\{1_{G}\right\}$, usually written $1_{G}$ or 1 , and the improper subgroup $G$ itself. If $H \leq G$ and $H \neq G$, then $G$ is called a proper subgroup of $G$; in symbols $H<G$ or $G>H$.
1.3.1 (The Subgroup Criterion). Let $H$ be a subset of a group G. Then $H$ is a subgroup of $G$ if and only if $H$ is not empty and $x y^{-1} \in H$ whenever $x \in H$ and $y \in H$.

Proof. Necessity being clear, assume that the conditions hold: then there exists an $h \in H$ and $1_{G}=h h^{-1} \in H$. If $x, y \in H$, then $1_{G} y^{-1}=y^{-1} \in H$ and hence $x\left(y^{-1}\right)^{-1}=x y \in H$. Thus $H$ is a subgroup.

## Examples of Subgroups

(i) $\mathbb{Z}, \mathbb{Q}$, and $\mathbb{R}$ are subgroups of $\mathbb{C}$.
(ii) Let $R$ be a commutative ring with identity. Define $\operatorname{SL}(n, R)$ to be the set of all $n \times n$ matrices over $R$ with determinant equal to 1 . Since $\operatorname{det}\left(A B^{-1}\right)=(\operatorname{det} A)(\operatorname{det} B)^{-1}$ and $\operatorname{SL}(n, R)$ contains the identity matrix, we see from 1.3.1 that $\operatorname{SL}(n, R)$ is a subgroup of $\operatorname{GL}(n, R)$; it is called the special linear group of degree $n$ over $R$.
(iii) $A_{n}$ is a subgroup of $S_{n}$. This follows from 1.3.1 and the equation $\operatorname{sign}\left(\pi_{1} \pi_{2}^{-1}\right)=\left(\operatorname{sign} \pi_{1}\right)\left(\operatorname{sign} \pi_{2}\right)$.

## Intersections and Joins of Subgroups

1.3.2. If $\left\{H_{\lambda} \mid \lambda \in \Lambda\right\}$ is a set of subgroups of a group $G$, then $I=\bigcap_{\lambda \in \Lambda} H_{\lambda}$ is a subgroup of $G$.

Proof. Obviously $1 \in I$. If $x, y \in I$, then $x, y \in H_{\lambda}$ and hence $x y^{-1} \in H_{\lambda}$ for all $\lambda \in \Lambda$. Thus $x y^{-1} \in I$ and $I \leq G$ by 1.3.1.

## The Subgroup Generated by a Subset

Let $X$ be a nonempty subset of a group $G$. Define the subgroup generated by $X$

$$
\langle X\rangle
$$

to be the intersection of all subgroups of $G$ which contain $X$ : notice that there will always be at least one such subgroup, $G$ itself. That $\langle X\rangle$ is a subgroup follows from 1.3.2. In a real sense $\langle X\rangle$ is the smallest subgroup of $G$ containing $X$ : for if $X \subseteq S \leq G$, then $\langle X\rangle \subseteq S$. Clearly $X=\langle X\rangle$ precisely when $X$ itself is a subgroup.

Naturally one wishes to have a description of the elements of $\langle X\rangle$.
1.3.3. If $X$ is a nonempty subset of a group $G$, then $\langle X\rangle$ is the set of all elements of the form $x_{1}^{\varepsilon_{1}} \cdots x_{k}^{\varepsilon_{k}}$ where $\varepsilon_{i}= \pm 1, x_{i} \in X$, and $k \geq 0$. (When $k=0$, the product is to be interpreted as 1 .)

Proof. Let $S$ denote the set of all such elements. Then $S$ is a subgroup by 1.3.1, while clearly $X \subseteq S$ : hence $\langle X\rangle \subseteq S$. But obviously $S \subseteq\langle X\rangle$, so that $S=\langle X\rangle$.

If $n$ is a positive integer, a group is said to be an n-generator group if it can be generated by some $n$-subset $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. A group is finitely generated if it is $n$-generator for some $n$.

A 1-generator group $\langle x\rangle \equiv\langle\{x\}\rangle$ is termed cyclic: by 1.3.3 this consists of all the powers of $x$. The standard example of an infinite cyclic group is $\mathbb{Z}$, while $\mathbb{Z}_{n}$, the additive group of congruence classes modulo $n$, is the standard cyclic group of order $n$.

If $\left\{X_{\lambda} \mid \lambda \in \Lambda\right\}$ is a set of subgroups of $G$, the join of the $X_{\lambda}$ 's or the subgroup generated by the $X_{\lambda}$ 's is defined to be $\left\langle\bigcup_{\lambda \in \Lambda} X_{\lambda}\right\rangle$. This will be written

$$
\left\langle X_{\lambda} \mid \lambda \in \Lambda\right\rangle
$$

or in case $\Lambda=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$, a finite set,

$$
\left\langle X_{\lambda_{1}}, \ldots, X_{\lambda_{n}}\right\rangle .
$$

If $G$ is any group, the set $\mathbf{S}(G)$ of all subgroups of $G$ is a partially ordered set with respect to set inclusion. Moreover a nonempty subset of $\mathbf{S}(G)$ has a least upper bound in $\mathbf{S}(G)$, the join of all its elements, and a greatest lower bound in $\mathbf{S}(G)$, the intersection of all its elements. Thus $\mathbf{S}(G)$ is a complete lattice, known as the subgroup lattice of $G$. The unique smallest element of $\mathbf{S}(G)$ is 1 , the unique largest $G$.

## Hasse Diagrams

It is sometimes helpful to visualize the inclusions which exist between subgroups of a group by means of a Hasse diagram. In this subgroups are
represented by vertices, while an ascending edge or sequence of ascending edges joining two subgroups indicates that the lower subgroup is contained in the upper subgroup. The basic Hasse diagram is the so-called parallelogram diagram.


## Left and Right Cosets

If $H$ is a fixed subgroup of a group $G$, a relation $\sim_{H}$ on $G$ is defined in the following way: $x \sim_{H} y$ holds if and only if $x=y h$ for some $h \in H$. It is easy to check that $\sim_{H}$ is an equivalence relation on $G$ and that the equivalence class containing $x$ is the subset $x H$ defined by

$$
x H=\{x h \mid h \in H\}:
$$

this is called the left coset of $H$ containing $x$. Observe that distinct left cosets are disjoint and $x H=y H$ if and only if $x^{-1} y \in H$. All left cosets of $H$ have the cardinality of $H$ in view of the bijection $h \mapsto x h$ from $H$ to $x H$. The union of all the left cosets of $H$ is $G$.

Let us select an element from each left coset of $H$ (thereby using the axiom of choice!) and write $T$ for the resulting set of left coset representatives. Then $G$ is the disjoint union

$$
G=\bigcup_{t \in T} t H
$$

and every element of $G$ can be uniquely written in the form $t h, t \in T, h \in H$. The set $T$ is called a left transversal to $H$ in $G$. Notice that $|T|$ equals the cardinality of the set of left cosets of $H$. Frequently it is convenient to choose 1 as the coset representative of $H$, so that $1 \in T$.

In a precisely similar way the right coset

$$
H x=\{h x \mid h \in H\}
$$

arises as the ${ }_{H} \sim$-equivalence class containing $x$ where $x_{H} \sim y$ means that $x=h y$ for some $h \in H$. The terms right coset representative and right transversal are defined analogously.

## Products and Inverses of Subsets

It is useful to generalize the notion of a coset. If $X$ and $Y$ are arbitrary nonempty subsets of a group, define their product to be the subset

$$
X Y=\{x y \mid x \in X, y \in Y\}
$$

and the inverse of $X$ to be

$$
X^{-1}=\left\{x^{-1} \mid x \in X\right\} .
$$

Then clearly $x H=\{x\} H$ is a left coset and $H x=H\{x\}$ a right coset if $H \leq G$. Multiplication of subsets is associative and $\left(X^{-1}\right)^{-1}=X$ is always valid.

More generally we define the product of a family of subsets

$$
X_{1} X_{2} \cdots X_{k}
$$

this consists of all products $x_{1} x_{2} \cdots x_{k}$ where $x_{i} \in X_{i}$. Of course we speak of a sum of subsets in the case of an additive group.
1.3.4. Let $H$ be a subgroup of $G$ and let $T$ be a left transversal to $H$ in $G$. Then $T^{-1}$ is a right transversal to $H$ in $G$. In particular, the sets of left and right cosets of $H$ have the same cardinality.

Proof. Since $G$ is the disjoint union of the $t H, t \in T$, inversion shows that $G^{-1}=G$ is the disjoint union of the $(t H)^{-1}=H t^{-1}$.

The cardinality of the set of left (or right) cosets of $H$ in $G$ is called the index of $H$ in $G$ and is written

$$
|G: H| .
$$

1.3.5. Let $K \leq H \leq G$. If $T$ is a left transversal to $H$ in $G$ and $U$ a left transversal to $K$ in $H$, then $T U$ is a left transversal to $K$ in $G$. Thus

$$
|G: K|=|G: H| \cdot|H: K| .
$$

Proof. $G=\bigcup_{t \in T} t H$ and $H=\bigcup_{u \in U} u K$, whence $G=\bigcup_{t \in T, u \in U} t u K$. It remains to show that all the cosets $t u K$ are distinct. Suppose that $t u K=t^{\prime} u^{\prime} K$ where $t, t^{\prime} \in T$ and $u, u^{\prime} \in U$ : then $t^{-1} t^{\prime} \in H$ and $t H=t^{\prime} H$. Since $T$ is a transversal, $t=t^{\prime}$; hence $u K=u^{\prime} K$ and $u=u^{\prime}$ since $U$ is a transversal.

Specializing to the case $K=1$, we obtain a fundamental theorem.
1.3.6 (Lagrange's Theorem). If $G$ is a group and $H$ is a subgroup of $G$, then $|G|=|G: H| \cdot|H|$. If $G$ is finite, $|G: H|=|G| /|H|$. Hence the order of a subgroup always divides the order of the group if the latter is finite.

On the other hand, just because a positive integer divides the group order it does not follow that there is a subgroup with this order (see Exercise 1.3.3).

## Double Cosets

If $H$ and $K$ are subgroups and $x$ is an element of a group $G$, the subset

$$
H x K=\{h x k \mid h \in H, k \in K\}
$$

is called an $(H, K)$-double coset. There is a partition of the group into double cosets which is occasionally useful.
1.3.7. Let $H$ and $K$ be subgroups of a group $G$.
(i) The group $G$ is a union of $(H, K)$-double cosets.
(ii) Two $(H, K)$-double cosets are either equal or disjoint.
(iii) The double coset $H x K$ is a union of right cosets of $H$ and a union of left cosets of $K$.

Proof. Define $x \sim y$ to mean that $x=h y k$ for some $h$ in $H$ and $k$ in $K$. It is easy to check that $\sim$ is an equivalence relation on $G$, the equivalence class containing $x$ being $H x K$. Thus (i) and (ii) follow at once. (iii) is clear.

## The Order of an Element

A group element $x$ has finite order $n$ if the cyclic subgroup $\langle x\rangle$ has order $n$. If $\langle x\rangle$ is infinite, then $x$ has infinite order. We shall write

$$
|x|
$$

for the order of $x$. Elements of order 2 are often called involutions.
A torsion group (or periodic group) is a group all of whose elements have finite order. If the orders of the elements of a group are finite and bounded, the group is said to have finite exponent. The exponent of the group is then the least common multiple of all the orders. Obviously a finite group has finite exponent and a group with finite exponent is a torsion group.

On the other hand, a group is said to be torsion-free (or aperiodic) if apart from the identity all its elements have infinite order.
1.3.8. Let $x$ be an element of a group $G$.
(i) $x$ has infinite order if and only if all powers of $x$ are distinct.
(ii) If $x$ has finite order $n$, then $x^{m}=1$ if and only if $n \mid m$. Moreover $\langle x\rangle$ consists of the distinct elements $1, x, x^{2}, \ldots, x^{n-1}$.
(iii) If $x$ has finite order $n$, the order of $x^{k}$ equals $n /(n, k)$.

Proof. If all powers of $x$ are distinct, $\langle x\rangle$ is obviously infinite. Conversely suppose that two powers of $x$ are equal, say $x^{l}=x^{m}$ where $l<m$; then $x^{m-l}=1$. Thus we can choose the least positive integer $n$ such that $x^{n}=1$. Using the division algorithm we may write an arbitrary integer $m$ in the form $m=q n+r$ where $q, r$ are integers and $0 \leq r<n$. Then $x^{m}=\left(x^{n}\right)^{q} x^{r}=$ $x^{r}$, which shows that $\langle x\rangle=\left\{1, x, \ldots, x^{n-1}\right\}$. Hence $x$ has finite order. Also $x^{m}=1$ if and only if $r=0$, that is, if $n \mid m$ : this is by minimality of $n$. Next suppose that $x^{i}=x^{j}$ where $0 \leq i \leq j<n$. Then $x^{j-i}=1$, so that $n \mid j-i$ : but this can only mean that $i=j$. Hence the elements $1, x, \ldots, x^{n-1}$ are all distinct and $|x|=n$. Thus (i) and (ii) are established.

To prove (iii) observe that $\left(x^{k}\right)^{n(n, k)}=\left(x^{n}\right)^{k(n, k)}=1$, which implies that $m=\left|x^{k}\right|$ divides $n /(n, k)$. Also since $\left(x^{k}\right)^{m}=1$, one has that $n \mid k m$ and hence that $n /(n, k)$ divides $(k /(n, k)) m$. By Euclid's Lemma $n /(n, k)$ divides $m$, so $m=n /(n, k)$.

## Subgroups of Cyclic Groups

While it can be an arduous task to determine all the subgroups of a group, there is little difficulty in the case of cyclic groups.
1.3.9. Let $G=\langle x\rangle$ and let $H$ be a subgroup of $G$.
(i) If $G$ is infinite, then $H$ is either infinite cyclic or trivial.
(ii) If $G$ has finite order $n$, then $H$ is cyclic of order dividing $n$. Conversely, to each positive divisor $d$ of $n$ there corresponds exactly one subgroup of order d, namely $\left\langle x^{n / d}\right\rangle$.

Proof. We prove first that $H$ is cyclic. If $H=1$, this is obvious, so let $H \neq 1$; then $H$ contains some positive power $x^{s} \neq 1$. Let $s$ be chosen minimal with this property. Clearly $\left\langle x^{s}\right\rangle \subseteq H$. If $x^{t} \in H$, write $t=s q+r$ where $q, r \in \mathbb{Z}$ and $0 \leq r<s$. Then $x^{r}=\left(x^{s}\right)^{-q} x^{t} \in H$, so the minimality of $s$ shows that $r=0$ and $s \mid t$. Hence $x^{t} \in\left\langle x^{s}\right\rangle$ and $H=\left\langle x^{s}\right\rangle$. If $G$ is infinite, $x$ has infinite order, as does $x^{s}$. Hence $H$ is an infinite cyclic group.

Now let $|x|=n<\infty$. Then $|H|$ divides $n$, as we see at once from Lagrange's Theorem. Conversely suppose that $d \mid n$; then $\left|x^{n / d}\right|=d$ by 1.3.8 and $\left|\left\langle x^{n / d}\right\rangle\right|=d$. Finally suppose that $\left\langle x^{k}\right\rangle$ is another subgroup of order $d$. Then $x^{k d}=1$ and $n \mid k d$ : consequently $n / d$ divides $k$ and $\left\langle x^{k}\right\rangle \leq\left\langle x^{n / d}\right\rangle$. But these subgroups both have order $d$, so they coincide.

It is obvious that a group has just one subgroup if and only if it has order 1 . We determine next the groups with exactly two subgroups.
1.3.10. A group $G$ has precisely two subgroups, namely 1 and $G$, if and only if it is cyclic of prime order.

Proof. Sufficiency is immediate from 1.3.6. If $G$ has only two subgroups and $1 \neq x \in G$, then $G=\langle x\rangle$. Moreover, should $|x|$ be infinite, $\left\langle x^{2}\right\rangle$ will be a proper nontrivial subgroup. Hence $|x|$ is finite and by 1.3.9 it must be prime.

## Index Theorems

We shall record some basic properties of the index of a subgroup.
1.3.11. Let $H$ and $K$ be subgroups of a group $G$.
(i) $|H K| \cdot|H \cap K|=|H| \cdot|K|$, so that $|H: H \cap K|=|H K| /|K|$ if $H$ and $K$ are finite.
(ii) $|G: H \cap K| \leq|G: H| \cdot|G: K|$, with equality if the indices $|G: H|$ and $|G: K|$ are finite and coprime.

Proof. (i) Define an equivalence relation $\sim$ on the set product $H \times K$ by the rule $(h, k) \sim\left(h^{\prime}, k^{\prime}\right)$ if and only if $h k=h^{\prime} k^{\prime}$; this is equivalent to $h^{-1} h^{\prime}=$ $k\left(k^{\prime}\right)^{-1}$ or to $\left(h^{\prime}, k^{\prime}\right)=\left(h i, i^{-1} k\right)$ for some $i \in H \cap K$. Hence the equivalence class $\overline{(h, k)}$ containing $(h, k)$ has cardinality $|H \cap K|$. Now consider the function $(h, k) \mapsto h k$ : elements equivalent to $(h, k)$ also map to $h k$, so we have a function from the set of equivalence classes to $H K$ given by $\overline{(h, k)} \mapsto h k$. Moreover this function is bijective by definition of $\sim$. Hence the set of all equivalence classes has cardinality $|H K|$. Since $|H \times K|=|H| \cdot|K|$, it follows that $|H| \cdot|K|=|H K| \cdot|H \cap K|$.
(ii) To each left coset $x(H \cap K)$ we assign the pair of left cosets $(x H, x K)$ : this pair is clearly well-defined. Now $(x H, x K)=\left(x^{\prime} H, x^{\prime} K\right)$ if and only if $x^{-1} x^{\prime} \in H \cap K$ or $x(H \cap K)=x^{\prime}(H \cap K)$. Therefore the assignment $x(H \cap K) \mapsto(x H, x K)$ is an injection and

$$
|G: H \cap K| \leq|G: H| \cdot|G: K| .
$$

If $|G: H|$ and $|G: K|$ are finite and relatively prime, each divides $|G: H \cap K|$ by 1.3 .5 , whence their product does too.
1.3.12 (Poincaré). The intersection of a finite set of subgroups each of which has finite index is itself of finite index.

The important result is an immediate consequence of 1.3 .11 (ii).

## Permutable Subgroups and Normal Subgroups

Two subgroups $H$ and $K$ of a group $G$ are said to permute if $H K=K H$. This is in fact precisely the condition for $H K$ to be a subgroup.
1.3.13. If $H$ and $K$ are subgroups of a group, then $H K$ is a subgroup if and only if $H$ and $K$ permute. In this event $H K=\langle H, K\rangle=K H$.

Proof. Suppose that $H K \leq G$; then $H \leq H K$ and $K \leq H K$, so $K H \subseteq H K$. Taking inverses of each side we get $H K \subseteq K H$, whence $H K=K H$. Moreover $\langle H, K\rangle \leq H K$ since $H K \leq G$, while $H K \subseteq\langle H, K\rangle$ is always true; thus $\langle H, K\rangle=H K$. Conversely let $H K=K H$ : if $h_{i} \in H$ and $k_{i} \in K$, then

$$
h_{1} k_{1}\left(h_{2} k_{2}\right)^{-1}=h_{1}\left(k_{1} k_{2}^{-1}\right) h_{2}^{-1}
$$

now $\left(k_{1} k_{2}^{-1}\right) h_{2}^{-1}=h_{3} k_{3}$ where $h_{3} \in H$ and $k_{3} \in K$. Hence $h_{1} k_{1}\left(h_{2} k_{2}\right)^{-1}=$ $\left(h_{1} h_{3}\right) k_{3} \in H K$ and $H K \leq G$ by 1.3.1.
1.3.14 (Dedekind's $\dagger$ Modular Law). Let $H, K, L$ be subgroups of a group and assume that $K \subseteq L$. Then $(H K) \cap L=(H \cap L) K$. In particular, if $H$ and $K$ permute, $\langle H, K\rangle \cap L=\langle H \cap L, K\rangle$.

Proof. In the first place $(H \cap L) K \subseteq H K$ and $(H \cap L) K \subseteq L K=L$ : hence $(H \cap L) K \subseteq(H K) \cap L$. Conversely let $x \in(H K) \cap L$ and write $x=h k,(h \in H$, $k \in K)$ : then $h=x k^{-1} \in L K=L$, so that $h \in H \cap L$. Hence $x \in(H \cap L) K$. The second part follows via 1.3.13.

The reader should note that since $K \cap L=K$, the modular law is really a form of the distributive law $(H K) \cap L=(H \cap L)(K \cap L)$ : however the latter is false in general.

A subgroup of a group $G$ which permutes with every subgroup of $G$ is said to be permutable (or quasinormal). By far the most important examples of permutable subgroups are normal subgroups: these are subgroups possessing one of the three equivalent properties in the next result.
1.3.15. If $H$ is a subgroup of a group $G$, the following statements about $H$ are equivalent:
(i) $x H=H x$ for all $x \in G$;
(ii) $x^{-1} H x=H$ for all $x \in G$; and
(iii) $x^{-1} h x \in H$ for all $x \in G, h \in H$.

## Proof.

(i) $\Rightarrow$ (ii). Premultiply by $x^{-1}$.
(ii) $\Rightarrow$ (iii). This is clear.
(iii) $\Rightarrow$ (i). Let $h \in H$ and $x \in G$. Then $h x=x\left(x^{-1} h x\right) \in x H$ and $x h=$ $\left(x^{-1}\right)^{-1} h x^{-1} \cdot x \in H x$. Hence $x H=H x$.

The notation

$$
H \triangleleft G
$$

$\dagger$ Richard Dedekind (1831-1916).
signifies that $H$ is a normal subgroup of $G$. Of course 1 and $G$ are normal subgroups and these may well be the only normal subgroups of $G$. If this is the case and $G \neq 1$, the group $G$ is said to be simple. More interesting instances of normality are: $A_{n} \triangleleft S_{n}$ and $\operatorname{SL}(n, R) \triangleleft \mathrm{GL}(n, R)$. Note also that in an abelian group every subgroup is normal.

It follows from 1.3 .15 that a normal subgroup is permutable: hence the product of a subgroup and a normal subgroup is always a subgroup.
1.3.16. If $\left\{N_{\lambda} \mid \lambda \in \Lambda\right\}$ is a collection of normal subgroups of a group, then $\bigcap_{\lambda \in \Lambda} N_{\lambda}$ and $\left\langle N_{\lambda} \mid \lambda \in \Lambda\right\rangle$ are normal subgroups.

Proof. The first part is clear: to prove the second apply 1.3.3.

## Normal Closure and Core

If $X$ is a nonempty subset of a group $G$, the normal closure of $X$ in $G$ is the intersection of all the normal subgroups of $G$ which contain $X$. By 1.3.16 this is a normal subgroup; it is denoted by

$$
X^{G}
$$

Clearly $X^{G}$ is the smallest normal subgroup containing $X$ and it is easy to show that $X^{G}=\left\langle g^{-1} X g \mid g \in G\right\rangle$, cf. the proof of 1.3.3.

Dual to the normal closure is $X_{G}$ the normal interior or core of $X$ in $G$; this is defined to be the join of all the normal subgroups of $G$ that are contained in $X$, with the convention that $X_{G}=1$ if there are no such subgroups. Again it is simple to prove that $H_{G}=\bigcap_{g \in G} g^{-1} H g$ for $H$ a subgroup.

## Exercises 1.3

1. If $H \leq G$, then $G \backslash H$ is finite if and only if $G$ is finite or $H=G$.
2. Find all subgroups of $S_{3}$. Using a Hasse diagram display the subgroup lattice.
3. Repeat Exercise 2 for $A_{4}$, observing that $A_{4}$ has no subgroup of order 6 .
*4. Let $d(G)$ be the smallest number of elements necessary to generate a finite group $G$. Prove that $|G| \geq 2^{d(G)}$. [Note: By convention $d(G)=0$ if $|G|=1$.]
4. A cyclic group of finite order $n$ is isomorphic with $\mathbb{Z}_{n}$ : an infinite cyclic group is isomorphic with $\mathbb{Z}$.
*6. If $G$ is infinite cyclic and $1 \neq H \leq G$, then $|G: H|$ is finite.
5. A group has exactly three subgroups if and only if it is cyclic of order $p^{2}$ for some prime $p$.
*8. Let $H$ and $K$ be subgroups with coprime indices in a finite group $G$. Prove that $G=H K$ (use 1.3.11).
6. Let $H \leq G$ and $K \leq G$. Then $H \cup K \leq G$ if and only if $H \leq K$ or $K \leq H$. Deduce that no group is a union of two proper subgroups.
7. Give examples of: (a) a torsion group with infinite exponent; and (b) an infinite group with finite exponent.
8. Prove that $\mathbb{Q}$ is not finitely generated.
9. Let $H$ and $K$ be subgroups of a finite group $G$.
(a) Show that the number of right cosets of $H$ in $H d K$ equals $\left|K: H^{d} \cap K\right|$.
(b) Prove that

$$
\sum_{d} \frac{1}{\left|H^{d} \cap K\right|}=\frac{|G|}{|H| \cdot|K|}=\sum_{d} \frac{1}{\left|H \cap K^{d}\right|}
$$

where $d$ runs over a set of $(H, K)$-double coset representatives.
13. A subgroup of index 2 is always normal.
14. Given that $H_{\lambda} \triangleleft K_{\lambda} \leq G$ for all $\lambda$ in $\Lambda$, show that $\bigcap_{\lambda} H_{\lambda} \triangleleft \bigcap_{\lambda} K_{\lambda}$.
*15. Show that normality is not a transitive relation (check $D_{8}$ ).
*16. If $H \leq K \leq G$ and $N \triangleleft G$, show that the equations $H N=K N$ and $H \cap N=$ $K \cap N$ imply that $H=K$.
*17. If $G=D_{2 n}$, find elements $x$ and $y$ of orders 2 and $n$ respectively such that $G=\langle x, y\rangle$ and $x^{-1} y x=y^{-1}$.
*18. If $H \leq G$, prove that $H^{G}=\left\langle H^{g} \mid g \in G\right\rangle$ and $H_{G}=\bigcap_{g \in G} H^{g}$.
19. Show that $(H K) \cap L=(H \cap L)(K \cap L)$ is not valid for all subgroups $H, K, L$.

### 1.4. Homomorphisms and Quotient Groups

Let $G$ and $H$ be two groups. A function $\alpha: G \rightarrow H$ is called a homomorphism if

$$
(x y) \alpha=(x \alpha)(y \alpha)
$$

for all $x, y \in G$. For multiplicative groups it is advantageous to write $x^{\alpha}$ instead of $x \alpha$, so that the above becomes

$$
(x y)^{\alpha}=x^{\alpha} y^{\alpha} .
$$

The set of all homomorphisms from $G$ to $H$ is denoted by

$$
\operatorname{Hom}(G, H) .
$$

This set is always nonempty since it contains the zero homomorphism 0 : $G \rightarrow H$ which sends every element of $G$ to $1_{H}$.

A homomorphism $\alpha: G \rightarrow G$ is called an endomorphism of $G$. The identity function 1: $G \rightarrow G$ is clearly an endomorphism.

Of the greatest importance are the image $\operatorname{Im} \alpha$ and the kernel $\operatorname{Ker} \alpha$ of a homomorphism $\alpha: G \rightarrow H$. These subsets are defined as follows:

$$
\operatorname{Im} \alpha \equiv G^{\alpha}=\left\{x^{\alpha} \mid x \in G\right\}
$$

and

$$
\operatorname{Ker} \alpha=\left\{x \mid x \in G, x^{\alpha}=1_{H}\right\} .
$$

1.4.1. Let $\alpha: G \rightarrow H$ be a homomorphism.
(i) $\left(x^{n}\right)^{\alpha}=\left(x^{\alpha}\right)^{n}$ for all integers $n$, so that $1_{G}^{\alpha}=1_{H}$.
(ii) $\operatorname{Im} \alpha \leq H$ and $\operatorname{Ker} \alpha \triangleleft G$.

Proof. (i) For $n>0$ this is easily proved by induction on $n$, while the case $n=0$ is dealt with as follows: $1_{G}^{\alpha}=\left(1_{G} 1_{G}\right)^{\alpha}=1_{G}^{\alpha} 1_{G}^{\alpha}$, whence $1_{G}^{\alpha}=1_{H}$ by 1.1.3. Let $n<0$ : then $x^{n} x^{-n}=1_{G}$, so $\left(x^{n}\right)^{\alpha}\left(x^{-n}\right)^{\alpha}=1_{H}$ and $\left(x^{n}\right)^{\alpha}=\left(\left(x^{-n}\right)^{\alpha}\right)^{-1}=$ $\left(\left(x^{\alpha}\right)^{-n}\right)^{-1}=\left(x^{\alpha}\right)^{n}$.
(ii) This follows from the subgroup criterion and the definition of normality.

The group $G / \operatorname{Ker} \alpha$ is sometimes called the coimage of $\alpha$ : if $\operatorname{Im} \alpha \triangleleft H$, then $H / \operatorname{Im} \alpha$ is the cokernel of $\alpha$.

## Examples of Homomorphisms

(i) $\alpha: S_{n} \rightarrow\langle-1\rangle$ where $\pi^{\alpha}=\operatorname{sign} \pi$.
(ii) $\alpha: \mathrm{GL}(n, F) \rightarrow F^{*}$ where $A^{\alpha}=\operatorname{det} A$ and $F^{*}=F \backslash\{0\}$. Here $F$ is a field.

## Monomorphisms, Epimorphisms, and Isomorphisms

An injective (or one-one) homomorphism is called a monomorphism and a surjective (or onto) homomorphism an epimorphism: of course a bijective homomorphism is what we have been calling an isomorphism.
1.4.2. Let $\alpha: G \rightarrow H$ be a homomorphism.
(i) $\alpha$ is a monomorphism if and only if $\operatorname{Ker} \alpha=1_{G}$.
(ii) $\alpha$ is an epimorphism if and only if $\operatorname{Im} \alpha=H$.
(iii) $\alpha$ is an isomorphism if and only if $\operatorname{Ker} \alpha=1_{G}$ and $\operatorname{Im} \alpha=H$.

Proof. If $\alpha$ is a monomorphism and $x \in \operatorname{Ker} \alpha$, then $x^{\alpha}=1_{H}=1_{G}^{\alpha}$, whence $x=1_{G}$ by injectivity. Conversely let $\operatorname{Ker} \alpha=1_{G}$; then $x^{\alpha}=y^{\alpha}$ implies that $\left(x y^{-1}\right)^{\alpha}=1_{H}$, so $x y^{-1} \in \operatorname{Ker} \alpha=1_{G}$ and $x=y$. The rest is clear.

## Quotient Groups and the Noether $\dagger$ Isomorphism Theorems

If $N$ is a normal subgroup of a group $G$, the quotient group (or factor group) of $N$ in $G$,

$$
G / N
$$

is the set of all cosets of $N$ in $G$ equipped with the group operation

$$
(N x)(N y)=N(x y)
$$

This operation is well-defined since if $x^{\prime}=a x$ and $y^{\prime}=b y$ with $a, b \in N$, then $x^{\prime} y^{\prime}=a x b y=a\left(x b x^{-1}\right) x y \in N x y$. Associativity is immediate. The inverse of $N x$ is $N x^{-1}$ and the identity element is $N$. Clearly $|G / N|=|G: N|$. It is often convenient to use the congruence notation

$$
x \equiv y \quad \bmod N
$$

in place of $N x=N y$.
The next theorem shows the very intimate relation between quotient groups and homomorphisms.

### 1.4.3 (First Isomorphism Theorem)

(i) If $\alpha: G \rightarrow H$ is a homomorphism of groups, the mapping $\theta:(\operatorname{Ker} \alpha) x \mapsto x^{\alpha}$ is an isomorphism from $G / \operatorname{Ker} \alpha$ to $\operatorname{Im} \alpha$.
(ii) If $N$ is a normal subgroup of a group $G$, the mapping $v: x \mapsto N x$ is an epimorphism from $G$ to $G / N$ with kernel $N$. (This $v$ is called the natural or canonical homomorphism.)

Proof. (i) Recall from 1.4 .1 that $\operatorname{Ker} \alpha \triangleleft G$. Now $\theta$ is well-defined since $(k x)^{\alpha}=x^{\alpha}$ if $k \in \operatorname{Ker} \alpha$, and it is clearly an epimorphism. Also ( $\left.\operatorname{Ker} \alpha\right) x \in$ $\operatorname{Ker} \theta$ if and only if $x \in \operatorname{Ker} \alpha$, that is to say, $\operatorname{Ker} \theta=1_{G / K e r \alpha}$; thus $\theta$ is an isomorphism (by 1.4.2).
(ii) $v$ is a homomorphism since $N x y=(N x)(N y)$ : it is obviously an epimorphism. Finally $x^{v}=1_{G / N}$ if and only if $x \in N$.
1.4.4 (Second Isomorphism Theorem). Let $H$ be a subgroup and $N$ a normal subgroup of a group $G$. Then $N \cap H \triangleleft H$ and $(N \cap H) x \mapsto N x$ is an isomorphism from $H / N \cap H$ to $N H / N$.

Proof. The function $x \mapsto N x$ is clearly an epimorphism from $H$ to $N H / N$ whose kernel is $N \cap H$. The result follows by 1.4.3(i).
1.4.5 (Third Isomorphism Theorem). Let $M$ and $N$ be normal subgroups of $a$ group $G$ and let $N \leq M$. Then $M / N \triangleleft G / N$ and

$$
(G / N) /(M / N) \simeq G / M
$$

Proof. Define $\alpha: G / N \rightarrow G / M$ by $(N x)^{\alpha}=M x$. This is a well-defined epimorphism with kernel $M / N$. The result follows by 1.4.3(i).

## Subgroups of the Image

Suppose that $\alpha: G \rightarrow H$ is a homomorphism. If $S \leq G$, define $S^{\alpha}$ to be $\left\{s^{\alpha} \mid s \in S\right\}$, the image of the restriction $\left.\alpha\right|_{S}$ of $\alpha$ to $S$ (which is a homomorphism). Thus $S^{\alpha} \leq \operatorname{Im} \alpha$. Conversely suppose that $T \leq \operatorname{Im} \alpha$ and define $T^{*}=\left\{x \in G \mid x^{\alpha} \in T\right\}$; this is the preimage (or inverse image) of $T$. It is evident from the definition that $T^{*} \leq G$ and $\left(T^{*}\right)^{\alpha}=T$; notice also that $T^{*}$ contains Ker $\alpha$. Utilizing this notation it is easy to describe the subgroups of $\operatorname{Im} \alpha$.
1.4.6. The functions $S \mapsto S^{\alpha}$ and $T \mapsto T^{*}$ are mutually inverse bijections between the set of subgroups of $G$ that contain $\operatorname{Ker} \alpha$ and the set of subgroups of $\operatorname{Im} \alpha$. A corresponding statement holds for normal subgroups.

Proof. We have already observed that $\left(T^{*}\right)^{\alpha}=T$. Let $x \in\left(S^{\alpha}\right)^{*}$; then $x^{\alpha}=s^{\alpha}$ for some $s \in S$ and $x s^{-1} \in \operatorname{Ker} \alpha \leq S$, so $x \in S$ and $\left(S^{\alpha}\right)^{*} \leq S$. Conversely $S \leq\left(S^{\alpha}\right)^{*}$ by the definition, so $\left(S^{\alpha}\right)^{*}=S$, which establishes the first part. Finally $S \triangleleft G$ implies that $S^{\alpha} \triangleleft \operatorname{Im} \alpha$ and $T \triangleleft \operatorname{Im} \alpha$ implies that $T^{*} \triangleleft G$, whence the second part follows.

Specializing to the case of the natural homomorphism $G \rightarrow G / N$, one finds that the subgroups of $G / N$ are of the form $S / N$ where $N \leq S \leq G$, with a like statement for normal subgroups.

## Direct Products

There are many ways of constructing a group from a given family of groups, the simplest of these constructions being the direct product.

Let $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$ be a given set of groups. The cartesian (or unrestricted direct) product,

$$
C=\operatorname{Cr}_{\lambda \in \Lambda} G_{\lambda},
$$

is the group whose underlying set is the set product of the $G_{\lambda}$ 's, that is, the set of all "vectors" $\left(g_{\lambda}\right)$ with $\lambda$-component $g_{\lambda}$ in $G_{\lambda}$, and whose group operation is defined by multiplication of components: thus

$$
\left(g_{\lambda}\right)\left(h_{\lambda}\right)=\left(g_{\lambda} h_{\lambda}\right),
$$

$g_{\lambda}, h_{\lambda} \in G_{\lambda}$. Of course the identity element of $C$ is to be $\left(1_{\lambda}\right)$ and $\left(g_{\lambda}\right)^{-1}=$ $\left(g_{\lambda}^{-1}\right)$. It is an easy matter to check the validity of the group axioms.

The subset of all $\left(g_{\lambda}\right)$ such that $g_{\lambda}=1_{\lambda}$ for almost all $\lambda$, that is, with finitely many exceptions, is called the external direct product,

$$
D=\operatorname{Dr}_{\lambda \in \Lambda} G_{\lambda} .
$$

The $G_{\lambda}$ are the direct factors. Clearly $D$ is a subgroup of $C$; in fact it is even a normal subgroup. In case $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$, a finite set, we write

$$
D=G_{\lambda_{1}} \times G_{\lambda_{2}} \times \cdots \times G_{\lambda_{n}} .
$$

Of course $C=D$ in this case. Should the groups $G_{\lambda}$ be written additively, we shall speak of the direct sum of the $G_{\lambda}$, and write

$$
G_{\lambda_{1}} \oplus G_{\lambda_{2}} \oplus \cdots \oplus G_{\lambda_{n}}
$$

instead of $G_{\lambda_{1}} \times G_{\lambda_{2}} \times \cdots \times G_{\lambda_{n}}$.
For each $\lambda$ in $\Lambda$ we define a function $l_{\lambda}: G_{\lambda} \rightarrow C$ by agreeing that $g_{\lambda}^{l_{\lambda}}$ shall be the vector whose $\lambda$-component is $g_{\lambda}$ and whose other components are identity elements. Then $l_{\lambda}$ is a monomorphism with image $\bar{G}_{\lambda}$, a normal subgroup of $C$ contained in $D$. Of course $\bar{G}_{\lambda} \simeq G_{\lambda}$. If $\left(g_{\lambda}\right) \in D$ and $g_{\lambda_{1}}, \ldots, g_{\lambda_{k}}$ are its nontrivial components, then clearly $\left(g_{\lambda}\right)=g_{\lambda_{1}^{\lambda_{1}} \cdots} \cdots g_{\lambda_{k}^{\prime}{ }_{k}^{\prime}}$, so that

$$
D=\left\langle\bar{G}_{\lambda} \mid \lambda \in \Lambda\right\rangle .
$$

It is also clear from the definition that

$$
\bar{G}_{\lambda} \cap\left\langle\bar{G}_{\mu} \mid \mu \in \Lambda, \mu \neq \lambda\right\rangle=1
$$

for all $\lambda$.

## Internal Direct Products

Suppose that $H$ is a group with a family of normal subgroups $\left\{H_{\lambda} \mid \lambda \in \Lambda\right\}$ having the properties of the $\bar{G}_{\lambda}$ above, that is to say

$$
H=\left\langle H_{\lambda} \mid \lambda \in \Lambda\right\rangle \quad \text { and } \quad H_{\lambda} \cap\left\langle H_{\mu} \mid \mu \in \Lambda, \mu \neq \lambda\right\rangle=1 .
$$

Then $H$ is called the internal direct product of the $H_{\lambda}$, which we shall write as $H=\mathrm{Dr}^{(\mathrm{i})}{ }_{\lambda \in \Lambda} H_{\lambda}$.

Observe that elements of $H$ which lie in different $H_{\lambda}$ 's commute. For if $x \in H_{\lambda}, y \in H_{\mu}$ and $\lambda \neq \mu$, then $x^{-1} y^{-1} x y=x^{-1}\left(y^{-1} x y\right)=\left(x^{-1} y^{-1} x\right) y \in$ $H_{\lambda} \cap H_{\mu}=1$; hence $x y=y x$.

Using this fact it is simple to prove that the mapping which assigns to an element of the external direct product the product of all its components is an isomorphism from $\mathrm{Dr}_{\lambda \in \Lambda} H_{\lambda}$ to $\mathrm{Dr}^{(\mathrm{i})}{ }_{\lambda \in \Lambda} H_{\lambda}$.

We can sum up our conclusions about the relationship between internal and external direct products as follows.

### 1.4.7.

(i) If $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$ is a family of groups, the external direct product $\operatorname{Dr}_{\lambda \in \Lambda} G_{\lambda}$ is equal to the internal direct product $\operatorname{Dr}^{(\mathbf{i})}{ }_{\lambda \in \Lambda} \bar{G}_{\lambda}$ where $\bar{G}_{\lambda}$ is the image of $l_{\lambda}: G_{\lambda} \rightarrow \mathrm{Cr}_{\lambda \in \Lambda} G_{\lambda}$.
(ii) Conversely the internal direct product $\mathrm{Dr}^{(\mathrm{i})}{ }_{\lambda \in \Lambda} H_{\lambda}$ of a family of normal subgroups of a group is isomorphic with the external direct product $\mathrm{Dr}_{\lambda \in \Lambda} H_{\lambda}$.

In the light of 1.4 .7 we shall usually identify $x$ in $G_{\lambda}$ with $x^{l_{\lambda}}$ in $\bar{G}_{\lambda}$, so that $G_{\lambda}=\bar{G}_{\lambda}$ and internal and external direct products coincide.

The following characterization of the direct product is sometimes useful.
1.4.8. Let $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$ be a family of normal subgroups of a group $G$. Then $G$ is the direct product of the $G_{\lambda}$ 's if and only if:
(i) elements belonging to different $G_{\lambda}$ 's commute; and
(ii) every element of $G$ has a unique expression as a product of elements from distinct $G_{\lambda}$ 's.

Proof. Assume that $G$ is the direct product of the $G_{\lambda}$ 's. Since the latter generate $G$, we can write any element $x$ in the form $x=x_{\lambda_{1}} \cdots x_{\lambda_{k}}$ where $1 \neq x_{\lambda_{i}} \in G_{\lambda_{i}}$, the $\lambda_{i}$ are distinct and $k \geq 0$ : moreover, the order of the $x_{\lambda_{i}}$ is immaterial. If $x=y_{\mu_{1}} \cdots y_{\mu_{e}}$ is another such expression for $x$ and $\mu_{1} \neq \lambda_{i}$ for all $i$, then $y_{\mu_{1}} \in G_{\mu_{1}} \cap\left\langle G_{\lambda} \mid \lambda \in \Lambda, \lambda \neq \mu_{1}\right\rangle$, which is trivial. It is now easy to see that (i) and (ii) hold. Conversely, if these conditions are fulfilled, the intersection of $G_{\lambda}$ and $\left\langle G_{\mu} \mid \mu \in \Lambda, \mu \neq \lambda\right\rangle$ must be trivial by the requirement of uniqueness.

## Direct Limits

Let $\Lambda$ be a partially ordered set which is directed; this means that given $\lambda$ and $\mu$ in $\Lambda$ there exists a $v$ in $\Lambda$ such that $\lambda \leq v$ and $\mu \leq v$. Suppose that we have a family of groups $G_{\lambda}, \lambda \in \Lambda$, and homomorphisms $\alpha_{\lambda}^{\mu}: G_{\lambda} \rightarrow G_{\mu}$ where $\lambda \leq \mu$, satisfying the following requirements:
(i) $\alpha_{\lambda}^{\lambda}$ is the identity map on $G_{\lambda}$;
(ii) $\alpha_{\lambda}^{\mu} \alpha_{\mu}^{v}=\alpha_{\lambda}^{v}$ whenever $\lambda \leq \mu \leq v$.

Then the set $\mathbf{D}=\left\{G_{\lambda}, \alpha_{\lambda}^{\mu} \mid \lambda \leq \mu \in \Lambda\right\}$ is called a direct system of groups.
We shall how to construct a group
and homomorphisms

$$
D=\underset{\lambda \in \Lambda}{\lim } G_{\lambda}
$$

$$
\theta_{\lambda}: G_{\lambda} \rightarrow D
$$

The resulting set $\left\{D, \theta_{\lambda} \mid \lambda \in \Lambda\right\}$ is called the direct limit of the direct system D. The idea here is that in $\mathbf{D}$ an element $g_{\lambda}$ of $G_{\lambda}$ is to be identified with all its images $g_{\lambda}^{\alpha^{\mu}}$.

We shall assume that the groups $G_{\lambda}$ are disjoint, so that $G_{\lambda} \cap G_{\mu}=\varnothing$ if $\lambda \neq \mu$. There is no real loss of generality here since $G_{\lambda}$ can be replaced by a suitable isomorphic copy. In the sequel $g_{\lambda}$ will always denote an element of $G_{\lambda}$.

We introduce a relation $\sim$ on the set-theoretic union

$$
U=\bigcup_{\lambda \in \Lambda} G_{\lambda},
$$

defining $g_{\lambda} \sim \bar{g}_{\mu}$ to mean that $g_{\lambda}^{\alpha_{\lambda}^{\nu}}=\bar{g}_{\mu}^{\alpha_{\mu}^{v}}$ for some $v \geq \lambda, \mu$. Notice that $v$ here can be replaced by any $\rho \geq v$, as may be seen by applying $\alpha_{v}^{\rho}$ to both sides of the equation and appealing to property (ii). It is easy to verify with the aid of the two defining properties that $\sim$ is an equivalence relation on $U$.

Let $\left[g_{\lambda}\right]$ be the equivalence class containing $g_{\lambda}$ and denote by $D$ the set of all equivalence classes. We wish to make $D$ into a group. Suppose that $g_{\lambda} \sim \bar{g}_{\bar{\lambda}}$ and $g_{\mu} \sim \bar{g}_{\bar{\mu}}$. Then we can find $v$ in $\Lambda$ satisfying $v \geq \lambda, \bar{\lambda}, \mu, \bar{\mu}$ and such that $g_{\lambda}^{\alpha_{\lambda}^{v}}=\bar{g}_{\bar{\lambda}}^{\alpha_{\bar{\lambda}}^{\nu}}$ and $g_{\mu^{\mu}}^{\alpha_{\mu}^{v}}=\bar{g}_{\bar{\mu}}^{\alpha_{\bar{\mu}}^{\nu}}$. Hence $g_{\lambda}^{\alpha_{\lambda}^{\nu}} g_{\mu^{\alpha}}^{\alpha_{\mu}^{\nu}}=\bar{g}_{\bar{\lambda}}^{\alpha} \bar{g}_{\bar{\mu}}^{\alpha_{\bar{\mu}}^{\nu}}$ and it is meaningful to define the product by

$$
\left[g_{\lambda}\right]\left[g_{\mu}\right]=\left[g_{\lambda}^{\alpha_{\lambda}^{v}} g_{\mu}^{\alpha_{\mu}^{\nu}}\right]
$$

where $v \geq \lambda, \mu$. The directedness of the set and the definition of equivalence ensure that there is no dependence on $v$ here.

It is easy to check the validity of the group axioms: of course $1_{D}=\left[1_{G_{\lambda}}\right]$ and $\left[g_{\lambda}\right]^{-1}=\left[g_{\lambda}^{-1}\right]$. The homomorphism $\theta_{\lambda}$ is just $g_{\lambda} \mapsto\left[g_{\lambda}\right]$.

The essential properties of the direct limit for our purposes are these.
1.4.9. Let $\bar{G}_{\lambda}$ be the image of $\theta_{\lambda}: G_{\lambda} \rightarrow D$.
(i) $D=\bigcup_{\lambda \in \Lambda} \bar{G}_{\lambda}$.
(ii) $\bar{G}_{\lambda} \leq \bar{G}_{\mu}$ whenever $\lambda \leq \mu$.
(iii) If all the $\alpha_{\lambda}^{\mu}$ are monomorphisms, then the $\theta_{\lambda}$ are monomorphisms, so that $G_{\lambda} \simeq \bar{G}_{\lambda}$.

Proof. (i) is immediate.
(ii) $\left[g_{\lambda}\right]=\left[g_{\lambda}^{\alpha_{\lambda}^{\mu}}\right] \in \bar{G}_{\mu}$.
(iii) If $g_{\lambda}^{\theta_{\lambda}}=1$, then $\left[g_{\lambda}\right]=1=\left[1_{\lambda}\right]$. Hence $g_{\lambda^{\mu}}^{\alpha^{\mu}}=1_{\mu}$ for some $\mu \geq \lambda$. Consequently $g_{\lambda}=1$.

A special case of the direct limit will be of particular interest to us. Let there be given a sequence of groups $G_{1}, G_{2}, \ldots$ and monomorphisms $\sigma_{i}: G_{i} \rightarrow G_{i+1}$. Defining $\alpha_{i}^{j}$ to be $\sigma_{i} \sigma_{i+1} \cdots \sigma_{j-1}$ if $i<j$, we obtain a direct system $\left\{G_{i}, \alpha_{i}^{j}\right\}$. The direct limit group $D$ is the union of the chain of subgroups

$$
\bar{G}_{1} \leq \bar{G}_{2} \leq \cdots
$$

and $G_{i} \simeq \bar{G}_{i}$. Thus whenever we have such a sequence of groups $G_{i}$, it is possible to think of all the groups as being contained in or embedded in a larger group.

Finally an important example. Let $G_{i}=\left\langle x_{i}\right\rangle$ be a cyclic group of order $p^{i}$ where $p$ is a fixed prime. Define a monomorphism $\sigma_{i}: G_{i} \rightarrow G_{i+1}$ by $x_{i}^{\alpha_{2}}=x_{i+1}^{p}$. The limit of the direct system is an infinite abelian $p$-group which is the union of a chain of cyclic $p$-groups of orders $p, p^{2}, \ldots$ This group is called a Prüfer $\dagger$ group of type $p^{\infty}$. It plays an important part in the theory of infinite abelian groups, as we shall see in Chapter 4.

## Exercises 1.4

1. If $G$ is an $n$-generator group and $H$ is finite, prove that $|\operatorname{Hom}(G, H)| \leq|H|^{n}$.
2. Prove that a finitely generated group has only a finite number of subgroups of given finite index.
*3. If $H \triangleleft K \leq G$ and $\theta$ is a homomorphism from $G$, then $H^{\theta} \triangleleft K^{\theta}$. Deduce that $H N \triangleleft K N$ whenever $N \triangleleft G$.
3. If $H$ is abelian, $\operatorname{Hom}(G, H)$ is an abelian group if the group operation is defined by $g^{\alpha+\beta}=g^{\alpha} g^{\beta}$.
4. If $G$ and $H$ are groups with coprime finite orders, then $\operatorname{Hom}(G, H)$ contains only the zero homomorphism.
5. Let $N \triangleleft G$. Show that $G / N$ is simple if and only if $N$ is a maximal (proper) normal subgroup of $G$.
6. Prove that $(H \times K) \times L \simeq H \times K \times L \simeq H \times(K \times L)$.
7. An abelian group of exponent $p$ is a direct product of cyclic groups of order $p$-such groups are called elementary abelian p-groups. [Hint: Regard the group as a vector space over $G F(p)$.]
*9. (The mapping property of the cartesian product). Let $G=\mathrm{Cr}_{\lambda \in \Lambda} G_{\lambda}$ and define the projections $\pi_{\lambda}: G \rightarrow G_{\lambda}$ by setting $x^{\pi_{\lambda}}$ equal to the $\lambda$-component of $x$. Show that $\pi_{\lambda}$ is a homomorphism. Let there be given a family of homomorphisms $\varphi_{\lambda}: H \rightarrow G_{\lambda}$ from some group $H$. Prove that there exists a unique homomorphism $\varphi: H \rightarrow G$ such that $\varphi \pi_{\lambda}=\varphi_{\lambda}$ for all $\lambda$. (This conclusion may be made more palatable by asserting that the diagrams

are commutative.)
*10. Prove that the mapping property in Exercise 1.4 .9 characterizes the cartesian product in the following sense. Suppose that $\bar{G}$ is a group and $\bar{\pi}_{\lambda}: \bar{G} \rightarrow G_{\lambda}$ a family of homomorphisms such that whenever we are given homomorphisms $\varphi_{\lambda}: H \rightarrow G_{\lambda}$, there exists a unique homomorphism $\varphi: H \rightarrow \bar{G}$ such that $\varphi \bar{\pi}_{\lambda}=\varphi_{\lambda}$ for all $\lambda$. Then $\bar{G} \simeq \mathrm{Cr}_{\lambda \in \Lambda} G_{\lambda}$. Remark: This shows that the cartesian product is the product in the category of groups. The coproduct is the free product (see 6.2).
8. Show that $\mathbb{Q}$ is a direct limit of infinite cyclic groups.
9. Find some nonisomorphic groups that are direct limits of cyclic groups of orders $p, p^{2}, p^{3}, \ldots$.

### 1.5. Endomorphisms and Automorphisms

Let $G$ be a group and let $F(G)$ be the set of all functions from $G$ to $G$. If $\alpha, \beta \in F(G)$, then $\alpha \beta \in F(G)$ where, of course, $x^{\alpha \beta}=\left(x^{\alpha}\right)^{\beta}$. Thus $F(G)$ is a set with an associative binary operation and an identity element, namely the identity function $1: G \rightarrow G$. Such an algebraic system is called a monoid.

There is a natural definition of the sum of two elements of $F(G)$, namely $x^{\alpha+\beta}=x^{\alpha} x^{\beta}$. Clearly addition is an associative operation. In fact $F(G)$ is a group with respect to addition: for the additive identity element is the zero homomorphism $0: G \rightarrow G$ and the inverse $-\alpha$ is given by $x^{-\alpha}=\left(x^{\alpha}\right)^{-1}$.

It is straightforward to verify the left distributive law $\alpha(\beta+\gamma)=\alpha \beta+\alpha \gamma$ : however the right distributive law $(\alpha+\beta) \gamma=\alpha \gamma+\beta \gamma$ does not hold in $F(G)$ in general.

As an additive group and a multiplicative monoid which satisfies the left distributive law, $F(G)$ is a type of algebraic system known as a left near ring.

Let End $G$ denote the set of all endomorphisms of $G$; thus $\{0,1\} \subseteq$ End $G \subseteq F(G)$. If $\alpha, \beta \in \operatorname{End} G$, then $\alpha \beta \in$ End $G$, so that the End $G$ is a multiplicative submonoid of $F(G)$. The sum $\alpha+\beta$ need not be an endomorphism, but in case it is, $\alpha$ and $\beta$ are said to be additive.
1.5.1. Let $\alpha, \beta$ be endomorphisms of a group $G$. Then $\alpha+\beta$ is an endomorphism if and only if every element of $\operatorname{Im} \alpha$ commutes with every element of $\operatorname{Im} \beta$. Moreover $\alpha+\beta=\beta+\alpha$ in this case.

Proof. The equation $(x y)^{\alpha+\beta}=x^{\alpha+\beta} y^{\alpha+\beta}$ is equivalent to $y^{\alpha} x^{\beta}=x^{\beta} y^{\alpha}$. If we put $x=y$, this yields in particular $x^{\alpha+\beta}=x^{\beta+\alpha}$ and $\alpha+\beta=\beta+\alpha$.

If $\alpha, \beta \in F(G)$ and $\gamma \in$ End $G$, then $x^{(\alpha+\beta) \gamma}=\left(x^{\alpha} x^{\beta}\right)^{\gamma}=x^{\alpha \gamma+\beta \gamma}$, which shows that the right distributive law $(\alpha+\beta) \gamma=\alpha \gamma+\beta \gamma$ is valid in this case. Should the group $G$ be abelian, it follows from 1.5.1 that End $G$ is a ring. In fact the converse is true: for if $1+1$ is an endomorphism, it is a consequence of 1.5.1 that $G$ is abelian.

## Automorphisms

If $G$ is a group, an automorphism of $G$ is an isomorphism from $G$ to $G$. The set of automorphisms of $G$ is denoted by

## Aut $G$ :

this, then, is the subset of elements of End $G$ which possess multiplicative inverses. Aut $G$ is a group with respect to functional composition since the inverse of $\alpha \beta$ in Aut $G$ is $\beta^{-1} \alpha^{-1}$.

Suppose that $x, g \in G$ and write

$$
x^{g}=g^{-1} x g:
$$

this element is called the conjugate of $x$ by $g$. Consider the function $g^{\tau}: G \rightarrow G$ defined by $(x) g^{\tau}=x^{g}$. Since $(x y)^{g}=x^{g} y^{g}$ and $g^{\tau}\left(g^{-1}\right)^{\tau}=1=\left(g^{-1}\right)^{\tau} g^{\tau}$, we see that $g^{\tau} \in$ Aut $G$. We call $g^{\tau}$ the inner automorphism of $G$ induced by $g$ and write

$$
\text { Inn } G
$$

for the set of all inner automorphisms.
1.5.2. If $G$ is any group, the function $\tau: G \rightarrow$ Aut $G$ defined by $(x) g^{\tau}=x^{g}$ is a homomorphism with image $\operatorname{Inn} G$ and kernel the set of elements that commute with every element of $G$.

Proof. By definition $x^{(g h)^{\tau}}=(g h)^{-1} x(g h)=h^{-1} g^{-1} x g h=\left(x^{g}\right)^{h^{\tau}}$, so $(g h)^{\tau}=g^{\tau} h^{\tau}$. Evidently $g^{\tau}=1_{\text {Aut } G}$ is equivalent to $g x=x g$ for all $x \in G$.

The kernel of $\tau$ is called the center of $G$ and will be written $\zeta G$. Thus

$$
\zeta G=\{x \in G \mid x g=g x \text { for all } g \in G\} .
$$

1.5.3. If $G$ is any group, then $\zeta G \triangleleft G$ and $G / \zeta G \simeq \operatorname{Inn} G$.

This follows from 1.5.2 and the First Isomorphism Theorem (1.4.3).
1.5.4. If $G$ is a group and $g^{\tau}$ is the inner automorphism induced by $g$, then $\alpha^{-1} g^{\tau} \alpha=\left(g^{\alpha}\right)^{\tau}$ for all $\alpha \in$ Aut $G$. Hence Inn $G \triangleleft$ Aut $G$.

Proof. Let $g \in G$ and $\alpha \in$ Aut $G$; then $\alpha^{-1} g^{\tau} \alpha$ maps $x$ to $\left(g^{-1} x^{\alpha^{-1}} g\right)^{\alpha}=$ $\left(g^{\alpha}\right)^{-1} x g^{\alpha}$, which shows that $\alpha^{-1} g^{\tau} \alpha=\left(g^{\alpha}\right)^{\tau}$.

An automorphism of $G$ which is not inner is called outer; the quotient group

$$
\text { Out } G=(\text { Aut } G) /(\operatorname{Inn} G)
$$

is called the outer automorphism group of $G$, even although its elements are not automorphisms.

## The Automorphism Group of a Cyclic Group

1.5.5. Let $G$ be a cyclic group.
(i) If $G$ is infinite, Aut $G$ consists of the identity automorphism and the automorphism $g \mapsto g^{-1}$. Thus Aut $G$ is cyclic of order 2.
(ii) If $G$ has finite order $n$, then Aut $G$ consists of all automorphisms $\alpha_{k}: g \mapsto g^{k}$ where $1 \leq k<n$ and $(k, n)=1$ : moreover the mapping $k+n \mathbb{Z} \mapsto \alpha_{k}$ is an isomorphism from $\mathbb{Z}_{n}^{*}$ (the multiplicative group of units of the ring $\mathbb{Z}_{n}$ ) to Aut G. In particular Aut $G$ is abelian and has order $\varphi(n)$ where $\varphi$ is Euler's function.

Proof. Let $G=\langle x\rangle$ and let $\alpha \in$ Aut $G$. Since $\left(x^{n}\right)^{\alpha}=\left(x^{\alpha}\right)^{n}$, the automorphism $\alpha$ is completely determined by $x^{\alpha}$. Notice that $x^{\alpha}$ must generate $G$. If $G$ is infinite, $x$ and $x^{-1}$ are the only generators, so $x^{\alpha}=x$ or $x^{-1}$. Both possibilities clearly give rise to automorphisms, so (i) is established.

Now let $|G|=n<\infty$. Since $x^{\alpha}$ must have order $n$, we conclude with the aid of 1.3.8 that $x^{\alpha}=x^{k}$ where $1 \leq k<n$ and $(k, n)=1$. Conversely, given such an integer $k$, the mapping $g \mapsto g^{k}$ is an automorphism. The rest is clear.

## Semidirect Products

We describe next an exceedingly useful construction that is a generalization of the direct product of two groups.

Suppose that $N \triangleleft G$ and there is a subgroup $H$ such that $G=H N$ and $H \cap N=1$; then $G$ is said to be the internal semidirect product of $N$ and $H$; in symbols

$$
G=H \ltimes N \quad \text { or } \quad G=N \rtimes H
$$

Each element of $G$ has a unique expression of the form $h n$ where $h \in H$ and $n \in N$. For example, the dihedral group $D_{2 n}$ is a semidirect product of a cyclic group of order $n$ and a group of order 2. (See Exercise 1.3.17.) Conjugation in $N$ by an element $h$ of $H$ yields an automorphism $h^{\alpha}$ of $N$ and $\alpha: h \mapsto h^{\alpha}$ is a homomorphism from $H$ to Aut $N$. Observe that $G$ is the direct product of $H$ and $N$ if and only if $\alpha$ is the zero homomorphism.

Conversely suppose that we are given two groups $H$ and $N$, together with a homomorphism $\alpha: H \rightarrow$ Aut $N$. The external semidirect product $G=$ $H \ltimes_{\alpha} N\left(\right.$ or $\left.N \rtimes_{\alpha} H\right)$ is the set of all pairs $(h, n), h \in H, n \in N$, with the group operation

$$
\left(h_{1}, n_{1}\right)\left(h_{2}, n_{2}\right)=\left(h_{1} h_{2}, n_{1}^{h_{2}^{\alpha}} n_{2}\right):
$$

the motivation here is, of course, the equation $\left(x_{1} y_{1}\right)\left(x_{2} y_{2}\right)=x_{1} x_{2} y_{1}^{x_{2}} y_{2}$, which holds in any group. The identity element is $\left(1_{H}, 1_{N}\right)$ and $(h, n)^{-1}=$ ( $h^{-1},\left(n^{-1}\right)^{\left(h^{\alpha}\right)^{-1}}$ ). We leave the reader to verify the associative law.

Let us consider the functions $h \mapsto\left(h, 1_{N}\right)$ and $n \mapsto\left(1_{H}, n\right)$. These are monomorphisms from $H$ to $G$ and $N$ to $G$ respectively. Writing $H^{*}$ and $N^{*}$ for their images we have, of course, $H \simeq H^{*}$ and $N \simeq N^{*}$. Since $\left(h, 1_{N}\right)\left(1_{H}, n\right)=$ ( $h, n$ ), we have also $G=H^{*} N^{*}$, while it is clear that $H^{*} \cap N^{*}=1$. Finally $\left(h, 1_{N}\right)^{-1}\left(1_{H}, n\right)\left(h, 1_{N}\right)=\left(1_{H}, n^{h^{x}}\right)$, which shows that $N^{*} \triangleleft G$ and $G$ is the internal semidirect product of $N^{*}$ and $H^{*}$. Notice that conjugation in $N^{*}$ by ( $h, 1_{N}$ ) induces the automorphism $h^{\alpha}$. Usually it is convenient not to distinguish between $N$ and $N^{*}$ and $H$ and $H^{*}$, so that $G$ can be thought of as the internal semidirect product of $N$ and $H$. In the future we shall simply speak of the semidirect product $H \ltimes N$.

## Characteristic and Fully-Invariant Subgroups

A subgroup $H$ of a group $G$ is said to be fully-invariant in $G$ if $H^{\alpha} \leq H$ for all $\alpha \in$ End $G$, and characteristic in $G$ if $H^{\alpha} \leq H$ for all $\alpha \in$ Aut $G$. Notice that if $H$ is characteristic in $G$ and $\alpha \in$ Aut $G$, then $H^{\alpha}$ must actually equal $H$ since $H^{\alpha} \leq H$ and $H^{\alpha^{-1}} \leq H$.

### 1.5.6.

(i) Fully-invariant subgroups are characteristic and characteristic subgroups are normal.
(ii) "Fully-invariant" and "characteristic" are transitive relations. (This is not true for normality.)
(iii) If $H$ is characteristic in $K$ and $K \triangleleft G$, then $H \triangleleft G$.

Proof. (i) is clear and (ii) follows from the fact that the restriction of an endomorphism (automorphism) to a fully-invariant (characteristic) subgroup is an endomorphism (automorphism). To prove (iii) note that conjugation in $K$ by $g \in G$ is an automorphism, so $H=g^{-1} H g$.

For example, the center of a group is always characteristic: if $x \in \zeta G$ and $\alpha \in$ Aut $G$, then $x g=g x$ yields $x^{\alpha} g^{\alpha}=g^{\alpha} x^{\alpha}$, which implies that $x^{\alpha} \in \zeta G$ because $G=G^{\alpha}$. In a certain sense dual to $\zeta G$ is the derived subgroup $G^{\prime}$ generated by all commutators $[x, y]=x^{-1} y^{-1} x y$ : since $[x, y]^{\alpha}=\left[x^{\alpha}, y^{\alpha}\right]$ whenever $\alpha \in \operatorname{End} G$, we see that the derived subgroup is fully-invariant. The center of a group is not in general fully-invariant (Exercise 1.5.9). Another example of a fully-invariant subgroup is $G^{n}$, the subgroup generated by all $n$th powers of elements of $G$.

## Operator Groups

We introduce next a very useful generalization of the concept of a group. A right operator group is a triple $(G, \Omega, \alpha)$ consisting of a group $G$, a set $\Omega$
called the operator domain and a function $\alpha: G \times \Omega \rightarrow G$ such that $g \mapsto$ $(g, \omega) \alpha$ is an endomorphism of $G$ for each $\omega \in \Omega$. We shall write $g^{\omega}$ for $(g, \omega) \alpha$ and speak of the $\Omega$-group $G$ if the function $\alpha$ is understood. Thus an operator group is a group with a set of operators which act on the group like endomorphisms.

Since any group can be regarded as an operator group with empty operator domain, an operator group is a generalization of a group. The concept of a left operator group is defined in the obvious way.

It is possible to generalize to operator groups many of the concepts which have already been defined for groups. If $G$ is an $\Omega$-group, an $\Omega$ subgroup of $G$ is a subgroup $H$ which is $\Omega$-admissible, that is, such that $h^{\omega} \in$ $H$ whenever $h \in H$ and $\omega \in \Omega$. Clearly every $\Omega$-subgroup is itself an $\Omega$ group. The intersection of a set of $\Omega$-subgroups is an $\Omega$-subgroup. This permits us to define the $\Omega$-subgroup generated by a nonempty subset $X$ as the intersection of all the $\Omega$-subgroups containing $X$. This may be written

$$
X^{\Omega} .
$$

By the method of 1.3.3 it may be shown that $X^{\Omega}$ consists of all elements $\left(x_{1}^{\varepsilon_{1}}\right)^{\omega_{1}} \cdots\left(x_{r}^{\varepsilon_{r}}\right)^{\omega_{r}}$ where $x_{i} \in X, \varepsilon_{i}= \pm 1, r \geq 0$ and $\omega_{i}$ is a sequence of elements of $\Omega$ applied successively.

If $N$ is a normal $\Omega$-subgroup, the quotient group $G / N$ becomes an $\Omega$ quotient group if we define $(N g)^{\omega}=N g^{\omega}$. An $\Omega$-homomorphism $\alpha: G \rightarrow H$ is a homomorphism between $\Omega$-groups $G$ and $H$ such that

$$
\left(g^{\omega}\right)^{\alpha}=\left(g^{\alpha}\right)^{\omega}
$$

for all $g \in G$ and $\omega \in \Omega$. The set of all $\Omega$-homomorphisms from $G$ to $H$ is written

$$
\operatorname{Hom}_{\Omega}(G, H) .
$$

With these definitions it is possible to carry over to $\Omega$-groups the theory of homomorphisms and quotient groups described in 1.4. Thus $\operatorname{Im} \alpha$ is an $\Omega$-subgroup of $G$ and $\operatorname{Ker} \alpha$ a normal $\Omega$-subgroup of $G$. The isomorphism theorems for $\Omega$-groups hold: here of course all homomorphisms are $\Omega$-homomorphisms. For example: $G / \operatorname{Ker} \alpha \simeq^{\Omega} \operatorname{Im} \alpha$ where the sumbol $\simeq^{\Omega}$ means " $\Omega$-isomorphic." We can also speak of $\Omega$-endomorphisms ( $=\Omega$-homomorphisms from a group to itself) and $\Omega$-automorphisms ( $=$ bijective $\Omega$ endomorphisms). These form sets $\operatorname{End}_{\Omega} G$ and $\operatorname{Aut}_{\Omega} G$ : clearly $\operatorname{End}_{\Omega} G \subseteq$ End $G$ and $\mathrm{Aut}_{\Omega} G \leq$ Aut $G$.

The reader is urged to prove the theorems about $\Omega$-groups just mentioned: in all cases the proofs are close copies of the original ones.

## Examples of Operator Groups

(i) If $R$ is a ring and $A$ is a right $R$-module, then $A$ is a right $R$-operator group. Thus modules are particular instances of operator groups.
(ii) Let $G$ be any group and let $\Omega=$ End $G$. Then $G$ is an $\Omega$-group if we allow endomorphisms to operate on $G$ in the natural way. An $\Omega$-subgroup of $G$ is simply a fully-invariant subgroup.
(iii) In the same way $G$ is an operator group with respect to $\Omega=$ Aut $G$. Here the $\Omega$-subgroups are the characteristic subgroups.
(iv) Finally $G$ is an operator group with respect to $\Omega=\operatorname{Inn} G$. The $\Omega$ subgroups are of course the normal subgroups of $G$. The $\Omega$-endomorphisms are those that commute with every inner automorphism of $G$. Such endomorphisms are called normal. Notice that $X^{\Omega}$ is just the normal closure $X^{G}$.

From the foregoing discussion it is clear that the concept of an operator group unifies many previous ideas. There is also a definite advantage in proving results for operator groups rather than simply for groups. This is a point of view to which we shall give particular attention in Chapter 3.

## EXERCISES 1.5

1. Let $\mathbb{Q}_{p}$ be the additive group of rational numbers of the form $m p^{n}$ where $m, n \in$ $\mathbb{Z}$ and $p$ is a fixed prime. Describe End $\mathbb{Q}_{p}$ and $A u t \mathbb{Q}_{p}$.
2. The same question for $\mathbb{Q}$.
*3. Prove the isomorphism theorems for operator groups.
3. If $\alpha \in$ Aut $G$ and $g \in G$, then $g$ and $g^{\alpha}$ have the same orders.
4. Prove that Aut $S_{3} \simeq S_{3}$.
5. Prove that Aut $D_{8} \simeq D_{8}$ and yet $D_{8}$ has outer automorphisms.
6. If $G / \zeta G$ is cyclic, then $G$ is abelian.
*8. Prove that $\zeta\left(\operatorname{Dr}_{\lambda} G_{\lambda}\right)=\operatorname{Dr}_{\lambda} \zeta G_{\lambda}$.
7. The center of the group $A_{4} \times \mathbb{Z}_{2}$ is not fully-invariant.
8. Let $G=G_{1} \times G_{2} \times \cdots \times G_{n}$ where the $G_{i}$ are abelian groups. Prove that Aut $G$ is isomorphic with the group of all invertible $n \times n$ matrices whose $(i, j)$ entries belong to $\operatorname{Hom}\left(G_{i}, G_{j}\right)$, the usual matrix product being the group operation.
*11. Prove that

$$
\operatorname{Aut}(\underbrace{\mathbb{Z} \oplus \cdots \oplus \mathbb{Z}}_{n}) \simeq \operatorname{GL}(n, \mathbb{Z}) \quad \text { and } \quad \operatorname{Aut}(\underbrace{\mathbb{Z}_{p^{m}} \oplus \cdots \oplus \mathbb{Z}_{p^{m}}}_{n}) \simeq \operatorname{GL}\left(n, \mathbb{Z}_{p^{m}}\right)
$$

12. Give an example of an abelian group and a nonabelian group with isomorphic automorphism groups.
*13. Let $G=\mathbb{Z}_{p^{n_{1}}} \oplus \cdots \oplus \mathbb{Z}_{p^{n_{k}}}$ where $n_{1}<n_{2}<\cdots<n_{k}$. Prove that there exists a chain of characteristic subgroups $1=G_{0}<G_{1}<\cdots<G_{t}=G$ such that $\left|G_{i+1}: G_{i}\right|=p$ and $t=\sum_{i=1}^{k} n_{i}$. Deduce that $\mid$ Aut $G \mid=(p-1) p^{r}$ for some $r$.
13. Prove that $\operatorname{Aut}\left(\mathbb{Z}_{2} \oplus \mathbb{Z}_{4}\right) \simeq D_{8}$.
14. Show that no group can have its automorphism group cyclic of odd order $>1$.
*16. If $G$ has order $n>1$, then $\mid$ Aut $G \mid \leq \prod_{i=0}^{k}\left(n-2^{i}\right)$ where $k=\left[\log _{2}(n-1)\right]$. [Hint: Use Exercise 1.3.4.]
15. If an automorphism fixes more than half of the elements of a finite group, then it is the identity automorphism.
16. Let $\alpha$ be an automorphism of a finite group $G$ which inverts more than three quarters of the elements of $G$. Prove that $g^{\alpha}=g^{-1}$ for all $g \in G$ and that $G$ is abelian. [Hint: Let $S=\left\{g \in G \mid g^{\alpha}=g^{-1}\right\}$, and show that $|S \cap x S|>\frac{1}{2}|G|$ where $x \in S]$.

### 1.6. Permutation Groups and Group Actions

If $X$ is a nonempty set, a subgroup $G$ of the symmetric group $\operatorname{Sym} X$ is called a permutation group on $X$. The degree of the permutation group is the cardinality of $X$.

Two points (i.e., elements) $x$ and $y$ of $X$ are said to be G-equivalent if there exists a permutation $\pi$ in $G$ such that $x \pi=y$. It is easy to see that this relation is an equivalence relation on $X$. The equivalence classes are known as $G$-orbits, the orbit containing $x$ being of course $\{x \pi \mid \pi \in G\}$. Thus $X$ is partitioned into $G$-orbits.

The permutation group $G$ is called transitive if, given any pair of elements $x, y$ of $X$, there exists a permutation $\pi$ in $G$ such that $x \pi=y$. Thus $G$ is transitive if and only if there is exactly one $G$-orbit, namely $X$ itself. For example the 4 -group $\{1,(1,2)(3,4),(1,3)(2,4),(1,4)(2,3)\}$ is transitive but its subgroup $\{1,(1,2)(3,4)\}$ is not.

If $Y$ is a nonempty subset of $X$, the stabilizer of $Y$ in $G$

$$
\mathrm{St}_{G}(Y)
$$

is the set of permutations in $G$ that leave fixed every element of $Y$. Of course $\mathrm{St}_{G}(x)$ stands for $\mathrm{St}_{G}(\{x\})$. The permutation group $G$ is said to be semiregular if $\mathrm{St}_{G}(x)=1$ for all $x$ in $X$. A regular permutation group is one that is both transitive and semiregular.

We record next the most elementary properties of permutation groups.
1.6.1. Let $G$ be a permutation group on a set $X$.
(i) Let $x \in X$. Then the mapping $\mathrm{St}_{G}(x) \pi \mapsto x \pi$ is a bijection between the set of right cosets of $\mathrm{St}_{\mathrm{G}}(x)$ and the orbit of $x$. Hence the latter has cardinality $\left|G: \mathrm{St}_{G}(x)\right|$.
(ii) If $G$ is transitive, then $|G|=|X| \cdot\left|\operatorname{St}_{G}(x)\right|$ for all $x$ in $X$.
(iii) If $G$ is regular, then $|G|=|X|$.

Proof. It is clear that the mapping in (i) is well-defined and surjective. If $x \pi=x \pi^{\prime}$ where $\pi, \pi^{\prime} \in G$, then $\pi\left(\pi^{\prime}\right)^{-1} \in \operatorname{St}_{G}(x)$ and $\mathrm{St}_{G}(x) \pi=\operatorname{St}_{G}(x) \pi^{\prime}$. All the remaining statements now follow.
1.6.2. Let $G$ be a permutation group on a set $X$. If $x \in X$ and $\pi \in G$, then $\mathrm{St}_{G}(x \pi) \equiv \pi^{-1} \mathrm{St}_{G}(x) \pi$.

Proof. An element $\sigma$ of $G$ fixes $x \pi$ if and only if $\pi \sigma \pi^{-1}$ fixes $x$, which is equivalent to $\sigma \in \pi^{-1} \mathrm{St}_{\boldsymbol{G}}(x) \pi$.

This has the following easy but important corollary:
1.6.3. Let $G$ be a transitive permutation group on a set $X$. If $G$ is abelian, it is regular.

Proof. Let $x$ be any element of $X$. If $\pi \in G$, then $\left(\operatorname{St}_{G}(x)\right)^{\pi}=\operatorname{St}_{G}(x \pi)$ by 1.6.2. But $\mathrm{St}_{G}(x) \triangleleft G$ because $G$ is abelian. Hence $\mathrm{St}_{G}(x)=\operatorname{St}_{G}(x \pi)$ for all $\pi$ in $G$. Since $G$ is transitive, it follows that a permutation fixing $x$ will fix every element of $X$. Hence $\mathrm{St}_{G}(x)=1$.

## Similar Permutation Groups

Similarity is a way of comparing permutation groups just as isomorphism compares abstract groups. Let $G$ and $H$ be permutation groups on sets $X$ and $Y$ respectively. A similarity from $G$ to $H$ is a pair $(\alpha, \beta)$ consisting of an isomorphism $\alpha: G \rightarrow H$ and a bijection $\beta: X \rightarrow Y$ which are related by the rule

$$
\pi \beta=\beta \pi^{\alpha} \quad(\pi \in G)
$$

When $X=Y$, this says that $\pi^{\alpha}=\beta^{-1} \pi \beta$ where now $\beta \in \operatorname{Sym} X$. Thus two permutation groups $G$ and $H$ on $X$ are similar if and only if some $\beta$ in Sym $X$ conjugates $G$ into $H$. Clearly if $|X|=|Y|$, then $\operatorname{Sym} X$ and $\operatorname{Sym} Y$ are similar.

Similarity is a stronger relation than isomorphism. For example $G=$ $\langle(1,2)(3,4)\rangle$ and $H=\langle(1,2)(3)(4)\rangle$ are isomorphic as abstract groups, but they are not similar as permutation groups (why not?).

## The Wreath Product of Permutation Groups

Let $H$ and $K$ be permutation groups acting on sets $X$ and $Y$ respectively. We shall describe a very important way of constructing a new permutation group called the wreath product of $H$ and $K$. This is to act on the set product $Z=X \times Y$.

If $\gamma \in H, y \in Y$, and $\kappa \in K$, define permutations $\gamma(y)$ and $\kappa^{*}$ of $Z$ by the rules

$$
\gamma(y):\left\{\begin{array}{l}
(x, y) \mapsto(x \gamma, y) \\
\left(x, y_{1}\right) \mapsto\left(x, y_{1}\right) \quad \text { if } y_{1} \neq y
\end{array}\right.
$$

and

$$
\kappa^{*}:(x, y) \mapsto(x, y \kappa)
$$

One verifies quickly that $\left(\gamma^{-1}\right)(y)=(\gamma(y))^{-1}$ and $\left(\kappa^{-1}\right)^{*}=\left(\kappa^{*}\right)^{-1}$ ，so that $\gamma(y)$ and $\kappa^{*}$ are in fact permutations．The functions $\gamma \mapsto \gamma(y)$ ，with $y$ a fixed ele－ ment of $Y$ ，and $\kappa \mapsto \kappa^{*}$ are monomorphisms from $H$ and $K$ to Sym Z：let their images be $H(y)$ and $K^{*}$ ，respectively．Then the wreath product of $H$ and $K$ is the permutation group on $Z$ generated by $K^{*}$ and all the $H(y)$ ， $y \in Y$ ．This is written

$$
H \sim K=\left\langle H(y), K^{*} \mid y \in Y\right\rangle .
$$

Observe that $\left(\kappa^{*}\right)^{-1} \gamma(y) \kappa^{*}$ maps $(x, y \kappa)$ to $(x \gamma, y \kappa)$ and fixes $\left(x_{1}, y_{1}\right)$ if $y_{1} \neq$ $y \kappa$ ．Hence by definition

$$
\begin{equation*}
\left(\kappa^{*}\right)^{-1} \gamma(y) \kappa^{*}=\gamma(y \kappa) \quad \text { and } \quad\left(\kappa^{*}\right)^{-1} H(y) \kappa^{*}=H(y \kappa) . \tag{1}
\end{equation*}
$$

In addition notice that when $y \neq y_{1}$ the permutations $\gamma(y)$ and $\gamma_{1}\left(y_{1}\right)$ can－ not move the same element of $Z$ ．It follows that the $H(y)$＇s generate their direct product，$B$ say；the latter is called the base group of the wreath product：

$$
B=\operatorname{Dr}_{y \in Y} H(y) .
$$

According to（1）conjugation by an element $\kappa^{*}$ of $K^{*}$ permutes the direct factors $H(y)$ in the same way as $\kappa$ permutes the elements of $Y$ ．Since elements of $K^{*}$ and $B$ cannot move the same element of $Z$ ，we must have $K^{*} \cap B=1$ ．Also of course $B \triangleleft W$ and $W=K^{*} B$ ．Thus $W$ is the semidirect product of $B$ by $K^{*}$ in which the automorphism of $B$ produced by an element of $K^{*}$ is given by（1）．For simplicity of notation let us agree to identify $\kappa^{*}$ with $\kappa$ ，so that $K^{*}=K$ ．

We record two basic properties of wreath products．

## 1．6．4．

（i）If $H$ and $K$ are transitive，so is $H \sim K$ ．
（ii）Let $L$ be a permutation group on $U$ ．Let $\beta:(X \times Y) \times U \rightarrow X \times(Y \times U)$ be the bijection $((x, y), u) \mapsto(x,(y, u))$ and let $\alpha$ be the function $\tau \mapsto \beta^{-1} \tau \beta$ ． Then $(\alpha, \beta)$ is a similarity from $(H \sim K) 乙 L$ to $H 乙(K 乙 L)$ ．

Proof．（i）Let $(x, y)$ and（ $x^{\prime}, y^{\prime}$ ）belong to $Z=X \times Y$ ．By transitivity there exist $\gamma \in H$ and $\kappa \in K$ such that $x^{\prime}=x \gamma$ and $y^{\prime}=y \kappa$ ．Then $\kappa \gamma\left(y^{\prime}\right)$ maps $(x, y)$ to $\left(x, y^{\prime}\right) \cdot \gamma\left(y^{\prime}\right)=\left(x^{\prime}, y^{\prime}\right)$ ，whence $H^{\imath} K$ is transitive．
（ii）Let $S=(X \times \mathrm{Y}) \times U$ and $T=X \times(Y \times U)$ ．In the first place the map $\alpha: \tau \mapsto \beta^{-1} \tau \beta$ is clearly an isomorphism from $\operatorname{Sym} S$ to Sym T．Let us consider the image of $(H \sim K) \sim L$ under this isomorphism．If $\gamma \in H$ ， then $(\gamma(y))(u)$ maps $((x, y), u)$ to $((x \gamma, y), u)$ and fixes $\left(\left(x, y_{1}\right), u_{1}\right)$ if $u_{1} \neq u$ or $y_{1} \neq y$ ：hence $\beta^{-1}(\gamma(y)(u)) \beta$ maps $(x,(y, u))$ to $(x \gamma,(y, u))$ and fixes $\left(x,\left(y_{1}, u_{1}\right)\right)$ if $\left(y_{1}, u_{1}\right) \neq(y, u)$ ．Therefore $\beta^{-1}(\gamma(y)(u)) \beta=\gamma((y, u))$ ．Also if
$\kappa \in K$ and $\lambda \in L$, then $\beta^{-1}(\kappa(u)) \beta=\kappa^{*}(u)$ and $\beta^{-1} \lambda \beta=\lambda^{*}$ where ${ }^{*}$ indicates that the permutation is to be formed in $H \sim(K \sim L)$. Hence $\alpha$ maps $(H \sim K) \sim L$ onto $H \sim(K \sim L)$, and $(\alpha, \beta)$ is a similarity.

The second part of 1.6 .4 asserts that to within similarity the wreath product is an associative operation.

## Group Actions and Permutation Representations

Let $G$ be a group and $X$ a nonempty set. By a right action of $G$ on $X$ is meant a function $\rho: X \times G \rightarrow X$ such that $\left(x, g_{1} g_{2}\right) \rho=\left(\left(x, g_{1}\right) \rho, g_{2}\right) \rho$ and $\left(x, 1_{G}\right) \rho=x$. It is more suggestive to write $x g$ instead of $(x, g) \rho$, so that the defining equations become

$$
\begin{equation*}
x\left(g_{1} g_{2}\right)=\left(x g_{1}\right) g_{2} \quad \text { and } \quad x 1_{G}=x \quad\left(x \in X, g_{i} \in G\right) \tag{2}
\end{equation*}
$$

A left action of $G$ on $X$ is defined analogously as a function $\lambda: G \times X$ $\rightarrow X$ such that $\left(g_{1} g_{2}, x\right) \lambda=\left(g_{1},\left(g_{2}, x\right) \lambda\right) \lambda$ and $\left(1_{G}, x\right) \lambda=x$ or $\left(g_{1} g_{2}\right) x=$ $g_{1}\left(g_{2} x\right)$ and $1_{G} x=x$ with improved notation.

Let us consider a right action $(x, g) \mapsto x g$ of $G$ on $X$. For a fixed element $g$ of $G$ the mapping $x \mapsto x g$ is a permutation of $X$ : for it has as its inverse the mapping $x \mapsto x g^{-1}$, as we can see from (2). Call this permutation $g^{\gamma}$. Then $\left(g_{1} g_{2}\right)^{\gamma}$ maps $x$ to $x\left(g_{1} g_{2}\right)$, as does $g_{1}^{\gamma} g_{2}^{\gamma}$. Hence $\left(g_{1} g_{2}\right)^{\gamma}=g_{1}^{\gamma} g_{2}^{\gamma}$. So the group action determines a homomorphism $\gamma: G \rightarrow \operatorname{Sym} X$.

Conversely let $\gamma$ be any homomorphism from $G$ to Sym $X$-such a function is called a permutation representation of $G$ on $X$. Then the mapping $(x, g) \mapsto x g^{\gamma}$ is a right action of $G$ on $X$. Thus we have constructed a map from right actions of $G$ on $X$ to permutation representations of $G$ on $X$, and also a map in the opposite direction. Clearly these are inverse mappings.

All of this can be done with left actions but a little care must be exercised. If $(g, x) \mapsto g x$ is a left action of $G$ on $X$, the corresponding representation of $G$ on $X$ is $\gamma$ where $g^{\gamma}$ maps $x$ to $g^{-1} x$ : without this inverse we would not obtain a homomorphism.
1.6.5. Let $G$ be a group and $X$ a nonempty set.
(i) There is a bijection between right actions of $G$ on $X$ and permutation representations of $G$ on $X$ in which the action $(x, g) \mapsto x g$ corresponds to the permutation representation $g \mapsto(x \mapsto x g)$.
(ii) There is a bijection between left actions of $G$ on $X$ and permutation representations of $G$ on $X$ in which the action $(g, x) \mapsto g x$ corresponds to the representation $g \mapsto\left(x \mapsto g^{-1} x\right)$.

In view of this result we shall use the languages of group actions and of permutation representations interchangeably. In particular the following definitions apply to actions as well as to permutation representations.

Let $\gamma: G \rightarrow \operatorname{Sym} X$ be a permutation representation of $G$ on $X$. The cardinality of $X$ is known as the degree of the representation. Next $\gamma$ is called faithful if $\operatorname{Ker} \gamma=1$, so that $G$ is isomorphic with a group of permutations of $X$. Also $\gamma$ is said to be transitive if $\operatorname{Im} \gamma$ is a transitive permutation group. By an orbit of $G$ we mean one of $\operatorname{Im} \gamma$. Finally the stabilizer of $x \in X$ in $G$ is $\left\{g \in G \mid x g^{\gamma}=x\right\}$, and $\gamma$ is regular if it is transitive and all stabilizers are trivial. It should be noted that 1.6 .1 remains true when $G$ merely acts on $X$.

## Permutation Representations on Sets of Cosets

There are several natural ways of representing a group as a permutation group; one of the most useful arises when the group is allowed to act by right multiplication on the right cosets of a subgroup.
1.6.6. Let $H$ be a subgroup of a group $G$ and let $\mathscr{R}$ be the set of all right cosets of $H$. For each $g$ in $G$ define $g^{\rho} \in \operatorname{Sym} \mathscr{R}$ by $g^{\rho}: H x \mapsto H x g$. Then $\rho: G \rightarrow \operatorname{Sym} \mathscr{R}$ is a transitive permutation representation of $G$ on $\mathscr{R}$ with kernel $H_{G}$, the core of $H$ in $G$.

Proof. $\left(g^{-1}\right)^{\rho}=\left(g^{\rho}\right)^{-1}$, so $g^{\rho} \in \operatorname{Sym} \mathscr{R}$ and $\rho: G \rightarrow \operatorname{Sym} \mathscr{R}$ is plainly a homomorphism. Since $H x=(H g) g^{-1} x=(H g)\left(g^{-1} x\right)^{\rho}$, we see that $\rho$ is transitive. Finally $g^{\rho}=1$ if and only if $H x g=H x$ for all $x$, that is,

$$
g \in \bigcap_{x \in G} x^{-1} H x=H_{G} .
$$

## Equivalent Permutation Representations

Two permutation representations of a group $\gamma: G \rightarrow \operatorname{Sym} X$ and $\delta: G \rightarrow$ Sym $Y$ are said to be equivalent if there exists a bijection $\beta: X \rightarrow Y$ such that

$$
\beta g^{\delta}=g^{\gamma} \beta
$$

for all $g$ in $G$. When $X=Y$, the equivalence of $\gamma$ and $\delta$ can be restated in the form $g^{\delta}=\beta^{-1} g^{\gamma} \beta$ for some $\beta \in \operatorname{Sym} X$.

The importance of the permutation representation on the right cosets of a subgroup is brought out by the following fact.
1.6.7. Let $G$ be a group and let $\gamma: G \rightarrow \operatorname{Sym} X$ be a transitive permutation representation of $G$ on a set $X$. Then $\gamma$ is equivalent to the standard permutation representation of $G$ on the right cosets of one of its subgroups.

Proof. Choose an element $x$ of $X$ and fix it. Let $H=\operatorname{St}_{G}(x)$ and write $\mathscr{R}$ for the set of right cosets of $H$ in $G$. Then in fact $\gamma$ is equivalent to the natural permutation representation $\delta$ on $\mathscr{R}$. To establish this we shall find a bijec-
tion $\beta$ : $\mathscr{R} \rightarrow X$ such that $g_{1}^{\delta} \beta=\beta g_{1}^{\gamma}$ for all $g_{1}$ in $G$. Take $\beta$ to be the map $H g \mapsto x g^{\gamma}$. Note that $\beta$ is well-defined since $x(h g)^{\gamma}=x g^{\gamma}$ if $h \in H$ : also $\beta$ is surjective by transitivity of $\gamma$, while it is injective because $x g^{\gamma}=x g_{1}^{\gamma}$ implies that $g g_{1}^{-1} \in H$ and $H g=H g_{1}$.

Finally we verify that $g_{1}^{\delta} \beta$ sends $H g$ to $\left(H g g_{1}\right) \beta=x\left(g g_{1}\right)^{\gamma}$, while $\beta g_{1}^{\gamma}$ sends $H g$ to $x g^{\gamma} g_{1}^{\gamma}=x\left(g g_{1}\right)^{\gamma}$.

There is of course a natural permutation representation of $G$ on the set of left cosets of a given subgroup $H$, given by $g^{\gamma}: x H \rightarrow g^{-1} x H$. Here the inverse is necessary to ensure that $\gamma$ is a homomorphism.

A particularly important case occurs when $H=1$ and $G$ is represented by permutations of its underlying set via left or right multiplication. Then we obtain the so-called left regular and right regular permutation representations of $G$ : these are $\lambda$ and $\rho$ where

$$
g^{\lambda}: x \mapsto g^{-1} x \quad \text { and } \quad g^{\rho}: x \mapsto x g
$$

By 1.6 .6 both $\lambda$ and $\rho$ are faithful: it is easy to see that they are also regular.
The following is a consequence of the existence of these representations.
1.6.8 (Cayley's Theorem). If $G$ is any group, it is isomorphic with a subgroup of Sym G,

The idea which underlies the permutation representation on cosets has numerous applications.
1.6.9. If $H$ is a subgroup with finite index $n$ in a group $G$, then the core $H_{G}$ has finite index dividing $n!$.

Proof. By 1.6.6 the group $G / H_{G}$ is isomorphic with a subgroup of $S_{n}$.
1.6.10. Suppose that $H$ is a subgroup with index $p$ in a finite group $G$ where $p$ is the smallest prime dividing $|G|$. Then $H \triangleleft G$. In particular a subgroup of index 2 is always normal.

Proof. By 1.6.9 the order of $G / H_{G}$ divides $p$ !, whence $\left|G: H_{G}\right|=1$ or $p$ since no smaller prime than $p$ can divide $\left|G: H_{G}\right|$. But $H_{G} \leq H$ and $|G: H|=p$, so $H=H_{G} \triangleleft G$.
1.6.11. Let $H$ be a subgroup of finite index in a finitely generated group $G$. Then $H$ is finitely generated.

Proof. Let $X$ be a finite set of generators of $G$ and let $\left\{1=t_{1}, t_{2}, \ldots, t_{i}\right\}$ be a right transversal to $H$ in $G$. If $g \in G$, then $H t_{j} g=H t_{(j) g}$ where $j \mapsto(j) g$ is a permutation of $\{1,2, \ldots, i\}$. Hence

$$
\begin{equation*}
t_{j} g=h(j, g) t_{(j) g} \tag{3}
\end{equation*}
$$

where $h(j, g) \in H$. Let $a \in H$ and write $a=y_{1} \cdots y_{k}$ where $y_{l} \in X \cup X^{-1}$. By repeated application of (3) we obtain

$$
a=t_{1} a=h\left(1, y_{1}\right) h\left((1) y_{1}, y_{2}\right) \cdots h\left((1) y_{1} \cdots y_{k-1}, y_{k}\right) t_{(1) a} .
$$

But $H t_{(1) a}=H t_{1} a=H$ since $t_{1}=1$ : thus $t_{(1) a}=1$. It follows that the $h(j, y)$, $1 \leq j \leq i, y \in X \cup X^{-1}$, generate $H$.

However subgroups of finitely generated groups are not always finitely generated (Exericse 1.6.15).

## The Holomorph

Let $\lambda: G \rightarrow \operatorname{Sym} G$ and $\rho: G \rightarrow \operatorname{Sym} G$ be the left and right regular representations of a group $G$. Then $G^{\lambda}$ and $G^{\rho}$ are subgroups of Sym $G$, as is Aut $G$. Now $g^{\lambda} g^{\rho}$ maps $x$ to $g^{-1} x g$, so $g^{\lambda} g^{\rho}$ is just $g^{\tau}$, the inner automorphism induced by $g$. Consequently

$$
\left\langle G^{\lambda}, \text { Aut } G\right\rangle=\left\langle G^{\rho}, \text { Aut } G\right\rangle ;
$$

this subgroup of Sym $G$ is known as the holomorph of the group $G$,

## Hol $G$.

Let us investigate the structure of the holomorph. If $\alpha \in$ Aut $G$ and $g \in G$, then $\alpha^{-1} g^{\rho} \alpha$ maps $x$ to $\left(x^{\alpha^{-1}} g\right)^{\alpha}=x g^{\alpha}$. Consequently $\alpha^{-1} g^{\rho} \alpha=\left(g^{\alpha}\right)^{\rho}$, which shows that $G^{\rho} \triangleleft \operatorname{Hol} G=G^{\rho}($ Aut $G)$. Since $\rho$ is regular, $G^{\rho} \cap$ Aut $G=1$. Thus the holomorph is a semidirect product.

$$
\text { Hol } G=(\text { Aut } G) \ltimes G^{\rho},
$$

where an automorphism $\alpha$ of $G$ induces in $G^{\rho}$ the automorphism $g^{\rho} \mapsto\left(g^{\alpha}\right)^{\rho}$. Similarly Hol $G$ is a semidirect product (Aut $G) \ltimes G^{\lambda}$.

There is a relation between $G^{\lambda}$ and $G^{\rho}$ that involves the concept of a centralizer. If $X$ is a nonempty subset of a group $H$, the centralizer of $X$ in $H$ is defined to be the set of all $h$ in $H$ such that $x h=h x$ for all $x$ in $X$. We write $C_{H}(X)$ for this centralizer; it is clearly a subgroup.
1.6.12. The equations $C_{\mathrm{Hol} G}\left(G^{\rho}\right)=G^{\lambda}$ and $C_{\mathrm{Hol} G}\left(G^{\lambda}\right)=G^{\rho}$ hold for any group $G$.

Proof. Evidently $g_{1}^{\rho} g_{2}^{\lambda}=g_{2}^{\lambda} g_{1}^{\rho}$ for all $g_{i} \in G$ : for both functions map $x$ to $g_{2}^{-1} x g_{1}$. If $\alpha g^{\rho} \in C_{\text {Hol } G}\left(G^{\lambda}\right)$ with $\alpha \in$ Aut $G$, then $\alpha g^{\rho} x^{\lambda}=x^{\lambda} \alpha g^{\rho}$ for all $x \in G$; this yields $\alpha x^{\lambda}=x^{\lambda} \alpha$ since $g^{\rho} x^{\lambda}=x^{\lambda} g^{\rho}$. Hence $x^{\lambda}=\alpha^{-1} x^{\lambda} \alpha=\left(x^{\alpha}\right)^{\lambda}$ and $x^{\alpha}=x$ for all $x$ because $\lambda$ is faithful: thus $\alpha=1$ and $\alpha g^{\rho}=g^{\rho} \in G^{\rho}$. It follows that $C_{\text {Hol } G}\left(G^{\lambda}\right)=G^{\rho}$. The second statement can be proved in a similar way.

## Conjugacy Classes and Centralizers

Apart from left and right multiplication there is another natural way of representing a group $G$ as a permutation group on its underlying set, as was implied by our discussion of the holomorph, namely by conjugation. If $g \in$ $G$, the function $g^{\tau}: x \mapsto g^{-1} x g$ is a permutation of $G$ and $\tau: G \rightarrow \operatorname{Sym} G$ is a permutation representation. The orbit of $x$ consists of all the conjugates of $x$, a set which is known as the conjugacy class of $x$. Thus $G$ is partitioned into conjugacy classes. The stabilizer of $x$ is simply the centralizer

$$
C_{G}(x)=\{g \in G \mid g x=x g\} .
$$

Hence $\left|G: C_{G}(x)\right|=$ the cardinality of the conjugacy class of $x$. Also $\{x\}$ is a conjugacy class if and only if $x$ belongs to the center of $G$.

## Class Number and Class Equation

Let $G$ be a finite group. The number $h$ of distinct conjugacy classes of $G$ is known as the class number of $G$. Suppose that the numbers of elements in the conjugacy classes are $n_{1}, n_{2}, \ldots, n_{h}$. Then $n_{i}=\left|G: C_{G}\left(x_{i}\right)\right|$ where $x_{i}$ is any element of the $i$ th conjugacy class. These integers satisfy the class equation

$$
|G|=n_{1}+n_{2}+\cdots+n_{h}
$$

they also divide $|G: \zeta G|$ since $\zeta G \leq C_{G}\left(x_{i}\right)$. The number of $n_{i}$ which equal 1 is precisely the order of $\zeta G$.

## Normalizers

If $X$ is a nonempty subset and $g$ is an element of a group $G$, the conjugate of $X$ by $g$ is the subset

$$
X^{g} \equiv g^{-1} X g=\left\{g^{-1} x g \mid x \in X\right\} .
$$

There is a natural action of $G$ on the set of nonempty subsets of $G$ via conjugation. Thus $g$ in $G$ determines the permutation $X \mapsto X^{g}$. The orbit of $X$ is the set of all conjugates of $X$ in $G$, while the stabilizer of $X$ is the subgroup

$$
N_{G}(X)=\left\{g \in G \mid X^{g}=X\right\},
$$

which is called the normalizer of $X$ in $G$ : the set of conjugates of $X$ in $G$ has cardinality $\left|G: N_{G}(X)\right|$. If $H \leq G$, then $N_{G}(H)$ is the largest subgroup of $G$ in which $H$ is normal.
1.6.13. Let $H$ be a subgroup of a group $G$. Then

$$
C_{G}(H) \triangleleft N_{G}(H)
$$

and $N_{G}(H) / C_{G}(H)$ is isomorphic with a subgroup of Aut $H$.

Proof. If $g \in N_{G}(H)$, let $g^{\tau}$ denote the function $h \mapsto g^{-1} h g$ : it is clearly an automorphism of $H$. What is more, $\tau: N_{G}(H) \rightarrow$ Aut $H$ is a homomorphism whose kernel is exactly $C_{G}(H)$. The result follows from the First Isomorphism Theorem.

## Applications to Finite Groups-Sylow's Theorem

To convince the reader of their utility we shall use permutation representations to prove some important theorems about finite groups.

If $p$ is a prime, a finite group is called a $p$-group if its order is a power of p. By Lagrange's Theorem the order of each element of a $p$-group must also be a power of $p$. The following is the fundamental result about finite $p$ groups.

### 1.6.14. A nontrivial finite p-group has a nontrivial center.

Proof. Let $p^{m}=n_{1}+\cdots+n_{k}$ be the class equation of the group; then each $n_{i}$ divides $p^{m}$ and hence is a power of $p$. If the center were trivial, only one $n_{i}$ would equal 1 and $p^{m} \equiv 1 \bmod p$, which is impossible since $p^{m}>1$.
1.6.15. If $p$ is a prime, all groups of order $p^{2}$ are abelian.

Proof. Let $|G|=p^{2}$ and $C=\zeta G$. Then 1.6 .14 shows that $|C|=p$ or $p^{2}$ and $|G: C|=p$ or 1 . Hence $G / C$ is cyclic, generated by $x C$, say. Then $G=$ $\langle x, C\rangle$, which implies that $G$ is abelian.

## Sylow Subgroups

Let $G$ be a finite group and $p$ a prime. If $|G|=p^{a} m$ where $(p, m)=1$, then a $p$-subgroup of $G$ cannot have order greater than $p^{a}$ by Lagrange's Theorem. A $p$-subgroup of $G$ which has this maximum order $p^{a}$ is called a Sylow $p$ subgroup of $G$. We shall prove that Sylow $p$-subgroups of $G$ always exist and that any two are conjugate-so, in particular, all Sylow $p$-subgroups of $G$ are isomorphic.
1.6.16 (Sylow's Theorem). Let $G$ be a finite group and $p$ a prime. Write $|G|=p^{a} m$ where the integer $m$ is not divisible by $p$.
(i) Every $p$-subgroup of $G$ is contained in a subgroup of order $p^{a}$. In particular, since 1 is a $p$-subgroup, Sylow p-subgroups always exist.
(ii) If $n_{p}$ is the number of Sylow $p$-subgroups, $n_{p} \equiv 1 \bmod p$.
(iii) All the Sylow p-subgroups are conjugate in $G$.

Proof. Let $\mathscr{S}$ be the set of all subsets of $G$ with exactly $p^{a}$ elements. Then $G$ acts on the set $\mathscr{S}$ by right multiplication, so we have a permutation repre-
sentation of $G$ on $\mathscr{S}$ with degree

$$
n=\binom{p^{a} m}{p^{a}}=\frac{m\left(p^{a} m-1\right) \cdots\left(p^{a} m-p^{a}+1\right)}{1 \cdot 2 \cdot \cdots \cdot\left(p^{a}-1\right)}
$$

Let us show that $p$ does not divide $n$. Consider the rational number $\left(p^{a} m-i\right) / i, 1 \leq i<p^{a}$. If $p^{j} \mid i$, then $j<a$ and $p^{j} \mid p^{a} m-i$. On the other hand, if $p^{j} \mid p^{a} m-i$, then $j<a$ and $p^{j} \mid i$. Hence $p^{a} m-i$ and $i$ involve the same power of $p$, from which it follows that $p$ cannot divide $n$.

There must therefore exist a $G$-orbit $\mathscr{S}_{1}$ such that $\left|\mathscr{S}_{1}\right|$ is not divisible by $p$. Choose $X \in \mathscr{S}_{1}$ and put $P=\operatorname{St}_{G}(X)$. Then $\left|\mathscr{S}_{1}\right|=|G: P|$, whence $p \nmid$ $|G: P|$ and $p^{a}| | P \mid$. On the other hand, for a fixed $x$ in $X$ the number of distinct elements $x g, g \in P$, equals $|P|$; therefore $|P| \leq p^{a}$ and $|P|=p^{a}$. Thus $P$ is a Sylow $p$-subgroup of $G$.

Next let $\mathscr{T}$ denote the set of all conjugates of $P$ in $G$. Then $P$ acts on $\mathscr{T}$ by means of conjugation. According to 1.6 .1 the number of elements in a $P$-orbit is a power of $p$. If $\left\{P_{1}\right\}$ is a $P$-orbit with a single element, then $P_{1} \triangleleft\left\langle P, P_{1}\right\rangle$ and $P P_{1}$ is a subgroup; its order equals $|P| \cdot\left|P_{1}\right| /\left|P \cap P_{1}\right|$, a power of $p$ which cannot exceed $|P|=p^{\alpha}$. Since $P \leq P P_{1}$, it follows that $P=P P_{1}$ and $P=P_{1}$. Hence $\{P\}$ is the only $P$-orbit with just one element. Writing $n_{p}$ for $|\mathscr{T}|$, we conclude that $n_{p} \equiv 1 \bmod p$.

Finally suppose that $P_{2}$ is a $p$-subgroup of $G$ which is contained in no conjugate of $P$. Now $P_{2}$ too acts on $\mathscr{T}$ by conjugation. If $\left\{P_{3}\right\}$ were a $P_{2}$ orbit, it would follow just as above that $P_{2} P_{3}$ is a $p$-subgroup and $P_{2} \leq P_{3}$; but this contradicts our choice of $P_{2}$. Hence every $P_{2}$-orbit has more than one element, which implies that $|\mathscr{T}|=n_{p} \equiv 0 \bmod p$, another contradiction.
1.6.17 (Cauchy's Theorem). If a prime $p$ divides the order of a finite group, the group contains an element of order $p$.

Cauchy's Theorem is of course a special case of Sylow's Theorem.
Suppose that $P$ is a Sylow $p$-subgroup of the finite group $G$. Then the number $n_{p}$ of Sylow $p$-subgroups of $G$ is by Sylow's Theorem equal to $\left|G: N_{G}(P)\right|$. So we have the following information about $n_{p}$ :

$$
n_{p} \| G: P \mid \quad \text { and } \quad n_{p} \equiv 1 \quad \bmod p
$$

## An Illustration

Let us use these facts to prove that there exist no simple groups of order 300 . Suppose that $G$ is such a group. Since $300=2^{2} \cdot 3 \cdot 5^{2}$, a Sylow 5 -subgroup of $G$ has order 25 . Now $n_{5} \equiv 1 \bmod 5$ and $n_{5}$ divides $300 / 25=12$; thus $n_{5}=1$ or 6 . But $n_{5}=1$ would mean that there was a unique Sylow 5 -subgroup which would then have to be normal. Therefore $n_{5}=6$ and $G$ has a
subgroup of index 6. It follows from 1.6.6 that $G$ is isomorphic with a subgroup of $S_{6}$, yet 300 does not divide 6 !

We shall take note of some useful facts about Sylow subgroups.
1.6.18. Let $P$ be a Sylow p-subgroup of a finite group $G$.
(i) If $N_{G}(P) \leq H \leq G$, then $H=N_{G}(H)$.
(ii) If $N \triangleleft G$, then $P \cap N$ is a Sylow p-subgrup of $N$ and $P N / N$ is a Sylow $p$-subgroup of $G / N$.

Proof. (i) Let $x \in N_{G}(H)$. Since $P \leq H \triangleleft N_{G}(H)$, we have $P^{x} \leq H$. Obviously $P$ and $P^{x}$ are Sylow $p$-subgroups of $H$, so $P^{x}=P^{h}$ for some $h \in H$. Hence $x h^{-1} \in N_{G}(P) \leq H$ and $x \in H$. It follows that $H=N_{G}(H)$.
(ii) In the first place $|N: P \cap N|=|P N: P|$, which is prime to $p$. Since $P \cap N$ is a $p$-subgroup, it must be a Sylow $p$-subgroup of $N$. For $P N / N$ the argument is similar.

## Standard Wreath Products and Sylow Subgroups of the Symmetric Group

If $H$ and $K$ are arbitrary groups, we can think of them as permutation groups on their underlying sets via the right regular representation and form their wreath product $W=H \sim K$ : this is called the standard wreath product. Its base group is $\mathrm{Dr}_{k \in K} H_{k}$ where $H_{k} \simeq H$ and $\left(H_{k}\right)^{k^{\prime}}=H_{k k^{\prime}}$. The standard wreath product can be used to describe the Sylow subgroups of the symmetric group $S_{n}$.

### 1.6.19 (Kalužnin)

(i) A Sylow p-subgroup of $S_{p^{r}}$ is isomorphic with the standard wreath product $W(p, r)=\left(\cdots\left(\mathbb{Z}_{p} \sim \mathbb{Z}_{p}\right) \sim \cdots\right) \sim \mathbb{Z}_{p}$, the number of factors being $r$.
(ii) If the positive integer $n$ is written in the form $a_{0}+a_{1} p+\cdots+a_{i-1} p^{i-1}$ where $a_{j}$ is integral and $0 \leq a_{j}<p$, a Sylow $p$-subgroup of $S_{n}$ is isomorphic with the direct product of $a_{1}$ copies of $W(p, 1), a_{2}$ copies of $W(p, 2), \ldots$ and $a_{i-1}$ copies of $W(p, i-1)$.

Proof. The order of a Sylow $p$-subgroup of $S_{n}$ is the largest power of $p$ dividing $n!$. Now the number of integers among $1,2, \ldots, n$ divisible by $p$ is $[n / p]$, by $p^{2}$ is $\left[n / p^{2}\right]$, etc. Counting the power of $p$ contributed in each case, we find that the order of a Sylow $p$-subgroup of $S_{n}$ is $p^{m}$ where $m=$ $\left([n / p]-\left[n / p^{2}\right]\right)+2\left(\left[n / p^{2}\right]-\left[n / p^{3}\right]\right)+\cdots$. Therefore

$$
m=\left[\frac{n}{p}\right]+\left[\frac{n}{p^{2}}\right]+\left[\frac{n}{p^{3}}\right]+\cdots .
$$

When $n=p^{r}$, this becomes $m=1+p+\cdots+p^{r-1}$.

Let us prove that a Sylow $p$-subgroup of $S_{p^{r}}$ is of the required type by induction on $r$, the case $r=0$ being obvious. Assume that $S_{p^{r}}$ has a Sylow $p$-subgroup $P$ of the sort described. Consider the permutation

$$
\begin{aligned}
\pi=\left(1,1+p^{r}, \ldots, 1+(p-1) p^{r}\right)\left(2,2+p^{r}\right. & \left., \ldots, 2+(p-1) p^{r}\right) \cdots \\
& \left(p^{r}, p^{r}+p^{r}, \ldots, p^{r}+(p-1) p^{r}\right):
\end{aligned}
$$

then $\pi \in S_{p^{r+1}}$ and $\pi^{p}=1$. Let $S_{p^{r}}$ be regarded as a subgroup of $S_{p^{r+1}}$ through its action on $\left\{1,2, \ldots, p^{r}\right\}$, the other symbols being fixed. Then $P_{i}=\pi^{-i} P \pi^{i}$ affects only the symbols $j+i p^{r}$, where $j=1,2, \ldots, p^{r}$. Hence $P=P_{0}, P_{1}, \ldots$, $P_{p-1}$ generate their direct product; also $\pi^{-1} P_{i} \pi=P_{i+1}, 0 \leq i<p-1$, and $\pi^{-1} P_{p-1} \pi=P_{0}$. Thus $\langle\pi, P\rangle \simeq P \sim\langle\pi\rangle$, the standard wreath product. Since $|P \vee\langle\pi\rangle|=|P|^{p} \cdot p=p^{m p+1}=p^{1+p+p^{2}+\cdots+p^{r}}$, it follows that $\langle\pi, P\rangle$ is a Sylow $p$-subgroup of $S_{p^{r+1}}$.

In the case of a general $S_{n}$ we partition the integers $1, \ldots, n$ into $a_{i-1}$ batches of $p^{i-1}$ integers, $a_{i-2}$ batches of $p^{i-2}, \ldots$ and $a_{0}$ singletons, using the decomposition $n=a_{0}+a_{1} p+\cdots+a_{i-1} p^{i-1}$. Take a Sylow $p$-subgroup of the symmetric group on each batch of $p^{j}$ elements and regard these as subgroups of $S_{n}$ in the natural way. These $p$-subgroups generate their direct product, which therefore has order $p^{m_{1}}$ where

$$
m_{1}=a_{i-1}\left(1+p+\cdots+p^{i-2}\right)+a_{i-2}\left(1+p+\cdots+p^{i-3}\right)+\cdots+a_{1} .
$$

But it is easy to show that $m_{1}=[n / p]+\left[n / p^{2}\right]+\cdots$. Thus we have constructed a Sylow $p$-subgroup of $S_{n}$.

## Exercises 1.6

1. If $H$ and $K$ are permutation groups on finite sets $X$ and $Y$, show that the order of $H \quad K$ is $|H|^{|Y|}|K|$.
*2. Let $G$ be a permutation group on a finite set $X$. If $\pi \in G$, define Fix $\pi$ to be the set of fixed points of $\pi$, that is, all $x$ in $X$ such that $x \pi=x$. Prove that the number of $G$-orbits equals

$$
\frac{1}{|G|} \sum_{\pi \in G}|\operatorname{Fix}(\pi)|
$$

3. Prove that a finite transitive permutation group of order $>1$ contains an element with no fixed points.
*4. If $H$ and $K$ are finite groups, prove that the class number of $H \times K$ equals the product of the class numbers of $H$ and $K$.
4. Describe the conjugacy classes of $S_{n}$.
5. Find the conjugacy classes of $A_{5}$ and deduce that $A_{5}$ is a simple group.
6. If $p$ is a prime, a group of order $p^{2}$ is isomorphic with $\mathbb{Z}_{p^{2}}$ or $\mathbb{Z}_{\boldsymbol{p}} \oplus \mathbb{Z}_{p}$.
7. Let $G$ be a finite group. Prove that elements in the same conjugacy class have conjugate centralizers. If $c_{1}, c_{2}, \ldots, c_{h}$ are the orders of the centralizers of elements from the distinct conjugacy classes, prove that $1 / c_{1}+1 / c_{2}+\cdots+$ $1 / c_{h}=1$. Deduce that there exist only finitely many finite groups with given class number $h$. Find all finite groups with class number 3 or less.
8. Prove that $\mathrm{Hol}_{\mathbb{Z}_{3}} \simeq S_{3}$.
9. Let $H$ be a Sylow $p$-subgroup of a finite group $G$ and let $K$ be a subgroup of $G$. Is it always true that $H \cap K$ is a Sylow $p$-subgroup of $K$ ?
10. Prove that there are no simple groups of order 312 , or 616 , or 1960.
*12. Show that the only simple group of order 60 is $A_{5}$. [Hint: Find a subgroup with index 5.]
*13. If $p$ and $q$ are distinct primes, prove that a group of order $p q$ has a normal Sylow subgroup. If $p \not \equiv 1 \bmod q$ and $q \not \equiv 1 \bmod p$, the group is cyclic.
*14. Let $W=H \sim K$ be the standard wreath product of an abelian group $H \neq 1$ and an arbitrary group $K$. Prove that the center of $W$ equals the set of elements in the base group all of whose component are equal. (This is called the diagonal subgroup of the base group.) Hence $\zeta W=1$ if $K$ is infinite.
11. Prove that the standard wreath product $\mathbb{Z} \simeq \mathbb{Z}$ is finitely generated but has a nonfinitely generated subgroup.
*16. Prove that the standard wreath product $\mathbb{Z}_{2} \sim \mathbb{Z}_{2}$ is isomorphic with $D_{8}$.
12. Identify the isomorphism types of the Sylow subgroups of $S_{6}$.
*18. Prove that Aut $A_{5} \simeq S_{5}$. [Hint: Let $P$ be a Sylow 5-subgroup of $A_{5}$ and let $\alpha$ be an automorphism of $A_{5}$. Show that $\alpha \equiv \beta \bmod \operatorname{Inn} A_{5}$ for some automorphism $\beta$ which leaves $P$ invariant.]
13. Let $G$ be a group of order $2 m$ where $m$ is odd. Prove that $G$ contains a normal subgroup of order $m$. [Hint: Denote by $\rho$ the regular representation of $G$ : find an odd permutation in $G^{\rho}$.]
14. Let $G=H w r K$ where $K \neq 1$. Prove that $B^{\prime} \leq[B, K]$ where $B$ is the base group. Deduce that $G /[B, K] \simeq\left(H / H^{\prime}\right) \times K$.

## CHAPTER 2

## Free Groups and Presentations

### 2.1. Free Groups

Let $F$ be a group, $X$ a nonempty set, and $\sigma: X \rightarrow F$ a function. Then $F$, or more exactly $(F, \sigma)$, is said to be free on $X$ if to each function $\alpha$ from $X$ to a group $G$ there corresponds a unique homomorphism $\beta: F \rightarrow G$ such that $\alpha=\sigma \beta$ : this equation expresses the commutativity of the following diagram of sets and functions:


A group which is free on some set is called a free group.
The function $\sigma: X \rightarrow F$ is necessarily injective. For suppose that $x_{1} \sigma=$ $x_{2} \sigma$ and $x_{1} \neq x_{2}$ : let $G$ be a group with at least two distinct elements $g_{1}$ and $g_{2}$ and choose a function $\alpha: X \rightarrow G$ such that $x_{1} \alpha=g_{1}$ and $x_{2} \alpha=g_{2}$. Then $x_{1} \sigma \beta=x_{2} \sigma \beta$, whence $x_{1} \alpha=x_{2} \alpha$ and $g_{1}=g_{2}$, a contradiction. Clearly $F$ is also free on $\operatorname{Im} \sigma$, the inclusion map $\operatorname{Im} \sigma \rightarrow F$ taking the place of $\sigma$. Hence a free group is always free on a subset: in this case the commutativity of the diagram says that the restriction of $\beta$ to $X$ is $\alpha$, so that $\beta$ is the unique extension of $\alpha$ to $F$.

Another consequence of the definition is that $\operatorname{Im} \sigma$ generates $F$. Since this will follow from our construction of free groups, we need not prove it now.

## Constructing Free Groups

There is nothing in the definition to show that free groups actually exist, a deficiency which will now be remedied.
2.1.1. If $X$ is a nonempty set, there exists a group $F$ and a function $\sigma: X \rightarrow F$ such that $(F, \sigma)$ is free on $X$ and $F=\langle\operatorname{Im} \sigma\rangle$.

Proof. Choose a set disjoint from $X$ with the same cardinality: for notational reasons we shall denote this by $X^{-1}=\left\{x^{-1} \mid x \in X\right\}$ where of course $x^{-1}$ is merely a symbol. By a word in $X$ is meant a finite sequence of symbols from $X \cup X^{-1}$, written for convenience in the form

$$
w=x_{1}^{\varepsilon_{1}} \cdots x_{r}^{\varepsilon_{r}},
$$

$x_{i} \in X, \varepsilon_{i}= \pm 1, r \geq 0$ : in case $r=0$ the sequence is empty and $w$ is the empty word, which will be written 1 . Of course two words are to be considered equal if and only if they have the same elements in corresponding positions.

The product of two words $w=x_{1}^{\varepsilon_{1}} \cdots x_{r}^{\varepsilon_{r}}$ and $v=y_{1}^{\eta_{1}} \cdots y_{s}^{\eta_{s}}$ is formed by juxtaposition: thus

$$
w v=x_{1}^{\varepsilon_{1}} \cdots x_{r}^{\varepsilon_{r}} y_{1}^{\eta_{1}} \cdots y_{s}^{\eta_{s},}
$$

with the convention that $w 1=w=1 w$. The inverse of $w$ is the word $w^{-1}=$


Let $S$ denote the set of all words in $X$. We define an equivalence relation on $S$ in the following manner. Two words $w$ and $v$ are said to be equivalent, in symbols $w \sim v$, if it is possible to pass from one word to the other by means of a finite sequence of operations of the following types:
(a) insertion of an $x x^{-1}$ or an $x^{-1} x(x \in X)$, as consecutive elements of a word;
(b) deletion of such an $x x^{-1}$ or $x^{-1} x$.

It should be clear to the reader that the relation $\sim$ is an equivalence relation. The equivalence class to which $w$ belongs will be denoted by

$$
[w] .
$$

Define $F$ to be the set of all equivalence classes. We plan to make $F$ into a group. If $w \sim w^{\prime}$ and $v \sim v^{\prime}$, one sees at once that $w v \sim w^{\prime} v^{\prime}$, so that it is meaningful to define the product of $[w]$ and $[v]$ by means of the equation

$$
[w][v]=[w v] .
$$

Then $[w][1]=[w]=[1][w]$ and $[w]\left[w^{-1}\right]=\left[w w^{-1}\right]=[1]$. Moreover the product is associative: for $(w v) u=w(v u)$ is obviously true and hence $([w][v]) \cdot[u]=[(w v) u]=[w(v u)]=[w] \cdot([v][u])$. It follows that $F$ is a group with respect to this binary operation: the identity element is [1] and the inverse of $[w]$ is $\left[w^{-1}\right]$.

Define a function $\sigma: X \rightarrow F$ by the rule $x \sigma=[x]$. We shall prove that $(F, \sigma)$ is free on $X$. Suppose that $\alpha: X \rightarrow G$ is a function from $X$ to some group $G$. First we form a function $\bar{\beta}$ from the set of all words in $X$ to $G$ by mapping $x_{1}^{\varepsilon_{1}} \cdots x_{r}^{\varepsilon_{r}}$ to $g_{1}^{\varepsilon_{1}} \cdots g_{r}^{\varepsilon_{r}}$ where $g_{i}=x_{i}^{\alpha}$. Now $w \sim v$ implies that $w^{\bar{\beta}}=$ $v^{\bar{\beta}}$ because in the group $G$ products like $g g^{-1}$ or $g^{-1} g$ equal $1_{G}$. It is therefore possible to define a function $\beta: F \rightarrow G$ by $[w]^{\beta}=w^{\bar{\beta}}$. Then $([w][v])^{\beta}=$ $[w v]^{\beta}=(w v)^{\bar{\beta}}=w^{\bar{\beta}} v^{\bar{\beta}}$ by definition of $\bar{\beta}$. Hence $([w][v])^{\beta}=[w]^{\beta}[v]^{\beta}$ and $\beta$ is a homomorphism from $F$ to $G$. Moreover $x^{\sigma \beta}=[x]^{\beta}=x^{\bar{\beta}}=x^{\alpha}$ for $x \in$ $X$. Finally, if $\gamma: F \rightarrow G$ is another homomorphism such that $\sigma \gamma=\alpha$, then $\sigma \gamma=\sigma \beta$ and $\gamma$ and $\beta$ agree on $\operatorname{Im} \sigma$; but clearly $F=\langle\operatorname{Im} \sigma\rangle$, so $\gamma=\beta$.

## Reduced Words

Let us examine the construction just described with a view to obtaining a convenient description of the elements of the free group $F$.

A word $w$ in $X$ is called reduced if it contains no pair of consecutive symbols of the form $x x^{-1}$ or $x^{-1} x,(x \in X)$. By convention the empty word is reduced. If $w$ is an arbitrary word, we can delete from $w$ all consecutive pairs $x x^{-1}$ or $x^{-1} x$ to obtain an equivalent word. By repeating this procedure a finite number of times we shall eventually reach a reduced word which is equivalent to $w$. Thus each equivalence class of words contains a reduced word. The important point to establish is that there is just one reduced word in a class.

### 2.1.2. Each equivalence class of words in $X$ contains a unique reduced word.

Proof. A direct approach to proving uniqueness would involve tedious cancellation arguments. To avoid these we introduce a permutation representation of the free group $F$ on the set of all reduced words $R$. First of all, let $u \in X \cup X^{-1}$ and define a function $u^{\prime}: R \rightarrow R$ by the rule

$$
\left(x_{1}^{\varepsilon_{1}} \cdots x_{r}^{\varepsilon_{r}}\right) u^{\prime}= \begin{cases}x_{1}^{\varepsilon_{1}} \cdots x_{r}^{\varepsilon_{r}} u & \text { if } u \neq x_{r}^{-\varepsilon_{r}} \\ x_{1}^{\varepsilon_{1}} \cdots x_{r-1}^{\varepsilon_{r}-1} & \text { if } u=x_{r}^{-\varepsilon_{r}}\end{cases}
$$

where, of course, $x_{1}^{\varepsilon_{1}} \cdots x_{r}^{\varepsilon_{r}}$ is reduced.
Then $u^{\prime}$ is a permutation of $R$ since $\left(u^{-1}\right)^{\prime}$ is obviously its inverse. We use the function from $X$ to $\operatorname{Sym}(R)$ in which $x \mapsto x^{\prime}$, and the defining property of free groups, to produce a homomorphism $\theta: F \rightarrow \operatorname{Sym}(R)$ such that $[x]^{\theta}=x^{\prime}$.

Now let $v$ and $w$ be two equivalent reduced words. Then $[v]=[w]$ and $[v]^{\theta}=[w]^{\theta}$. If $v=x_{1}^{\varepsilon_{1}} \cdots x_{r}^{\varepsilon_{r}}$, then $[v]=\left[x_{1}^{\varepsilon_{1}}\right] \cdots\left[x_{r}^{\varepsilon_{r}}\right]$ and $[v]^{\theta}=\left(x_{1}^{\varepsilon_{1}}\right)^{\prime} \cdots$ ( $\left.x_{r}^{\varepsilon_{r}}\right)^{\prime}$. Applying $[v]^{\theta}$ to the empty word, we obtain $x_{1}^{\varepsilon_{1}} \cdots x_{r}^{\varepsilon_{r}}=v$, since this is reduced. Similarly $[w]^{\theta}$ sends the empty word to $w$. Therefore $v=w$.

## Normal Form

By 2.1.2 every element of the constructed free group $F$ can be uniquely written in the form [ $w$ ] with $w$ a reduced word, say $w=x_{1}^{\varepsilon_{1} \cdots x_{r}^{\varepsilon_{r}} \text { where } \varepsilon_{i}=}$ $\pm 1, r \geq 0$ and no $x x^{-1}$ or $x^{-1} x$ with $x \in X$ occurs in the word. By definition of multiplication in $F$ we have $[w]=\left[x_{1}\right]^{\varepsilon_{1}} \cdots\left[x_{r}\right]^{\varepsilon_{r}}$. Multiplying together consecutive terms involving the same element $x_{i}$, we deduce that, after relabeling the $x_{i}$ 's, the element $[w]$ may be written in the form

$$
[w]=\left[x_{1}\right]^{l_{1} \cdots\left[x_{s}\right]^{l_{s}}}
$$

where $s \geq 0, l_{i}$ is a nonzero integer and $x_{i} \neq x_{i+1}$. Notice that the original ieduced word can be reassembled from this, so the expression is unique.

To simplify the notation we shall identify $w$ with [w]. By this convention each element of $F$ can be uniquely written in the form

$$
w=x_{1}^{l_{1}} x_{2}^{l_{2}} \cdots x_{s}^{l_{s}},
$$

where $s \geq 0, l_{i} \neq 0$, and $x_{i} \neq x_{i+1}$. This is called the normal form of $w$. Sometimes it is convenient to abbreviate it to $w=w\left(x_{1}, \ldots, x_{s}\right)$ or even to $w=$ $w(x)$.

The existence of a normal form is characteristic of free groups, as the next result shows.
2.1.3. Let $G$ be a group and $X$ a subset of $G$. Assume that each element $g$ of $G$ can be uniquely written in the form $g=x_{1}^{l_{1}} x_{2}^{l_{2}} \cdots x_{s}^{l_{s}}$ where $x_{i} \in X, s \geq 0, l_{i} \neq$ 0 , and $x_{i} \neq x_{i+1}$. Then $G$ is free on $X$.

Proof. Let $F$ be a free group on the set $X$ with associated injection $\sigma: X \rightarrow F$. By the mapping property there is a homomorphism $\beta: F \rightarrow G$ such that $\sigma \beta: X \rightarrow G$ is the inclusion map. Since $G=\langle X\rangle$, we see that $\beta$ is surjective. It is injective by the uniqueness of the normal form.

As one might expect, free groups on sets of equal cardinality are isomorphic.
2.1.4. If $F_{1}$ is free on $X_{1}$ and $F_{2}$ is free on $X_{2}$ and if $\left|X_{1}\right|=\left|X_{2}\right|$, then $F_{1} \simeq$ $F_{2}$.

Proof. Let $\sigma_{1}: X_{1} \rightarrow F_{1}$ and $\sigma_{2}: X_{2} \rightarrow F_{2}$ be the given injections and let $\alpha: X_{1} \rightarrow X_{2}$ be a bijection. Then there are commutative diagrams

with $\beta_{1}$ and $\beta_{2}$ homomorphisms. Hence $\sigma_{1} \beta_{1} \beta_{2}=\alpha \sigma_{2} \beta_{2}=\alpha \alpha^{-1} \sigma_{1}=\sigma_{1}$ and the diagram

commutes. But the identity map $1_{F_{1}}$ on $F_{1}$ will also make this diagram commute, so $\beta_{1} \beta_{2}=1_{F_{1}}$ by uniqueness. A similar argument yields $\beta_{2} \beta_{1}=1_{F_{2}}$, so that $\beta_{1}$ is an isomorphism and $F_{1} \simeq F_{2}$.

Conversely, if $F_{1} \simeq F_{2}$, then $\left|X_{1}\right|=\left|X_{2}\right|$ - we shall postpone the proof until 2.3.9 below (see also Exercise 2.1.7). This makes it possible to define the rank of a free group as the cardinality of any set on which it is free. Notice that by 2.1.4 a free group on a set $X$ is isomorphic with the free group on $X$ whose elements are the reduced words in $X$.

The following is a consequence of 2.1.4 and 2.1.1; if $(F, \sigma)$ is free on a set $X$, then $\operatorname{Im} \sigma$ generates $F$.

## Two Examples of Free Groups

Let us see how free groups occur in nature.
(i) Consider functions $\alpha$ and $\beta$ on the set $\mathbb{C} \cup\{\infty\}$ defined by the rules

$$
(x) \alpha=x+2 \quad \text { and } \quad(x) \beta=\frac{x}{2 x+1} .
$$

Here the symbol $\infty$ is subject to such formal rules as $1 / 0=\infty$ and $\infty / \infty=$ 1. Then $\alpha$ and $\beta$ are bijections since they have inverses, namely $(x) \alpha^{-1}=$ $x-2$ and $(x) \beta^{-1}=x /(1-2 x)$. Thus $\alpha$ and $\beta$ generate a group of permutations $F$ of $\mathbb{C} \cup\{\infty\}$; we claim that $F$ is free on the set $\{\alpha, \beta\}$.

To see this observe that a nonzero power of $\alpha$ maps the interior of the unit circle $|z|=1$ to the exterior and a nonzero power of $\beta$ maps the exterior of the unit circle to the interior with 0 removed: the second statement is most easily understood from the equation $(1 / x) \beta=1 /(x+2)$. From this it is easy to see that no nontrivial reduced word in $\{\alpha, \beta\}$ can equal 1 . Hence every element of $F$ has a unique expression as a reduced word. It now follows from 2.1.3 that $F$ is free on $\{\alpha, \beta\}$.
(ii) Our second example is of a free group generated by matrices. The functions $\alpha$ and $\beta$ discussed in (i) are instances of the mapping of $\mathbb{C} \cup\{\infty\}$

$$
\lambda(a, b, c, d): x \mapsto \frac{a x+b}{c x+d},
$$

where $a d-b c \neq 0$ and $a, b, c, d \in \mathbb{C}$. Such a mapping is known as a linear
fractional transformation. Now it is easy to show that the function

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \mapsto \lambda(a, c, b, d)
$$

is a homomorphism from $\operatorname{GL}(2, \mathbb{C})$ to the group of all linear fractional transformations of $\mathbb{C}$ in which

$$
A=\left(\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right)
$$

map to $\alpha$ and $\beta$ respectively. Since no nontrivial reduced word in $\{\alpha, \beta\}$ can equal 1 , the same is true of reduced words in $\{A, B\}$. Consequently the group $\langle A, B\rangle$ isfree on $\{A, B\}$.

The enormous importance of free groups in group theory is underscored by the following result.
2.1.5. Let $G$ be a group generated by a subset $X$ and let $F$ be a free group on a set $Y$. If $\alpha: Y \rightarrow X$ is a surjection, it extends to an epimorphism from $F$ to $G$. In particular every group is an image of a free group.

Proof. The function $\alpha$ extends to a homomorphism from $F$ to $G$ which is an epimorphism since $G=\langle X\rangle$.

Finally in this section another useful property of free groups.
2.1.6 (The Projective Property of Free Groups). Let F be a free group and let $G$ and $H$ be some other groups. Assume that $\alpha: F \rightarrow H$ is a homomorphism and $\beta: G \rightarrow H$ an epimorphism. Then there is a homomorphism $\gamma: F \rightarrow G$ such that $\gamma \beta=\alpha$, that is to say, such that the diagram

commutes.

Proof. Let $F$ be free on a subset $X$. If $x \in X$, then $x^{\alpha} \in H=\operatorname{Im} \beta$, so there is a $g_{x}$ in $G$ such that $g_{x}^{\beta}=x^{\alpha}$. By the defining property of free groups we can extend the function $x \mapsto g_{x}$ to a homomorphism $\gamma: F \rightarrow G$. Since $x^{\gamma \beta}=g_{x}^{\beta}=$ $x^{\alpha}$ for all $x$ in $X$ and $X$ generates $F$, it follows that $\gamma \beta=\alpha$.

In fact a group which possesses this projective property is necessarily free (Exercise 6.1.4), so the property characterizes free groups.

## Exercises 2.1

1. Prove that free groups are torsion-free.
2. Prove that a free group of rank $>1$ has trivial center.
3. A free group is abelian if and only if it is infinite cyclic.
4. Let $a$ be a complex number such that $|a| \geq 2$. Prove that $\left(\begin{array}{ll}1 & 0 \\ a & 1\end{array}\right)$ and $\left(\begin{array}{ll}1 & a \\ 0 & 1\end{array}\right)$ generate a free group.
*5. If $F$ is a free group on a subset $X$ and $\varnothing \neq Y \subset X$, prove that $F / Y^{F}$ is free on $X \backslash Y$.
5. If $N \triangleleft G$ and $G / N$ is free, prove that there is a subgroup $H$ such that $G=H N$ and $H \cap N=1$. (Use the projective property.)
6. If $F_{i}$ is free on $X_{i}, i=1,2$, and $F_{1} \simeq F_{2}$, prove that $\left|X_{1}\right|=\left|X_{2}\right|$ [Hint: Consider $\operatorname{Hom}\left(F_{i}, \mathbb{Z}_{2}\right)$ and view it as a vector space over $\mathbb{Z}_{2}$.]
7. If $(F, \sigma)$ is free on a set $X$, prove from the definition that $\operatorname{Im} \sigma$ generates $F$.
8. Let $F$ be a free group on a subset $X$. If $x \in X$ and $f \in F$, define $\sigma_{x}(f)$ to be the sum of the exponents of $x$ in the reduced form of $f$. Prove that $f \in F^{\prime}$ if and only if $\sigma_{x}(f)=0$ for all $x$ in $X$.
9. Let $F$ be a free group and suppose that $H$ is a subgroup with finite index. Prove that every nontrivial subgroup of $F$ intersects $H$ nontrivially.

### 2.2. Presentations of Groups

We have seen in 2.1.5 that every group is obtainable as an image of a free group. An actual description of a group as such an image is called a presentation. More exactly a free presentation of a group $G$ is an epimorphism $\pi$ from a free group $F$ to $G$. Thus if $R=\operatorname{Ker} \pi$, we have $R \triangleleft F$ and $F / R \simeq G$. The elements of $R$ are called the relators of the presentation.

For example let $F$ be the free group on a set $Y=\left\{y_{g} \mid 1 \neq g \in G\right\}$ and let a homomorphism $\pi: F \rightarrow G$ be defined by $y_{g}^{\pi}=g$. Then $\pi$ is called the standard presentation of $G$.

Suppose that $\pi: F \rightarrow G$ is a given presentation of a group $G$. Choose a set of free generators for $F$, say $Y$, and a subset $S$ of $F$ such that $S^{F}=$ Ker $\pi$. If $X=Y^{\pi}$, then clearly $X$ is a set of generators for $G$. Next $r \in F$ is a relator of
 $\varepsilon_{i}= \pm 1, f_{i} \in F$. If this is the case, we sometimes say that $r$ is a consequence of $S$. The presentation $\pi$, together with the choice of $Y$ and $S$, determines $a$ set of generators and defining relators for $G$, in symbols

$$
\begin{equation*}
G=\langle Y \mid S\rangle . \tag{1}
\end{equation*}
$$

In practice it is often more convenient to list the generators of $G$ and the
defining relations $s(x)=1, s \in S$, in these generators $X$; thus

$$
\begin{equation*}
G=\langle X \mid s(x)=1, s \in S\rangle . \tag{2}
\end{equation*}
$$

We shall sometimes refer to (1) or (2) as a presentation of $G$.
Conversely it is easy to construct, in principle at least, a group having a presentation with a given set of generators and relators. Let $Y$ be any nonempty set and let $S$ be a subset of the free group on $Y$. Define $R$ to be the normal closure of $S$ in $F$ and put $G=F / R$. Then the natural homomorphism $\pi: F \rightarrow G$ is a presentation of $G$ and $G$ has the set of generators and defining relators $\langle Y \mid S\rangle$.

The following result is frequently useful in the discussion of groups with similar presentations.
2.2.1 (von Dyck's Theorem). Let $G$ and $H$ be groups with presentations $\varepsilon: F \rightarrow G$ and $\delta: F \rightarrow H$ such that each relator of $\varepsilon$ is also a relator of $\delta$. Then the function $f^{\varepsilon} \mapsto f^{\delta}$ is a well-defined epimorphism from $G$ to $H$.

Proof. It follows from the hypothesis that $\operatorname{Ker} \varepsilon \leq \operatorname{Ker} \delta$. If $g \in G$, then $g=$ $f^{\varepsilon}$ for some $f \in F$ : moreover $f^{\delta}$ is uniquely determined by $g$ since if $g=f_{1}^{\varepsilon}$, then $f=f_{1} k$ where $k \in \operatorname{Ker} \varepsilon \leq \operatorname{Ker} \delta$, and $f^{\delta}=f_{1}^{\delta}$. Obviously $f^{\varepsilon} \mapsto f^{\delta}$ is an epimorphism.

## Examples of Presentations

In practice it is usually difficult to obtain information about a group from a given presentation: in fact there is no general procedure for deciding if the group has order 1 . Success usually depends upon finding a model which realizes the presentation. Some examples will illustrate the point.
(I) $G=\left\langle x, y \mid x^{2}=1, y^{2}=1\right\rangle$. This group is called the infinite dihedral group $D_{\infty}$. Set $a=x y$; then $G=\langle x, a\rangle$ and $x^{-1} a x=y x=a^{-1}$. Conversely the original relations $x^{2}=1=y^{2}$ are consequences of the relations $x^{2}=1$ and $x^{-1} a x=a^{-1}$ (strictly $x^{-1} a x a=1$ ): for given the latter one has $y^{2}=$ $\left(x^{-1} a\right)^{2}=x^{-1} a x a=1$. Thus $G$ also has the presentation

$$
\left\langle x, a \mid x^{2}=1, x^{-1} a x=a^{-1}\right\rangle .
$$

This group may be realized as a semidirect product $\bar{G}=X \ltimes A$ where $A=\langle\bar{a}\rangle$ is infinite cyclic, $X=\langle\bar{x}\rangle$ is cyclic of order 2 and $\bar{x}$ conjugates an element of $A$ into its inverse. For by von Dyck's Theorem there is an epimorphism $\theta: G \rightarrow \bar{G}$ in which $x \mapsto \bar{x}$ and $a \mapsto \bar{a}$. A typical element of $G$ has the form $x^{r} a^{s}, r=0,1$, since $\langle a\rangle \triangleleft G$ : this maps under $\theta$ to $\bar{x}^{r} \bar{a}^{s}$, which is trivial only if $r=0=s$. Thus $G \simeq \bar{G}$.
(II) $G=\left\langle x, y \mid x^{2}=y^{2}=(x y)^{n}=1\right\rangle$, where $n \geq 2$. This is the dihedral group $D_{2 n}$ of order $2 n$. Writing $a=x y$ we see that

$$
\left\langle x, a \mid x^{2}=a^{n}=1, x^{-1} a x=a^{-1}\right\rangle
$$

is another presentation of $G$. As above $G$ is isomorphic with the semidirect product $X \ltimes A$ where $A$ is cyclic of order $n, X$ is cyclic of order 2 and the generator of $X$ conjugates elements of $A$ into their inverses.
(III) A presentation of the symmetric group
2.2.2. If $n>1$, there is a presentation of the symmetric group $S_{n}$ with generators $x_{1}, x_{2}, \ldots, x_{n-1}$ and relations

$$
1=x_{i}^{2}=\left(x_{j} x_{j+1}\right)^{3}=\left(x_{k} x_{l}\right)^{2},
$$

where $1 \leq i \leq n-1,1 \leq j \leq n-2$, and $1 \leq l<k-1<n-1$.
Proof. Let $G$ be a group with the generators and defining relations listed. We shall prove first that $|G| \leq n!$. If $H=\left\langle x_{1}, \ldots, x_{n-2}\right\rangle$, it follows from von Dyck's Theorem and an induction on $n$ that $|H| \leq(n-1)$ !. Therefore it will be enough to show that $|G: H| \leq n$.

Consider the $n$ right cosets $H, H x_{n-1}, H x_{n-1} x_{n-2}, \ldots, H x_{n-1} x_{n-2} \cdots x_{1}$. Let us prove that right multiplication by any $x_{j}$ permutes these cosets. If $j<i-1$, then $x_{i} x_{j}=\left(x_{i} x_{j}\right)^{-1}=x_{j} x_{i}$ by the defining relations: hence $\left(H x_{n-1} \cdots x_{i}\right) x_{j}=H x_{j} x_{n-1} \cdots x_{i}=H x_{n-1} \cdots x_{i}$ since $x_{j} \in H$. Let $j>i$. Since $x_{k} x_{j}=x_{j} x_{k}$ if $|j-k|>1$, we have

$$
\left(H x_{n-1} \cdots x_{i}\right) x_{j}=H x_{n-1} \cdots x_{j+1}\left(x_{j} x_{j-1} x_{j}\right) x_{j-2} \cdots x_{i} .
$$

now $\left(x_{j-1} x_{j}\right)^{3}=1$, which implies that $x_{j-1} x_{j} x_{j-1}=x_{j} x_{j-1} x_{j}$. Hence we obtain

$$
\begin{aligned}
\left(H x_{n-1} \cdots x_{i}\right) x_{j} & =H x_{n-1} \cdots x_{j+1}\left(x_{j-1} x_{j} x_{j-1}\right) x_{j-2} \cdots x_{i} \\
& =H x_{j-1} x_{n-1} \cdots x_{i}=H x_{n-1} \cdots x_{i} .
\end{aligned}
$$

Finally

$$
\left(H x_{n-1} \cdots x_{i}\right) x_{i}=H x_{n-1} \cdots x_{i+1}
$$

and

$$
\left(H x_{n-1} \cdots x_{i}\right) x_{i-1}=H x_{n-1} \cdots x_{i} x_{i-1},
$$

as required. Since the $x_{j}$ generate $G$, every element of $G$ lies in one of these cosets and $|G: H| \leq n$.

To complete the proof we show that $S_{n}$ realizes the presentation. To this end consider the $n-1$ adjacent transpositions $\pi_{i}=(i, i+1), i=1, \ldots$, $n-1$. Every permutation is a product of transpositions and every transposition is a product of adjacent transpositions-as is readily seen by repeated use of the formula $(i, j)=(j-1, j)(i, j-1)(j-1, j), i<j-1$. Hence $S_{n}=$ $\left\langle\pi_{1}, \ldots, \pi_{n-1}\right\rangle$. It is easy to verify that $1=\pi_{i}^{2}=\left(\pi_{j} \pi_{j+1}\right)^{3}=\left(\pi_{k} \pi_{l}\right)^{2}$ if $1 \leq$ $i \leq n-1,1 \leq j \leq n-2$, and $l<k-1<n-1$. By 2.2.1 there is an epimorphism $\alpha: G \rightarrow S_{n}$ in which $x_{i} \mapsto \pi_{i}$. Since $|G: \operatorname{Ker} \alpha|=n!$ and $|G| \leq n!$, it follows that $\operatorname{Ker} \alpha=1$ and $\alpha$ is an isomorphism.

## Finitely Presented Groups

A group is said to be finitely presented if it has a finite presentation $\langle X \mid R\rangle$, that is, one in which $X$ and $R$ are finite. In other words the group can be specified by a finite set of generators and a finite set of relations. This definition is independent of the particular presentation chosen in the sense of the following result.
2.2.3 (B.H. Neumann). If $X$ is any set of generators of a finitely presented group $G$, the group has a finite presentation of the form $\left\langle X_{0}\right| r_{1}=r_{2}=\cdots=$ $\left.r_{t}=1\right\rangle$ where $X_{0} \subseteq X$.

Proof. Let $G=\left\langle y_{1}, \ldots, y_{m} \mid s_{1}=\cdots=s_{l}=1\right\rangle$ be a finite presentation of $G$. Since $G=\langle X\rangle$, it follows that $G=\left\langle X_{0}\right\rangle$ where $X_{0}=\left\{x_{1}, \ldots, x_{n}\right\}$ is a finite subset of $X$. There are, therefore, expressions for the $y_{i}$ in terms of the $x_{j}$ and the $x_{j}$ in terms of the $y_{i}$, say $y_{i}=w_{i}(x)$ and $x_{j}=v_{j}(y)$. Hence the following relations in the $x_{j}$ 's are valid:

$$
s_{k}\left(w_{1}(x), \ldots, w_{m}(x)\right)=1, \quad x_{j}=v_{j}\left(w_{1}(x), \ldots, w_{m}(x)\right),
$$

$k=1, \ldots, l, j=1, \ldots, n$; there are of course only finitely many of these.
Now let $\bar{G}$ be a group with generators $\bar{x}_{1}, \ldots, \bar{x}_{n}$ and the above defining relations in $\bar{x}_{1}, \ldots, \bar{x}_{n}$. By 2.2 .1 there is an epimorphism from $\bar{G}$ to $G$ in which $\bar{x}_{i} \mapsto x_{i}$. Define $\bar{y}_{i}=w_{i}(\bar{x})$; the second set of defining relations shows that $\bar{G}=\left\langle\bar{y}_{1}, \ldots, \bar{y}_{m}\right\rangle$. Since $s_{k}(\bar{y})=1$, there is, by 2.2.1 again, an epimorphism from $G$ to $\bar{G}$ in which $y_{i} \mapsto \bar{y}_{i}$. These epimorphisms are mutually inverse, so they are isomorphisms. Hence $G$ is generated by $x_{1}, \ldots, x_{n}$ subject only to the defining relations in the $x_{i}$ listed above.

Examples of finitely presented groups include cyclic groups, free groups of finite rank (which have no relations), and finite groups. To prove the last statement let $\pi: F \rightarrow G$ be any presentation of a finite group $G$ such that $F$ is finitely generated; let $R=\operatorname{Ker} \pi$. Then $R$ is finitely generated by 1.6.11. Therefore $\pi$ is a finite presentation of $G$. On the other hand, not every finitely generated group is finitely presented, an example being the standard wreath product of two infinite cyclic groups (see 14.1.4).

Further examples of finitely presented groups may be obtained from the next result.
2.2.4 (P. Hall). Let $N \triangleleft G$ and suppose that $N$ and $G / N$ are finitely presented groups. Then $G$ is finitely presented.

Proof. Let $N$ have generators $x_{1}, \ldots, x_{m}$ and relations $r_{1}=\cdots=r_{k}=1$, and let $G / N$ have generators $y_{1} N, \ldots, y_{n} N$ and relations $s_{1}=\cdots=s_{l}=1_{G / N}$. Obviously $G$ can be generated by $x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{n}$ : moreover there are
relations in these generators of the following types:

$$
\begin{aligned}
r_{i}(x) & =1, & s_{j}(y) & =t_{j}(x) \\
y_{j}^{-1} x_{i} y_{j} & =u_{i j}(x), & y_{j} x_{i} y_{j}^{-1} & =v_{i j}(x)
\end{aligned} \begin{array}{ll}
(i=1, \ldots, k, j=1, \ldots, l), \\
& (i=1, \ldots, m, j=1, \ldots, n) .
\end{array}
$$

The last two sets of relations express the normality of $N$ in $G$.
Let $\bar{G}$ be a group with generators $\bar{x}_{1}, \ldots, \bar{x}_{m}, \bar{y}_{1}, \ldots, \bar{y}_{n}$ and the above defining relations in the $\bar{x}_{i}$ and $\bar{y}_{j}$. By 2.2.1 there is an epimorphism $\alpha: \bar{G} \rightarrow$ $\underline{G}$ such that $\bar{x}_{i}^{\alpha}=x_{i}$ and $\bar{y}_{j}^{\alpha}=y_{j}$ : let $K=\operatorname{Ker} \alpha$. Now the restriction of $\alpha$ to $\bar{N} \equiv\left\langle\bar{x}_{1}, \ldots, \bar{x}_{m}\right\rangle$ must be an isomorphism since all relations in the $x_{i}$ are consequences of the $r_{j}(\underline{x})=1$ : hence $K \cap \bar{N}=1$. Next $\bar{N} \triangleleft \bar{G}$ since $\bar{y}_{j}^{-1} \bar{x}_{i} \bar{y}_{j}$ and $\bar{y}_{j} \bar{x}_{i} \bar{y}_{j}^{-1}$ belong to $\bar{N}$. Now $\alpha$ induces an epimorphism from $\bar{G} / \bar{N}$ to $G / N$ in which $\bar{y}_{i} \bar{N} \mapsto y_{i} N$ : this must be an isomorphism because all relations in the $y_{i} N$ are consequences of the $s_{j}(y N)=1_{G / N}$. Hence $K=1$ and $\bar{G} \simeq G$, so $G$ is finitely presented.

For example, if a group $G$ has a chain of subgroups $1=G_{0} \triangleleft G_{1} \triangleleft \cdots \triangleleft$ $G_{i} \triangleleft G_{i+1} \triangleleft \cdots \triangleleft G_{n}=G$ in which each $G_{i+1} / G_{i}$ is cyclic, then $G$ is finitely presented. Such groups are called polycyclic: they are studied in Chapters 5 and 15 .

## The Word Problem

Suppose that $G$ is a finitely presented group with generators $x_{1}, \ldots, x_{n}$ and relators $r_{1}, \ldots, r_{k}$. Here the $r_{i}$ are assumed to be explicitly given words in the $x_{i}$. The word problem is said to be soluble for the presentation if there is an algorithm which, when a word $w$ in the $x_{i}$ is given, decides whether or not $w$ is a relator, i.e., whether $w=1$ in $G$. Roughly speaking, this means that it is possible to decide, at least in principle, whether $w=1$ in $G$ by machine computation. It is not difficult to see that the question is independent of the particular finite presentation and so it is a question about the group $G$. We say that $G$ has soluble word problem if the word problem is soluble for some-and hence any-finite presentation of $G$.

A natural approach to the problem is to enumerate the relators of $G$ by listing all consequences of the defining relators $r_{1}, \ldots, r_{k}$, i.e., all words $\left.\left(r_{i_{1}}^{ \pm 1}\right)^{f_{1} \cdots\left(r_{i_{j}}^{ \pm 1}\right.}\right)^{f_{j}},\left(f_{i} \in F\right)$. Thus, if $w$ is a relator, it will appear on our list and, given enough time, we will detect it. The difficulty is that if $w$ is not a relator, it will never appear in the course of our enumeration, but this cannot be established in any finite time. What one needs is a way of enumerating the words that are not relators. Now it is known that there are sets which are recursively enumerable (i.e., capable of machine enumeration), but whose complements are not recursively enumerable. In view of this it is not too surprising that there exist finitely presented groups which have insoluble word problem. This is the famous Boone-Novikov Theorem; for a very readable account see [b57].

Despite this negative result there are significant classes of finitely presented groups for which the word problem is soluble. Here we shall prove just one result. But first a definition. A group $G$ is said to be residually finite if, given $g \neq 1$ in $G$, there is an $N \triangleleft G$ such that $g \notin N$ and $G / N$ is the finite. (For more on residual properties, see 2.3.)
2.2.5. Let $G$ be a finitely presented residually finite group. Then $G$ has soluble word problem.

Proof. We assume that $G$ is given by an explicit finite presentation. Let $w$ be a given word in the generators. We shall describe two procedures to be set in motion, and then explain how they will tell us whether or not $w=1$ in $G$. The first procedure simply enumerates all consequences of the defining relators and looks for the word $w$. If $w$ turns up, then $w=1$ in $G$, and the procedure stops.

The second procedure enumerates all finite groups, say by constructing their multiplication tables. For each finite group $F$, it constructs the (finitely many) homomorphisms $\theta$ from $G$ to $F$; to do this one has to assign an element of $F$ to each generator of $G$ and then check that each defining relator equals 1 in $F$. For each such homomorphism $\theta$ the procecdure then computes $w^{\theta}$ in $F$, and checks to see if it equals the identity. If ever $w^{\theta} \neq 1$ in $F$, then $w \neq 1$ in $G$, and the procedure stops.

The point is that residual finiteness guarantees that one procedure will stop. Indeed, if $w \neq 1$ in $G$, then $w \notin N$ for some $N \triangleleft G$ with $F=G / N$ finite. Thus $w \neq 1$ in $F$. If the first procedure stops, then $w=1$ in $G$; if the second one stops, then $w \neq 1$ in $G$.

For example, polycyclic groups are finitely presented by 2.2 .4 , and it is shown in 5.4 .17 that they are residually finite. Hence the word problem is soluble for polycyclic groups. The word problem is one of three important decision problems in group theory which were first formulated in 1911 by M. Dehn; the others are the conjugacy problem, which asks if there is an algorithm to decide if two elements of a finitely presented group are conjugate, and the isomorphism problem: Is there an algorithm to decide whether two given finitely presented groups are isomorphic? All three problems have negative answers in general. For more information on the decision problems of group theory, see [b43] or [b46].

## Exercises 2.2

1. Show that $S_{3}$ has the presentation $\left\langle x, y \mid x^{2}=y^{3}=(x y)^{2}=1\right\rangle$.
2. Show that $A_{4}$ has the presentation $\left\langle x, y \mid x^{2}=y^{3}=(x y)^{3}=1\right\rangle$ [Hint: Examine the right action of the group on the set of cosets $\langle y\rangle,\langle y\rangle x,\langle y\rangle x y,\langle y\rangle x y^{2}$.]
3. Show that $S_{4}$ has the presentation $\left\langle x, y \mid x^{4}=y^{2}=(x y)^{3}=1\right\rangle$.
4. Let $G=\left\langle x, y \mid x^{3}=y^{3}=(x y)^{3}=1\right\rangle$. Prove that $G \simeq\langle t\rangle \ltimes A$ where $t^{3}=1$ and $A=\langle a\rangle \times\langle b\rangle$ is the direct product of two infinite cyclic groups, the action of $t$ being $a^{t}=b, b^{t}=a^{-1} b^{-1}$. [Hint: Prove that $\left\langle x y x, x^{2} y\right\rangle$ is a normal abelian subgroup.]
5. Let $p$ be a prime. Prove that the group $\left\langle x, y \mid x^{p}=y^{p}=(x y)^{p}=1\right\rangle$ is infinite if $p>2$, but that if $p=2$, it is a Klein 4-group.
6. Let $A$ be an abelian group with generators $x_{1}, x_{2}, \ldots, x_{n}$ and defining relations consisting of $\left[x_{i}, x_{j}\right]=1, i<j=1,2, \ldots, n$, and $r$ further relations. If $r<n$, prove that $A$ is infinite.
7. Suppose that $G$ is a group with $n$ generators and $r$ relations whether $r<n$. Prove that $G$ is infinite.
8. Let $G$ be a finitely presented group and let $N$ be a normal subgroup which is finitely generated as a $G$-operator group. Prove that $G / N$ is finitely presented.
*9. Let $\pi: F \rightarrow G$ be a presentation of a group $G$ and let $R=\operatorname{Ker} \pi$. If $A$ is the subgroup of all automorphisms $\alpha$ of $F$ such that $R^{\alpha}=R$, show that there is a canonical homomorphism $A \rightarrow$ Aut $G$. Use this to construct an outer automorphism of $A_{4}$ (see Exercise 2.2.2).
9. Prove that the group $G$ with generators $x, y, z$ and relations $z^{y}=z^{2}, x^{z}=x^{2}$, $y^{x}=y^{2}$ has order 1 .

### 2.3. Varieties of Groups

In this section we shall consider classes of groups which are defined by sets of equations.

## Verbal and Marginal Subgroups

Let $F$ be a free group on a countably infinite set $\left\{x_{1}, x_{2}, \ldots\right\}$ and let $W$ be a nonempty subset of $F$. If $w=x_{i_{1}}^{l_{1}} \cdots x_{i_{r}}^{l_{r}} \in W$ and $g_{1}, \ldots, g_{r}$ are elements of a group $G$, we define the value of the word $w$ at $\left(g_{1}, \ldots, g_{r}\right)$ to be $w\left(g_{1}, \ldots, g_{r}\right)=g_{1}^{l_{1}} \cdots g_{r}^{l_{r}}$. The subgroup of $G$ generated by all values in $G$ of words in $W$ is called the verbal subgroup of $G$ determined by $W$,

$$
W(G)=\left\langle w\left(g_{1}, g_{2}, \ldots\right) \mid g_{i} \in G, w \in W\right\rangle .
$$

For example, if $W=\left\{\left[x_{1}, x_{2}\right]\right\}$, then $W(G)=G^{\prime}$, the derived subgroup of $G$ : if $W=\left\{x_{1}^{n}\right\}$, then $W(G)=G^{n}$, the subgroup generated by all the $n$th powers in $G$.

If $\alpha: G \rightarrow H$ is a homomorphism, then $\left(w\left(g_{1}, \ldots, g_{r}\right)\right)^{\alpha}=w\left(g_{1}^{\alpha}, \ldots, g_{r}^{\alpha}\right)$, which shows at once that $(W(G))^{\alpha} \leq W(H)$. In particular every verbal subgroup is fully-invariant. The converse is false in general (Exercise 2.3.3), but it does hold for free groups.
2.3.1 (B.H. Neumann). A fully-invariant subgroup of a free group is verbal.

Proof. Let $F$ be free on a set $X$ and let $W$ be a fully-invariant subgroup of $F$. If $w=w\left(x_{1}, \ldots, x_{r}\right) \in W$ with $x_{i} \in X$, choose any $r$ elements $f_{1}, \ldots, f_{r}$ of $F$. Now there is an endomorphism $\alpha$ of $F$ such that $x_{i}^{\alpha}=f_{i}$ : hence $W$ contains $w^{\alpha}=w\left(f_{1}, \ldots, f_{r}\right)$. So $W$ contains all values of $w$ in $F$ and hence $W=W(F)$.

If $W$ is a set of words in $x_{1}, x_{2}, \ldots$ and $G$ is any group, a normal subgroup $N$ is said to be $W$-marginal in $G$ if

$$
w\left(g_{1}, \ldots, g_{i-1}, g_{i} a, g_{i+1}, \ldots, g_{r}\right)=w\left(g_{1}, \ldots, g_{i-1}, g_{i}, g_{i+1}, \ldots, g_{r}\right)
$$

for all $g_{i} \in G, a \in N$ and all $w\left(x_{1}, x_{2}, \ldots, x_{r}\right)$ in $W$. This is equivalent to the requirement: $g_{i} \equiv h_{i} \bmod N,(1 \leq i \leq r)$, always implies that $w\left(g_{1}, \ldots, g_{r}\right)=$ $w\left(h_{1}, \ldots, h_{r}\right)$.

We see from the definition that the $W$-marginal subgroups of $G$ generate a normal subgroup which is also $W$-marginal. This is called the $W$-marginal subgroup of $G$ and is written

$$
W^{*}(G)
$$

For example, suppose that $W=\left\{\left[x_{1}, x_{2}\right]\right\}$ : if $a \in W^{*}(G)$ and $g \in G$, then $[g, a]=[g, 1 a]=[g, 1]=1$ for all $g \in G$, that is, $a$ belongs to the center of $G$. Conversely, if $a \in \zeta G$, then $\left[g_{1}, g_{2} a\right]=\left[g_{1}, g_{2}\right]$, so that $W^{*}(G)=\zeta G$ in this case.

A marginal subgroup is always characteristic but need not be fullyinvariant, as the example of the centre shows (Exercise 1.5.9).

The following lemma indicates a connection between verbal and marginal subgroups.
2.3.2. Let $W$ be a nonempty set of words in $x_{1}, x_{2}, \ldots$ and let $G$ be any group. Then $W(G)=1$ if and only if $W^{*}(G)=G$.

Proof. Obviously $W(G)=1$ implies that $W^{*}(G)=G$. Suppose that $W^{*}(G)=$ $G$ and let $g_{i} \in G$; then $g_{i} \equiv 1 \bmod G$, whence $w\left(g_{1}, \ldots, g_{r}\right)=w(1, \ldots, 1)=1$ and $W(G)=1$.

## Group-Theoretical Classes and Properties

A group-theoretical class (or class of groups) $\mathfrak{X}$ is a class-not a setwhose members are groups and which enjoys the following properties: (i) $\mathfrak{X}$ contains a group of order 1 ; and (ii) $G_{1} \simeq G \in \mathfrak{X}$ always implies that $G_{1} \in \mathfrak{X}$. For example all finite groups and all abelian groups form classes of groups. More generally, let $\mathscr{P}$ be any group-theoretical property, that is, a property pertaining to groups such that a group of order 1 has $\mathscr{P}$, and $G_{1} \simeq G$ and $G$
has $\mathscr{P}$ always imply that $G_{1}$ has $\mathscr{P}$. Then the class $\mathfrak{X}^{\mathscr{P}}$ of all groups with $\mathscr{P}$ is clearly a group-theoretical class: likewise to belong to a given grouptheoretical class $\mathfrak{X}$ is a group-theoretical property $\mathscr{P}_{\mathfrak{x}}$. Moreover the functions $\mathscr{P} \mapsto \mathfrak{X}^{\mathscr{P}}$ and $\mathfrak{X} \mapsto \mathscr{P}_{\mathfrak{X}}$ are evidently mutually inverse bijections.

For this reason it is often convenient not to distinguish between a grouptheoretical property and the class of groups that possess it. A group in a class $\mathfrak{X}$ is called an $\mathfrak{X}$-group.

## Varieties

A variety is an equationally defined class of groups. More precisely, if $W$ is a set of words in $x_{1}, x_{2}, \ldots$, the class of all groups $G$ such that $W(G)=1$, or equivalently $W^{*}(G)=G$, is called the variety $\mathfrak{B}(W)$ determined by $W$. We also say that $W$ is a set of laws for the variety $\mathfrak{B}(W)$.

## Examples

(1) If $W=\left\{\left[x_{1}, x_{2}\right]\right\}$, then $\mathfrak{B}(W)$ is the class of abelian groups.
(2) If $W=\left\{\left[x_{1}, x_{2}\right], x_{1}^{p}\right\}$ where $p$ is a prime, then $\mathfrak{B}(W)$ is the class of abelian groups of exponent 1 or $p$, that is, elementary abelian p-groups. These are precisely the direct products of groups of order $p$ (see Exercise 1.4.8).
(3) If $W=\left\{x_{1}^{n}\right\}$, then $\mathfrak{B}(W)$ is the class of groups of exponent dividing $n$, the so-called Burnside variety of exponent $n$.
(4) Less interesting examples of varieties are the class of groups of order 1 (take $W=\left\{x_{1}\right\}$ ) and the class of all groups (take $W=\{1\}$ ).

## Residual Classes and Subcartesian Products

Let $\mathfrak{X}$ be a class of groups: a group $G$ is said to be a residually $\mathfrak{X}$-group if, given $1 \neq g \in G$, there exists a normal subgroup $N_{g}$ such that $g \notin N_{g}$ and $G / N_{g} \in \mathfrak{X}$. Under these circumstances $\bigcap_{1 \neq g \in G} N_{g}=1$. Now consider the function $t: G \rightarrow C=\operatorname{Cr}_{1 \neq g \in G}\left(G / N_{g}\right)$ defined by the rule $\left(x^{t}\right)_{g}=x N_{g}$. Then it should be clear to the reader that $l$ is a monomorphism. Notice also that each element of $G / N_{g}$ occurs as the $g$-component of some element of $\operatorname{Im} t$.

We may generalize this situation in the following manner. Let $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$ be a family of groups. A group $G$ is said to be a subcartesian product of the $G_{\lambda}$ if there exists a monomorphism

$$
l: G \rightarrow \operatorname{Cr}_{\lambda \in \Lambda} G_{\lambda}
$$

such that for each $\lambda$ in $\Lambda$ every element of $G_{\lambda}$ occurs as the $\lambda$-component of some element of $\operatorname{Im} t$.
2.3.3. A group $G$ is a residually $\mathfrak{X}$-group if and only if it is a subcartesian product of $\mathfrak{X}$-groups.

Proof. We have already proved the necessity. Let $G$ be a subcartesian product of $\mathfrak{X}$-groups $G_{\lambda}, \lambda \in \Lambda$, via a monomorphism $t: G \rightarrow C=\operatorname{Cr}_{\lambda \in \Lambda} G_{\lambda}$. Define $l_{\lambda}$ to be the composite of $l$ with the homomorphism $C \rightarrow G_{\lambda}$ that maps each element of $C$ to its $\lambda$-component. Let $K_{\lambda}=\operatorname{Ker} l_{\lambda}$. Since $l$ is injective, $\bigcap_{\lambda \in \Lambda} K_{\lambda}=1$. Also $\operatorname{Im} l_{\lambda}=G_{\lambda}$ by the subcartesian property, whence $G / K_{\lambda} \simeq$ $G_{\lambda} \in \mathfrak{X}$. If $1 \neq g \in G$, then $g \notin K_{\lambda}$ for some $\lambda$ and therefore $G$ is a residually $\mathfrak{X}$-group.

We wish to apply these ideas to the question: how can one decide whether a given class of groups is a variety? First we observe that there are certain "closure properties" which every variety has: then we show that these properties characterize varieties.
2.3.4. Every variety is closed with respect to forming subgroups, images, and subcartesian products of its members.

This is a trivial consequence of the definition of a variety. Much less obvious is the following remarkable result.
2.3.5 (Birkhoff, Kogalovskii, Šain). A class of groups which is closed with respect to forming homomorphic images and subcartesian products of its members is a variety.

Proof. Let $\mathfrak{X}$ be such a class of groups and denote by $\mathfrak{B}$ the variety which has as a set of laws all words that are identically equal to 1 in every $\mathfrak{X}$ group. Certainly $\mathfrak{X} \subseteq \mathfrak{B}$ : our task is to prove that $\mathfrak{B} \subseteq \mathfrak{X}$. We can certainly assume that $\mathfrak{X}$ contains a group of order $>1$ since otherwise $\mathfrak{B}=\mathfrak{X}=$ the class of groups of order 1 .

If $w$ is a word (in $x_{1}, x_{2}, \ldots$ ) which is not a law of $\mathfrak{B}$, there is an $\mathfrak{X}$-group $H(w)$ such that $w$ is not identically equal to 1 in $H(w)$. Let $1 \neq G \in \mathfrak{B}$ and choose an infinite set $Y$ whose cardinality is not less than that of $G$ and of each of the $H(w)$ 's-keep is mind that there are only countably many words $w$. Let $F$ be a free group on $Y$. By choice of $Y$ there is an epimorphism from $F$ to $G$, say with kernel $N$ : thus $G \simeq F / N$. Let $w \in F \backslash N$ and suppose that $w=w\left(y_{1}, \ldots, y_{r}\right)$ where $y_{i} \in Y$. Now $w\left(x_{1}, \ldots, x_{r}\right)$ is not identically equal to 1 on $G$, so there is a corresponding $\mathfrak{X}$-group $H(w)$ : since $w$ is not identically equal to 1 in $H(w)$, we have $w\left(h_{1}, \ldots, h_{r}\right) \neq 1$ for some $h_{i} \in H(w)$. By choice of $Y$ again there is an epimorphism from $F$ to $H(w)$ such that $y_{i} \mapsto h_{i}, i=$ $1, \ldots, r$. If $K_{w}$ is the kernel, then $F / K_{w} \simeq H(w) \in \mathfrak{X}$. Now let $K=\bigcap_{w \in F \backslash N} K_{w}$ : since $w \notin K_{w}$, it follows that $K \leq N$. But $F / K$ is a residually $\mathfrak{X}$-group, so $F / K \in \mathfrak{X}$ by 2.3.4. Since $G \simeq F / N$ is an image of $F / K$, it follows that $G \in \mathfrak{X}$ as required.

## Free $\mathfrak{B}$-Groups

Let $\mathfrak{B}$ be a variety, $F$ a group in $\mathfrak{B}, X$ a nonempty set, and $\sigma: X \rightarrow F$ a function. Then $(F, \sigma$ ), or simply $F$, is $\mathfrak{B}$-free on $X$ if for each function $\alpha$ from $X$ to a $\mathfrak{B}$-group $G$ there exists a unique homomorphism $\beta: F \rightarrow G$ such that $\sigma \beta=\alpha$. When $\mathfrak{B}$ is the variety of all groups, this is just the definition of a free group on $X$. A group which is $\mathfrak{B}$-free on some set is called a free $\mathfrak{B}$ group. Groups which are free in some variety are often said to be relatively free.

Free $\mathfrak{B}$-groups are easily described in terms of free groups.
2.3.6. Let $X$ be a nonempty set, $\bar{F}$ a free group on $X$, and $\mathfrak{B}$ a variety with a set of laws $W$. Then $F=\bar{F} / W(\bar{F})$ is a $\mathfrak{B}$-free group on $X$. Moreover every group which is $\mathfrak{B}$-free on $X$ is isomorphic with $F$.

Proof. Let $\bar{\sigma}: X \rightarrow \bar{F}$ be the injection associated with the free group $\bar{F}$ and let $v: \bar{F} \rightarrow F=\bar{F} / W(\bar{F})$ be the natural homomorphism. Put $\sigma=\bar{\sigma} v$. Suppose that $G$ is a group in the variety $\mathfrak{B}$ and let $\alpha: X \rightarrow G$ be any function. Since $\bar{F}$ is free on $X$, there exists a unique homomorphism $\bar{\beta}: \bar{F} \rightarrow G$ such that $\bar{\sigma} \bar{\beta}=$ $\alpha$. Because $G \in \mathfrak{B}$, we have $W(G)=1$, so that $W(\bar{F})^{\bar{\beta}}=1$. Consequently the mapping $x W(\bar{F}) \mapsto x^{\bar{\beta}}$ is a well-defined homomorphism $\beta$ from $F$ to $G$. Now $x^{\nu \beta}=(x W(\bar{F}))^{\beta}=x^{\bar{\beta}}$, so $\nu \beta=\bar{\beta}$ and $\sigma \beta=\bar{\sigma} \nu \beta=\bar{\sigma} \bar{\beta}=\alpha$. Hence in the tetrahedral diagram which follows the lower face commutes:


If $\beta^{\prime}: F \rightarrow G$ is another such homomorphism, $\bar{\sigma}\left(v \beta^{\prime}\right)=\sigma \beta^{\prime}=\alpha=\bar{\sigma} \bar{\beta}$, whence $v \beta^{\prime}=\bar{\beta}=v \beta$ by uniqueness of $\bar{\beta}$. Since $v$ is surjective, $\beta^{\prime}=\beta$. Hence $F$ is $\mathfrak{B}$-free on $X$. Just as in 2.1 .4 we can prove that $\mathfrak{B}$-free groups on sets of equal cardinality are isomorphic. Hence the result follows.

If $F$ is $\mathfrak{B}$-free on $X$, the associated function $\sigma: X \rightarrow F$ is a monomorphism, so one may assume that $X$ is a subset of $F$ and that the unique homomorphism $\beta$ in the definition is an extension of $\alpha: X \rightarrow G$ to $F$.
2.3.7. Let $\mathfrak{B}$ be a variety and let $G \in \mathfrak{B}$. If $G$ is generated by $X$, the group $F$ is $\mathfrak{B}$-free on $Y$ and $\alpha: Y \rightarrow X$ is a surjection, then $\alpha$ extends to an epimorphism from $F$ to $G$. In particular every $\mathfrak{B}$-group is an image of a free $\mathfrak{B}$-group.

Proof. The surjection $\alpha$ extends to a homomorphism from $F$ by definition. Since $G=\langle X\rangle$, this is an epimorphism.

## Free Abelian Groups

A free abelian group is a group that is free in the variety of abelian groups. These are of great importance; for example every abelian group is an image of a free abelian group. Also if $\bar{F}$ is a free group on a set $X$, then $\bar{F}_{\text {ab }}=\bar{F} / \bar{F}^{\prime}$ is free abelian on $X$. Moreover every free abelian group on $X$ is isomorphic with $\bar{F}_{\mathrm{ab}}$; this is by 2.3.6.

It is easy to describe free abelian groups in terms of direct products.

### 2.3.8.

(i) If $F$ is a free abelian group on a subset $X$, then $F$ is the direct product of the infinite cyclic subgroups $\langle x\rangle, x \in X$.
(ii) Conversely a direct product $\operatorname{Dr}_{x \in X} C_{x}$ in which each $C_{x}$ is infinite cyclic is free abelian on $X$.

Proof. (i) We may assume that $F=\bar{F}_{\text {ab }}$ where $\bar{F}$ is free on $X$. Suppose that
 of $x_{j}$ in any element of $\bar{F}^{\prime}$ is clearly 0 ; hence $l_{j}=0$. This shows that $\left\langle x \bar{F}^{\prime}\right\rangle$ is infinite cyclic: it also shows that each element of $F$ has a unique expression
 is the direct product of the $\left\langle x \bar{F}^{\prime}\right\rangle, x \in X$.
(ii) Let $D=\operatorname{Dr}_{x \in X} C_{x}$ and write $C_{x}=\left\langle c_{x}\right\rangle$. Let $\bar{F}$ be a free group on $X$ : we assume for convenience that $X \subseteq \bar{F}$. There is an epimorphism $\beta: \bar{F} \rightarrow D$ in which $x$ is mapped to $c_{x}$. Suppose that $y \in \operatorname{Ker} \beta$. Now we can write

 $j$. Hence $\operatorname{Ker} \beta=\bar{F}^{\prime}$ and $D \simeq \bar{F}_{\mathrm{ab}}$. The latter is free abelian on $X$, so the proof is complete.

Therefore, if $\bar{F}$ is a free group, $\bar{F} / \bar{F}^{\prime}$ is a direct product of infinite cyclic groups.
2.3.9. Let $F_{1}$ and $F_{2}$ be free abelian groups on sets $X_{1}$ and $X_{2}$ respectively. If $F_{1} \simeq F_{2}$, then $\left|X_{1}\right|=\left|X_{2}\right|$. Moreover the same is true if $F_{1}$ and $F_{2}$ are free groups on $X_{1}$ and $X_{2}$.

Proof. Using 2.3.8 write $F_{i}=\operatorname{Dr}_{x \in X_{i}}\left\langle a_{x, i}\right\rangle$ where $\left\langle a_{x, i}\right\rangle$ is infinite cyclic. Now $F_{1} \simeq F_{2}$ implies that $F_{1} / F_{1}^{2} \simeq F_{2} / F_{2}^{2}$. But $F_{i} / F_{i}^{2}$ is a vector space over the field GF(2) with basis $\left\{a_{x, i} F_{i}^{2} \mid x \in X_{i}\right\}$; its dimension is therefore $\left|X_{i}\right|$. Since isomorphic vector spaces have the same dimension, $\left|X_{1}\right|=\left|X_{2}\right|$.

Finally, if $F_{1}$ and $F_{2}$ are free on $X_{1}$ and $X_{2}$, then $F_{1} \simeq F_{2}$ implies that $F_{1} / F_{1}^{\prime} \simeq F_{2} / F_{2}^{\prime}$, whence $\left|X_{1}\right|=\left|X_{2}\right|$.

## Exercises 2.3

1. Prove that a subgroup which is generated by $W$-marginal subgroups is itself $W$-marginal.
2. If $W=\left\{x^{2}\right\}$, identify $W^{*}(G)$.
3. Let $G$ be the multiplicative group of all complex $2^{n}$ th roots of unity, $n=0,1$, $2, \ldots$. Prove that 1 and $G$ are the only verbal subgroups of $G$, but that every subgroup is marginal. Show also that $G$ has a fully-invariant subgroup which is not verbal.
4. Prove that every variety is closed with respect to forming subgroups, images, and subcartesian products.
5. Let $\mathfrak{B}$ be any variety. If $G$ is a $\mathfrak{B}$-group with a normal subgroup $N$ such that $G / N$ is a free $\mathfrak{B}$-group, show that there is a subgroup $H$ such that $G=H N$ and $H \cap N=1$.
6. A variety is said to be abelian if all its members are abelian. Find all the abelian varieties.
7. If $\mathfrak{X}$ is any class of groups, define $\operatorname{Var} \mathfrak{X}$ to be the intersection of all varieties that contain $\mathfrak{X}$. Prove that Var $\mathfrak{X}$ is a variety and that it consists of all images of subgroups of cartesian products of $\mathfrak{X}$-groups. Describe $\operatorname{Var}\left(\mathbb{Z}_{p}\right)$ and $\operatorname{Var}(\mathbb{Z})$ where $(G)$ denotes the class of groups consisting of unit groups and isomorphic images of the group $G$.
8. Prove that $\mathbb{Q}$ is not a subcartesian product of infinite cyclic groups.
9. If $F$ is a free abelian group, show that $F$ is residually a finite $p$-group and also that $F$ is residually of prime exponent.
10. Let $F$ be a finite group and let $G$ be a finitely generated group in $\operatorname{Var}(F)$ where $(F)$ is the class of all trivial groups and groups isomorphic with $F$. Prove that $G$ is finite. [Hint: Apply Exercises 1.4.2 and 2.3.7.]

## CHAPTER 3

## Decompositions of a Group

In this chapter we shall study ways in which a group may be decomposed into a set of groups each of which is in some sense of simpler type. This idea, the resolution of a single complex structure into a number of less complicated structures, is encountered in almost all branches of algebra.

### 3.1. Series and Composition Series

Let $G$ be an operator group with operator domain $\Omega$. An $\Omega$-series (of finite length) in $G$ is a finite sequence of $\Omega$-subgroups including 1 and $G$ such that each member of the sequence is a normal subgroup of its successor: thus a series can be written

$$
1=G_{0} \triangleleft G_{1} \triangleleft \cdots \triangleleft G_{l}=G .
$$

The $G_{i}$ are the terms of the series and the quotient groups $G_{i+1} / G_{i}$ are the factors of the series. If all the $G_{i}$ are distinct, the integer $l$ is called the length of the series.

Since normality is not a transitive relation (Exercise 1.3.15), the $G_{i}$ need not be normal subgroups of $G$. A subgroup which is a term of at least one $\Omega$-series is said to be $\Omega$-subnormal in $G$. Thus $H$ is $\Omega$-subnormal in $G$ if and only if there exist distinct $\Omega$-subgroups $H_{0}=H, H_{1}, \ldots, H_{n}=G$ such that $H=H_{0} \triangleleft H_{1} \triangleleft \cdots \triangleleft H_{n}=G$; the latter we cail an $\Omega$-series between $H$ and $G$.

When $\Omega$ is empty, we shall simply speak of a series and a subnormal subgroup. If $\Omega=\operatorname{Inn} G$, Aut $G$, or End $G$, the terms of an $\Omega$-series are normal, characteristic, or fully-invariant in $G$ and we shall speak of a normal
series, a characteristic series, or a fully-invariant series. Of course the advantage in working with $\Omega$-series is that we shall obtain the theory of such series as special cases.

## Refinements

Consider the set of all $\Omega$-series of an $\Omega$-group $G$ : there will always be at least one such series, namely $1 \triangleleft G$. If $\mathbf{S}$ and $\mathbf{T}$ are $\Omega$-series of $G$, call $\mathbf{S}$ a refinement of $\mathbf{T}$ if every term of $\mathbf{T}$ is also a term of $\mathbf{S}$. If there is at least one term of $\mathbf{S}$ which is not a term of $\mathbf{T}$, then $\mathbf{S}$ is a proper refinement of $\mathbf{T}$. Clearly the relation of refinement is a partial ordering of the set of all $\Omega$-series of $G$.

## Isomorphic Series

Two $\Omega$-series $\mathbf{S}$ and $\mathbf{T}$ of an $\Omega$-group $G$ are said to be $\Omega$-isomorphic if there is a bijection from the set of factors of $\mathbf{S}$ to the set of factors of $\mathbf{T}$ such that corresponding factors are $\Omega$-isomorphic. There is a basic result which is useful in dealing with isomorphism of series.
3.1.1 (Zassenhaus's Lemma). Let $A_{1}, A_{2}, B_{1}, B_{2}$ be $\Omega$-subgroups of an $\Omega$ group $G$ such that $A_{1} \triangleleft A_{2}$ and $B_{1} \triangleleft B_{2}$. Let $D_{i j}=A_{i} \cap B_{j}$. Then $A_{1} D_{21} \triangleleft$ $A_{1} D_{22}$ and $B_{1} D_{12} \triangleleft B_{1} D_{22}$. Furthermore the groups $A_{1} D_{22} / A_{1} D_{21}$ and $B_{1} D_{22} / B_{1} D_{12}$ are $\Omega$-isomorphic.


Proof. Since $B_{1} \triangleleft B_{2}$, we have $D_{21} \triangleleft D_{22}$. Since also $A_{1} \triangleleft A_{2}$, it follows that $A_{1} D_{21} \triangleleft A_{1} D_{22}$ (Exercise 1.4.3): similarly $B_{1} D_{12} \triangleleft B_{1} D_{22}$. Apply the Second Isomorphism Theorem (1.4.4) with $H=D_{22}$ and $N=A_{1} D_{21}$, noting that $N H=A_{1} D_{22}$ and $N \cap H=D_{12} D_{21}$ by the modular law (1.3.14). The conclusion is that $A_{1} D_{22} / A_{1} D_{21} \simeq^{\Omega} D_{22} / D_{12} D_{21}$. Similarly $B_{1} D_{22} / B_{1} D_{12} \simeq^{\Omega}$ $D_{22} / D_{12} D_{21}$, whence the result follows.

We can now prove the fundamental theorem on refinements.

### 3.1.2 (The Schreier $\dagger$ Refinement Theorem). Any two $\Omega$-series of an $\Omega$-group possess $\Omega$-isomorphic refinements.

Proof. Let $1=H_{0} \triangleleft H_{1} \triangleleft \cdots \triangleleft H_{l}=G$ and $1=K_{0} \triangleleft K_{1} \triangleleft \cdots \triangleleft K_{m}=G$ be two $\Omega$-series of $G$. Define $H_{i j}=H_{i}\left(H_{i+1} \cap K_{j}\right)$ and $K_{i j}=K_{j}\left(H_{i} \cap K_{j+1}\right)$. Apply 3.1.1 with $A_{1}=H_{i}, A_{2}=H_{i+1}, B_{1}=K_{j}$, and $B_{2}=K_{j+1}$. The conclusion is that $H_{i j} \triangleleft H_{i j+1}, K_{i j} \triangleleft K_{i+1 j}$, and $H_{i j+1} / H_{i j} \simeq^{\Omega} K_{i+1 j} / K_{i j}$. Hence the series $\left\{H_{i j} \mid i=0, \ldots, l-1, j=0, \ldots, m\right\}$ and $\left\{K_{i j} \mid i=0, \ldots, l\right.$, $j=0, \ldots, m-1\}$ are $\Omega$-isomorphic refinements of $\left\{H_{i} \mid i=0, \ldots, l\right\}$ and $\left\{K_{j} \mid j=0, \ldots, m\right\}$ respectively.

## Composition Series

An $\Omega$-series which has no proper refinements is called an $\Omega$-composition series. Now not every group has a composition series: for example, any series in $\mathbb{Z}$ must have its smallest nontrivial term infinite cyclic, so it is bound to have a proper refinement. On the other hand, it is clear that we shall arrive at an $\Omega$-composition series of a finite $\Omega$-group if we repeatedly refine any given series.

If $\Omega$ is empty, we speak of a composition series. When $\Omega=\operatorname{Inn} G$, Aut $G$, or End $G$, an $\Omega$-composition series is called a principal series, a principal characteristic series, or a principal fully-invariant series respectively.

It turns out that a composition series can be recognized by the structure of its factors. At this point the concept of an $\Omega$-simple group becomes important. An $\Omega$-group is said to be $\Omega$-simple if it is not of order 1 and it has no proper nontrivial normal $\Omega$-subgroups: as usual we speak of a simple group if $\Omega$ is empty. If $G$ is $\Omega$-simple and $\Omega=$ Aut $G$, then $G$ is called characteristically simple.
3.1.3. An $\Omega$-series is an $\Omega$-composition series if and only if all its factors are $\Omega$-simple.

Proof. If some factor $X / Y$ of an $\Omega$-series of an $\Omega$-group $G$ is not $\Omega$-simple, it possesses a nontrivial normal $\Omega$-group $W / Y$ where $Y<W<X$. Adjunction of $W$ to the series produces a proper refinement, so the initial series is not an $\Omega$-composition series. Conversely, if an $\Omega$-series is not a composition series, it has a proper refinement and there exist consecutive terms $Y<X$ and an $\Omega$-subnormal subgroup $W$ of $G$ lying strictly between $Y$ and $X$. But then $W / Y$ is $\Omega$-subnormal in $X / Y$ and the latter cannot be $\Omega$-simple.

We come now to the main theorem on composition series.
3.1.4 (The Jordan-Hölder $\dagger$ Theorem). If $\mathbf{S}$ is an $\Omega$-composition series and $\mathbf{T}$ is any $\Omega$-series of an $\Omega$-group $G$, then $\mathbf{T}$ has a refinement which is a composition series and is $\Omega$-isomorphic with $\mathbf{S}$. In particular, if $\mathbf{T}$ is a composition series, it is $\Omega$-isomorphic with $\mathbf{S}$.

Proof. By 3.1.2 there exist $\Omega$-isomorphic refinements of $\mathbf{S}$ and T. But $\mathbf{S}$ has no proper refinements, so $S$ is $\Omega$-isomorphic with a refinement of $\mathbf{T}$. By 3.1.3 this refinement is also an $\Omega$-composition series.

Thus the factors of an $\Omega$-composition series are independent of the series and constitute a set of invariants of the group, the $\Omega$-composition factors of $G$. Also all $\Omega$-composition series of $G$ have the same length, the $\Omega$-composition length of $G$.

## Chain Conditions and Composition Series

Let us consider a partially ordered set $\Lambda$ with partial order $\leq$. We say that $\Lambda$ satisfies the maximal condition if each nonempty subset $\Lambda_{0}$ contains at least one maximal element, that is, an element which does not precede any other element of $\Lambda_{0}$. We also say that $\Lambda$ satisfies the ascending chain condition if there does not exist an infinite properly ascending chain $\lambda_{1}<\lambda_{2}<\cdots$ in $\Lambda$.

In fact these properties are identical. For if a nonempty subset $\Lambda_{0}$ has no maximal element, each element of $\Lambda_{0}$ precedes another element of $\Lambda_{0}$, which permits the construction of an infinite chain $\lambda_{1}<\lambda_{2}<\cdots$ in $\Lambda$. Conversely, if $\Lambda$ contains an infinite ascending chain $\lambda_{1}<\lambda_{2}<\cdots$, then plainly $\left\{\lambda_{1}\right.$, $\left.\lambda_{2}, \ldots\right\}$ has no maximal element.

In an entirely analogous way the minimal condition and the descending chain condition are defined and may be shown to be identical. The reader should supply the details.

Returning to groups, let us associate with each $\Omega$-group $G$ a set $\mathbf{F}(G)$ of $\Omega$-subgroups such that if $\alpha: G \rightarrow H$ is an $\Omega$-isomorphism, $\mathbf{F}(H)=\left\{S^{\alpha} \mid S \in\right.$ $\mathbf{F}(G)\}$. For example, $\mathbf{F}(G)$ might consist of all $\Omega$-subgroups or of all $\Omega$-subnormal subgroups of $G$. Now $\mathbf{F}(G)$ is a partially ordered set with respect to set containment, so we may apply to it the notion of a chain condition.
$\dagger$ Otto Hölder (1859-1937).

## Definitions

An $\Omega$-group satisfies the maximal condition on $\mathbf{F}$-subgroups if $\mathbf{F}(G)$ satisfies the maximal condition. Similarly $G$ satisfies the minimal condition on $\mathbf{F}$-subgroups if $\mathbf{F}(G)$ satisfies the minimal condition. These properties are identical with the ascending chain condition and the descending chain condition on $\mathbf{F}$ subgroups respectively, the latter being defined as the corresponding chain conditions for the partially ordered set $\mathbf{F}(G)$.

Observe that the hypothesis on $\mathbf{F}$ guarantees that these are grouptheoretical properties in the sense of 2.3 . We mention the most important cases.

## Examples

(i) $\mathbf{F}(G)=$ the set of all $\Omega$-subgroups of the $\Omega$-groups $G$. We obtain the maximal and minimal condition on $\Omega$-subgroups, often denoted by max- $\Omega$ and $\min -\Omega$. When $\Omega$ is empty, we simply write max and min and speak of the maximal and minimal conditions on subgroups. If $\Omega=\operatorname{Inn} G$, then $\max -\Omega$ and $\min -\Omega$ are denoted by max- $n$ and $\min -n$, the maximal and minimal conditions on normal subgroups.
(ii) $\mathbf{F}(G)=$ the set of all $\Omega$-subnormal subgroups: this is the case which concerns us here since the corresponding properties max $-\Omega \mathrm{s}$ and min $-\Omega \mathrm{s}$ are intimately related to the question of the existence of a composition series.
3.1.5. An $\Omega$-group $G$ has an $\Omega$-composition series if and only if it satisfies $\max -\Omega \mathrm{s}$ and $\min -\Omega \mathrm{s}$.

Proof. Suppose that $G$ has an $\Omega$-composition series of length $l$ but that nevertheless there exists an infinite ascending chain $H_{1}<H_{2}<\cdots$ of $\Omega$ subnormal subgroups of $G$. Consider the chain $1 \leq H_{1}<H_{2}<\cdots<H_{l+1}$ : since $H_{i}$ is $\Omega$-subnormal in $G$, it is $\Omega$-subnormal in $H_{i+1}$. Hence our chain can be made into an $\Omega$-series of $G$ by inserting terms of a suitable $\Omega$-series between $H_{i}$ and $H_{i+1}$ and between $H_{l+1}$ and $G$. The length of the resulting series is at least $l+1$ but cannot exceed the composition length by 3.1.4, a contradiction. In a similar manner we may prove that $G$ has $\min -\Omega$ s.

Now assume that $G$ has max- $\Omega \mathrm{s}$ and $\min -\Omega \mathrm{s}$ but does not have an $\Omega$ composition series. Apply max- $\Omega$ s to the set of proper normal $\Omega$-subgroups of $G$-note that $G$ does not have order 1 -and select a maximal member $G_{1}$ : then $G / G_{1}$ is $\Omega$-simple. Now $G_{1} \neq 1$ since $G$ has no $\Omega$-composition series, and by max- $\Omega$ s again we may choose a maximal proper normal $\Omega$-subgroup $G_{2}$ of $G_{1}$. Again $G_{1} / G_{2}$ is $\Omega$-simple and $G_{2} \neq 1$. This process cannot terminate, so there is an infinite descending chain of $\Omega$-subnormal subgroups of the form $\cdots<G_{2}<G_{1}<G_{0}=G$, in contradiction to min- $\Omega$ s.

The groups which satisfy max-s and min-s are, therefore, precisely the groups which possess a composition series. By the Jordan-Hölder Theorem the composition factors of such a series are invariants of the group. These are, of course, simple groups. Thus in a real sense the group is constructed from a well-defined set of simple groups by a process of repeated extension. Here a group $G$ is said to be an extension of a group $N$ by a group $Q$ if there exists $M \triangleleft G$ such that $M \simeq N$ and $G / M \simeq Q$.

For example, to construct all finite groups it would be necessary to: (i) construct all finite simple groups; and (ii) construct all extensions of a finite group $N$ by a finite simple group $Q$. Attractive as this program might seem at first glance, it is fraught with difficulties. The classification of all finite simple groups is an exceedingly difficult problem which has only recently been completed. Moreover, although the problem of constructing all extensions of $N$ by $Q$ is in principle solved in Chapter 11, to decide when two of the constructed extensions are isomorphic is usually a very difficult matter.

## Properties of Chain Conditions

We conclude by proving some important results about chain conditions.
3.1.6. An $\Omega$-group satisfies max- $\Omega$ if and only if every $\Omega$-subgroup may be finitely generated as an $\Omega$-group.

Proof. First suppose that $G$ has max $\Omega$ and that $H$ is an $\Omega$-subgroup which cannot be $\Omega$-finitely generated. Let $h_{1} \in H$ : then $H_{1}=\left\langle h_{1}\right\rangle^{\Omega} \neq H$ and there exists $h_{2} \in H \backslash H_{1}$. Thus $H_{1}<H_{2}=\left\langle h_{1}, h_{2}\right\rangle^{\Omega}$ and $H_{2} \neq H$. Choose $h_{3} \in$ $H \backslash H_{2}$; then $H_{1}<H_{2}<H_{3}=\left\langle h_{1}, h_{2}, h_{3}\right\rangle^{\Omega}$, and so on. This process cannot terminate, so it yields an infinite ascending chain of $\Omega$-subgroups $H_{1}<$ $H_{2}<H_{3}<\cdots$; but this is impossible. Conversely assume that each $\Omega$ subgroup is finitely generated, but that nevertheless there is an infinite chain of $\Omega$-subgroups $H_{1}<H_{2}<\cdots$. Let $H=\bigcup_{i=1,2, \ldots} H_{i}$ : since $H$ is an $\Omega$ subgroup, $H=\left\langle x_{1}, \ldots, x_{i}\right\rangle^{\Omega}$ for some finite set of elements $\left\{x_{1}, \ldots, x_{i}\right\}$. For large enough $n$ each $x_{i}$ belongs to $H_{n}$, so $H=H_{n}$, which is a contradiction.

In particular $G$ satisfies max if and only if each subgroup is finitely generated; also $G$ satisfies max-n if and only if each normal subgroup is the normal closure of a finite subset.
3.1.7. Each of the properties $\max -\Omega, \max -\Omega \mathrm{s}, \min -\Omega, \min -\Omega \mathrm{s}$ is closed with respect to forming extensions. Thus, if $N \triangleleft G$ and $N$ and $G / N$ have the property in question, then so does $G$.

Proof. For example take the case of max- $\Omega$ s. Let $N \triangleleft G$ where $G$ is an $\Omega$ group and $N$ an $\Omega$-subgroup. Suppose that $N$ and $G / N$ both have max- $\Omega \mathrm{s}$, but that nevertheless there exists an infinite ascending chain $H_{1}<H_{2}<\cdots$ of $\Omega$-subnormal subgroups of $G$. Now $H_{i} \cap N$ is $\Omega$-subnormal in $N$ and $H_{i} N / N$ is $\Omega$-subnormal in $G / N$ : hence there is an $r>0$ such that $H_{r} \cap N=$ $H_{r+1} \cap N$ and $H_{r} N=H_{r+1} N$. But Exercise 1.3.16 shows that $H_{r}=H_{r+1}$.

In particular 3.1.7 applies to the properties max, max- $n$, max- $s$, min, min$n$, min-s. Now every cyclic group satisfies max since (by Exercise 1.3.6) a nontrivial subgroup has finite index. Hence every polycyclic group satisfies max.

It is an unfortunate fact that the properties max- $n$ and min- $n$ are not inherited by subgroups-see Exercises 3.1.9 and 3.1.10. The following result is therefore of considerable interest.
3.1.8 (Wilson). If a group $G$ satisfies min-n and $H$ is a subgroup of $G$ with finite index, then $H$ satisfies min-n.

Proof. Suppose that $H$ does not in fact have min-n. Since $G / H_{G}$ is finite by 1.6.9, the subgroup $H_{G}$ cannot have min- $n$ either. Thus we may as well suppose that $H \triangleleft G$. Now $H$ does not satisfy $\min -H$, the minimal condition on $H$-admissible subgroups. By min- $n$ it follows that $H$ contains a normal subgroup $K$ of $G$ which is minimal with respect to not satisfying min- $H$.

Consider the set $\mathscr{S}$ of all finite nonempty subsets $X$ of $G$ with the following property: if

$$
\begin{equation*}
K_{1}>K_{2}>\cdots \tag{1}
\end{equation*}
$$

is an infinite strictly decreasing sequence of $H$-admissible subgroups of $K$, then

$$
\begin{equation*}
K=K_{i}^{X} \tag{2}
\end{equation*}
$$

holds for all $i$. It is not evident that such subsets exist, so our first concern is to produce one.

Let $T$ be a transversal to $H$ in $G$; thus $G=H T$. For any chain of the above type we have $K_{i} \triangleleft H \triangleleft G$, and hence $K_{i}^{T} \triangleleft H T=G$. Also $K_{i}^{T} \leq K$ since $K \triangleleft G$. If $K_{i}^{T} \neq K$, then $K_{i}^{T}$ has the property min- $H$ by minimality of $K$. But this implies that $K_{j}=K_{j+1}$ for some $j \geq i$. By this contradiction $K_{i}^{T}=K$ for all $i$ and $T \in \mathscr{S}$.

We now select a minimal element of $\mathscr{S}$, say $X$. If $x \in X$, then $X x^{-1} \in \mathscr{S}$ because $K \triangleleft G$. Of course $X x^{-1}$ is also minimal in $\mathscr{S}$ and it contains 1 . Thus we may assume that $1 \in X$. If in fact $X$ contains no other element, then (1) and (2) are inconsistent, so that $K$ has $\min -H$. Consequently the set

$$
Y=X \backslash\{1\}
$$

is nonempty. Therefore $Y$ does not belong to $\mathscr{S}$ by minimality of $X$.

It follows that there exists an infinite sequence $K_{1}>K_{2}>\cdots$ with $K_{i} \leq$ $K$ and $K_{i} \triangleleft H$ such that $K_{j}^{Y} \neq K$ for some $j$. Define

$$
L_{i}=K_{i} \cap K_{i}^{Y} .
$$

Now $K_{i}^{g} \triangleleft H^{g}=H$ for all $g$ in $G$, so $L_{i} \triangleleft H$. Also $L_{i} \geq L_{i+1}$. Suppose that $L_{i}=L_{i+1}$; since $X \in \mathscr{S}$, we must have $K=K_{i+1}^{X}$ and

$$
K_{i}=K_{i} \cap K_{i+1}^{X}=K_{i} \cap\left(K_{i+1} K_{i+1}^{Y}\right) \leq K_{i+1} L_{i}=K_{i+1},
$$

contradicting $K_{i}>K_{i+1}$. Hence $L_{i}>L_{i+1}$ for all $i$. Therefore $L_{i}^{X}=K$ for all $i$, which shows that

$$
K_{j}=K_{j} \cap L_{j}^{X}=K_{j} \cap\left(L_{j} L_{j}^{Y}\right) \leq L_{j}\left(K_{j} \cap K_{j}^{Y}\right)=L_{j} .
$$

Hence $K_{j}=L_{j}$. Finally, by definition of $L_{j}$ we obtain $K_{j}^{Y}=K_{j}^{X}=K$, a contradiction.

There is a corresponding theorem for max- $n$ provable by analogous methods (Exercise 3.1.11).

## Exercises 3.1

1. Prove the Fundamental Theorem of Arithmetic by applying the JordanHölder Theorem to $\mathbb{Z}_{n}$.
2. Give an example of an abelian group and a nonabelian group with the same composition factors.
3. Show that neither of the properties max and min implies the other.
4. If $G$ has an $\Omega$-composition series, prove that every $\Omega$-subgroup and $\Omega$-image of $G$ have a composition series.
*5. Prove that the additive group of a vector space is characteristically simple.
5. Prove that for partially ordered sets the descending chain condition is equivalent to the minimal condition.
*7. Show that a group with min is a torsion group.
*8. Let $H \Omega \operatorname{sn} K$ mean that $H$ is $\Omega$-subnormal in $K$.
(a) If $H \Omega$ sn $K \leq G$ and $L$ is an $\Omega$-subgroup of $G$, show that $H \cap L \Omega$ sn $K \cap L$.
(b) If $H \Omega \operatorname{sn} K \leq G$ and $\theta$ is an $\Omega$-homomorphism from $G$, prove that $H^{\theta} \Omega$ sn $K^{\theta}$.
*9. Prove that the property max- $n$ is not inherited by normal subgroups, proceeding thus: let $A$ be the additive group of rationals of the form $m 2^{n}, m, n \in \mathbb{Z}$, and let $T=\langle t\rangle$ be infinite cyclic. Let $t$ act on $A$ by the rule $a t=2 a$. Now consider the group $G=T \ltimes A$.
*10. Prove that the property min- $n$ is not inherited by normal subgroups by using the following construction (due to V.S. Čarin). Let $p$ and $q$ be distinct primes. Let $F$ be the field generated by all $p^{i}$ th roots of unity over $G F(q)$ where $i=1$, $2, \ldots$, and denote by $X$ the multiplicative group of all such roots. Then $X$ acts on the additive group $A$ of $F$ via the field multiplication. Prove that $A$ is a simple $X$-operator group. Now consider the group $G=X \ltimes A$.
6. If $G$ satisfies max- $n$, so does every subgroup $H$ with finite index in $G$ (J.S. Wilson). [Hint: We can assume that $H \triangleleft G$. Choose $K \triangleleft G$ maximal subject to $H / K$ not satisfying max $-n$. Define $\mathscr{S}$ to be the set of all nonempty finite subsets $X$ such that if $K \leq K_{1}<K_{2}<\cdots$ is an infinite ascending chain of normal subgroups of $H$, then $K=\left(K_{i}\right)_{X}$ for every $i$. Now proceed as in 3.1.8.]

### 3.2. Some Simple Groups

We have seen that simple groups are the building blocks out of which groups with a composition series, and in particular finite groups, are constructed. The examples of simple groups which come first to mind are the groups of prime order: these have no proper nontrivial subgroups and they are the only abelian simple groups. In this section we shall give some examples of nonabelian simple groups.

## The Simplicity of the Alternating Groups

The first nonabelian simple groups to be discovered were t'`e alternating groups $A_{n}, n \geq 5$. The simplicity of $A_{5}$ was known to Galois and is crucial in showing that the general equation of degree 5 is not solvable t.y radicals.
3.2.1 (Jordan). The alternating group $A_{n}$ is simple if and only if $n \neq 1,2$, or 4 .

To prove this we shall need a simple fact about 3-cycles in $A_{n}$.

### 3.2.2. $A_{n}$ is generated by 3-cycles if $n \geq 3$.

Proof. Every even permutation is the product of an even number of 2cycles. Since $(a, b)(a, c)=(a, b, c)$ and $(a, b)(c, d)=(a, b, c)(a, d, c)$, an even permutation is also a product of 3-cycles: finally 3-cycles are even and thus belong to $A_{n}$.

Proof of 3.2.1. In the first place $A_{4}$ is not simple since the permutations $(1,2)(3,4),(1,3)(2,4),(1,4)(2,3)$ form together with 1 a normal subgroup. Of course $A_{1}$ and $A_{2}$ have order 1 . On the other hand $A_{3}$ is obviously
simple. It remains therefore only to show that $A_{n}$ is simple if $n \geq 5$. Suppose this is false and there exists a proper nontrivial normal subgroup $N$.

Assume that $N$ contains a 3 -cycle ( $a, b, c$ ). If $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ is another 3 -cycle and $\pi$ is a permutation in $S_{n}$ mapping $a$ to $a^{\prime}, b$ to $b^{\prime}$, and $c$ to $c^{\prime}$, then clearly $\pi^{-1}(a, b, c) \pi=\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ : if $\pi$ is odd, we can replace it by the even permutation $\pi(e, f)$ where $e, f$ differ from $a^{\prime}, b^{\prime}, c^{\prime}$ without disturbing the conjugacy relation. (Here we use the fact that $n \geq 5$.) Hence ( $\left.a^{\prime}, b^{\prime}, c^{\prime}\right) \in N$ and $N=A_{n}$ by 3.2.2. It follows that $N$ cannot contain a 3 -cycle.

Assume now that $N$ contains a permutation $\pi$ whose (disjoint) cyclic decomposition involves a cycle of length at least 4 , say

$$
\pi=\left(a_{1}, a_{2}, a_{3}, a_{4}, \ldots\right) \ldots
$$

Then $N$ also contains

$$
\pi^{\prime}=\left(a_{1}, a_{2}, a_{3}\right)^{-1} \pi\left(a_{1}, a_{2}, a_{3}\right)=\left(a_{2}, a_{3}, a_{1}, a_{4}, \ldots\right) \ldots
$$

so that $N$ contains $\pi^{-1} \pi^{\prime}=\left(a_{1}, a_{2}, a_{4}\right)$ : notice that the other cycles cancel here. This is impossible, so nontrivial elements of $N$ must have cyclic decompositions involving cycles of lengths 2 or 3 . Moreover such elements cannot involve just one 3 -cycle-otherwise by squaring we would obtain a 3 -cycle in $N$.

Assume that $N$ contains a permutation $\pi=(a, b, c)\left(a^{\prime}, b^{\prime}, c^{\prime}\right) \ldots$ (with disjoint cycles). Then $N$ contains

$$
\pi^{\prime}=\left(a^{\prime}, b^{\prime}, c\right)^{-1} \pi\left(a^{\prime}, b^{\prime}, c\right)=\left(a, b, a^{\prime}\right)\left(c, c^{\prime}, b^{\prime}\right) \ldots
$$

and hence $\pi \pi^{\prime}=\left(a, a^{\prime}, c, b, c^{\prime}\right) \ldots$, which is impossible. Hence each element of $N$ is a product of an even number of disjoint 2-cycles.

If $\pi=(a, b)\left(a^{\prime}, b^{\prime}\right) \in N$, then $N$ contains $\pi^{\prime}=(a, c, b)^{-1} \pi(a, c, b)=$ $(a, c)\left(a^{\prime}, b^{\prime}\right)$ for all $c$ unaffected by $\pi$. Hence $N$ contains $\pi \pi^{\prime}=(a, b, c)$. It follows that if $1 \neq \pi \in N$, then $\pi=\left(a_{1}, b_{1}\right)\left(a_{2}, b_{2}\right)\left(a_{3}, b_{3}\right)\left(a_{4}, b_{4}\right) \ldots$, the number of 2 -cycles being at least 4 . But then $N$ will also contain

$$
\pi^{\prime}=\left(a_{3}, b_{2}\right)\left(a_{2}, b_{1}\right) \pi\left(a_{2}, b_{1}\right)\left(a_{3}, b_{2}\right)=\left(a_{1}, a_{2}\right)\left(a_{3}, b_{1}\right)\left(b_{2}, b_{3}\right)\left(a_{4}, b_{4}\right) \ldots
$$

and hence $\pi \pi^{\prime}=\left(a_{1}, a_{3}, b_{2}\right)\left(a_{2}, b_{3}, b_{1}\right)$, our final contradiction.
Using this result it is easy to find all normal subgroups of the symmetric group $S_{n}$.
3.2.3. If $n \neq 4$, the only normal subgroups of $S_{n}$ are $1, A_{n}$, and $S_{n}$. Furthermore $1 \triangleleft A_{n} \triangleleft S_{n}$ is the only composition series of $S_{n}$.

Proof. We can assume that $n \geq 3$. Let $1 \neq N \triangleleft S_{n}$; then $N \cap A_{n} \triangleleft A_{n}$, so by 3.2.1 we must have either $A_{n} \leq N$ or $A_{n} \cap N=1$. Since $\left|S_{n}: A_{n}\right|=2$, the former implies that $N=A_{n}$ or $S_{n}$. Suppose that $N \cap A_{n}=1$; then $S_{n}=A_{n} N$ and therefore $S_{n}=A_{n} \times N$, so that $N$ lies in $\zeta\left(S_{n}\right)$. But $\zeta\left(S_{n}\right)=1$ since each conjugacy class of $S_{n}$ consists of all permutations of some fixed cycle type.

Examples of infinite simple groups may be found by using the following elementary result.
3.2.4. If the group $G$ is the union of a chain $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$ of simple subgroups, then $G$ is simple.

Proof. Let $1 \neq N \triangleleft G$. Then $N \cap G_{\lambda} \neq 1$ for some $\lambda$ and hence $N \cap G_{\mu} \neq 1$ for all $G_{\mu} \geq G_{\lambda}$. But $N \cap G_{\mu} \triangleleft G_{\mu}$ and $G_{\mu}$ is simple, so $G_{\mu} \leq N$ and $N=G$.

For example let $S$ be the group of all finitary permutations of $\{1,2,3, \ldots\}$, that is, all permutations which move only a finite number of the symbols. Then define $S(n)$ to be the stabilizer in $S$ of $\{n+1, n+2, \ldots\}$. Plainly $S_{n} \simeq S(n)$ : let $A(n)$ be the image of $A_{n}$ under the isomorphism. Then $A(1)=A(2)<A(3)<\cdots$ and $A=\bigcup_{n=5,6, \ldots} A(n)$ is an infinite simple group by 3.2.4. This is called the infinite alternating group.

## The Simplicity of the Projective Special Linear Groups

Let $R$ be a commutative ring with identity. Recall that GL( $n, R)$ is the general linear group of degree $n$ over $R$ and $\operatorname{SL}(n, R)$ is the special linear group, the subgroup of all $A$ in $\operatorname{GL}(n, R)$ such that $\operatorname{det} A=1$.
3.2.5. The centralizer of $\operatorname{SL}(n, R)$ in $\operatorname{GL}(n, R)$ is the group of nonzero scalar matrices $a 1_{n}, a \in R^{*}$.

Proof. Clearly a scalar matrix will commute with any matrix in $\operatorname{GL}(n, R)$. Conversely let $A=\left(a_{i j}\right)$ belong to the centralizer of $\operatorname{SL}(n, R)$ in $\operatorname{GL}(n, F)$. Write $E_{i j}$ for the elementary $n \times n$ matrix with 1 in the $(i, j)$ th position and 0 elsewhere. Now $1+E_{i j} \in \operatorname{SL}(n, R)$ if $i \neq j$, so $A$ and $1+E_{i j}$ commute, whence $A E_{i j}=E_{i j} A$. The $(k, j)$ th coefficient of $A E_{i j}$ is $a_{k i}$ while that of $E_{i j} A$ is 0 if $k \neq i$ and is $a_{j j}$ otherwise. Hence $a_{k i}=0$ if $k \neq i$ and $a_{i i}=a_{j j}$, which shows that $A$ is scalar.
3.2.6. The center of $\operatorname{GL}(n, R)$ is the group of nonzero scalar matrices $a 1_{n}$. The center of $\operatorname{SL}(n, R)$ is the group of scalar matrices $a 1_{n}$ where $a^{n}=1$.

This follows at once from 3.2.5.
The projective general linear group of degree $n$ over the ring $R$ is defined to be

$$
\operatorname{PGL}(n, R)=\mathrm{GL}(n, R) / \zeta(\mathrm{GL}(n, R))
$$

and the projective special linear group is

$$
\operatorname{PSL}(n, R)=\operatorname{SL}(n, R) / \zeta(\mathrm{SL}(n, R))=\mathrm{SL}(n, R) / \mathrm{SL}(n, R) \cap \zeta(\mathrm{GL}(n, R))
$$

In case $R=\mathrm{GF}(q)$, the following notation is used:

$$
\operatorname{GL}(n, q), \quad \operatorname{PGL}(n, q), \quad \operatorname{SL}(n, q), \quad \operatorname{PSL}(n, q) .
$$

Let us compute the orders of these groups.

### 3.2.7.

(i) $|\mathrm{GL}(n, q)|=\left(q^{n}-1\right)\left(q^{n}-q\right) \cdots\left(q^{n}-q^{n-1}\right)$.
(ii) $|\operatorname{SL}(n, q)|=|\operatorname{GL}(n, q)| /(q-1)=|\operatorname{PGL}(n, q)|$.
(iii) $|\operatorname{PSL}(n, q)|=|\operatorname{GL}(n, q)| /(q-1) d$ where $d=\operatorname{gcd}(n, q-1)$.

Proof. (i) In forming a matrix in $\operatorname{GL}(n, q)$ we may choose the first row in $q^{n}-1$ ways, a row of zeros not being allowed, the second row in $q^{n}-q$ ways, no multiple of the first row being allowed, the third row in $q^{n}-q^{2}$ ways, no linear combination of the first two rows being allowed, and so on. Multiplying these numbers together we obtain the order of $\operatorname{GL}(n, q)$.
(ii) $A \mapsto \operatorname{det} A$ is an epimorphism from $\operatorname{GL}(n, q)$ to $\operatorname{GF}(q)^{*}$ whose kernel is $\operatorname{SL}(n, q)$. Since $\left|G F(q)^{*}\right|=q-1$, the formula for $|\operatorname{SL}(n, q)|$ comes directly from the First Isomorphism Theorem. The order of $\operatorname{PGL}(n, q)$ follows from 3.2.6.
(iii) follows from 3.2.6 and the fact that the number of solutions in GF $(q)$ of $a^{n}=1$ is $(n, q-1)$ : keep in mind here that $\operatorname{GF}(q)^{*}$ is cyclic of order $q-1$.

We note in passing how the projective linear groups arise in geometry. Let $V$ be an $(n+1)$-dimensional vector space over a field $F$. We shall say that two nonzero vectors in $V$ are equivalent if one is a nonzero multiple of the other: clearly this is an equivalence relation on $V \backslash\left\{0_{V}\right\}$. Let $\tilde{v}$ denote the equivalence class to which $v$ belongs and let $\tilde{V}$ be the set of all $\tilde{v}$ where $v \neq 0$. Then $\tilde{V}$ is a projective space of dimension $n$ over $F$. If $\alpha: V \rightarrow V$ is an $F$-isomorphism, there is an induced collineation $\tilde{\alpha}: \tilde{V} \rightarrow \tilde{V}$ defined by $\tilde{v} \tilde{\alpha}=$ $\tilde{v \alpha}$. Moreover it is easy to see that $\alpha \mapsto \tilde{\alpha}$ is an epimorphism from $\operatorname{GL}(V)$ to $\operatorname{PGL}(\tilde{V})$, the group of all collineations of $\tilde{V}$; the kernel consists of all nonzero scalar linear transformations. Thus the group of collineations is isomorphic with $\operatorname{PGL}(n+1, F)$.

Our major goal in this section is the following theorem.
3.2.8. Let $F$ be a field and let $N$ be a normal subgroup of $\operatorname{SL}(n, F)$ which is not contained in the center. If either $n>2$ or $n=2$ and $|F|>3$, then $N=$ SL( $n, F)$.

This has the immediate corollary.
3.2.9 (Jordan, Dickson $\dagger$ ). If either $n>2$ or $n=2$ and $|F|>3$, then $\operatorname{PSL}(n, F)$ is simple.

Before proving 3.2.8 we shall develop some matrix theory.
If $0 \neq a \in F$, a matrix of the form $1+a E_{i j}$ where $i \neq j$ is called a transvection: it differs from the identity matrix only in that there is an $a$ in the $(i, j)$ th position. The transvections lie in $\operatorname{SL}(n, F)$ and play a role similar to that of the 3-cycles in $A_{n}$. Their importance arises from the fact that left multiplication of a matrix by $1+a E_{i j}$ has the effect of adding $a$ times the $j$ th row onto the $i$ th row, a so-called row operation.

### 3.2.10. The transvections generate $\operatorname{SL}(n, F)$ if $n>1$.

Proof. Let $A \in \mathrm{SL}(n, F)$. We reduce $A$ to $1_{n}$ by row operations. Adding a row to the second row if necessary, we may assume that $a_{21} \neq 0$. Add $a_{21}^{-1}\left(1-a_{11}\right)$ times the second row onto the first row to get 1 in the $(1,1)$ th position. Subtracting multiples of the first row we can get 0's in the first column below the diagonal. The $(1,1)$ th minor belongs to $\operatorname{SL}(n-1, F)$ and may be treated similarly until we obtain a matrix with 1's on the diagonal and 0's below. Further row operations reduce the matrix to the identity. Hence $T_{k} T_{k-1} \cdots T_{1} A=1_{n}$ for certain transvections $T_{i}$, and $A=T_{1}^{-1} \cdots$ $T_{k-1}^{-1} T_{k}^{-1}$ : of course each $T_{i}^{-1}$ is a transvection and every transvection belongs to $\operatorname{SL}(n, F)$.

### 3.2.11. If $n>2$, any two transvections are conjugate in $\operatorname{SL}(n, F)$.

Proof. Consider first the transvections $1+a E_{i j}$ and $1+b E_{i j}$ and put $c=$ $a^{-1} b$. Let $D$ be the diagonal $n \times n$ matrix with 1 in the $(i, i)$ th position, $c$ in the $(j, j)$ th position, $c^{-1}$ in some other diagonal position and 1 elsewhere on the diagonal. Then $D \in \operatorname{SL}(n, F)$ and $D^{-1}\left(1+a E_{i j}\right) D=1+b E_{i j}$. Now consider transvections $1+a E_{i j}$ and $1+a E_{r j}, i \neq r$. Let $P$ be the $n \times n$ matrix which differs from $1_{n}$ only in that there is a 1 in position $(i, r)$, a -1 in position $(r, i)$ and 0 's in positions $(i, i)$ and $(r, r)$; then $P \in \operatorname{SL}(n, F)$. We calculate that $P^{-1}\left(1+a E_{i j}\right) P=1+a E_{r j}$ where $j \neq i, r$. Similarly $Q^{-1}\left(1+a E_{r j}\right) Q=$ $1+a E_{r s}$ where $Q$ is a matrix of similar type. It follows that all transvections are conjugate in $\operatorname{SL}(n, F)$.

We remind the reader of the rational canonical form of a matrix $A \in$ $\mathrm{SL}(n, F)$ : we shall need to know that $A$ is similar (that is, conjugate in $\mathrm{GL}(n, F)$ ) to a block matrix

$$
\left(\begin{array}{cccc}
M_{1} & 0 & \ldots & 0 \\
0 & M_{2} & & 0 \\
\vdots & & \ddots & \vdots \\
0 & 0 & \ldots & M_{r}
\end{array}\right],
$$

where the $M_{i}$ are companion matrices, of the form

$$
\left[\begin{array}{cccccc}
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 \\
a_{1} & a_{2} & a_{3} & \ldots & a_{s-1} & a_{s}
\end{array}\right]
$$

Our proof of 3.2.8 relies on matrix calculations and will be accomplished in three steps.
3.2.12. If a normal subgroup $N$ of $\operatorname{SL}(2, F)$ contains a transvection, then $N=$ SL(2,F).

Proof. Let $\left(\begin{array}{ll}1 & a \\ 0 & 1\end{array}\right) \in N$ where $a \neq 0$. It is sufficient to prove that $\left(\begin{array}{ll}1 & x \\ 0 & 1\end{array}\right) \in$ $N$ for all $x \in F$. For if this has been done, $N$ will contain

$$
\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)^{-1}\left(\begin{array}{ll}
1 & x \\
0 & 1
\end{array}\right)\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
-x & 1
\end{array}\right)
$$

and by 3.2.10 we obtain $N=\operatorname{SL}(2, F)$. Hence we may assume that $|F|>2$.
Conjugating $\left(\begin{array}{ll}1 & a \\ 0 & 1\end{array}\right)$ by $\left(\begin{array}{cc}x^{-1} & 0 \\ 0 & x\end{array}\right)$, we get $\left(\begin{array}{cc}1 & a x^{2} \\ 0 & 1\end{array}\right)$. Therefore $N$ contains the matrix

$$
\left(\begin{array}{cc}
1 & a x^{2}  \tag{3}\\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & a y^{2} \\
0 & 1
\end{array}\right)^{-1}=\left(\begin{array}{cc}
1 & a\left(x^{2}-y^{2}\right) \\
0 & 1
\end{array}\right)
$$

for all $x, y \in F$. If $F$ has characteristic different from 2 , then $b=$ $\left(2^{-1}(b+1)\right)^{2}-\left(2^{-1}(b-1)\right)^{2}$, so every element of $F$ is the difference of two squares and the result follows from (3).

We assume henceforth that $F$ has characteristic 2 . At any rate $N$ contains $\left(\begin{array}{ll}1 & r \\ 0 & 1\end{array}\right)$ and $\left(\begin{array}{ll}1 & a \\ 0 & 1\end{array}\right)$ where $a^{-1} r$ is a square in $F$. Conjugate these matrices by $\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$ to obtain $\left(\begin{array}{cc}1 & 0 \\ -r & 1\end{array}\right)$ and $\left(\begin{array}{cc}1 & 0 \\ -a & 1\end{array}\right)$ respectively. Hence $N$ contains

$$
\left(\begin{array}{cc}
1 & 0 \\
-a & 1
\end{array}\right)\left(\begin{array}{cc}
1 & m \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
-r & 1
\end{array}\right)=\left(\begin{array}{cc}
1-m r & m \\
a m r-a-r & 1-a m
\end{array}\right)
$$

where $a^{-1} m$ is a square. Assume that we can choose $r$ and $m$ so that $a m r=a+r$. Then $N$ contains for arbitrary $y$

$$
\left[\left(\begin{array}{cc}
1-m r & m  \tag{4}\\
0 & 1-a m
\end{array}\right),\left(\begin{array}{cc}
1 & -y \\
0 & 1
\end{array}\right)\right]=\left(\begin{array}{cc}
1 & m y(r-a)(1-m r)^{-1} \\
0 & 1
\end{array}\right)
$$

Choose $l \in F^{*}$ so that $l^{4} \neq 1$ : this exists since if all fourth powers in $F^{*}$ were 1 , we should have $|F|=3$ or 5 . Define $m=a^{-1}\left(1+l^{-2}\right)$ and $r=a l^{2}$ : these satisfy $a m r=a+r$ and $a^{-1} m=\left(a^{-1}\left(1+l^{-1}\right)\right)^{2}$, so they are proper choices for $r$ and $m$. Then $m y(r-a)(1-m r)^{-1}=y\left(l^{-4}-1\right)$, which ranges over all of $F$ as $y$ varies. The result now follows from (4).
3.2.13. Let $N$ be a normal subgroup of $\operatorname{SL}(2, F)$ not contained in the center and let $|F|>3$. Then $N=\operatorname{SL}(2, F)$.

Proof. Since $N$ can be replaced by a conjugate in $\operatorname{GL}(n, F)$ if necessary, we may suppose that $N$ contains a noncentral element $A$ which is in rational canonical form. By 3.2.12 we can assume that $N$ does not contain a transvection.

First of all suppose that $A=\left(\begin{array}{cc}a & 0 \\ 0 & a^{-1}\end{array}\right)$ where $a \neq a^{-1}$. If $B=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$, then $N$ must contain the commutator $[A, B]=A^{-1} B^{-1} A B=\left(\begin{array}{cc}1 & 1-a^{-2} \\ 0 & 1\end{array}\right)$; this is a transvection since $a^{2} \neq 1$.

It follows that $A$ must be of the form $\left(\begin{array}{ll}0 & 1 \\ b & a\end{array}\right)$. Here $b$ equals -1 since $\operatorname{det} A=1$. The commutator of $A^{-1}$ and $\left(\begin{array}{cc}1 & -x^{2} \\ 0 & 1\end{array}\right)$ equals $\left(\begin{array}{cc}1 & -x^{2} \\ -x^{2} & 1+x^{4}\end{array}\right)$ and belongs to $N$ for all $x$ in $F$. Conjugation of this by the matrix $\left(\begin{array}{cc}x^{-1} & -x^{-1} \\ 0 & x\end{array}\right)$ gives $\left(\begin{array}{cc}0 & 1 \\ -1 & 2+x^{4}\end{array}\right)$. Hence $N$ contains for all nonzero $x$ and $y$ the matrix

$$
\left(\begin{array}{cc}
0 & 1 \\
-1 & 2+x^{4}
\end{array}\right)^{-1}\left(\begin{array}{cc}
0 & 1 \\
-1 & 2+y^{4}
\end{array}\right)=\left(\begin{array}{cc}
1 & x^{4}-y^{4} \\
0 & 1
\end{array}\right)
$$

Since $N$ contains no transvections, the fourth power of every nonzero element of $F$ equals 1 . But the polynomial $t^{4}-1$ has at most four roots in $F$. Hence $|F|=q$ is finite and $q-1 \leq 4$. Since $q>3$ by hypothesis, $q$ must equal 5 . This case requires a special argument.

We know that $N$ contains $\left(\begin{array}{rr}0 & 1 \\ -1 & 3\end{array}\right)$, by putting $x=1$ in the above. It also contains the commutator of $\left(\begin{array}{rr}0 & 1 \\ -1 & a\end{array}\right)^{-1}=\left(\begin{array}{rr}a & -1 \\ 1 & 0\end{array}\right)$ and $\left(\begin{array}{rr}1 & -2 \\ 0 & 1\end{array}\right)$, which equals $\left(\begin{array}{rr}1 & -2 \\ -2 & 0\end{array}\right)$ since $q=5$. Conjugate the latter by $\left(\begin{array}{rr}2 & -1 \\ -2 & -1\end{array}\right)-$ which belongs to $\operatorname{SL}(2,5)$-to get $\left(\begin{array}{rr}0 & 1 \\ -1 & 1\end{array}\right)$ in $N$. Finally $N$ contains $\left(\begin{array}{rr}0 & 1 \\ -1 & 3\end{array}\right)^{-1}\left(\begin{array}{rr}0 & 1 \\ -1 & 1\end{array}\right)=\left(\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right)$, a transvection.

Proof of 3.2.8. In view of 3.2.13 we may assume that $n>2$. By 3.2.11 all transvections are conjugate in $\operatorname{SL}(n, F)$; hence it is enough to produce a transvection in $N$.

Let $A$ be a noncentral element of $N$, which may be assumed to be in rational canonical form. Suppose that all the companion matrices of $A$ are $1 \times 1$; then $A$ consists of blocks $a_{i} 1_{n_{i}}, i=1, \ldots, k$, lying on the diagonal: here of course $a_{i} \neq a_{j}$ if $i \neq j$. Since $A$ is not central, $k$ must exceed 1. Then $N$ contains $\left[A, 1+E_{1, n_{1}+n_{2}}\right]=1+\left(1-a_{1}^{-1} a_{2}\right) E_{1, n_{1}+n_{2}}$, a transvection.

Hence we can suppose that some companion matrix of $A$-say the first one-has degree $r>1$. Then

$$
A=\left(\begin{array}{cc}
\bar{A} & 0 \\
0 & *
\end{array}\right) \text { where } \bar{A}=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \ldots & 1 \\
a_{1} & a_{2} & a_{3} & \ldots & a_{r}
\end{array}\right)_{r \times r}, \quad a_{1} \neq 0
$$

If $r>2$, then $N$ contains $\left[A, 1-E_{r 1}\right]=1+a_{1}^{-1} E_{12}-E_{r 1}$. Hence $N$ contains $\left[1+a_{1}^{-1} E_{12}-E_{r 1}, 1-E_{r 1}\right]=1+a_{1}^{-1} E_{r 2}$, a transvection.

Now let $r=2$ and write $\bar{A}=\left(\begin{array}{ll}0 & 1 \\ a & b\end{array}\right), a \neq 0$. Then some element of $\mathrm{SL}(2, F)$ does not commute with $\bar{A}$. On commuting a suitable matrix with $A$ we find that $N$ contains $\left(\begin{array}{cc}B & 0 \\ 0 & 1_{n-2}\end{array}\right)$ where $B \neq 1_{2}$. If $B$ is scalar, it must equal $-1_{2}$ since det $B=1$; in this event $F$ cannot have characteristic 2 and $N$ contains the commutator of $\left(\begin{array}{cc}-1_{2} & 0 \\ 0 & 1_{n-2}\end{array}\right)$ with $1+E_{23}$, which equals the transvection $1+2 E_{23}$. Otherwise we may suppose that $B$ has the form $\left(\begin{array}{rr}0 & 1 \\ -1 & c\end{array}\right)$. Then $N$ contains the commutator of $1-E_{13}$ and $\left(\begin{array}{cc}B & 0 \\ 0 & 1_{n-2}\end{array}\right)$, which equals

$$
1+(1-c) E_{13}-E_{23} .
$$

Finally, commuting this with $1+E_{12}$, we obtain $1+E_{13}$ in $N$.
Discussion of Results. By 3.2.7 the groups $\operatorname{PSL}(2,2)$ and $\operatorname{PSL}(2,3)$ have orders 6 and 12; there exist no simple groups of these order, and in fact it is easy to see that $\operatorname{PSL}(2,2) \simeq S_{3}$ and $\operatorname{PSL}(2,3) \simeq A_{4}$. Thus the cases $n=2$ and $|F|=2$ or 3 are genuine exceptions to 3.2.8 and 3.2.9.
$\operatorname{PSL}(2,4)$ and $\operatorname{PSL}(2,5)$ both have order 60 . Since any simple group of order 60 is isomorphic with $A_{5}$ (Exercise 1.6.12), we have $\operatorname{PSL}(2,4) \simeq A_{5} \simeq$ $\operatorname{PSL}(2,5)$. But PSL $(2,7)$ has order 168, not the order of an alternating group: hence this is a new simple group.
$\operatorname{PSL}(3,4)$ is a simple group of order $20,160=\frac{1}{2}(8!)$. However $\operatorname{PSL}(3,4)$ is not isomorphic with $A_{8}$; for it can be demonstrated that $\operatorname{PSL}(3,4)$ has no
elements of order 15 , unlike $A_{8}$ which has ( $\left.1,2,3,4,5\right)(6,7,8)$-see Exercise 3.2.6. Consequently there are two nonisomorphic simple groups of order 20,160.

## More Simple Groups

In fact the projective special linear groups form just one of several infinite families of finite nonabelian simple groups, the so-called groups of Lie type, which arise as groups of automorphisms of simple Lie algebras. Since we cannot go into details here, the interested reader is referred to [b9].

Apart from the alternating groups and the groups of Lie type, there are twenty-six isolated simple groups. These are the so-called sporadic groups. The largest of them, the "Monster," has order

$$
2^{46} \cdot 3^{20} \cdot 5^{9} \cdot 7^{6} \cdot 11^{2} \cdot 13^{3} \cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31 \cdot 41 \cdot 47 \cdot 59 \cdot 71
$$

or approximately $8 \times 10^{53}$. The best known of the sporadic groups are the five groups discovered by Mathieu $\dagger$ over a hundred years ago. These will be discussed in Chapter 7.

It is now generally believed that the classification of finite nonabelian simple groups is complete, and that the only groups of this type are the alternating groups, the groups of Lie type and the twenty-six sporadic groups. However a complete proof has not yet been written down, and it would probably extend to several thousand printed pages. For a detailed account of the classification see [b27].

## Exercises 3.2

1. Find all the compositions series of $S_{4}$.
2. If $S$ is the group of all finitary permutations of the set $\{1,2,3, \ldots\}$ and $A$ is the alternating subgroup, prove that $1 \triangleleft A \triangleleft S$ is the only composition series of $S$.
3. Prove that $\operatorname{PGL}(2, \mathbb{C})$ is isomorphic with the group of all linear fractional transformations of $\mathbb{C}$ (see 2.1).
4. Show that transvections in $\operatorname{SL}(2, F)$ need not be conjugate.
5. Prove that $\operatorname{PSL}(2,2) \simeq S_{3}$ and $\operatorname{PSL}(2,3) \simeq A_{4}$.
6. Prove that $\operatorname{PSL}(3,4)$ has no element of order 15 , so that $\operatorname{PSL}(3,4)$ is not isomorphic with $A_{8}$. [Hint: Suppose there is such an element: consider the possible rational canonical forms of a preimage in $\operatorname{SL}(3,4)$ : see also [b57].]
7. Let $G$ be a finitely generated group not of order 1. By invoking Zorn's Lemma prove that $G$ contains a maximal (proper) normal subgroup. Deduce that $G$ has a quotient group which is a finitely generated simple group.

The next two exercises constitute G. Higman's construction of a finitely generated infinite simple group.
8. Suppose that $H=\langle x, y, z, t\rangle$ is a finite group in which the following relations hold: $y^{x}=y^{2}, z^{y}=z^{2}, t^{z}=t^{2}$, and $x^{t}=x^{2}$. Prove that $H=1$. [Hint: Let $i, j, k, l$ be the orders of $x, y, z, t$ : show that $j\left|2^{i}-1, k\right| 2^{j}-1$ etc. Using the fact that if $n>1$, the smallest prime divisor of $2^{n}-1$ exceeds the smallest prime divisor of $n$, show that $i=j=k=l=1$.]
9. Let $G$ be the group with generators $x, y, z, t$ and relations $y^{x}=y^{2}, z^{y}=z^{2}, t^{z}=$ $t^{2}$, and $x^{t}=x^{2}$. Prove that $G$ has a quotient group which is a finitely generated infinite simple group. (It may be assumed that $G \neq 1$ : see Exercise 6.4.15.)
10. Let $q$ be an odd prime power greater than 3 . Prove that $\operatorname{SL}(2, q)$ equals its derived subgroup.

### 3.3. Direct Decompositions

We have considered one way of decomposing a group, by resolving it into its composition factors. Another and more precise way would be to express the group as a direct product of factors that themselves cannot be decomposed into a direct product. One disadvantage of this approach is that the indecomposable factors are much less well understood than the simple groups that arise from a composition series.

Let $G$ be a group with operator domain $\Omega$. An $\Omega$-subgroup $H$ is called an $\Omega$-direct factor of $G$ if there exists an $\Omega$-subgroup $K$ such that $G=H \times K$; then $K$ is called an $\Omega$-direct complement of $H$ in $G$. If there are no proper nontrivial $\Omega$-direct factors of $G$, then $G$ is said to be $\Omega$-indecomposable (or just indecomposable if $\Omega=\varnothing$ ). Clearly every $\Omega$-simple group is $\Omega$-indecomposable: however a cyclic group of order $p^{2}$ where $p$ is prime is an example of an indecomposable group which is not simple.

We shall consider chain conditions on the set of direct factors of a group.
3.3.1. For groups with operator domain $\Omega$ the maximal and minimal conditions on $\Omega$-direct factors are equivalent properties.

Proof. Assume that $G$ is an $\Omega$-group satisfying the minimal condition on $\Omega$-direct factors: let $\mathscr{S}$ be a nonempty set of $\Omega$-direct factors of $G$. We will show that $\mathscr{S}$ has a maximal element, so that $G$ satisfies the maximal condition on $\Omega$-direct factors.

Let $\mathscr{T}$ be the set of all $\Omega$-subgroups of $G$ which are direct complements of at least one element of $\mathscr{S}$. Then $\mathscr{T}$ has a minimal element $N$ and $G=M \times N$ for some $M \in \mathscr{S}$. If $M$ is not maximal in $\mathscr{L}$, there exists $M_{1} \in \mathscr{S}$ such that $M<M_{1}$ : then $G=M_{1} \times N_{1}$ for some $N_{1} \in \mathscr{T}$. Now $M_{1}=M_{1} \cap(M \times N)=M \times\left(M_{1} \cap N\right)$, whence $G=M_{1} \times N_{1}=M \times N_{1} \times$
( $\left.M_{1} \cap N\right)$. Intersecting with $N$ we obtain $N=N_{2} \times\left(M_{1} \cap N\right)$ where $N_{2}=$ $\left(M \times N_{1}\right) \cap N$. Hence $G=M \times N=\left(M \times\left(M_{1} \cap N\right)\right) \times N_{2}=M_{1} \times N_{2}$. It follows that $N_{2} \in \mathscr{T}$ and hence that $N_{2}=N$ by minimality of $N$ in $\mathscr{T}$. Therefore $N \leq M \times N_{1}$ and $G=M \times N=M \times N_{1}=M_{1} \times N_{1}$. Since $M \leq M_{1}$, we get $M=M_{1}$, a contradiction. The converse implication is proved in an entirely analogous way.

## Remak Decompositions

The significance of the equivalent conditions of 3.3.1 is that they guarantee that an $\Omega$-group may be expressed as a direct product of finitely many nontrivial $\Omega$-indecomposable subgroups: such a direct decomposition is called a Remak $\dagger$ decomposition.
3.3.2 (Remak). If an $\Omega$-group $G$ has the minimal condition on $\Omega$-direct factors, it has a Remak decomposition.

Proof. Assume that $G$ has no Remak decomposition. Then $G$ is certainly $\Omega$-decomposable, so the set $\mathscr{S}$ of all proper nontrivial $\Omega$-direct factors of $G$ is not empty. Choose a minimal element $G_{1}$ of $\mathscr{S}$ and write $G=G_{1} \times H_{1}$. Then $G_{1}$ is $\Omega$-indecomposable by minimality. Clearly $H_{1}$ inherits the minimal condition from $G$ and cannot be indecomposable. Hence $H_{1}=G_{2} \times$ $H_{2}>G_{2}$ where $G_{2}$ is $\Omega$-indecomposable, and $G=G_{1} \times G_{2} \times H_{2}$. Repetition of this procedure leads to an infinite descending chain $H_{1}>H_{2}>\cdots$ of $\Omega$ direct factors of $G$, which cannot exist.

## Projections and Direct Decompositions

Our principal aim is to study the question of the uniqueness of the direct factors in a Remak decomposition. For this we need to analyze in greater detail the notion of a direct decomposition.

An $\Omega$-projection of an $\Omega$-group $G$ is a normal idempotent $\Omega$-endomorphism, that is, an $\Omega$-endomorphism $\pi: G \rightarrow G$ such that $\pi=\pi^{2}$ which commutes with all inner automorphisms of $G$. Thus $G^{\pi}$ is a normal $\Omega$ subgroup of $G$. Such endomorphisms arise whenever one has a direct decomposition.

Let $G=G_{1} \times \cdots \times G_{r}$ be an $\Omega$-direct decomposition of $G$; then each $g$ in $G$ is uniquely expressible in the form $g=g_{1} \cdots g_{r}$ with $g_{i} \in G_{i}$. The endomorphism $\pi_{i}$ defined by $g^{\pi_{i}}=g_{i}$ is an $\Omega$-projection of $G$ : for clearly $\pi_{i}^{2}=$ $\pi_{i}$ and $\left(h^{-1} g h\right)^{\pi_{i}}=\left(h^{\pi_{i}}\right)^{-1} g^{\pi_{i}} h^{\pi_{i}}=h^{-1} g^{\pi_{i}} h$ for all $h$ in $G$. In addition $g=$

[^0]$g_{1} \cdots g_{r}=g^{\pi_{1}+\cdots+\pi_{r}}$ and $\left(g^{\pi_{i}}\right)^{\pi_{j}}=1$ if $i \neq j$. Thus the $\pi_{i}$ satisfy the conditions
\[

\left.$$
\begin{array}{rl}
\pi_{1}+\cdots+\pi_{r} & =1,  \tag{5}\\
\pi_{i} \pi_{j} & =0, \\
(i \neq j)
\end{array}
$$\right\}
\]

Conversely let there be given normal $\Omega$-endomorphisms $\pi_{1}, \ldots, \pi_{r}$ of $G$ satisfying (5). Then $\pi_{i}=\pi_{i}\left(\pi_{1}+\cdots+\pi_{r}\right)=\pi_{i}^{2}$, so that $\pi_{i}$ is a projection. Let $G_{i}=G^{\pi_{i}}$, a normal $\Omega$-subgroup of $G$. Now $\pi_{1}+\cdots+\pi_{r}=1$ implies that $G=G_{1} \cdots G_{r}$. Furthermore, if $g \in G_{i} \cap \prod_{j \neq i} G_{j}$, then $g=h^{\pi_{i}}$ for some $h$, and $g^{\pi_{i}}=h^{\pi_{i}}=g$; but $g^{\pi_{i}}=1$ since $G_{j}^{\pi_{i}}=1$ if $i \neq j$, so in fact $g=1$. Hence $G=$ $G_{1} \times \cdots \times G_{r}$. We have established the following result.
3.3.3. If $G$ is an $\Omega$-group, there is a bijection between the set of all finite $\Omega$-direct decompositions of $G$ and the set of all finite sets of normal $\Omega$ endomorphisms $\left\{\pi_{1}, \ldots, \pi_{r}\right\}$ of $G$ satisfying (5).

The following result is fundamental and has numerous applications.
3.3.4 (Fitting's $\dagger$ Lemma). Let $\theta$ be a normal $\Omega$-endomorphism of an $\Omega$ group $G$ and suppose that $G$ satisfies the maximal and minimal conditions on normal $\Omega$-subgroups. Then there exists a positive integer $r$ such that $\operatorname{Im} \theta^{r}=$ $\operatorname{Im} \theta^{r+1}=\cdots$ and $\operatorname{Ker} \theta^{r}=\operatorname{Ker} \theta^{r+1}=\cdots ;$ also $G=\left(\operatorname{Im} \theta^{r}\right) \times\left(\operatorname{Ker} \theta^{r}\right)$.

Proof. Since $\theta^{i}$ is a normal $\Omega$-endomorphism, $\operatorname{Im} \theta^{i}$ and $\operatorname{Ker} \theta^{i}$ are normal $\Omega$-subgroups of $G$. Clearly $\operatorname{Ker} \theta \leq \operatorname{Ker} \theta^{2} \leq \cdots$ and $\operatorname{Im} \theta \geq \operatorname{Im} \theta^{2} \geq \cdots$, so there is a positive integer $r$ such that $\operatorname{Ker} \theta^{r}=\operatorname{Ker} \theta^{r+1}=\cdots=K$ and $\operatorname{Im} \theta^{r}=\operatorname{Im} \theta^{r+1}=\cdots=I$ say. Let $g \in G$ : then $g^{\theta^{r}} \in \operatorname{Im} \theta^{r}=\operatorname{Im} \theta^{2 r}$ and $g^{\theta r}=h^{\theta 2 r}$ for some $h \in G$. Hence $h^{-\theta^{r}} g \in K$ and $g \in I K$, which shows that $G=I K$. Next, if $g \in I \cap K$, then $g=h^{\theta^{r}}$ with $h \in G$. Therefore $1=g^{\theta^{r}}=$ $h^{\theta 2 r}$, whence $h \in \operatorname{Ker} \theta^{2 r}=\operatorname{Ker} \theta^{r}$ and $g=h^{\theta r}=1$. It follows that $G=$ $I \times K$.

Definition. An endomorphism $\theta$ is said to be nilpotent if $\theta^{r}=0$ for some positive integer $r$.
3.3.5. If $G$ is an indecomposable $\Omega$-group with the maximal and minimal conditions on normal $\Omega$-subgroups, a normal $\Omega$-endomorphism of $G$ is either nilpotent or an automorphism.

Proof. Let $\theta$ be a normal $\Omega$-endomorphism of $G$. By 3.3.4 there is an $r>0$ such that $G=\operatorname{Im} \theta^{r} \times \operatorname{Ker} \theta^{r}$. But $G$ is $\Omega$-indecomposable, so either $\operatorname{Im} \theta^{r}=$ 0 and $\theta^{r}=0$ or $G=\operatorname{Im} \theta^{r}$ and $\operatorname{Ker} \theta^{r}=0$; in the latter case $\theta$ is an automorphism.

An endomorphism $\alpha$ of a group $G$ is called central if it operates on $G / \zeta G$ like the identity, that is to say, $g^{\alpha} \equiv g \bmod \zeta G$ for all $g$ in $G$.
3.3.6.
(i) A normal endomorphism which is surjective is central.
(ii) A central endomorphism is normal.

Proof. (i) Let $\alpha$ be a normal surjective endomorphism of $G$. Then $g^{-1} x^{\alpha} g=$ $\left(g^{-1} x g\right)^{\alpha}=\left(g^{\alpha}\right)^{-1} x^{\alpha} g^{\alpha}$ for all $x, g \in G$. Since $G=G^{\alpha}$, this implies that $g^{\alpha} g^{-1} \in$ $\zeta G$ and $\alpha$ is central.
(ii) Let $\alpha$ be a central endomorphism of $G$ and let $x, g \in G$. Then $g^{\alpha}=g z$ where $z \in \zeta G$. Hence $\left(g^{-1} x g\right)^{\alpha}=(g z)^{-1} x^{\alpha} g z=g^{-1} x^{\alpha} g$ and $\alpha$ is normal.

Hence for automorphisms "normal" and "central" are equivalent.
3.3.7. Let $G$ be an indecomposable $\Omega$-group with the maximal and minimal conditions on normal $\Omega$-subgroups. Suppose that $\theta_{1}, \theta_{2}, \ldots, \theta_{k}$ are normal $\Omega$-endomorphisms every pair of which is additive (as defined in 1.5). If $\theta_{1}+\cdots+\theta_{k}$ is an automorphism, then so is at least one $\theta_{i}$.

Proof. By induction we may assume that $k=2$ and $\alpha=\theta_{1}+\theta_{2}$ is an automorphism. Put $\psi_{i}=\alpha^{-1} \theta_{i}$, so that $\psi_{1}+\psi_{2}=1$. Now $\alpha$ is normal since $\theta_{1}$ and $\theta_{2}$ are: hence $\psi_{1}$ and $\psi_{2}$ are normal $\Omega$-endomorphisms. Suppose that neither $\theta_{1}$ nor $\theta_{2}$ is an automorphism: then neither $\psi_{1}$ nor $\psi_{2}$ can be an automorphism. By 3.3.5 both $\psi_{1}$ and $\psi_{2}$ are nilpotent, so $\psi_{1}^{r}=0=\psi_{2}^{r}$ for some $r>0$. Now $\psi_{1}=1-\psi_{2}$, so $\psi_{1} \psi_{2}=\psi_{2} \psi_{1}$. Hence $1=\left(\psi_{1}+\psi_{2}\right)^{2 r-1}=$ $\sum_{i=0}^{2 r-1}\binom{2 r-1}{i} \psi_{1}^{i} \psi_{2}^{2 r-i-1}$ by the Binomial Theorem. Since either $i \geq r$ or $2 r-i-1 \geq r$, we have $\psi_{1}^{i} \psi_{2}^{2 r-i-1}=0$ for all $i$. Hence $1=0$, which implies that $G=1$ and $\theta_{1}=1=\theta_{2}$, a contradiction.

## The Krull-Remak-Schmidt Theorem

We come now to the main result of this section.
3.3.8 (Krull, Remak, Schmidt). Let $G$ be an $\Omega$-group satisfying the maximal and minimal conditions on normal $\Omega$-subgroups. If

$$
G=H_{1} \times \cdots \times H_{r}=K_{1} \times \cdots \times K_{s}
$$

are two Remak decompositions of $G$, then $r=s$ and there is a central $\Omega$ automorphism $\alpha$ of $G$ such that, after suitable relabelling of the $K_{j}$ 's if necessary, $H_{i}^{\alpha}=K_{i}$ and $G=K_{1} \times \cdots \times K_{k} \times H_{k+1} \times \cdots \times H_{r}$ for $k=1, \ldots, r$.

Proof. Assume that for some $k$ satisfying $1 \leq k \leq \min (r, s)+1$ there is a decomposition $G=K_{1} \times \cdots \times K_{k-1} \times H_{k} \times \cdots \times H_{r}$. Certainly this is true if $k=1$. Let $\left\{\sigma_{1}, \ldots, \sigma_{r}\right\}$ be the set of projections specifying this decomposition, and let $\left\{\pi_{1}, \ldots, \pi_{r}\right\}$ and $\left\{\rho_{1}, \ldots, \rho_{s}\right\}$ be the corresponding sets of projections for the decompositions $G=H_{1} \times \cdots \times H_{r}$ and $G=K_{1} \times \cdots \times K_{s}$. If $g \in G$, then $g^{\rho_{j}} \in K_{j}$ and $g^{\rho_{j} \sigma_{k}}=1$ if $j<k$. Hence $\rho_{j} \sigma_{k}=0$ if $j<k$. Since $\sigma_{k}=1 \sigma_{k}=\left(\rho_{1}+\cdots+\rho_{s}\right) \sigma_{k}$, we obtain

$$
\begin{equation*}
\rho_{k} \sigma_{k}+\rho_{k+1} \sigma_{k}+\cdots+\rho_{s} \sigma_{k}=\sigma_{k} . \tag{6}
\end{equation*}
$$

Notice that by 1.5.1 these $\rho_{j} \sigma_{k}$ are additive.
Consider the restriction of $\rho_{j} \sigma_{k}$ to $H_{k}$, certainly a normal $\Omega$-endomorphism of $H_{k}$. Now $H_{k}$ inherits the maximal and minimal conditions from $G$ and the restriction of $\sigma_{k}$ to $H_{k}$ is, of course, 1. By (6) and 3.3.7 some $\rho_{j} \sigma_{k}$, $k \leq j \leq s$, is an automorphism on $H_{k}$. The $K_{j}$ can be labelled in such a way that $\rho_{k} \sigma_{k}$ is an automorphism on $H_{k}$.

Let $\bar{K}_{k}=H_{k}^{\rho_{k}} \leq K_{k}$. Then $\bar{K}_{k} \triangleleft K_{k}$ since $\rho_{k}$ is normal. If $h^{\rho_{k}}=1$ with $h \in H_{k}$, then $h^{\rho_{k} \sigma_{k}}=1$ and $h=1$ : thus $\rho_{k}$ maps $H_{k}$ isomorphically onto $\bar{K}_{k}$. For the same reason $\sigma_{k}$ maps $\bar{K}_{k}$ monomorphically into $H_{k}$. Write $\tilde{K}_{k}=$ $\left(\right.$ Ker $\left.\sigma_{k}\right) \cap K_{k}$; then $K_{k} \cap \bar{K}_{k}=1$. Also, for $x \in K_{k}$ we have $x^{\sigma_{k}} \in H_{k}$ and hence $x^{\sigma_{k}}=y^{\rho_{k} \sigma_{k}}$ for some $y$ in $H_{k}$; thus $x y^{-\rho_{k}} \in \widetilde{K}_{k}$ and $x \in \widetilde{K}_{k} \bar{K}_{k}$. Consequently $K_{k}=\widetilde{K}_{k} \times \bar{K}_{k}$. But $K_{k}$ is $\Omega$-indecomposable, and $\bar{K}_{k} \simeq H_{k} \neq 1$; hence $\tilde{K}_{k}=1$ and $\bar{K}_{k}=K_{k}$. It follows that $\rho_{k}$ maps $H_{k}$ isomorphically to $K_{k}$.

Next write $L_{k}=K_{1} \times \cdots \times K_{k-1} \times H_{k+1} \times \cdots \times H_{r}$, so that $G=L_{k} \times$ $H_{k}$. The proof proceeds by showing that $G=L_{k} \times K_{k}$. Firstly $L_{k}^{\sigma_{k}}=1$ and $L_{k} \cap K_{k}=1$. Next define $\theta=\sigma_{k} \rho_{k}+\left(1-\sigma_{k}\right)$, a normal $\Omega$-endomorphism of G. If $g=l h$ where $l \in L_{k}, h \in H_{k}$, then $g^{\theta}=l^{\theta} h^{\theta}=l h^{\rho_{k}}$ since $l^{\sigma_{k}}=1$ and $h^{\sigma_{k}}=h$. Hence $g^{\theta}=1$ implies that $l=1=h^{\rho_{k}}$ (because $L_{k} \cap K_{k}=1$ ); since $\rho_{k}$ is monomorphic on $H_{k}$, we conclude that $l=1=h$. Hence $\theta$ is a monomorphism. It follows from Fitting's Lemma that $\theta$ is an automorphism and therefore $G=G^{\theta} \leq G^{\sigma_{k} \rho_{k}} G^{1-\sigma_{k}} \leq K_{k} \times L_{k}$ and $G=L_{k} \times K_{k}$. This is just to say that $G=K_{1} \times \cdots \times K_{k} \times H_{k+1} \times \cdots \times H_{r}$.

So far we have proved that there is a decomposition

$$
G=K_{1} \times \cdots \times K_{k} \times H_{k+1} \times \cdots \times H_{r}
$$

for $1 \leq k \leq \min (r, s)$, after relabeling the $K_{j}$ 's. If we put $k=\min (r, s)$, it follows that $r=s$. We also saw that $\rho_{k}$ maps $H_{k}$ isomorphically to $K_{k}$ for all $k$. Define $\alpha=\pi_{1} \rho_{1}+\cdots+\pi_{r} \rho_{r}$, a normal $\Omega$-endomorphism. Now $H_{i}^{\alpha}=H_{i}^{\pi_{i} \rho_{i}}=H_{i}^{\rho_{i}}=K_{i}$, so $G^{\alpha}=G$. By Fitting's Lemma $\alpha$ is an automorphism and by 3.3.6 it is central.

## Uniqueness of Remak Decompositions

The Krull-Remak-Schmidt Theorem guarantees that the factors of a Remak decomposition are unique up to isomorphism. It does not assert
that there is a unique Remak decomposition (up to order of the direct factors). Indeed the Klein 4 -group has three such decompositions. We enquire next just when a group has a unique Remak decomposition.
3.3.9. Let $G=G_{1} \times \cdots \times G_{r}$ be a Remak decomposition of an $\Omega$-group with the maximal and minimal conditions on normal $\Omega$-subgroups. This is the only Remak decomposition of $G$ (up to order of the direct factors) if and only if $G_{i}^{\theta} \leq G_{i}$ for every normal $\Omega$-endomorphism $\theta$ of $G$ and $i=1,2, \ldots, r$.

Proof. We can assume that $r>1$. Since a central $\Omega$-automorphism is normal (by 3.3.6), sufficiency follows from the Krull-Remak-Schmidt Theorem. Conversely assume that $G=G_{1} \times \cdots \times G_{r}$ is the unique Remak decomposition of $G$ and let $\theta$ be a normal $\Omega$-endomorphism of $G$ such that $G_{1}^{\theta} \nsubseteq G_{1}$. Let $\left\{\pi_{1}, \ldots, \pi_{r}\right\}$ be the set of associated projections. Then

$$
\theta=\theta\left(\sum_{j} \pi_{j}\right)=\sum_{j} \theta \pi_{j},
$$

so that $G_{1}^{\theta} \leq \prod_{j} G_{1}^{\theta \pi_{j}}$. Since $G_{1}^{\theta} \not \leq G_{1}$, there is a $j>1$ such that $\theta \pi_{j} \neq 0$. Define $\bar{G}_{1}=\left\{x x^{\theta \pi_{j}} \mid x \in G_{1}\right\}$. Then it is easy to see that $G_{1} \neq \bar{G}_{1} \leq G$, and also that $G=\bar{G}_{1} \times G_{2} \times \cdots \times G_{r}$ is another Remak decomposition.

From this a more useful condition for uniqueness can be derived.
3.3.10. A Remak decomposition $G=G_{1} \times \cdots \times G_{r}$ of an $\Omega$-group with the maximal and minimal conditions on normal $\Omega$-subgroups is unique (up to order of factors) if and only if there exist no nontrivial $\Omega$-homomorphisms from $G_{i}$ to the center of $G_{j}$ for any $i \neq j$.

Proof. We can assume that $r>1$. If $\theta: G_{i} \rightarrow \zeta\left(G_{j}\right)$ is a nontrivial $\Omega$-homomorphism and $\pi_{i}$ is the $i$ th projection, then $\pi_{i} \theta$ is a normal $\Omega$-endomorphism not preserving $G_{i}$. Conversely, if $\theta$ is a normal $\Omega$-endomorphism such that $G_{i}^{\theta} \not \leq G_{i}$, then for some $j \neq i$ the restriction of $\theta \pi_{j}$ to $G_{i}$ is a nontrivial $\Omega$ homomorphism from $G_{i}$ to $G_{j}$. If $g \in G_{i}$ and $x \in G_{j}$, then $\left(g^{\theta \pi_{j}}\right)^{x}=\left(g^{x}\right)^{\theta \pi_{j}}=$ $g^{\theta \pi_{j}}$ since $\theta \pi_{j}$ is normal. Consequently $g^{\theta \pi_{j}} \in \zeta\left(G_{j}\right)$. The result follows from 3.3.9.

In particular, if $G=G^{\prime}$ or $\zeta G=1$, there is a unique Remak decomposition of $G$.

## Direct Products of Simple Groups

One very special type of Remak decomposition is a direct product of finitely many simple groups. Let us call a group $\Omega$-completely reducible if it is a direct product of a possibly infinite family of simple groups.
3.3.11. If an $\Omega$-group $G$ is generated by a set of normal $\Omega$-simple subgroups, it is the direct product of certain of these subgroups. Thus $G$ is $\Omega$-completely reducible.

Proof. Let $G=\left\langle G_{\lambda} \mid \lambda \in \Lambda\right\rangle$ where $G_{\lambda} \triangleleft G$ and $G_{\lambda}$ is $\Omega$-simple. Call a subset $\Lambda^{\prime}$ of $\Lambda$ independent if $\left\langle G_{\lambda} \mid \lambda \in \Lambda^{\prime}\right\rangle=\operatorname{Dr}_{\lambda \in \Lambda^{\prime}} G_{\lambda}$, that is, if

$$
G_{\lambda} \cap\left\langle G_{\mu} \mid \mu \in \Lambda^{\prime}, \mu \neq \lambda\right\rangle=1
$$

for each $\lambda$ in $\Lambda^{\prime}$. The set $\mathscr{S}$ of all independent subsets of $\Lambda$ is nonempty since it contains every one-element subset. Also $\mathscr{S}$ is partially ordered by set containment. If $\left\{\Lambda_{i} \mid i \in I\right\}$ is a chain in $\mathscr{S}$, the union of the chain belongs to $\mathscr{S}$ : for clearly a set is independent if its finite subsets are. By Zorn's Lemma there is a maximal element of $\mathscr{S}$, say $M$. If $\lambda \in \Lambda \backslash M$, then $M \cup\{\lambda\}$ is not independent. Since $M$ is independent, it follows that $G_{\lambda} \cap L \neq 1$ where $L=\left\langle G_{\mu} \mid \mu \in M\right\rangle$. Now $G_{\lambda} \cap L \triangleleft G_{\lambda}$, so $G_{\lambda} \leq L$ by simplicity of $G_{\lambda}$. Hence $G=L=\operatorname{Dr}_{\mu \in M} G_{\mu}$. Otherwise $\Lambda=M$ and again $G=\operatorname{Dr}_{\mu \in M} G_{\mu}$.

We consider next normal subgroups of completely reducible groups.
3.3.12 (Remak). Let $G=\operatorname{Dr}_{\lambda \in \Lambda} G_{\lambda}$ where $G_{\lambda}$ is $\Omega$-simple. Suppose that $N$ is a normal $\Omega$-subgroup of $G$. Then $G=N \times \operatorname{Dr}_{\mu \in M} G_{\mu}$ for some $M \subseteq \Lambda$. Moreover, if all the $G_{\lambda}$ have trivial centre, then $N$ is actually the direct product of certain of the $G_{\lambda}$. In any case $N$ is $\Omega$-completely reducible.

Proof. If $N=G$, we take $M$ to be empty. Assume that $N \neq G$ and let $\mathbf{S}$ be the set of all subsets $\Lambda^{\prime}$ of $\Lambda$ such that $\left\langle N, G_{\lambda} \mid \lambda \in \Lambda^{\prime}\right\rangle=N \times \operatorname{Dr}_{\lambda \in \Lambda^{\prime}} G_{\lambda}$. Since $N \neq G$, some $G_{\lambda}$ is not contained in $N$ and since $N \cap G_{\lambda} \triangleleft G_{\lambda}$, it follows that $N \cap G_{\lambda}=1_{\lambda}$ and $\{\lambda\} \in \mathbf{S}$. Hence $\mathbf{S}$ is nonempty. As in the previous proof $S$ has a maximal element $M$ : let $G^{*}=\left\langle N, G_{\mu} \mid \mu \in M\right\rangle=$ $N \times \operatorname{Dr}_{\mu \in M} G_{\mu}$. If $\lambda \in \Lambda \backslash M$, then $M \cup\{\lambda\} \notin \mathbf{S}$, which implies that $G_{\lambda} \cap G^{*} \neq$ 1 and $G_{\lambda} \leq G^{*}$. Hence $G=G^{*}$ as required. Finally $N \simeq \operatorname{Dr}_{\lambda \in \Lambda \backslash M} G_{\lambda}$, so that $N$ is completely reducible.

Now assume that each $\zeta\left(G_{\lambda}\right)$ is trivial. Clearly we may factor out any $G_{\lambda}$ contained in $N$. Assume therefore that $N \cap G_{\lambda}=1$ for all $\lambda$. Then $\left[N, G_{\lambda}\right] \leq$ $N \cap G_{\lambda}=1$, so $N$ is contained in the centre of $G$. But $G$ has trivial center by Exercise 1.5.8; therefore $N=1$.

Thus in an $\Omega$-completely reducible group every normal $\Omega$-subgroup is a direct factor. It is interesting that the converse is true: $\Omega$-completely reducible groups are the only ones in which every normal $\Omega$-subgroup is an $\Omega$ direct factor. Indeed a stronger result is true.
3.3.13 (Head). If every proper normal $\Omega$-subgroup of an $\Omega$-group $G$ is contained in a proper $\Omega$-direct factor of $G$, then $G$ is $\Omega$-completely reducible.

Before we can prove this result we must establish a simple lemma which is used constantly in the study of infinite groups. It is just a straightforward application of Zorn's Lemma.
3.3.14. Let $G$ be an $\Omega$-group, let $H$ be an $\Omega$-subgroup and let $x$ be an element of $G$ such that $x \notin H$. Then there exists an $\Omega$-subgroup $K$ which is maximal with respect to the properties $H \leq K$ and $x \notin K$.

Proof. Consider the set $\mathbf{S}$ of all $\Omega$-subgroups containing $H$ but not $x$. Then $\mathbf{S}$ is not empty since $H$ is a member. Clearly $\mathbf{S}$ is partially ordered by inclusion: moreover the union of any chain in $\mathbf{S}$ is likewise in $\mathbf{S}$. By Zorn's Lemma $\mathbf{S}$ has a maximal element $K$.

Proof of 3.3.13. Let $N$ be the subgroup generated by all the $\Omega$-simple normal subgroups of $G$; then $N$ is completely reducible by 3.3.11. Suppose that $N \neq G$ and let $x \in G \backslash N$. By 3.3.14 there exists a normal $\Omega$-subgroup $M$ which is maximal subject to $N \leq M$ and $x \notin M$. By hypothesis $M$ is contained in a proper $\Omega$-direct factor $D$, with $G=D \times E$ say. Since $E \neq 1$, we have $x \in M \times E$ by maximality of $M$. Also $D \cap(M \times E)=M$ by the modular law, so it follows that $x \notin D$. By maximality of $M$ again, $D=M$ and $G=M \times E$. Now let $F$ be a nontrivial normal $\Omega$-subgroup of $E$ : then $F \triangleleft$ $G$ and $M \times F$, being a proper normal $\Omega$-subgroup of $G$, lies in a proper $\Omega$-direct factor. But we have shown that $M$ is contained in no proper $\Omega$ direct factor of $G$ except $M$ itself, so we have a contradiction.

## Characteristically Simple Groups

Recall that a group $G$ which is Aut $G$-simple, that is, which is nontrivial and has no proper nontrivial characteristic subgroups, is called characteristically simple. Closely related is the concept of a minimal normal subgroup of a group $G$, by which is understood a nontrivial normal subgroup that does not contain a smaller nontrivial normal subgroup of $G$. It follows at once from 1.5.6 that in any group a minimal normal subgroup is characteristically simple. The subgroup generated by all the minimal normal subgroups of a group $G$ is called the socle: should the group fail to have any minimal normal subgroups, as in the case of the infinite cyclic group for example, the socle of $G$ is defined to be 1 . Applying 3.3.11 with $\Omega=\operatorname{Inn} G$, we see that the socle of a group is a direct product of minimal normal subgroups.

### 3.3.15.

(i) A direct product of isomorphic simple groups is characteristically simple.
(ii) A characteristically simple group which has at least one minimal normal subgroup is a direct product of isomorphic simple groups.

Proof. (i) Let $G=\operatorname{Dr}_{\lambda \in \Lambda} G_{\lambda}$ where the $G_{\lambda}$ are isomorphic simple groups, and let $H$ be a nontrivial characteristic subgroup of $G$. If the $G_{\lambda}$ are nonabelian, 3.3.12 implies that $G=H \times K$ where $H$ and $K$ are direct products of certain $G_{\lambda}$ 's. But clearly there is an automorphism of $G$ interchanging any two $G_{\lambda}$ 's. Hence $H=G$. On the other hand, if the $G_{\lambda}$ are abelian, then all of them have some prime order $p$ and $G$ is an elementary abelian $p$-group. The result now follows from Exercise 3.1.5.
(ii) Let $N$ be a minimal normal subgroup of a characteristically simple group $G$. Then $\left\langle N^{\alpha}\right| \alpha \in$ Aut $\left.G\right\rangle$ is characteristic in $G$ and hence equals $G$. Applying 3.3.11 with $\Omega=\operatorname{Inn} G$, we conclude that $G$ is the direct product of certain of the $N^{\alpha}$ including, we may suppose, $N$ itself. If $1 \neq M \triangleleft N$, then $M \triangleleft G$ and $M=N$ by minimality of $N$. Hence $N$ is simple and $G$ is a direct product of isomorphic copies of $N$.

In particular a finite characteristically simple group is a direct product of isomorphic finite simple groups. On the other hand the additive group of rationals is an example of a characteristically simple group that is not completely reducible.

## Centerless Completely Reducible Groups

In the sequel a completely reducible group will be called a CR-group. The center of a CR-group is the direct product of the abelian factors in the decomposition. Hence a CR-group is centerless, that is has trivial center, if and only if it is a direct product of nonabelian simple groups. Centerless CR-groups have a very rigid normal structure.
3.3.16. If $G=\operatorname{Dr}_{\lambda \in \Lambda} G_{\lambda}$ where each $G_{\lambda}$ is a nonabelian simple group, every normal subgroup of $G$ is a direct product of certain $G_{\lambda}$ 's.

This follows at once from 3.3.12.
3.3.17. In any group $G$ there is a unique maximal normal centerless CRsubgroup. Moreover this is characteristic in $G$.

Proof. Let $\left\{M_{\lambda} \mid \lambda \in \Lambda\right\}$ be a chain of centerless normal CR-subgroups of $G$. Let $S$ be a simple direct factor of $M_{\lambda}$. Now if $M_{\lambda} \leq M_{\mu}$, then $M_{\lambda}$ is a direct factor of $M_{\mu}$ by 3.3.12. Hence $S \triangleleft M_{\mu}$ and $S \triangleleft J=\bigcup_{\mu \in \Lambda} M_{\mu}$. Consequently $J$ is generated by normal nonabelian simple subgroups and 3.3.10 shows that $J$ is a CR-group. By Zorn's Lemma there exists a maximal normal centerless CR-subgroup $M$. Now let $N$ be any other normal centerless CRsubgroup of $G$ and put $I=M \cap N$, a normal subgroup of $G$. By 3.3.12 we have $M=M_{1} \times I$ for some $M_{1}$. If $g \in G$, then $M=M^{g}=M_{1}^{g} \times I=M_{1} \times$ $I$. Applying 3.3 .12 we conclude that $I$ has a unique complement in $M$,
$M_{1}^{g}=M_{1}$ and $M_{1} \triangleleft G$. Thus $M N=M_{1} I N=M_{1} N=M_{1} \times N$ because $M_{1} \cap N=M_{1} \cap I=1$. Since $M_{1}$ is clearly a centerless CR-group, so is $M N$ and by maximality $N \leq M$. Thus $M$ is the required subgroup.

The maximal normal centerless CR-subgroup will be called the centerless CR-radical. While it may in general be trivial, there is a class of groups for which this radical controls the group, the finite semisimple groups.

## Finite Semisimple Groups

A finite group is called semisimple if it has no nontrivial normal abelian subgroups. All centerless CR-groups are semisimple: so are the symmetric groups $S_{n}$ for $n \geq 5$ (see 3.2.3). We shall describe a classification due to Fitting of finite semisimple groups in terms of simple groups and their outer automorphism groups.

### 3.3.18.

(i) If $G$ is a finite semisimple group with centerless CR-radical $R$, then $G \simeq G^{*}$ where $\operatorname{Inn} R \leq G^{*} \leq$ Aut $R$.
(ii) Conversely, if $R$ is a finite centerless CR-group and Inn $R \leq G \leq$ Aut $R$, then $G$ is a finite semisimple group whose centerless CR-radical is Inn $R \simeq R$.

Proof. (i) Let $C=C_{G}(R)$ : We show first that $C=1$. If $C \neq 1$, there is a minimal normal subgroup $N$ of $G$ contained in $C$. Now $N$ is characteristically simple, so it is a CR-group by 3.3.15. Also $\zeta N \triangleleft G$; thus $\zeta N=1$ by semisimplicity of $G$. Hence $N \leq R \cap C=\zeta R=1$, a contradiction. Let $\tau$ : $G \rightarrow$ Aut $R$ be the conjugation homomorphism: thus $g^{\tau}: r \mapsto g^{-1} r g$. Then $\operatorname{Ker} \tau=$ $C_{G}(R)=1$ and $R^{\tau}=\operatorname{Inn} R$. If $G^{*}=\operatorname{Im} \tau$, then $\operatorname{Inn} R \leq G^{*} \leq$ Aut $R$ and of course $G \simeq G^{*}$.
(ii) Let $\alpha \in C=C_{\text {Aut } R}(\operatorname{Inn} R)$ and let $\tau: R \rightarrow$ Aut $R$ be the conjugation homomorphism. Then $r^{\tau}=\alpha^{-1} r^{\tau} \alpha=\left(r^{\alpha}\right)^{\tau}$ for all $r$ in $R$ by 1.5.4. Now $\tau$ is a monomorphism because $\zeta R=1$ : hence $r=r^{\alpha}$ for all $r \in R$ and $\alpha=1$. Consequently $C=1$. Now suppose that $A \triangleleft G$ where $A$ is abelian. Then $A \cap \operatorname{Inn} R \triangleleft \operatorname{Inn} R \simeq R$, a centerless CR-group. Hence $A \cap \operatorname{Inn} R=1$ and $A \leq C=1$. It follows that $G$ is semisimple-it is of course finite since $R$, and hence Aut $R$, is. Finally, let $M$ be a normal centerless CR-subgroup of $G$. Then 3.3.17 implies that $(\operatorname{Inn} R) M$ is a CR-group and by 3.3.12 it has Inn $R$ as a direct factor. Since $C_{\mathrm{Aut} R}(\operatorname{Inn} R)=1$, this can only mean that $M \leq \operatorname{Inn} R$ and $\operatorname{Inn} R$ is the centerless CR-radical of $G$.

Thus to construct all finite semisimple groups with centerless CR-radical isomorphic to $R$ we need to form all groups intermediate between Inn $R$
and Aut $R$, in other words all subgroups of Out $R$. The question now arises: when are two groups constructed in this manner isomorphic?
3.3.19. Let $R$ be a finite centerless CR-group. There is a bijection between the set of isomorphism classes of finite semisimple groups with centerless CRradical isomorphic with $R$ and the set of conjugacy classes of subgroups of Out $R$.

Proof. Let Inn $R \leq G_{i} \leq$ Aut $R, i=1$, 2. If $G_{1}$ and $G_{2}$ are conjugate in Aut $R$, then clearly $G_{1} \simeq G_{2}$. Conversely let $\alpha$ : $G_{1} \rightarrow G_{2}$ be an isomorphism. By 3.3.18 it is enough to prove that $G_{1}$ and $G_{2}$ are conjugate in Aut $R$.

Since $\operatorname{Inn} R$ is the centerless CR-radical of $G_{1}$ and of $G_{2}$, we have $(\operatorname{Inn} R)^{\alpha}=\operatorname{Inn} R$, so the restriction of $\alpha$ to $\operatorname{Inn} R$ is an automorphism. Let $\tau: R \rightarrow$ Aut $R$ be the conjugation homomorphism; this is a monomorphism with image $\operatorname{Inn} R$. Hence $\alpha$ determines an automorphism $\theta$ of $R$ given by $\left(r^{\theta}\right)^{\tau}=\left(r^{\tau}\right)^{\alpha},(r \in R)$.

We shall prove that $g^{\alpha}=\theta^{-1} g \theta$ for all $g$ in $G_{1}$, which will show that $G_{2}=\theta^{-1} G_{1} \theta$. Let $r \in R$. Keeping in mind that $\theta \tau=\tau \alpha$ and also that $\left(r^{g}\right)^{\tau}=$ $g^{-1} r^{\tau} g$ for all $g$ in Aut $R$, we obtain

$$
\begin{aligned}
\left(r^{\theta^{-1} g \theta}\right)^{\tau} & =\left(\left(r^{\theta^{-1} g}\right)^{\tau}\right)^{\alpha}=\left(g^{-1}\left(r^{\theta^{-1}}\right)^{\tau} g\right)^{\alpha} \\
& =\left(g^{\alpha}\right)^{-1} r^{\tau} g^{\alpha} \\
& =\left(r^{g^{\alpha}}\right)^{\tau}
\end{aligned}
$$

Thereore $\theta^{-1} g \theta=g^{\alpha}$ as claimed.

## Structure of the Automorphism Group of a Centerless CR-group

Our results so far make it of interest to investigate automorphism groups of finite centerless CR-groups. They may be described in terms of automorphism groups of nonabelian simple groups.
3.3.20. Let $R$ be a finite centerless CR-group and write $R=R_{1} \times \cdots \times R_{k}$ where $R_{i}$ is a direct product of $n_{i}$ isomorphic copies of a simple group $H_{i}$, and $H_{i}$ and $H_{j}$ are not isomorphic if $i \neq j$. Then Aut $R \simeq \operatorname{Aut} R_{1} \times \cdots \times$ Aut $R_{k}$ and Aut $R_{i} \simeq\left(\right.$ Aut $\left.H_{i}\right) \sim S_{n_{i}}$ where in this wreath product Aut $H_{i}$ appears in its right regular representation and the symmetric group $S_{n_{i}}$ in its natural permutation representation. Moreover these isomorphisms induce isomorphisms Out $R \simeq$ Out $R_{1} \times \cdots \times$ Out $T_{k}$ and Out $R_{i} \simeq\left(\right.$ Out $\left.H_{i}\right) \sim S_{n_{i}}$.

Proof. Let $\alpha \in$ Aut $R$ : then $R_{i}^{\alpha}$ is a direct product of $n_{i}$ copies of $H_{i}$ and by 3.3.12 it must equal $R_{i}$. Hence each $R_{i}$ is characteristic in $R$ and $\alpha$ induces an automorphism $\alpha_{i}$ in $R_{i}$ by restriction. Clearly $\alpha \mapsto\left(\alpha_{1}, \ldots, \alpha_{k}\right)$ is an iso-
morphism from Aut $R$ to Aut $R_{1} \times \cdots \times$ aut $R_{k}$ in which Inn $R$ is mapped to $\operatorname{Inn} R_{1} \times \cdots \times \operatorname{Inn} R_{k}$; it therefore induces an isomorphism Out $R \simeq$ Out $R_{1} \times \cdots \times$ Out $R_{k}$.

In the remainder of the proof we shall suppose for simplicity of notation that $R$ is the direct product of $n$ copies of the simple group $H$. Let $\alpha \in A=$ Aut $R$ : it follows from 3.3.12 that $\alpha$ permutes the direct factors of $R$ and hence is associated with a permutation $\pi_{\alpha} \in S_{n}$ : moreover $\alpha \mapsto \pi_{\alpha}$ is clearly a homomorphism from $A$ to $S_{n}$ whose kernel $K$ consists of all automorphisms that preserve each of the $n$ direct factors of $R$. Thus $K \triangleleft A$ and an element $\kappa$ of $K$ induces through its action on the $i$ th direct factor of $R$ an automorphism $\kappa_{i}$ of $H$ : the mapping $\kappa \mapsto\left(\kappa_{1}, \ldots, \kappa_{n}\right)$ is an isomorphism of $K$ with the $n$-fold direct product Aut $H \times \cdots \times$ Aut $H$.

Next if $\pi \in S_{n}$, there is an associated automorphism $\alpha_{\pi}$ of $R$ which simply permutes components: thus if $r \in R$, we have $\left(r^{\alpha_{\pi}}\right)_{i}=r_{i \pi^{-1}}$. Now $\left(r^{\alpha_{\pi i}}\right)_{i}=$ $r_{i(\pi \bar{\pi})^{-1}}=r_{i \bar{\pi}^{-1} \pi^{-1}}=\left(r^{\alpha_{\pi}}\right)_{i \bar{\pi}-1}=\left(r^{\alpha_{\pi} \bar{\pi}_{\bar{\pi}}}\right)_{i}$, so $\alpha_{\pi \bar{\pi}}=\alpha_{\pi} \alpha_{\bar{\pi}}$. Hence $\pi \mapsto \alpha_{\pi}$ is a monomorphism from $S_{n}$ to $A$ with image $X \simeq S_{n}$. Clearly $X \cap K=1$. Also if $\alpha \in A$, then $\alpha_{\pi_{2}}^{-1} \alpha \in K$, which implies that $\alpha \in X K$. Hence $A=X K$ and $A$ is the semidirect product of $K$ and $X$.

To prove that $A \simeq($ Aut $H) \sim S_{n}$, it suffices to show that conjugation by $\alpha_{\pi}$ in $K$ permutes components in the manner prescribed by $\pi$. Let $\kappa \in K$; we need to establish that when $\alpha_{\pi}^{-1} \kappa \alpha_{\pi}$ is applied to any $r$ in $R$, the effect on the $i$ th component is identical with that produced by $\kappa_{i \pi^{-1}}$. We calculate that

$$
\left(r^{\alpha_{\pi}^{-1} \kappa \alpha_{\pi}}\right)_{i}=\left(r^{\alpha_{\pi}^{-1} \kappa}\right)_{i \pi^{-1}}=\left(\left(r^{\alpha_{\pi}^{-1}}\right)_{i \pi^{-1}}\right)^{k_{i \pi^{-1}}}=r_{i}^{k_{i \pi^{-1}}},
$$

as required.
In order to construct all isomorphism classes of finite semisimple groups we must therefore construct all finite nonabelian simple groups $H$ and identify the classes of conjugate subgroups of direct products of wreath products (Out $H$ ) $\sim S_{n}$. In simple cases the last step can be carried out.

For example, let $H=A_{5}$; then Aut $H \simeq S_{5}$ (Exercise 1.6.18), so that Out $H$ is cyclic of order 2. Hence there are two nonisomorphic finite semisimple groups with centerless CR-radical isomorphic with $A_{5}$; of course these must be $A_{5}$ and $S_{5}$. Again $\operatorname{Out}(H \times H) \simeq \mathbb{Z}_{2} \sim \mathbb{Z}_{2} \simeq D_{8}$ (by Exercise 1.6.16). Now the group $D_{8}$ has eight conjugacy classes of subgroups. Hence there are eight nonisomorphic finite semisimple groups whose centerless CR-radical is isomorphic with $A_{5} \times A_{5}$.

## Exercises 3.3

1. Show that the maximal condition on direct factors does not imply the maximal condition on normal subgroups. Do the same for the minimal condition.
2. Prove that $S_{n}$ is indecomposable.
3. Prove that a central endomorphism of a group leaves every element of the derived subgroup fixed.
4. Prove that the central automorphisms of a group $G$ form a subgroup Aut ${ }_{c} G$ of Aut G.
5. (J.E. Adney and Ti Yen). Let $G$ be a finite group which has no nontrivial abelian direct factors. Prove that $\left|\operatorname{Aut}_{\mathrm{c}} G\right|=\left|\operatorname{Hom}\left(G_{\mathrm{ab}}, \zeta G\right)\right|$. Deduce that if $G$ has no nontrivial central automorphisms, then $\zeta G \leq G^{\prime}$. [Hint: If $\alpha \in$ Aut ${ }_{c} G$, define $\theta_{\alpha} \in$ $\operatorname{Hom}\left(G_{\mathrm{ab}}, \zeta G\right)$ by $\left(g G^{\prime}\right)^{\theta}=g^{-1} g^{\alpha}$. Show that $\alpha \mapsto \theta_{\alpha}$ is a bijection.]
6. Suppose that $A \times B \simeq A \times C$ and that both max- $n$ and min- $n$ hold in these groups. Prove that $B \simeq C$ (so that $A$ may be "canceled"). Show that this conclusion is not generally valid.
7. If $G$ is a finite group and $\left|G_{a b}\right|$ and $|\zeta G|$ are coprime, prove that $G$ has a unique Remak decomposition.
8. Let $G=G_{1} \times G_{2} \times \cdots \times G_{k}$ be a Remak decomposition of the finite group $G$. Assume that no two of the $G_{i}$ are isomorphic. Denote by $A$ the subgroup of all automorphisms of $G$ that leave each $G_{i}$ invariant. Prove the following:
(i) $A \simeq$ Aut $G_{1} \times$ Aut $G_{2} \times \cdots \times$ Aut $G_{n}$;
(ii) Aut $G=A\left(\mathrm{Aut}_{c} G\right)$; and
(iii) Aut $G=A$ if and only if $G$ has only one Remak decomposition.
9. Find the order of $\operatorname{Aut}\left(D_{8} \times S_{3}\right)$ (using Exercise 3.3.8).
10. Let $G$ be a finite group. Show that $G$ is completely reducible if and only if it equals its socle.
11. Identify the socle of an abelian group.
12. Prove that an image of a completely reducible group is completely reducible. Prove also that the corresponding statement for centerless completely reducible groups is true.
13. Let $G$ be a finite semisimple group with centerless CR-radical $R$. Let $\theta$ : Aut $G \rightarrow$ Aut $R$ be the restriction map, i.e., $\alpha^{\theta}$ is the restriction of $\alpha$ to $R$. Show that $\theta$ is an injective homomorphism. If $G$ is regarded as a subgroup of Aut $R$ as in 3.3.18, prove that $\operatorname{Im} \theta=N_{\text {Aut } R}(G)$.

## CHAPTER 4

## Abelian Groups

The theory of abelian groups is a branch of group theory with a flavor all of its own. Indeed, as László Fuchs has remarked, there are few properties with a more decisive influence on group structure than commutativity.

Throughout this chapter we shall be concerned only with abelian groups and we shall therefore write all groups additively.

### 4.1. Torsion Groups and Divisible Groups

Let $G$ be an abelian group and let $x, y$ be elements of $G$ with finite orders $m, n$ respectively. If $l$ is the least common multiple of $m$ and $n$, then $l(x \pm y)=$ $l x \pm l y=0$ and $x \pm y$ has finite order dividing $l$. It follows that the set of all elements $x$ which satisfy the equation $n x=0$ forms a subgroup of $G$, written $G[n]$. By the same token the elements of finite order form a subgroup $T$, the so-called torsion-subgroup of $G$ : clearly $G / T$ is torsion-free. Moreover, elements with order some power of a fixed prime $p$ likewise form a subgroup $G_{p}$, the $p$-primary component of $G$.

Let us consider an arbitrary element $x$ of $T$ and write its order as a product of powers of distinct primes, say $m=p_{1}^{e_{1}} \cdots p_{k}^{e_{k}}$. Set $m_{i}=m / p_{i}^{e_{i}}$ and observe that the integers $m_{1}, \ldots, m_{k}$ have greatest common divisor 1 . Consequently it is possible to find integers $l_{1}, \ldots, l_{k}$ such that $l_{1} m_{1}+\cdots+l_{k} m_{k}=$ 1 . Hence $x=\left(\sum_{i=1}^{k} l_{i} m_{i}\right) x=\sum_{i=1}^{k} l_{i} x_{i}$ where $x_{i}=m_{i} x$. But $x_{i}$ has order $p_{i}^{e_{i}}$ and therefore belongs to $G_{p_{i}}$. Consequently $T$ is the sum of all the primary components $G_{p}$. Now consideration of orders of elements should convince the reader that $G_{p} \cap \sum_{q \neq p} G_{q}=0$; thus $T$ is in fact the direct sum of the $G_{p}$ 's. These conclusions are now summed up.
4.1.1 (The Primary Decomposition Theorem). In an abelian group $G$ the tor-sion-subgroup $T$ is the direct sum of the primary components of $G$.

This theorem has the effect of focusing our attention on two classes of abelian groups, torsion-free groups and torsion groups: moreover it reduces the study of the latter to that of abelian $p$-groups.

## Height

An element of $g$ of an abelian group $G$ is said to be divisible in $G$ by a positive integer $m$ if $g=m g_{1}$ for some $g_{1}$ in $G$. If $p^{h}$ is the largest power of the prime $p$ dividing $g$, then $h$ is called the $p$-height of $g$ in $G$ : should $g$ be divisible by every power of $p$, we say that $g$ has infinite $p$-height in $G$. The notion of height, which is dual to that of order in the sense that $p^{m} G$ is dual to $G\left[p^{m}\right]$, is especially important in the study of torsion-free groups when order is useless.

An abelian group $G$ is said to be divisible if each element is divisible by every positive integer. This is equivalent to saying that each element of $G$ has infinite $p$-height for all primes $p$.

## Quasicyclic Groups

The divisible group that comes first to mind is probably the additive group of rational numbers $\mathbb{Q}$; this, of course, is torsion-free. Obviously a quotient of a divisible group is divisible, so $\mathbb{Q} / \mathbb{Z}$ is divisible; this is a torsion group since $n(m / n+\mathbb{Z})=0_{\mathbb{Q} / \mathbb{Z}}$. By 4.1 .1 the group $\mathbb{Q} / \mathbb{Z}$ is the direct sum of its primary components, each of which is also divisible. Now the $p$-primary component $\bar{P}$ of $\mathbb{Q} / \mathbb{Z}$ consists of all cosets $\left(m / p^{i}\right)+\mathbb{Z}$ and is generated by the $b_{i}=\left(1 / p^{i}\right)+\mathbb{Z}, i=1,2, \ldots$. These satisfy the relations $p b_{1}=0$ and $p b_{i+1}$ $=b_{i}$.

Conversely let $P$ be the group with generators $a_{1}, a_{2}, a_{3}, \ldots$ and defining relations

$$
p a_{1}=0, \quad p a_{i+1}=a_{i}, \quad \text { and } \quad a_{i}+a_{j}=a_{j}+a_{i}
$$

Certainly $P$ is an abelian $p$-group. Moreover the mapping $a_{i} \mapsto b_{i}$ extends to an epimorphism $\varphi: P \rightarrow \bar{P}$, by von Dyck's theorem (2.2.1). To see that $\varphi$ is an isomorphism observe first that each element of $P$ can be written in the form $m a_{i}$ for suitable integers $m$ and $i$, in view of the relations $p a_{j+1}=a_{j}$. Now $\varphi$ maps $m a_{i}$ to $m b_{i}=\left(m / p^{i}\right)+\mathbb{Z}$, which is trivial if and only if $p^{i}$ divides $m$; but in this case $m a_{i}=0$ because $p^{i} a_{i}=0$.

We have therefore shown that the group $P$ can be realized as the $p$-component of $\mathbb{Q} / \mathbb{Z}$ and is a divisible abelian $p$-group. $P$ is called a Prüfer group of type $p^{\infty}$, or a quasicyclic p-group. This group appeared in 1.4 as a direct limit of cyclic subgroups of orders $p, p^{2}, \ldots$.

We shall shortly see that every divisible abelian group is a direct sum of quasicyclic groups and copies of $\mathbb{Q}$.

## The Injective Property of Divisible Abelian Groups

An abelian group $G$ is said to be injective if, given a monomorphism $\mu: H \rightarrow$ $K$ and a homomorphism $\alpha: H \rightarrow G$, with $H$ and $K$ abelian groups, one can find a homomorphism $\beta: K \rightarrow G$ such that $\alpha=\mu \beta$, in other words such that the diagram

is commutative.
Let us examine what this says. Since $\mu$ is monic, $H \simeq \operatorname{Im} \mu \leq K$. Suppose that $H$ is actually a subgroup of $K$ and $\mu$ is the inclusion map. Then the assertion of the injective property is that $\alpha: H \rightarrow G$ may be extended to a homomorphism $\beta: K \rightarrow G$ in the sense that $\alpha$ is the restriction of $\beta$ to $H$.

What is the relation between divisibility and injectivity? They are one and the same property.

### 4.1.2 (Baer $\dagger$ ). An abelian group is injective if and only if it is divisible.

Proof. (i) Firstly assume that $G$ is injective. Let $g$ be any element of $G$ and $m$ any positive integer: we must prove that $m$ divides $g$. Now the assignment $m \mapsto g$ determines a homomorphism $\alpha: m \mathbb{Z} \rightarrow G$. If $l$ is the inclusion map, the injective property permits the formation of the commutative diagram

with $\beta$ a homomorphism. Then $g=(m) \alpha=(m) \imath=(m) \beta=m((1) \beta)$, whence $m$ divides $g$.
(ii) Conversely let $G$ be divisible: to prove that $G$ is injective is harder. Assume that we are given $\mu: H \rightarrow K$ and $\alpha: H \rightarrow G$, a monomorphism and a homomorphism respectively. Since we can replace $H$ by $\operatorname{Im} \mu$, there is nothing lost in taking $\mu$ to be the inclusion map, so that $H$ is a subgroup of $K$. Our problem is to extend $\alpha$ to $K$.

[^1]Let us consider the set $\mathbf{S}$ of all partial extensions $\gamma: L \rightarrow G$ of $\alpha$. This means that $H \leq L \leq K$ and $\gamma$ is a homomorphism such that $h \gamma=h \alpha$ for all $h$ in $H$. We agree to order the set $\mathbf{S}$ by writing $\gamma \leq \gamma^{\prime}$ if $\gamma: L \rightarrow G$ and $\gamma^{\prime}: L^{\prime} \rightarrow$ $G$ are such that $L \subseteq L^{\prime}$ and $\gamma^{\prime}$ is an extension of $\gamma$. We aim to apply Zorn's Lemma to $\mathbf{S}$ and to this end we consider a chain $\left\{\gamma_{i} \mid i \in I\right\}$ in $\mathbf{S}$ with $\gamma_{i}: L_{i} \rightarrow$ $G$. Put $L=\bigcup_{i \in I} L_{i}$ and let $\gamma: L \rightarrow G$ be defined by $x \gamma=x \gamma_{i}$ when $x \in L_{i}$; this is unambiguous since $\gamma_{i}$ and $\gamma_{j}$ agree where both are defined. Then $\gamma \in \mathbf{S}$ and $\gamma$ is an upper bound for the chain.

Applying Zorn's Lemma we choose a maximal element $\beta: L \rightarrow G$ of $\mathbf{S}$. If $L=K$, our task is completed, so we suppose that there exists an element $x$ in $K \backslash L$. If it can be shown that $\beta$ extends to $L+\langle x\rangle=M$, this will contradict the maximality of $L$ and terminate the proof.

If $L \cap\langle x\rangle=0$, then $M=L \oplus\langle x\rangle$ and we can extend $\beta$ to $\beta_{1}: M \rightarrow G$ by simply setting $x \beta_{1}=0$. If $L \cap\langle x\rangle \neq 0$, there is a least positive integer $m$ such that $m x \in L$. Suppose that $\beta$ maps $m x$ to $g$ in $G$. Since $G$ is divisible, $g=m g_{1}$ for some $g_{1}$ in $G$. Now every element of $M$ can be uniquely written in the form $l+t x$ where $l \in L$ and $0 \leq t<m$, by minimality of $m$. Thus we can define a function $\beta_{1}: M \rightarrow G$ by writing $(l+t x) \beta_{1}=l \beta+t g_{1}$. The reader is invited to perform the routine verification that $\beta_{1}$ is a homomorphism.

The most important consequence of 4.1.2 is the direct summand property of divisible groups.
4.1.3 (Baer). If $D$ is a divisible subgroup of an abelian group $G$, then $G=D \oplus$ $E$ for some subgroup $E$.

Proof. Let $t: D \rightarrow G$ be the inclusion map. By the injective property (4.1.2) there is a homomorphism $\beta: G \rightarrow D$ making the diagram

commutative; thus $d \beta=d$ for all $d$ in $D$. If $g \in G$, then $g \beta \in D$ and thus $g \beta=$ $g \beta^{2}$. Hence $g-g \beta \in \operatorname{Ker} \beta=E$, say. It follows that $G=D+E$. Finally, if $d \in D \cap E$, then $d=d \beta=0$. Hence $G=D \oplus E$.

An abelian group is said to be reduced if it has no nontrivial divisible subgroups. The next result reduces our study to that of reduced groups and divisible groups.
4.1.4. If $G$ is an abelian group, there exists a unique largest divisible subgroup $D$ of $G$. Moreover $G=D \oplus E$ where $E$ is a reduced group.

Proof. Define $D$ to be the subgroup generated by all the divisible subgroups of $G$. One sees at once that $D$ is divisible. By 4.1.3 it is possible to write $G=D \oplus E$. Of course $E$ is reduced.

## The Structure of Divisible Abelian Groups

The following theorem completely describes the class of divisible abelian groups.
4.1.5. An abelian group $G$ is divisible if and only if it is a direct sum of isomorphic copies of $\mathbb{Q}$ and of quasicyclic groups.

Proof. We saw that $\mathbb{Q}$ and a group of type $p^{\infty}$ are divisible. Since a sum of divisible groups is evidently divisible, the sufficiency of the condition follows.

Now assume that $G$ is divisible and let $T$ be its torsion-subgroup. We claim that $T$ is divisible: for if $x \in T$ and $m>0$, there is certainly an element $y$ in $G$ such that $m y=x$, and hence such that $m(y+T)=0_{G / T}$. But $G / T$ is torsion-free, so $y \in T$ and $T$ is divisible. By 4.1.1 the group $T$ is the direct sum of its primary components, each of which, as an image of $T$, must be divisible. Moreover 4.1 .3 shows $T$ to be a direct summand of $G$. Consequently, it is enough to prove the theorem in two special cases: $G$ torsionfree and $G$ a $p$-group.

Suppose first of all that $G$ is torsion-free. Let $g \in G$ and let $m$ be a positive integer; then $g=m g_{1}$ for some $g_{1}$ in $G$, and in fact for precisely one $g_{1}$ in $G$ : for $m g_{1}=m g_{2}$ implies that $m\left(g_{1}-g_{2}\right)=0$ and hence that $g_{1}=g_{2}$, because $G$ is torsion-free. Thus it is meaningful to define $(1 / m) g$ as this $g_{1}$. We now have an action of $\mathbb{Q}$ on $G$ which, it is easy to verify, makes $G$ into a $\mathbb{Q}$-module. But a module over $\mathbb{Q}$ is simply a rational vector space and as such it has a basis. Viewed as an additive abelian group therefore, $G$ is a direct sum of copies of $\mathbb{Q}$.

Now let $G$ be a $p$-group and write $P$ for $G[p]$. Then $P$ is a module over the field $\mathbb{Z} / p \mathbb{Z}$ by means of the action $x(n+p \mathbb{Z})=n x,(x \in P, n \in \mathbb{Z})$. Hence $P$ is a vector space: let its dimension be c (a cardinal number). Now form a direct sum $G^{*}$ of c groups of type $p^{\infty}$ and write $P^{*}=G^{*}[p]$. Then $P^{*}$ too is a vector space of dimension $c$ over $\mathbb{Z} / p \mathbb{Z}$, and there is a monomorphism $\alpha: P^{*} \rightarrow G$ mapping $P^{*}$ isomorphically onto $P$. Using the injectivity of $G$ we can extend $\alpha$ to a homomorphism $\beta: G^{*} \rightarrow G$. If Ker $\beta$ were nonzero, it would have to contain an element of order $p$ and $\alpha$ could not be monic. If $\operatorname{Im} \beta \neq$ $G$, the divisible group $\operatorname{Im} \beta$ would be a proper direct summand of $G$ and in that case $\alpha$ could not be surjective. Hence $\beta: G^{*} \rightarrow G$ is an isomorphism and the proof is complete.

## Subgroups of Divisible Groups

The reader will perhaps have noticed that a subgroup of a divisible group need not be divisible-consider $\mathbb{Q}$ for example. In fact the subgroups of divisible groups account for all abelian groups in the sense of the following result.
4.1.6. Every abelian group is isomorphic with a subgroup of a divisible abelian group.

Proof. Let $F$ be a free abelian group. It was shown in 2.3 .8 that $F$ is a direct sum of infinite cyclic groups; hence $F$ is isomorphic with a subgroup of a direct sum $D$ of copies of $\mathbb{Q}$. Now every abelian group is an image of some such $F$ and hence is isomorphic with a subgroup of a quotient group of $D$. But a quotient of $D$, like $D$ itself, is divisible, so we are done.

## Exercises 4.1

*1. Prove that a group of type $p^{\infty}$ has exactly one subgroup of each order $p^{i}$ and this is cyclic. Show also that every proper subgroup is finite.
2. If $G$ is an infinite abelian group all of whose proper subgroups are finite, then $G$ is of type $p^{\infty}$ for some prime $p$.
3. Establish the dual of Exercise 4.1.2. If $G$ is an infinite abelian group all of whose proper quotient groups are finite, then $G$ is infinite cyclic.
4. Prove that an abelian group $G$ is divisible if and only if it has the following property: $G \simeq H \leq K$ always implies that $H$ is a direct summand of $K$.
5. Describe the structure of the following groups: $\mathbb{R}, \mathbb{R}^{*}, \mathbb{C}, \mathbb{C}^{*}$.
6. Let $G$ be an abelian $p$-group such that $G / G[p]$ is divisible. Prove that $G$ is the direct sum of a divisible group and an elementary abelian $p$-group.

### 4.2. Direct Sums of Cyclic and Quasicyclic Groups

The principal theorems of this section describe the structure of finite abelian groups, abelian groups with the maximal condition, and abelian groups with the minimal condition. All these groups possess direct decompositions with cyclic or quasicyclic summands.

## Linear Independence and Rank

Let $G$ be an abelian group and let $S$ be a nonempty subset of $G$. Then $S$ is called linearly independent, or simply independent, if $0 \notin S$ and, given distinct
elements $s_{1}, \ldots, s_{r}$ of $S$ and integers $m_{1}, \ldots, m_{r}$, the relation $m_{1} s_{1}+\cdots+m_{r} s_{r}$ $=0$ implies that $m_{i} s_{i}=0$ for all $i$. If $S$ is not independent, it is of course said to be dependent. The definition implies at once that the group $G$ is a direct sum of cyclic groups if and only if it is generated by an independent subset: such a subset is called a basis of $G$.

Zorn's Lemma shows that every independent subset of $G$ is contained in a maximal independent subset. Moreover, if we restrict attention to independent subsets consisting of elements of infinite order or of elements of order some power of a fixed prime, we obtain maximal independent subsets consisting of elements of these types.

If $p$ is a prime and $G$ an abelian group, the $p$-rank of $G$

$$
r_{p}(G)
$$

is defined as the cardinality of a maximal independent subset of elements of $p$-power order. Similarly the 0 -rank or torsion-free rank

$$
r_{0}(G)
$$

is the cardinality of a maximal independent subset of elements of infinite order. Also important is the Prüfer rank, often just called the rank of $G$,

$$
r(G)=r_{0}(G)+\max _{p} r_{p}(G) .
$$

These definitions would be of very little use if they depended on the chosen maximal independent subset. Let us show that this is not so.
4.2.1. If $G$ is an abelian group, two maximal independent subsets consisting of elements with order a power of the prime $p$ have the same cardinality. The same is true of maximal independent subsets consisting of elements of infinite order. Thus $r_{0}(G), r_{p}(G)$, and $r(G)$ depend only on $G$.

Proof. Let $S$ be a maximal independent subset of elements of $p$-power order. If we replace each element of $S$ with order larger than $p$ by a suitable multiple, we obtain an independent subset $S_{0}$ consisting of elements of order $p$ such that $|S|=\left|S_{0}\right|$. If $g \in G[p]$, then $S \cup\{g\}$ is dependent and there is a relation $m g+\sum_{i} m_{i} s_{i}=0$ where $s_{i} \in S, m_{i}, m$ are integers and $m g \neq 0$. Since $p g=0$, we have $\sum_{i} p m_{i} S_{i}=0$ and $p m_{i} s_{i}=0$. Hence $m_{i} S_{i} \in\left\langle S_{0}\right\rangle$ and $g \in\left\langle S_{0}\right\rangle$. Consequently $G[p]=\left\langle S_{0}\right\rangle$ and $S_{0}$ is a basis of the vector space $G[p]$. Hence $|S|=\operatorname{dim} G[p]$.

Now let $S$ be an independent subset of elements of infinite order. If $T$ is the torsion-subgroup of $G$, define $\bar{S}=\{s+T \mid s \in S\}$. In fact $\bar{S}$ is independent in $G / T$. For if $\sum_{i} m_{i}\left(s_{i}+T\right)=0_{G / T}$ with $s_{i} \in S$, then $\sum_{i} m_{i} s_{i} \in T$ and $\sum_{i} m_{i} n s_{i}$ $=0$ for some positive integer $n$; it follows that $m_{i} n s_{i}=0$ and $m_{i}=0$. Let $\bar{U}$ be an independent subset of $G / T$ containing $\bar{S}$, and suppose that $u+T \in$ $\bar{U} \backslash \bar{S}$. Then $\{u\} \cup S$ is independent, which contradicts the maximality of $S$. Thus $\bar{S}$ is a maximal independent subset of $G / T$, and clearly $|\bar{S}|=|S|$. Hence we can assume that $T=0$ and $G$ is torsion-free.

Let $G^{*}=G \otimes \mathbb{Q}$. Since $G$ is torsion-free, the mapping $g \mapsto g \otimes 1$ is a monomorphism from $G$ to $G^{*}$ (see Exercise 4.2.8). If $g \in G$, then $S \cup\{g\}$ is dependent and $m g \in\langle S\rangle$ for some $m>0$. Thus $m(g \otimes 1) \in\left\langle S^{*}\right\rangle$ where $S^{*}=$ $\{s \otimes 1 \mid s \in S\}$. Hence $S^{*}$ generates $G^{*}$ as $\mathbb{Q}$-vector space. Clearly $S^{*}$ is independent, so it is a $\mathbb{Q}$-basis of $G^{*}$ and $|S|=\left|S^{*}\right|=\operatorname{dim} G^{*}$.

Let us use the concept of rank to show that if an abelian group can be decomposed into a direct sum of cyclic or quasicyclic groups, the summands of the decomposition are essentially unique.
4.2.2. Suppose that an abelian group $G$ can be expressed in two ways as a direct sum of quasicyclic groups, cyclic groups of prime-power order and infinite cyclic groups. Then the sets of direct summands of each isomorphism type in the two decompositions have the same cardinality.

Proof. Clearly the cardinality of the set of torsion-free summands in either decomposition equals $r_{0} G$. To prove the statement about $p$-summands we can assume that $G$ is a $p$-group. Now the cardinality of the set of summands of order $p^{n+1}$ in either decomposition equals that of the factor

$$
p^{n} G \cap G[p] / p^{n+1} G \cap G[p],
$$

which depends only on $G$. Clearly the summands of type $p^{\infty}$ in either decomposition generate the $p$-component of the maximal divisible subgroup $D$ of $G$ and they form a set of cardinality $\operatorname{dim}(D[p])$.

Two points about this result are worth noting. Firstly 4.2.2 is not a consequence of the Krull-Remak-Schmidt theorem-why not? Nor does 4.2.2 guarantee the uniquencess of a direct decomposition into cyclic subgroups; indeed $\mathbb{Z}_{6} \simeq \mathbb{Z}_{3} \oplus \mathbb{Z}_{2}$, so there is no uniquencess of this sort.

## Free Abelian Groups

By definition a free abelian group is a free group in the variety of abelian groups. It was shown in 2.3 .8 that these groups are just direct sums of infinite cyclic groups. Whereas every abelian group is an image of a free abelian group, it is an important theorem that all subgroups of free abelian groups are likewise free abelian.
4.2.3. If $F$ is a free abelian group on a set $X$ and $H$ is a subgroup of $F$, then $H$ is free abelian on a set $Y$ where $|Y| \leq|X|$.

Proof. Let $X$ be well-ordered in some fashion, say as $\left\{x_{\alpha} \mid \alpha<\beta\right\}$ where $\beta$ is an ordinal number. Define $F_{\alpha}=\left\langle x_{\gamma}\right| \gamma\langle\alpha\rangle$ : then $F_{\alpha+1}=F_{\alpha} \oplus\left\langle x_{\alpha}\right\rangle$ and
$F_{\beta}=F$. Writing $H_{\alpha}$ for $H \cap F_{\alpha}$, we have from the Second Isomorphism Theorem

$$
H_{\alpha+1} / H_{\alpha} \simeq\left(H \cap F_{\alpha+1}\right) F_{\alpha} / F_{\alpha} \leq F_{\alpha+1} / F_{\alpha} \simeq\left\langle x_{\alpha}\right\rangle .
$$

Thus, either $H_{\alpha}=H_{\alpha+1}$ or $H_{\alpha+1} / H_{\alpha}$ is infinite cyclic. We may therefore write $H_{\alpha+1}=H_{\alpha} \oplus\left\langle y_{\alpha}\right\rangle$ where $y_{\alpha}$ may be 0 . Clearly $H$ is the direct sum of the $\left\langle y_{\alpha}\right\rangle$ 's and $H$ is free on the set $Y=\left\{y_{\alpha} \neq 0 \mid \alpha<\beta\right\}$.

## The Projective Property of Free Abelian Groups

There is a duality between free abelian groups and divisible abelian groups the nature of which is best seen by means of what is known as the projective property.

An abelian group $G$ is said to be projective if, given an epimorphism $\varepsilon: K \rightarrow H$ and a homomorphism $\alpha: G \rightarrow H$, for some abelian groups $H$ and $K$, there is a homomorphism $\beta: G \rightarrow K$ such that $\beta \varepsilon=\alpha$, that is, the following diagram commutes:


Observe that projectivity is derived from injectivity by reversing all arrows and replacing monomorphisms by epimorphisms. In this sense the two properties are du'l.

In 4.1.2 we were able to identify the groups with the injective property. Let us do the same for groups with the projective property.
4.2.4 (MacLane). An abelian group $G$ is projective if and only if it is free abelian.

Proof. First suppose that $G$ is free abelian on a subset $X$. Let $\varepsilon: K \rightarrow H$ and $\alpha: G \rightarrow H$ be given homomorphisms with $\varepsilon$ surjective. Given $x$ in $X$ we can find $k_{x}$ in $K$ such that $\left(k_{x}\right) \varepsilon=x \alpha$. Define a homomorphism $\beta: G \rightarrow K$ by means of $x \beta=k_{x}$. Then $(x) \beta \varepsilon=\left(k_{x}\right) \varepsilon=x \alpha$ and $\beta \varepsilon=\alpha$. Hence $G$ is projective.

Conversely, let $G$ be projective. By 2.3 .7 there is an epimorphism $\varepsilon: F \rightarrow G$ with $F$ free abelian. Applying the projective property to the diagram

we obtain a homomorphism $\beta: G \rightarrow F$ such that $\beta \varepsilon=1$. Then $\operatorname{Ker} \beta=0$ and $G \simeq \operatorname{Im} \beta \leq F$. Now apply 4.2.3 to conclude that $G$ is free abelian.

Dual to 4.1 .6 is the already proven fact that every abelian group is an image of a free abelian group. Dual to the direct summand property of divisible abelian groups is the following.
4.2.5. If $G$ is an abelian group and $H$ is a subgroup such that $G / H$ is free abelian, then $G=H \oplus K$ for some subgroup $K$.

Proof. Let $F=G / H$ and denote the canonical homomorphism from $G$ to $F$ by $\alpha$. Then, $F$ being projective, there is a commutative diagram

with $\beta$ a homomorphism: thus $\beta \alpha=1$. If $g \in G$, we have $(g-(g) \alpha \beta) \alpha=$ $(g) \alpha-(g) \alpha=0$, so $g \in \operatorname{Ker} \alpha+\operatorname{Im} \beta$; hence $G=\operatorname{Ker} \alpha+\operatorname{Im} \beta$. Moreover $\beta \alpha=1$ implies that $\operatorname{Ker} \alpha \cap \operatorname{Im} \beta=0$. Hence $G=\operatorname{Ker} \alpha \oplus \operatorname{Im} \beta$ : of course $\operatorname{Ker} \alpha=H$.

## Structure of Finite Abelian Groups

The following result, which was the first significant structure theorem to be obtained in the theory of groups, classifies all finite abelian groups.
4.2.6 (Frobenius-Stickelbergert). An abelian group $G$ is finite if and only if it is a direct sum of finitely many cyclic groups with prime-power orders.

The proof is based on a lemma.
4.2.7. Let $G$ be an abelian p-group whose elements have bounded orders and let $g$ be an element of maximal order in $G$. Then $\langle g\rangle$ is a direct summand of G.

Proof. By Zorn's Lemma there is a subgroup $M$ which is maximal subject to $M \cap\langle g\rangle=0$. If $G=M+\langle g\rangle$, then $G=M \oplus\langle g\rangle$ and the proof is complete. Assume, therefore, that $G \neq M+\langle g\rangle$ and let $x$ be an element of minimal order in $G \backslash(M+\langle g\rangle)$. By choice of $x$ we have $p x \in M+\langle g\rangle$ and thus $p x=y+l g$ where $y \in M$. Since $g$ has maximal order in $G-$ let us say
$p^{n}$ —we have $0=p^{n} x=p^{n-1} y+p^{n-1} l g$ and $p^{n-1} l g \in M \cap\langle g\rangle=0$. Consequently, $p^{n}$ divides $p^{n-1} l$ and $p$ divides $l$. Now write $l=p j$, so that $p(x-j g)=$ $y \in M$, while $x-j g \notin M$ since $x \notin M+\langle g\rangle$. From the maximality of $M$ we know that $\langle x-j g, M\rangle \cap\langle g\rangle \neq 0$, which implies that there exist integers $k$ and $u$ and an element $y^{\prime}$ of $M$ such that $0 \neq k g=u(x-j g)+y^{\prime}$. Hence $u x \in M+\langle g\rangle$. Suppose that $p \mid u$; then, since $p(x-j g) \in M$, it follows that $u(x-j g) \in M$ and thus $k g=0$. Hence $(p, u)=1$. However $p x \in M+\langle g\rangle$, so $x \in M+\langle g\rangle$, a contradiction.

Proof of 4.2.6. This is now easy. Suppose that $G$ is finite. By 4.1.1 we can assume that $G$ is a nontrivial $p$-group. If $g$ is an element of maximum order in $G$, then $G=G_{1} \oplus\langle g\rangle$ by 4.2.7. But $\left|G_{1}\right|<|G|$, so we can apply induction on the group order to $G_{1}$ and obtain the result. The converse is obvious.

## Structure of Finitely Generated Abelian Groups

Any group, commutative or noncommutative, with the maximal condition on subgroups is finitely generated (3.1.6): for abelian groups the converse is true.
4.2.8. An abelian group $G$ satisfies the maximal condition if it is finitely generated.

Proof. Let $G$ be generated by $g_{1}, \ldots, g_{n}$. If $n=1$, then $G$ is cyclic and Exercise 1.3 .6 shows that every nontrivial subgroup has finite index; in this case $G$ clearly has max. If $n>1$, the subgroup $H=\left\langle g_{1}, \ldots, g_{n-1}\right\rangle$ has max by induction on $n$, as does the cyclic group $G / H$. Finally $G$ has max by 3.1.7.

We note another result of an elementary character.

### 4.2.9. A finitely generated abelian group $G$ is finite if it is a torsion group.

Proof. If $G=\left\langle g_{1}, \ldots, g_{n}\right\rangle$ and $G_{i}=\left\langle g_{i}\right\rangle$, then $G$ is the sum of the finite groups $G_{1}, \ldots, G_{n}$. Hence $G$ is finite.

Next we shall prove an important theorem that completely classifies finitely generated abelian groups.
4.2.10. An abelian group $G$ is finitely generated if and only if it is a direct sum of finitely many cyclic groups of infinite or prime-power orders.

Proof. Let $G$ be finitely generated. First of all suppose that $G$ is torsion-free and let $G=\left\langle g_{1}, \ldots, g_{n}\right\rangle$ : we can of course assume that $\left.n\right\rangle 1$. Define $H$ to
be the set of all $x$ in $G$ such that $n x \in\left\langle g_{1}\right\rangle$ for some positive integer $n$. We speedily verify $H$ to be a subgroup: moreover if $m \neq 0$ and $m x \in H$, then $n m x \in\left\langle g_{1}\right\rangle$ for some $\left.n\right\rangle 0$, which shows that $x \in H$ and $G / H$ is torsion-free. Since $G / H$ can be generated by the $n-1$ elements $g_{2}+H, \ldots, g_{n}+H$, induction on $n$ shows $G / H$ to be a direct sum of infinite cyclic groups; thus $G / H$ is free abelian. Applying 4.2.5, we can find a subgroup $K$ such that $G=H \oplus K$ where $K$ is free abelian. Now $H /\left\langle g_{1}\right\rangle$ is certainly a torsion group. Since $G$ has $\max (4.2 .8)$, we can say that $H$ is finitely generated and it then follows from 4.2.9 that $H /\left\langle g_{1}\right\rangle$ is finite. Consequently there is a positive integer $m$ such that $m H \leq\left\langle g_{1}\right\rangle$ and the mapping $x \mapsto m x$ is a monomorphism $x \mapsto m x$ from $H$ into $\left\langle g_{1}\right\rangle$. Hence $H$ is infinite cyclic and $G=H \oplus K$ is free abelian.

In the general case let $T$ be the torsion-subgroup of $G$. By the first part of the proof $G / T$ is free abelian and 4.2 .5 shows that $G=F \oplus T$ where $F$ is free abelian of finite rank. Now $T$ is a finitely generated torsion group, so it is finite by 4.2.9 and we may apply 4.2.6 to $T$ to obtain the result.

By 4.2.10 a finitely generated abelian group may be decomposed in a direct sum of $l_{0}$ infinite cyclic groups and $l_{p, i}$ cyclic groups of order $p^{i}$ (where $p$ is a prime and $i=1,2, \ldots$ ); moreover the nonnegative integers, $l_{0}, l_{p, i}$ constitute a set of invariants of $G$ which determine the group to within isomorphism. Perfect classification theorems of this type are, unfortunately, a rarity in group theory.

## Structure of Abelian Groups with the Minimal Condition

Noting that 4.2.10 describes the abelian groups with max, we turn to abelian groups with min.
4.2.11 (Kuroš). An abelian group $G$ satisfies the minimal condition if and only if it is a direct sum of finitely many quasicyclic groups and cyclic groups of prime-power order.

Proof. Assume that $G$ has min. Keeping in mind that any group with min is a torsion group (Exercise 3.1.7), we write $G$ as the direct sum of its primary components, and we observe that all but a finite number of these components are trivial. Thus we may suppose that $G$ is a $p$-group. Also, in view of 4.1.4 and 4.1.5, we can take $G$ to be a reduced group; the problem before us now is to show that $G$ is finite. Let us suppose that $G$ is infinite. Then on the basis of the minimal condition we can find a minimal infinite subgroup $H$ of $G$. If $H=p H$, then $H$ is divisible and hence $H=0$ by reducibility of $G$. Consequently, $p H<H$ and $p H$ is finite, by minimality of $H$. Now $H / H[p]$ $\simeq p H$ by the First Isomorphism Theorem. Hence $H / H[p]$ is finite and $H[p]$ must be infinite. But $H[p]$ is a direct sum of groups of order $p$ and min forces it to be finite.

Conversely a quasicyclic group has min because every proper subgroup is finite (Exercise 4.1.1). Application of 3.1 .7 now shows that a direct sum of the prescribed type has min.

The decomposition of $G$ obtained in 4.2.11 is unique in the sense of 4.2.2: thus abelian groups with min also have a simple set of invariants.

## Exercises 4.2

1. If $G$ is a free abelian group on a set with $n$ elements, prove that $G$ cannot be generated by fewer than $n$ elements.
2. If $G$ is an abelian group, show that $r(G)$ is finite if and only if $\max \{d(H)\}$ is finite where $H$ ranges over the finitely generated subgroups of $G$. Prove that in this case case $r(G)=\max \{d(H)\}$. [Note: $d(H)$ is the minimum number of generators of $H$.]
*3. If $G$ is a finitely generated abelian group, show that $d(G)=r(G)$. Also $d(G)=r_{0}(G)$ if and only if $G$ is torsion-free.
*4. If $A$ and $B$ are finitely generated abelian groups and $B$ is torsion-free, show that $d(A \oplus B)=d(A)+d(B)$.
3. Prove that an abelian group has rank $\leq 1$ if and only if it is isomorphic with a subgroup of $\mathbb{Q}$ or $\mathbb{Q} / \mathbb{Z}$.
4. A group is torsion-free abelian of rank $\leq r$ if and only if it is isomorphic with a subgroup of a rational vector space of dimension $r$.
*7. If $H$ is a subgroup of an abelian group $G$, prove that the following are valid:
(i) $r_{0}(H)+r_{0}(G / H)=r_{0}(G)$;
(ii) $r_{p}(H)+r_{p}(G / H) \geq r_{p}(G)$, with inequality in general.
*8. (Dieudonné).Let $\mu: A \rightarrow B$ be a monomorphism of abelian groups and let $G$ be a torsion-free abelian group. Prove that $\mu_{*}: A \otimes_{\mathbb{Z}} G \rightarrow B \otimes_{\mathbb{Z}} G$ is a monomorphism where $(a \otimes g) \mu_{*}=(a \mu) \otimes g$ [Hint: Reduce first to the case where $G$ is finitely generated and then to the case $G=\mathbb{Z}$.]
*9. An abelian group $G$ is free if and only if it has the following property: if $K$ is a subgroup of an abelian group $H$ and $H / K \simeq G$, then $K$ is a direct summand of $H$.
5. If $G$ is finitely generated abelian group, every surjective endomorphism of $G$ is an automorphism.
6. If $G$ is an abelian group with min, every injective endomorphism of $G$ is an automorphism.
7. How many isomorphism types are there of abelian groups of order $p^{n}$ ?
8. If $G$ is a finite abelian group whose order is divisible by $m$, prove that $G$ has a subgroup and a quotient group of order $m$.
9. Let $G$ and $H$ be two finite abelian groups. If for every integer $m$ they contain the same number of elements of order $m$, then $G \simeq H$.
*15. Prove that a finitely generated abelian group is residually finite.

### 4.3. Pure Subgroups and $p$-Groups

A very important notion in the theory of abelian groups is that of purity. A subgroup $H$ of an abelian group $G$ is called pure if

$$
n G \cap H=n H
$$

for all integers $n \geq 0$; in words, $H$ is pure if every element of $H$ that is divisible by $n$ in $G$ is divisible by $n$ in $H$. If $G$ is a $p$-group, it is easy to see that $H$ is pure in $G$ if and only if $p^{m} G \cap H=p^{m} H$ for all positive integers $m$.

For example, if $H$ is a direct summand of $G$ and $G=H \oplus K$, then $n G \cap H=(n H+n K) \cap H=n H$ by the modular law. Hence every direct summand of $G$ is pure. It may be helpful for the reader to think of a pure subgroup as a generalization of a direct summand.

If $H$ is a subgroup of $G$ such that $G / H$ is torsion-free, then clearly $H$ is pure: in particular the torsion-subgroup of $G$ is pure. This is a source of pure subgroups that are usually not direct summands.

If $H \leq K \leq G$ and $K$ is pure in $G$, then obviously $K / H$ is pure in $G / H$. If $H$ is pure in $G$, the converse of this statement is true.
4.3.1. Let $H \leq K \leq G$ where $G$ is an abelian group. If $H$ is pure in $G$ and $K / H$ is pure in $G / H$, then $K$ is pure in $G$.

Proof. Let $k \in n G \cap K$ and write $k=n g$ where $g \in G$. Then $k+H=n(g+H)$, whence, by purity of $K / H$, we have $k+H=n\left(k^{\prime}+H\right)$ for some $k^{\prime}$ in $K$. Thus $h=k-n k^{\prime} \in H$. Since $h=n g-n k^{\prime}=n\left(g-k^{\prime}\right)$, the purity of $H$ in $G$ yields $h=n h^{\prime}$ with $h^{\prime}$ in $H$; therefore $k=n h^{\prime}+n k^{\prime}=n\left(h^{\prime}+k^{\prime}\right) \in n K$. This proves the result.

In speaking of the height of an element in an abelian $p$-group $G$ we shall always mean the $p$-height. The elements of infinite height in $G$ are precisely the elements of the subgroup $\bigcap_{n=1,2, \ldots} p^{n} G$.
4.3.2. Let $G$ be an abelian p-group. If every element of order $p$ has infinite height, then $G$ is divisible.

Proof. If $G$ is not divisible, there exists an element $g$ of smallest order which is not divisible by $p$. Let $|g|=p^{m}$; by hypothesis $m>1$. Now $p^{m-1} g$ has order $p$ and thus has infinite height. Hence we can certainly write $p^{m-1} g=$ $p^{m} g_{1}$ for some $g_{1}$ in $G$. It follows that $p^{m-1}\left(g-p g_{1}\right)=0$ and $g_{2}=g-p g_{1}$ has order at most $p^{m-1}$. By minimality of $m$ it is possible to write $g_{2}=p g_{3}$ for some $g_{3}$ in $G$. Therefore $g=g_{2}+p g_{1}=p\left(g_{3}+g_{1}\right)$, in contradiction to our choice of $g$.

This result may be used to establish the existence of pure cyclic subgroups in groups which are not divisible.
4.3.3. Let $G$ be an abelian p-group which is not divisible. Then $G$ has a nontrivial pure cyclic subgroup.

Proof. By 4.3.2 there is an element $g$ of $G[p]$ with finite height, say $m$. Then $g=p^{m} h$ with $h \in G$, and $g \notin p^{m+1} G$. We shall prove that $\langle h\rangle$ is pure in $G$. Since $G$ is a $p$-group, it is sufficient to establish the equality $p^{i} G \cap\langle h\rangle=$ $p^{i}\langle h\rangle$ for all $i>0$. Suppose that $i$ is the smallest positive integer for which this fails to hold.

In the first place $p^{i} G \cap\langle h\rangle$ is contained in $p^{i-1} G \cap\langle h\rangle$ and hence in $p^{i-1}\langle h\rangle$. If $m<i-1$, then $|h|=p^{m+1} \leq p^{i-1}$ and $p^{i-1}\langle h\rangle=0$; in this case $p^{i} G \cap\langle h\rangle=0=p^{i}\langle h\rangle$. It follows that $m \geq i-1$. Then $g=p^{m-i+1}\left(p^{i-1} h\right)$, whence $p^{i-1} h \notin p^{i} G$. This implies that $p^{i} G \cap\langle h\rangle$ must be a proper subgroup of $p^{i-1}\langle h\rangle$. Hence $p^{i} G \cap\langle h\rangle \leq p^{i}\langle h\rangle$, a contradiction.

## Basic Subgroups

Let $G$ be an abelian torsion group. A subgroup $B$ is called a basic subgroup if it is pure in $G$, it is a direct sum of cyclic groups, and $G / B$ is divisible. Such subgroups play an important role in the theory of abelian $p$-groups. Our first task is to prove that they are always present.

### 4.3.4 (Kulikov). Every abelian torsion group $G$ has a basic subgroup.

Proof. If $B_{p}$ is a basic subgroup of the $p$-primary component of $G$, it is easy to see that $B=\operatorname{Dr}_{p} B_{p}$ is basic in $G$. Therefore we may restrict ourselves to the case where $G$ is a $p$-group. In addition, should $G$ be divisible, 0 will qualify as a basic subgroup. Hence we may suppose that $G$ is not divisible.

Let us call a nonempty subset $X$ pure-independent if it is independent and $\langle X\rangle$ is pure. On the basis of 4.3 .3 we may be certain that pure-independent subsets exist. Clearly the union of a chain of pure-independent subsets is pure-independent. Thus Zorn's Lemma may be invoked to provide us with a maximal pure-independent subset $X$. Let $B=\langle X\rangle$ : if we can establish that $G / B$ is divisible, it will follow that $B$ is basic. Assume therefore that this is not the case.

By 4.3.3 the group $G / B$ has a nontrivial pure cyclic subgroup $\langle g+B\rangle$. If $p^{d} g \in B$, then $p^{d} g \in p^{d} G \cap B=p^{d} B$ by purity of $B$. Hence $p^{d} g=p^{d} b$ and $p^{d}(g-b)=0$ for some $b$ in $B$. Since $(g-b)+B=g+B$, it follows that $g^{\prime}=g-b$ and $g^{\prime}+B$ have the same order. Now put $Y=X \cup\left\{g^{\prime}\right\}$. If $Y$ were dependent, there would exist a positive integer $m$ such that $0 \neq m g^{\prime} \in$ $B$ : but this conflicts with the fact that the orders of $g^{\prime}$ and $g^{\prime}+B$ are equal. Finally $B$ is pure in $G$ and $\left\langle g^{\prime}+B\right\rangle$ is pure in $G / B$, whence $\left\langle g^{\prime}, B\right\rangle=\langle Y\rangle$ is pure in $G$ by 4.3.1. However we have shown that $Y$ is pure-independent, so $X$ is not maximal, our final contradiction.

## Structure of Bounded Abelian Groups

An additively written group is called bounded if its elements have boundedly finite orders: of course multiplicative groups with this property are said to have finite exponent but this term is less appropriate in the context of additive groups.

The mere existence of basic subgroups is enough to settle the structure of bounded abelian groups.
4.3.5 (Prüfer, Baer). An abelian group $G$ is bounded if and only if it is a direct sum of cyclic groups with boundedly finite orders.

Proof. Let $G$ be bounded and let $B$ be a basic subgroup. Then $G / B$ is both divisible and bounded. But this can only mean that $G=B$, a direct sum of cyclic groups. The converse is clear.

In general an abelian torsion group has many basic subgroups, but it is a remarkable fact that they are all isomorphic.
4.3.6 (Kulikov, Fuchs). If $G$ is an abelian torsion group, then all basic subgroups of $G$ are isomorphic.

Proof. As usual we may assume that $G$ is a $p$-group. Let $B$ be a basic subgroup of $G$. Then $G=p^{n} G+B$ for all $n>0$, by divisibility of $G / B$. Also $p^{n} G \cap B=p^{n} B$ by purity of $B$ and thus $G / p^{n} G \simeq B / p^{n} B$. Now if $k \leq n$, the set of cyclic direct summands of $B$ with order $p^{k}$ has cardinality equal to that of the set of corresponding summands in $B / p^{n} B$ and hence in some cyclic direct decomposition of $G / p^{n} G$; by 4.2 .2 this depends only on $G$. Hence any two basic subgroups are isomorphic.

## An Example

The following example of a basic subgroup is fundamental in the theory of uncountable abelian $p$-groups.

Let $p$ be a prime and let $H$ be the cartesian sum of cyclic groups $G_{1}, G_{2}$, $\ldots$ of orders $p, p^{2}, p^{3}, \ldots$ Of course $H$ is an abelian group and its torsionsubgroup $G$ consists of all sequences $\left(x_{2}, x_{2}, \ldots\right)$ where $x_{i} \in G_{i}$ and the orders $\left|x_{i}\right|$ are bounded. Also $G$ is a $p$-group. The direct sum $B$ of the $G_{i}$, consisting of all restricted sequences $\left(x_{1}, x_{2}, \ldots\right)$ with $x_{i}=0$ for almost all $i$, is plainly a subgroup of $G$.
4.3.7. $B$ is a basic subgroup of $G$.

Proof. Naturally $B$ is a direct sum of cyclic groups. If $x \in p^{m} G \cap B$, then $x=$ $p^{m}\left(x_{1}, x_{2}, \ldots\right)=\left(y_{1}, \ldots, y_{k}, 0,0, \ldots\right)$, for some $x_{i}, y_{i}$ in $G_{i}$ and $k \geq 0$. Hence $y_{i}=p^{m} x_{i}$ and $x=\left(p^{m} x_{1}, \ldots, p^{m} x_{k}, 0, \ldots\right)=p^{m}\left(x_{1}, x_{2}, \ldots, x_{k}, 0, \ldots\right) \in p^{m} B$. Thus $B$ is pure in $G$. Next let $x=\left(x_{1}, x_{2}, \ldots\right)$ in $G$ have order $p^{m}$; then $p^{m} x_{i}=0$ and if $i>m$, we have $x_{i} \in p G_{i}$ since $\left|G_{i}\right|=p^{i}$. Hence $x \in B+p G$ and $G / B=p(G / B)$, which implies that $G / B$ is divisible.

The group $G$ is an example of a torsion-complete p-group, the torsionsubgroup of a cartesian sum of groups $B_{1}, B_{2}, \ldots$ where $B_{n}$ is a direct sum of cyclic groups of order $p^{n}$. It is a fact that every abelian $p$-group without nonzero elements of infinite height is isomorphic with a pure subgroup of a torsion-complete $p$-group (see Exercise 4.3.11).

We mention in passing an important theorem of Szele $\dagger$ : a basic subgroup of an abelian torsion group is an endomorphic image: for a proof see [b24].

## Pure Bounded Subgroups

It has been remarked that a pure subgroup is a generalization of a direct summand. It is an important fact that for bounded subgroups these concepts are identical.
4.3.8. A pure bounded subgroup $H$ of an abelian group $G$ is a direct summand.

Proof. Suppose that $n H=0$. Let $K=H+n G$ and consider the group $\bar{G}=$ $G / K$. We deduce from 4.3 .5 that $\bar{G}$ is a direct sum of cyclic groups, say $\left\langle x_{\lambda}+K\right\rangle, \lambda \in \Lambda$. If $x_{\lambda}+K$ has order $n_{\lambda}$, then $n_{\lambda} x_{\lambda}=h_{\lambda}+n g_{\lambda}$ where $h_{\lambda} \in H$ and $g_{\lambda} \in G$. Now $n_{\lambda}$ divides $n$; hence $h_{\lambda}=n_{\lambda}\left(x_{\lambda}-\left(n / n_{\lambda}\right) g_{\lambda}\right) \in n_{\lambda} G \cap H=n_{\lambda} H$, by purity of $H$. It is therefore possible to write $h_{\lambda}=n_{\lambda} h_{\lambda}^{\prime}$ with $h_{\lambda}^{\prime}$ in $H$. Setting $y_{\lambda}=x_{\lambda}-h_{\lambda}^{\prime}$, we have $n_{\lambda} y_{\lambda}=n_{\lambda} x_{\lambda}-h_{\lambda}=n g_{\lambda}$. Also $y_{\lambda}+K=x_{\lambda}+K$.

Define $L$ to be the subgroup generated by $n G$ and the $y_{\lambda}, \lambda \in \Delta$. Our aim is to prove that $G=H \oplus L$. If $x=\sum_{\lambda} m_{\lambda} y_{\lambda}+n g \in H$, then $\sum_{\lambda} m_{\lambda}\left(x_{\lambda}+K\right)=$ $\sum_{\lambda} m_{\lambda}\left(y_{\lambda}+K\right)=0_{\bar{G}}$, which implies that $n_{\lambda}$ divides $m_{\lambda}$ by independence of the $x_{\lambda}+K$. But we saw that $n_{\lambda} y_{\lambda}=n g_{\lambda}$; thus $x=\sum_{\lambda} m_{\lambda} y_{\lambda}+n g \in n G \cap H=$ $n H=0$. Hence $H \cap L=0$.

Finally, if $g \in G$ and $g+K=\sum_{\lambda} l_{\lambda}\left(y_{\lambda}+K\right)$, one has $g-\sum_{\lambda} l_{\lambda} y_{\lambda} \in K$ and thus $g-\sum_{\lambda} l_{\lambda} y_{\lambda}=h+n g_{1}$ where $h \in H, g_{1} \in G$. Therefore

$$
g=h+n g_{1}+\sum_{\lambda} l_{\lambda} y_{\lambda},
$$

which belongs to $H+L$. Hence $G=H \oplus L$.
An important application of 4.3.8 is to the question: When is the torsionsubgroup a direct summand?
4.3.9. Let $T$ be the torsion-subgroup of an abelian group $G$. If $T$ is the direct sum of a divisible group and a bounded group, then $T$ is a direct summand of $G$.

This follows easily from 4.1.3 and 4.3.8. Let us pause to show that the torsion-subgroup is not always a direct summand.
4.3.10. If $C$ is the cartesian sum of cyclic groups of orders $p, p^{2}, p^{3}, \ldots$, the torsion-subgroup $T$ is not a direct summand of $C$.

Proof. Let $C=\mathrm{Cr}_{i=1,2, \ldots}\left\langle x_{i}\right\rangle$ where $\left|x_{i}\right|=p^{i}$. Denote by $y$ the element of $C$ whose nonzero components are $p x_{2}, p^{2} x_{4}, p^{4} x_{8}$ etc. Then $y \notin T$ and $y \in$ $p^{n} C+T$ for all $n$. Therefore $y+T$ is a nonzero element of infinite $p$-height in $C / T$. Since $C$ has no such elements, $T$ cannot be a direct summand of $C$.

A second important application of 4.3 .8 pertains to the decomposability of abelian groups.
4.3.11. If $G$ is an abelian group which is not torsion-free, it has a nontrivial direct summand which is either cyclic or quasicyclic.

Proof. Let $T$ be the torsion-subgroup of $G$. If $T$ is divisible, it is a direct summand and $G$ has a quasicyclic direct summand. If $T$ is not divisible, it has a nontrivial pure cyclic subgroup by 4.3.3: applying 4.3 .8 we conclude that this is a direct summand of $G$ since it is clearly pure in $G$.

This has the immediate effect of determining all indecomposable abelian torsion groups.
4.3.12. An indecomposable abelian group which is not torsion-free is either a cyclic p-group or a quasicyclic group.

On the basis of 4.3 .11 we can also describe the structure of abelian $p$ groups which have finite $p$-rank.
4.3.13. An abelian p-group $G$ has finite p-rank if and only if it is a direct sum of finitely many cyclic and quasicyclic groups.

Proof. If $G \neq 0$ and $r_{p}(G)<\infty$, then $G$ has by 4.3.11 a decomposition $G=$ $G_{1} \oplus G_{2}$ where $G_{1}$ is either nontrivial cyclic or quasicyclic. Since $r_{p}(G)=$ $r_{p}\left(G_{2}\right)+1$, we can apply induction on the rank to $G_{2}$ and obtain the result required.

On the basis of 4.3.13 and 4.2.11 we conclude that for an abelian p-group, to have finite rank is equivalent to the minimal condition.

## Direct Sums of Cyclic p-Groups-Kulikov's Criterion

When is an abelian p-group $G$ a direct sum of cyclic groups? It is not hard to find a necessary condition: $G$ should have no nonzero elements of infinite height because $\bigcap_{n=1,2, \ldots} p^{n} D=0$ for any direct sum $D$ of cyclic $p$-groups.

However this condition by itself does not guarantee that $G$ is a direct sum of cyclic groups. Indeed in 4.3 .7 we saw an uncountable abelian $p$ group $G$ without nonzero elements of infinite height which has a countable basic subgroup $B$. Such a group could not be a direct sum of cyclic groups: otherwise $G$ would itself be basic and thus $G \simeq B$ by 4.3.6.

Kulikov has shown how to strengthen the condition to make it sufficient.
4.3.14 (Kulikov). An abelian p-group $G$ is a direct sum of cyclic groups if and only if there is an ascending chain of subgroups $G_{1} \leq G_{2} \leq \cdots \leq G_{n} \leq \cdots$ whose union is $G$ such that the height of a nonzero element of $G_{n}$ cannot exceed some positive integer $k(n)$.

Proof. If $G$ is a direct sum of cyclic groups, define $G_{n}$ to be the subgroup generated by all summands of order at most $p^{n}$. Clearly no nonzero element of $G_{n}$ can have height greater than $n-1$. Hence the $G_{n}$ 's form a chain of the type in question.

Conversely let us assume that $G$ has a chain $\left\{G_{n}\right\}$ with the properties specified. Now there is nothing to be lost in taking $k(n)$ to be $n-1$ : for we may add a finite number of 0's at the beginning of the chain, repeat any $G_{n}$ a finite number of times and relabel the resulting chain. Our chain will now have the convenient property $p^{n} G \cap G_{n}=0$ for $n=1,2, \ldots$.

Consider the set $\mathbf{S}$ of all chains $\left\{H_{n}\right\}$ such that $G_{n} \leq H_{n}$ and $p^{n} G \cap H_{n}=0$ for all $n$. Let $\mathbf{S}$ be partially ordered according to rule $\left\{H_{n}\right\} \leq\left\{K_{n}\right\}$ if and only if $H_{n} \leq K_{n}$ for all $n$. We easily verify that Zorn's Lemma is applicable and we use this to select a maximal element of S , say $\left\{H_{n}\right\}$.

Choose a basis $S_{n}$ for the group $p^{n-1} G \cap H_{n}[p]$. Since $p^{n} G \cap H_{n}[p]=0$, the sets $S_{1}, S_{2}, \ldots$ are disjoint, and also their union $S$ is independent. If $s \in S$, write $s=p^{h(s)} g(s)$ where $h(s)$ is the height of $s$ and $g(s) \in G$. Now consider the set $\{g(s) \mid s \in S\}$. Suppose that this is dependent and $\sum_{s} m_{s} g(s)=0$ where not every $m_{s} g(s)$ is 0 . There is a term in this sum with maximal order, say $m_{s^{\prime}} g\left(s^{\prime}\right)$ with order $p^{d}$. Since $S$ is independent, $d>1$. But $\sum_{s} m_{s} p^{d-1} g(s)=0$ and $m_{s} p^{d-1} g(s) \in\langle s\rangle$ : hence $m_{s} p^{d-1} g(s)=0$ for all $s$ and $\left|m_{s^{\prime}} g\left(s^{\prime}\right)\right|<p^{d}$. By this contradiction the set of all $g(s)$ is independent. We shall complete the proof by showing that $G=T$ where $T=\langle g(s) \mid s \in S\rangle$.

As a first step let us prove that $G[p] \leq T$. Should this be false, there is a least $r$ for which $H_{r}[p] \npreceq T$ since $G_{r}[p] \leq H_{r}[p]$. Moreover $r>1$ because $S_{1}$ generates $H_{1}[p]$. Choose $g$ in $H_{r}[p] \backslash T$; then $g \notin H_{r-1}$ by minimality of $r$. Now $p^{r-1} G \cap\left\langle g, H_{r-1}\right\rangle \neq 0$; otherwise we could replace $H_{r-1}$ by $\left\langle g, H_{r-1}\right\rangle$, thereby contradicting the maximality of the chain $\left\{H_{n}\right\}$ in $\mathbf{S}$. Consequently $\langle g\rangle \cap\left(p^{r-1} G+H_{r-1}\right) \neq 0$; since $|g|=p$, this means that $g \in p^{r-1} G+H_{r-1}$.

We can now write $g=g_{1}+h$ where $g_{1} \in p^{r-1} G$ and $h \in H_{r-1}$. Then $g_{1}=g-h \in p^{r-1} G \cap H_{r}$, so $p g_{1} \in p^{r} G \cap H_{r}=0$, which shows that

$$
g_{1} \in p^{r-1} G \cap H_{r}[p]=\left\langle S_{r}\right\rangle \leq T .
$$

Also $p h=p\left(g-g_{1}\right)=0$ and thus $h \in H_{r-1}[p]$. Minimality of $r$ yields $h \in T$ and $g \in T$, a contradiction.

For the final step we suppose that $g$ is an element of minimal order in $G \backslash T$. By the previous paragraph $|g|=p^{n+1}$ for some $n>0$ and $p^{n} g \in T[p] ;$ thus we can write $p^{n} g=m_{1} s_{1}+\cdots+m_{k} s_{k}$ with $s_{i}$ in $S$ since $S$ generates $T[p]$. Let these $s_{i}$ be so ordered that $s_{1}, \ldots, s_{j}$ belong to $S_{n+1} \cup S_{n+2} \cup \cdots$ and $s_{j+1}$, $\ldots, s_{k}$ belong to $S_{1} \cup \cdots \cup S_{n}$ : here $j$ satisfies $0 \leq j \leq k$. If $i \leq j$, then $m_{i} s_{i}=$ $p^{n} a_{i}$ where $a_{i} \in\left\langle g\left(s_{i}\right)\right\rangle \leq T$. Hence

$$
p^{n}\left(g-a_{1}-\cdots-a_{j}\right)=m_{j+1} s_{j+1}+\cdots+m_{k} s_{k} .
$$

But $s_{j+1}, \ldots, s_{k}$ belong to $H_{n}[p]$ and this intersects $p^{n} G$ in 0 . Therefore $p^{n}\left(g-a_{1}-\cdots-a_{j}\right)=0$ and $g-a_{1}-\cdots-a_{j} \in T$ by minimality of $|g|$. Finally $g \in T$ because $a_{i} \in T$.

Kulikov's criterion has several interesting applications.
4.3.15 (Prüfer). A countable abelian p-group $G$ is a direct sum of cyclic groups if and only if it contains no nontrivial elements of infinite height.

Proof. Only the sufficiency of the condition is in question; assume that $G$ has no nonzero elements of infinite height. Since $G$ is countable, its elements may be written $g_{n}, n=1,2, \ldots$. Then $G_{n}=\left\langle g_{1}, \ldots, g_{n}\right\rangle$ is finite and $\left\{G_{n}\right\}$ is a chain of subgroups with union equal to $G$. Since $G_{n}$ is finite, its non zero elements have boundedly finite heights. Now 4.3 .14 gives the result at once.

It is important to realize that a reduced countable abelian $p$-group may have nonzero elements of infinite height. An example is the group with generators $x_{1}, x_{2}, \ldots$ and relations

$$
p^{i} x_{i+1}=x_{1}, \quad p x_{1}=0, \quad x_{i}+x_{j}=x_{j}+x_{i}
$$

(see Exercise 4.3.7).

## Subgroups of a Direct Sum of Cyclic Groups

4.3.16 (Kulikov). If $G$ is a direct sum of cyclic groups, every subgroup of $G$ is likewise a direct sum of cyclic groups.

Proof. Let $H \leq G$. Suppose first that $G$ is a $p$-group. By 4.3.14 there is an ascending chain of subgroups $\left\{G_{n}\right\}$ such that $G=\bigcup_{n} G_{n}$ and nonzero ele-
ments of $G_{n}$ have boundedly finite heights. Put $H_{n}=H \cap G_{n}$ : then $\left\{H_{n}\right\}$ is a chain in $H$ with the same properties as $\left\{G_{n}\right\}$. Hence $H$ is a direct sum of cyclic groups by 4.3.14 again.

In the general case denote the torsion-subgroup of $G$ by $T$ and let $G_{p}$ be the $p$-primary component of $G$. Clearly $G / T$ is a direct sum of infinite cyclic groups, that is, it is free abelian. By 4.2.3 the group $H / H \cap T$ is free abelian. Applying 4.2.5 we write $H=(H \cap T) \oplus K$ where $K$ is free abelian. Finally $T$ is the direct sum of the $G_{p}$ 's, and $H \cap T$ is clearly the direct sum of the $H \cap G_{p}$ 's. But $G_{p}$ is the direct sum of those summands of $G$ that are $p$-groups. Hence $H \cap G_{p}$ is a direct sum of cyclic groups by the first paragraph. The theorem now follows.

It would be a pity to quit the theory of abelian $p$-groups without at least mentioning Ulm's theorem. This remarkable result does no less than characterize countable reduced abelian $p$-groups in terms of the cardinalities of certain factors, the so-called Ulm-Kaplansky invariants. Two groups are isomorphic precisely when they have identical invariants. Space forbids our presenting this theory here, but the accounts in [b37] and [b25] are warmly recommended to the interested reader.

## Exercises 4.3

1. If $H$ is pure in $K$ and $K$ is pure in $G$, then $H$ is pure in $G$.
2. In a torsion-free abelian group the intersection of a family of pure subgroups is pure. However in a finite abelian group this need not be true.
3. The pure subgroups of a divisible abelian group are just the direct summands.
4. An abelian $p$-group is divisible if and only if it contains no nontrivial pure cyclic subgroups.
*5. An abelian $p$-group has finitely many elements of each order if and only if satisfies min . Use this to characterize abelian groups which have only finitely many elements of each order (including $\infty$ ).
5. Every abelian $p$-group is an image of some direct sum of cyclic $p$-groups.
6. Let $G$ be generated by $x_{1}, x_{2}, \ldots$ subject to defining relations $p x_{1}=0, p^{i} x_{i+1}=$ $x_{1}$ and $x_{i}+x_{j}=x_{j}+x_{i}$. Prove that $G$ is a countable reduced abelian $p$-group containing a nonzero element of infinite height.
7. An abelian $p$-group has a bounded basic subgroup if and only if it is the direct sum of a divisible group and a bounded group.
*9. Let $G$ be an abelian group such that $r_{p}(G)<\infty$ if $p=0$ or a prime.
(a) If $H \leq G$, show that $r_{p}(G / H) \leq r_{0}(G)+r_{p}(G)$ for all $p>0$.
(b) Prove that $G / n G$ is finite for all $n>0$.
8. If $G$ is an abelian group such that Aut $G$ is finite, prove that $G$ has finite torsionsubgroup. If End $G$ is finite, prove that $G$ is finite.
9. Let $G$ be an abelian $p$-group with no nontrivial elements of infinite height. Let $B$ be basic in $G$ and write $B=B_{1} \oplus B_{2} \oplus \cdots$ where $B_{i}$ is a direct sum of cyclic groups of order $p^{i}$. Define $C_{n}$ to be the subgroup generated by $p^{n} G$ and $B_{n+1}$, $B_{n+2}, \ldots$.
(a) If $g \in G$, prove that there exist elements $b_{i} \in B_{i}$ such that

$$
g \equiv b_{1}+\cdots+b_{n} \quad \bmod C_{n} \quad \text { for all } \quad n \geq 1
$$

(b) Prove that the mapping $\theta: g \mapsto\left(b_{1}, b_{2}, \ldots\right)$ is a well-defined monomorphism from $G$ to the torsion-subgroup $\bar{B}$ of $\mathrm{Cr}_{i=1,2, \ldots} B_{i}$.
(c) Show that $G^{\theta}$ is pure in $\bar{B}$.
12. If $G$ and $B$ are as in Exercise 4.3.11, prove that $|G| \leq|B|^{\kappa_{0}}$.
13. Let $G=\left\langle x_{1}\right\rangle \oplus\left\langle x_{2}\right\rangle \oplus \cdots$ where $\left|x_{i}\right|=p^{n_{i}}$ and $n_{1}<n_{2}<\cdots$. Let $B$ be the subgroup generated by all $\bar{x}_{i}=x_{i}-p^{n_{i+1}-n_{i}} x_{i+1}$. Prove that $B$ is basic in $G$ and $x_{1} \notin B$, so $B \neq G$.
14. (Kulikov) Prove that an abelian torsion group has a unique basic subgroup if and only if it is divisible or bounded. [Hint: Let $B$ be the unique basic subgroup of the $p$-group $G$. Write $B=\langle x\rangle \oplus B_{1}$ and show that $G=\langle x\rangle \oplus G_{1}$ for some $G_{1}$. If $a \in G_{1}$ and $|a| \leq|x|$, prove that the assignments $x \mapsto x a$ and $g_{1} \mapsto g_{1}$, $\left(g_{1} \in G_{1}\right)$, determine an automorphism of $G$. Deduce that $a \in B$.]
15. (V. Walter). Prove that an abelian group $G$ has no quasicyclic quotients if and only if there is a finitely generated subgroup $H$ such that $G / H$ is a direct sum of bounded $p$-groups for various primes $p$. [Hint: Assume that $G$ has no quasicyclic quotients and show that $G$ cannot have a free abelian subgroup with infinite rank. Reduce to the case where $G$ is a torsion group and apply 4.3.4].
16. Let $A$ and $B$ be abelian torsion groups. Prove that $A \otimes_{\mathbb{Z}} B$ is a direct sum of finite cyclic groups. [Hint: Use basic subgroups].

### 4.4. Torsion-Free Groups

Torsion-free abelian groups are much harder to deal with than abelian $p$ groups and, except in the case of groups of rank 1, no really satisfactory classification exists. $\dagger$ Since a torsion-free abelian group can be embedded in a torsion-free divisible abelian group (Exercise 4.2.6), that is, in a rational vector space, in treating torsion-free abelian groups we are really working with additive subgroups of rational vector spaces.

## Height and Type

The concept of height provides an important way of distinguishing between elements in torsion-free abelian groups. In the ensuing discussion we shall suppose that $p_{1}, p_{2}, \ldots$ is the sequence of primes written in their natural order.

[^2]If $g$ is an element of an abelian group $G$, the height vector of $g$ is $\mathbf{h}(g)=$ $\left(h_{1}, h_{2}, \ldots\right)$ where $h_{i}$ is the $p_{i}$-height of $g$ in $G$. Each $h_{i}$ is therefore $\infty$ or a nonnegative integer. Any vector $\mathbf{h}$ with components of this sort will be called a height without reference to a particular abelian group.

The set of all heights may be partially ordered by defining $\mathbf{h} \leq \mathbf{h}^{\prime}$ to mean that $h_{i} \leq h_{i}^{\prime}$ for all $i$ : here the symbol $\infty$ is subject to the usual rules. Thus $\mathbf{0}=(0,0, \ldots)$ is the unique minimum height and $\infty=(\infty, \infty, \ldots)$ the unique maximum height.

If $g$ is a group element with $p$-height $h$, then $p g$ has $p$-height $h+1$. Thus if the $p$-height of an element $g$ of $G$ is increased for finitely many primes $p$, the resulting height will be that of a multiple of $g$. This might suggest that such heights be regarded as equivalent.

Accordingly two heights $\mathbf{h}$ and $\mathbf{h}^{\prime}$ will be called equivalent if $h_{i}=h_{i}^{\prime}$ for almost all $i$ and $h_{i}=h_{i}^{\prime}$ whenever $h_{i}$ or $h_{i}^{\prime}$ is infinite. One readily verifies that this is an equivalence relation on the set of heights. The equivalence classes are termed types. The type of a group element $g$ is defined to be the type of its height vector: this will be denoted by

$$
\mathbf{t}(g)
$$

The set of all types can also be partially ordered: we define $\mathbf{t} \leq \mathbf{t}^{\prime}$ to mean that $\mathbf{h} \leq \mathbf{h}^{\prime}$ where $\mathbf{h}$ and $\mathbf{h}^{\prime}$ are some heights belonging to the types $\mathbf{t}$ and $\mathbf{t}^{\prime}$ respectively. It is easy to check the axioms for a partial order. Clearly there is a unique minimum and a unique maximum type.

## Torsion-Free Groups of Rank 1

Let us see how the concept of type may be applied to torsion-free groups of rank 1 : note that such groups are essentially subgroups of $\mathbb{Q}$.

Suppose that $G$ is a torsion-free abelian group of rank $\leq 1$ and let $g_{1}, g_{2}$ be two nonzero elements of $G$. Then $\left\langle g_{1}\right\rangle \cap\left\langle g_{2}\right\rangle \neq 0$ since $\left\{g_{1}, g_{2}\right\}$ must be dependent. Thus $0 \neq m_{1} g_{1}=m_{2} g_{2}$ for certain integers $m_{i}$. It follows from the definition that $\mathbf{h}\left(g_{1}\right)$ and $\mathbf{h}\left(g_{2}\right)$ are equivalent and hence that $\mathbf{t}\left(g_{1}\right)=$ $\mathbf{t}\left(g_{2}\right)$. Thus all nonzero elements of $G$ have the same type, which is referred to as the type of $G$, in symbols $\mathbf{t}(G)$.
4.4.1 (Baer). Two torsion-free abelian groups of rank $\leq 1$ are isomorphic if and only if they have the same type. Moreover every type is the type of some torsion-free abelian group of rank 0 or 1 .

Proof. Suppose that $G$ and $H$ are two torsion-free abelian groups of rank 1 with the same type. Let $0 \neq a \in G$ and $0 \neq b \in H$ : then $\mathbf{h}(a)=\left(k_{1}, k_{2}, \ldots\right)$ and $\mathbf{h}(b)=\left(l_{1}, l_{2}, \ldots\right)$ belong to the same type. The height vectors differ in only finitely many components, say at $n_{1}, n_{2}, \ldots, n_{s}$. Let us write $k(i)=k_{n_{i}}$ and $l(i)=l_{n_{i}}$; then $k(i)$ and $l(i)$ are unequal integers and we can write
$a=p_{n_{1}}^{k(1)} \cdots p_{n_{s}}^{k(s)} a^{\prime}$ and $b=p_{n_{1}}^{l(1)} \cdots p_{n_{s}}^{l(s)} b^{\prime}$ for some $a^{\prime}$ in $G$ and $b^{\prime}$ in $H$. Now $\mathbf{h}\left(a^{\prime}\right)=\mathbf{h}\left(b^{\prime}\right)$; consequently the equation $m x=n a^{\prime}$ has a solution for $x$ in $G$ if and only if $m y=n b^{\prime}$ has a solution for $y$ in $H$. Moreover these equations have a unique solution for given $m$ and $n$ if they have any solution. The assignment $x \mapsto y$ is a bijection from $G$ to $H$ since every element of $G$ or $H$ is realized as a solution of some such equation. This bijection is easily seen to be a homomorphism, so $G \simeq H$.

Finally let $\mathbf{t}$ be any type and let $\mathbf{h}=\left(h_{1}, h_{2}, \ldots\right)$ be any height in $\mathbf{t}$. Define $G$ to be the subgroup of $\mathbb{Q}$ generated by the rational numbers $1 / p_{i}^{j}, i=1,2$, $\ldots, j=0,1, \ldots, h_{i}$. Clearly 1 has height $\mathbf{h}$ in $G$, so $\mathbf{t}(G)=\mathbf{t}(1)=\mathbf{t}$ and our theorem is proven.

For example $\mathbb{Z}$ has the type of $(0,0, \ldots)$ and $\mathbb{Q}$ has the type of $(\infty, \infty, \ldots)$. The group of all dyadic rationals $m 2^{n},(m, n \in \mathbb{Z})$, has the type of $(\infty, 0,0, \ldots)$. It is clear that the set of isomorphism classes of torsion-free abelian groups of rank 1 has the cardinality $2^{\mathfrak{N}_{0}}$.

## Indecomposable Torsion-Free Abelian Groups

Whereas an indecomposable abelian torsion group is either cyclic or quasicyclic (4.3.12), it is a measure of the difficulty of the theory of torsion-free abelian groups that indecomposable groups can have rank greater than 1. In fact such examples are relatively common.
4.4.2. There exist indecomposable torsion-free abelian groups of rank 2 which have exactly two automorphisms.

Proof. Let $V$ be a rational vector space of dimension 2 and let $\{u, v\}$ be a basis for $V$. Choose three distinct primes $p, q, r$ and define $G$ to be the subgroup of $V$ generated by all elements of the form

$$
p^{m} u, \quad q^{m} v, \quad r^{m}(u+v)
$$

where $m$ assumes all integral values. Certainly $G$ is a torsion-free abelian group of rank 2.

Our first object is to show that the only elements with infinite $p$-height in $G$ are rational multiples of $u$. To this end suppose that

$$
g=i p^{l} u+j q^{m} v+k r^{n}(u+v)
$$

has infinite $p$-height: here $i, j, k, l, m, n$ are integers. For any positive integer $t$ there is a $\bar{g}$ in $G$ such that $g=p^{t} \bar{g}$, write $\bar{g}$ in the form

$$
\bar{i} p^{\bar{l}} u+\bar{j} q^{\bar{m}} v+\bar{k} r^{\bar{n}}(u+v)
$$

Since $u$ and $v$ are independent, the coefficients of $v$ in $g$ and $p^{t} \bar{g}$ are equal; thus $j q^{m}+k r^{n}=p^{t}\left(\bar{j} q^{\bar{m}}+\bar{k} r^{\bar{n}}\right)$. Hence the rational number $\left(j q^{m}+k r^{n}\right) p^{-t}$
involves no positive power of $p$ in its denominator, no matter how large $t$ is. This can only mean that $j q^{m}+k r^{n}=0$, so that $g=\left(i p^{l}+k r^{n}\right) u$ as claimed. In a similar way one proves that elements of infinite $q$ - or $r$-height are rational multiples of $v$ or $u+v$ respectively.

The information just obtained can be used to identify the automorphisms of $G$. If $\alpha \in$ Aut $G$, then $u$ and $u \alpha$ have the same $p$-height; therefore $u \alpha=d u$ where $d$ is rational. For similar reasons $v \alpha=e v$ and $(u+v) \alpha=f(u+v)$ with $e$ and $f$ rational. But $(u+v) \alpha=u \alpha+v \alpha$, so $d=e=f$ and hence $x \alpha=d x$ for all $x$ in $G$. Since $d u$ and $d v$ have to belong to $G$, inspection of the generators of $G$ reveals that $d$ is an integer. Also $\alpha^{-1}$ exists, so $d= \pm 1$. The mapping $x \mapsto-x$ is an automorphism $\alpha$ of $G$; therefore Aut $G$ has order 2, being generated by this $\alpha$.

Finally, suppose $G=H \oplus K$ where $H \neq 0$ and $K \neq 0$. The assignments $h \mapsto-h, k \mapsto k,(h \in H, k \in K)$, determine a nontrivial automorphism of $G$ that does not equal $\alpha$. By this contradiction $G$ is indecomposable.

It should be apparent to the reader that by increasing the number of primes in the preceding example indecomposable torsion-free abelian groups of all countable ranks may be constructed.

## Pontryagin's Criterion for Freeness

In certain contexts the following criterion is useful.
4.4.3 (Pontryagin). Let $G$ be a countable torsion-free abelian group. Then $G$ is free abelian if and only if every subgroup with finite rank is free abelian.

Proof. Necessity of the condition follows from 4.2.3. Assume that $G$ is not free abelian but that every subgroup of finite rank is. Let $\left\{g_{1}, g_{2}, \ldots\right\}$ be a countable set of generators of $G$ and define $G_{1}$ to consist of all $x$ in $G$ such that $m x \in\left\langle g_{1}\right\rangle$ for some $m>0$. Clearly $G_{1}$ has rank 1 , so it is infinite cyclic by hypothesis. Now $G / G_{1}$ is torsion-free and countable. Moreover its subgroups of finite rank are free abelian: for if $H / G_{1}$ is such a subgroup, $H$ has finite rank and is therefore free abelian and finitely generated; thus $H / G_{1}$ is free abelian, being finitely generated and torsion-free. Consequently, $G / G_{1}$ inherits the hypothesis on $G$.

In the same way define $G_{2} / G_{1}$ to consist of all $x+G_{1}$ such that $m\left(x+G_{1}\right)$ $\in\left\langle g_{2}+G_{1}\right\rangle$ for some positive $m$. Then $G_{2} / G_{1}$ is infinite cyclic and $G / G_{2}$ inherits the hypothesis on $G$. Continuing in this manner we construct a countable ascending chain of subgroups $G_{1}<G_{2}<\cdots$ with union $G$ such that $G_{i+1} / G_{i}$ is infinite cyclic. Now write $G_{i+1}=G_{i} \oplus\left\langle x_{i+1}\right\rangle$. Then it is evident that $x_{1}, x_{2}, \ldots$ generate $G$ and that these elements form an independent set. Hence $G$ is a free abelian group on $\left\{x_{1}, x_{2}, \ldots\right\}$.

Thus if a countable torsion-free abelian group is not free abelian, the trouble must already occur in a subgroup of finite rank. The same cannot be said of uncountable groups, as we shall soon see.

## Cartesian Sums of Infinite Cyclic Groups

Cartesian sums of torsion-free abelian groups of rank 1 form an interesting class of groups sometimes called vector groups. For simplicity we shall discuss only cartesian sums of infinite cyclic groups. Such groups are not free abelian but they come rather close to having this property.
4.4.4 (Specker). Let $G$ be a cartesian sum of infinitely many infinite cyclic groups. Then $G$ is not expressible as a direct sum of indecomposable groups. In particular $G$ is not free abelian.

Proof. Let $G=\operatorname{Cr}_{\lambda \in \Lambda} X_{\lambda}$ where $X_{\lambda}$ is infinite cyclic and $\Lambda$ is infinite. Suppose that $G=\operatorname{Dr}_{i \in I} G_{i}$ where $G_{i}$ is indecomposable and nontrivial. If $K_{\lambda}$ denotes the kernel of the natural projection $G \rightarrow X_{\lambda}$, then $\bigcap_{\lambda} K_{\lambda}=0$ and $G / K_{\lambda}$ is infinite cyclic. Hence $G_{i} \not \leq K_{\lambda}$ for some $\lambda$ and $G_{i} /\left(G_{i} \cap K_{\lambda}\right)$ is infinite cyclic, whence $G_{i} \cap K_{\lambda}$ is a direct summand of the indecomposable group $G_{i}$. Thus $G_{i} \cap K_{\lambda}=0$ and $G_{i}$ is infinite cyclic. Consequently $G$ is free abelian: we must show this to be impossible. By 4.2 .3 subgroups of $G$ are also free abelian, so we can replace $\Lambda$ by a countably infinite subset. Henceforth assume that $\Lambda$ is countable, equal to $\{1,2, \ldots\}$ say: note that $G$ is uncountable while $D=\operatorname{Dr}_{i=1,2, \ldots} X_{i}$ is countable.

Let $H$ be the subgroup consisting of all $h$ in $G$ such that for each positive integer $i$ almost all the components of $h$ are divisible by $2^{i}$. If $h \in H$, then we can find an element $d$ of $D$ such that $h-d \in 2 H$. Hence $H \leq D+2 H$ and $|H: 2 H| \leq|D|$, which is countable. Since $H$ is free abelian, it is countable. But this is incorrect since $H$ has an uncountable subgroup, namely $\mathrm{Cr}_{i=1,2, \ldots} 2^{i} X_{i}$.

We show next that the group $G$ has the remarkable property that each of its countable subgroups is free abelian. This will be an easy consequence of the following result.
4.4.5 (Specker). Let $G$ be a cartesian sum of infinite cyclic groups. Then every finite subset of $G$ is contained in a finitely generated direct summand of $G$ whose direct complement is also a cartesian sum of infinite cyclic groups.

Proof. Let $G=\operatorname{Cr}_{\lambda \in \Lambda} X_{\lambda}$ where $X_{\lambda}=\mathbb{Z}$, and let $\left\{g^{(1)}, \ldots, g^{(n)}\right\}$ be a finite subset of $G$. The theorem will be proved by induction on $n$. Consider first the case $n=1$ and let $g^{(1)} \neq 0$. Define $k$ to be the smallest absolute value of a non-zero component of $g^{(1)}$. If $k=1$, then $g_{\lambda}^{(1)}= \pm 1$ for some $\lambda$ : in this
case if $K_{\lambda}$ is the kernel of the projection $G \rightarrow G_{\lambda}$, then plainly $G=\left\langle g^{(1)}\right\rangle \oplus$ $K_{\lambda}$; of course $K_{\lambda} \simeq \mathrm{Cr}_{\mu \neq \lambda} X_{\mu}$. Now let $k>1$.

Write $g_{\lambda}^{(1)}$ in the form $k q_{\lambda}+r_{\lambda}$ where $q_{\lambda}, r_{\lambda}$ are integers and $0 \leq r_{\lambda}<k$, and define elements $x, y$ of $G$ by the rules $x_{\lambda}=q_{\lambda}$ and $y_{\lambda}=r_{\lambda}$. Thus $g^{(1)}=$ $k x+y$. Now $g_{\lambda_{0}}^{(1)}= \pm k$ for some $\lambda_{0}$ in $\Lambda$; then $q_{\lambda_{0}}= \pm 1$ and $r_{\lambda_{0}}=0$, so that $\left|x_{\lambda_{0}}\right|=1$. The argument of the first paragraph shows that $G=\langle x\rangle \oplus$ $K_{\lambda_{0}}$. Now $y \in K_{\lambda_{0}}$ because $r_{\lambda_{0}}=0$, and clearly the smallest $\left|y_{\lambda}\right|$ is less than $k$. Hence induction on $k$ gives $K_{\lambda_{0}}=L \oplus M$ where $L$ is finitely generated and contains $y$ and $M$ is a cartesian sum of infinite cyclic groups. Thus $g^{(1)}=$ $k x+y \in\langle x\rangle \oplus L$ and $G=\langle x\rangle \oplus L \oplus M$.

Now let $n>1$ and assume that $g^{(1)}, \ldots, g^{(n-1)}$ are contained in a finitely generated subgroup $G_{1}$ and that $G=G_{1} \oplus G_{2}$ where $G_{2}$ is a cartesian sum of infinite cyclic groups. Write $g^{(n)}=x+y$ with $x \in G_{1}$ and $y \in G_{2}$. Then $y$ belongs to a finitely generated subgroup $G_{3}$ such that $G_{2}=G_{3} \oplus G_{4}$ and $G_{4}$ is a cartesian sum of infinite cyclic groups. Finally $G=G_{1} \oplus G_{3} \oplus G_{4}$ and all the $g^{(i)}$ belong to $G_{1} \oplus G_{3}$.
4.4.6 (Specker). If G is a cartesian sum of infinite cyclic groups, every countable subgroup of $G$ is free abelian.

Proof. Let $H$ be a countable subgroup which is not free. By 4.4.3 there exists a subgroup $K$ of $H$ with finite rank which is not free. Let $S$ be a maximal independent subset of $K$. Then $S$ is finite and thus lies in a finitely generated direct summand $D$ of $G$, by 4.4.5. If $k \in K$, then $m k \in\langle S\rangle \leq D$ for some $m>0$. But $G / D$ is torsion-free, so $k \in D$ and $K \leq D$. Now $D$ is free abelian, being finitely generated (4.2.10), so $K$ is free abelian, a contradiction.

Taking 4.4.4 and 4.4.6 together we see that Pontryagin's criterion is not valid for uncountable groups.

## Exercises 4.4

*1. (a) If $G$ and $H$ are torsion-free abelian groups of rank 1 , show that $G$ is isomorphic with a subgroup of $H$ if and only if $\mathbf{t}(G) \leq \mathbf{t}(H)$.
(b) Prove that if $G$ is isomorphic with a subgroup of $H$ and $H$ is isomorphic with a subgroup of $G$, then $G \simeq H$ (where $G$ and $H$ are as in (a)).
2. Show that the conclusion of Exercise 4.4.1 (b) is not valid for torsion-free abelian groups of rank 2. [Hint: let $A$ and $B$ be the additive groups of all $m 3^{n}$ and $m 5^{n}$, ( $m, n \in \mathbb{Z}$ ), respectively. Consider $G=A \oplus B$ and $H=\langle a+b, 2 G\rangle$ where $a \in$ $A \backslash 2 A$ and $b \in B \backslash 2 B$.]
3. If $G$ is a torsion-free abelian group of rank 1, describe Aut $G$ and End $G$ in terms of the type of $G$. When is Aut $G$ finite?
4. Show that there exist $2^{\aleph_{o}}$ torsion-free abelian groups of rank 1 , say $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$, such that $\operatorname{Hom}\left(G_{\lambda}, G_{\mu}\right)=0$ if $\lambda \neq \mu$.
5. Find torsion-free abelian groups whose automorphism groups are elementary abelian 2-groups of cardinality $2^{\aleph_{0}}$ and $2^{2^{\aleph_{0}}}$ respectively.
6. Construct an indecomposable torsion-free abelian group of rank $r$ for each countable $r$.
*7. A group is called a minimax group if it has a series of finite length whose factors satisfy max or min.
(a) Prove that an abelian group $G$ is a minimax group if and only if it has a finitely generated subgroup $H$ such that $G / H$ has min.
(b) Show that the torsion-subgroup of an abelian minimax group has min and is a direct summand.
(c) Let $G$ be a torsion-free abelian minimax group. Prove that $G$ has a finitely generated free abelian subgroup $H$ such that $G / H$ is a divisible group with min. If $K$ is another such subgroup, prove that $H \simeq K$ and $G / H \simeq G / K$.
(d) Characterize subgroups of $\mathbb{Q}$ that are minimax groups: hence characterize torsion-free abelian minimax groups.
8. (Sasiada). Let $G$ be a countable reduced torsion-free abelian group and let $C$ be a cartesian sum of countably many infinite cyclic groups. If $\alpha: C \rightarrow G$ is a homomorphism, prove that $a_{i} \alpha=0$ for almost all $i$ where $a_{i}$ is the element of $C$ whose $i$ th component is 1 and other components are 0 . [Hint: Assume that $a_{i} \alpha \neq 0$ for all $i$. Find a sequence of integers $1=n_{1}<n_{2}<\cdots$ such that $\left(n_{i}!\right) a_{i} \alpha \notin n_{i+1} G$. Now argue that there is an $h=\left(h_{1}, h_{2}, \ldots\right) \neq 0$ in $C$ such that $h \alpha=0$ and $h_{i}=$ 0 or $\pm n_{i}!$. Let $m$ be the smallest integer such that $h_{m} \neq 0$ and write $h_{m} a_{m}=$ $h-\left(0,0, \ldots, 0, h_{m+1}, \ldots\right)$.] Remark: Groups with the property just established for $G$ are called slender groups.
9. (Łoś). Let $C$ and $G$ be as in Exercise 4.4.8. Let $D$ be the direct sum of the infinite cyclic groups.
(a) If $\alpha: C \rightarrow G$ is a homomorphism that vanishes on $D$, prove that $\alpha=0$.
(b) Prove that $C / D$ does not have $G$ as a homomorphic image if $G \neq 1$.
[Hint: To prove (a) suppose that $x \alpha \neq 0$ where $x=\left(m_{1}, m_{2}, \ldots\right)$. Define a homomorphism $\beta: D \rightarrow C$ by the rule $a_{i} \beta=\left(0,0, \ldots, 0, m_{i}, m_{i+1}, \ldots\right)$. Prove that $a_{i} \beta \alpha \neq$ 0.]

## CHAPTER 5

## Soluble and Nilpotent Groups

In this chapter we shall study classes of groups which can be constructed from abelian groups by repeatedly forming extensions, the process by which finite groups are built up from simple groups.

### 5.1. Abelian and Central Series

Definition. A group $G$ is said to be soluble (or solvable) if it has an abelian series, by which we mean a series $1=G_{0} \triangleleft G_{1} \triangleleft \cdots \triangleleft G_{n}=G$ in which each factor $G_{i+1} / G_{i}$ is abelian.

Naturally every abelian group is soluble. The first example of a nonabelian soluble group is the symmetric group $S_{3}$.

Definitions. If $G$ is a soluble group, the length of a shortest abelian series in $G$ is called the derived length of $G$. Thus $G$ has derived length 0 if and only if it has order 1. Also the groups with derived length at most 1 are just the abelian groups. A soluble group with derived length at most 2 is said to be metabelian.

We record next some of the most elementary properties of soluble groups.
5.1.1. The class of soluble groups is closed with respect to the formation of subgroups, images, and extensions of its members.

Proof. Let $G$ be a soluble group with an abelian series $1=G_{0} \triangleleft G_{1} \triangleleft \cdots$ $\triangleleft G_{n}=G$. If $H$ is a subgroup of $G$, then by the Second Isomorphism

Theorem $H \cap G_{i+1} / H \cap G_{i} \simeq\left(H \cap G_{i+1}\right) G_{i} / G_{i} \leq G_{i+1} / G_{i}$, which shows that $\left\{H \cap G_{i} \mid i=0,1, \ldots, n\right\}$ is an abelian series of $H$ and $H$ is soluble. If $N \triangleleft G$, then $G_{i+1} N / G_{i} N \simeq G_{i+1} / G_{i+1} \cap\left(G_{i} N\right)$, which is an image of $G_{i+1} / G_{i}$. By the Third Isomorphism Theorem $\left\{G_{i} N / N \mid i=0,1, \ldots, n\right\}$ is an abelian series of $G / N$, so this is a soluble group. The third statement is obvious.

### 5.1.2. The product of two normal soluble subgroups of a group is soluble.

Proof. Let $M \triangleleft G$ and $N \triangleleft G$ where $M$ and $N$ are soluble. Then 5.1.1 shows that $M N / N \simeq M / M \cap N$ is soluble. Hence $M N$ is soluble.

It follows that every finite group $G$ has a unique maximal normal soluble subgroup, namely the product $S$ of all normal soluble subgroups, the soluble radical of $G$. Since $G / S$ is clearly semisimple, every finite group is an extension of a soluble group by a semisimple group.

An abelian series of a finite group can be refined to a composition series whose factors are abelian simple groups, and hence are of prime order. Thus a finite group is soluble if and only if it has a series whose factors are cyclic groups with prime orders. However, despite the fact that finite soluble groups can be constructed from such elementary groups, their structure is by no means obvious.

Definitions. A group $G$ is called nilpotent if it has a central series, that is, a normal series $1=G_{0} \leq G_{1} \leq \cdots \leq G_{n}=G$ such that $G_{i+1} / G_{i}$ is contained in the center of $G / G_{i}$ for all $i$. The length of a shortest central series of $G$ is the nilpotent class of $G$.

A nilpotent group of class 0 has order 1 of course, while nilpotent groups of class at most 1 are abelian. Whereas nilpotent groups are obviously soluble, an example of a nonnilpotent soluble group is $S_{3}$ (its centre is trivial). The great source of finite nilpotent groups is the class of groups whose orders are prime powers.

### 5.1.3. A finite p-group is nilpotent.

Proof. Let $G$ be a finite $p$-group of order $>1$. Then 1.6 .14 shows that $\zeta G \neq$ 1. Hence $G / \zeta G$ is nilpotent by induction on $|G|$. By forming the preimages of the terms of a central series of $G / \zeta G$ under the natural homomorphism $G \rightarrow$ $G / \zeta G$ and adjoining 1 , we arrive at a central series of $G$.
5.1.4. The class of nilpotent groups is closed under the formation of subgroups, images, and finite direct products.

The proof is left to the reader as an exercise.

## Commutators

To make progress in the subject it is necessary to develop a systematic calculus of commutators.

Let $G$ be a group and let $x_{1}, x_{2}, \ldots$ be elements of $G$. Recall that the commutator of $x_{1}$ and $x_{2}$ is

$$
\left[x_{1}, x_{2}\right]=x_{1}^{-1} x_{2}^{-1} x_{1} x_{2}=x_{1}^{-1} x_{1}^{x_{2}} .
$$

More generally, a simple commutator of weight $n \geq 2$ is defined recursively by the rule

$$
\left[x_{1}, \ldots, x_{n}\right]=\left[\left[x_{1}, \ldots, x_{n-1}\right], x_{n}\right],
$$

where by convention $\left[x_{1}\right]=x_{1}$. A useful shorthand notation is

$$
\left[x,{ }_{n} y\right]=[x, \underbrace{y, \ldots, y}_{n}] .
$$

We list now the basic properties of commutators.
5.1.5. Let $x, y, z$ be elements of a group. Then:
(i) $[x, y]=[y, x]^{-1}$;
(ii) $[x y, z]=[x, z]^{y}[y, z]$ and $[x, y z]=[x, z][x, y]^{z}$;
(iii) $\left[x, y^{-1}\right]=\left([x, y]^{y^{-1}}\right)^{-1}$ and $\left[x^{-1}, y\right]=\left([x, y]^{x^{-1}}\right)^{-1}$;
(iv) $\left[x, y^{-1}, z\right]^{y}\left[y, z^{-1}, x\right]^{z}\left[z, x^{-1}, y\right]^{x}=1$ (the Hall-Witt identity).

Proof. The first three parts are easily checked. (iv) is most conveniently proved by setting $u=x z x^{-1} y x, v=y x y^{-1} z y$, and $w=z y z^{-1} x z$, and observing that $\left[x, y^{-1}, z\right]^{y}=u^{-1} v,\left[y, z^{-1}, x\right]^{z}=v^{-1} w$ and $\left[z, x^{-1}, y\right]^{x}=w^{-1} u$; the identity is then obvious.

## Commutator Subgroups

It is useful to be able to form commutators of subsets as well as elements. Let $X_{1}, X_{2}, \ldots$ be nonempty subsets of a group $G$. Define the commutator subgroup of $X_{1}$ and $X_{2}$ to be

$$
\left[X_{1}, X_{2}\right]=\left\langle\left[x_{1}, x_{2}\right] \mid x_{1} \in X_{1}, x_{2} \in X_{2}\right\rangle .
$$

More generally, let

$$
\left[X_{1}, \ldots, X_{n}\right]=\left[\left[X_{1}, \ldots, X_{n-1}\right], X_{n}\right]
$$

where $n \geq 2$. Observe that $\left[X_{1}, X_{2}\right]=\left[X_{2}, X_{1}\right]$ by 5.1.5(i). It is sometimes convenient to write $\left[X,{ }_{n} Y\right]$ for $[X, \underbrace{Y, \ldots, Y}_{n}]$.

It is natural to introduce an analogue of the conjugate of an element. Accordingly we define

$$
X_{1}^{X_{2}}=\left\langle x_{1}^{x_{2}}=x_{2}^{-1} x_{1} x_{2} \mid x_{1} \in X_{1}, x_{2} \in X_{2}\right\rangle .
$$

If $X$ is a subset and $H$ is a subgroup of a group, then $X \subseteq X^{H} \triangleleft\langle X, H\rangle$. Thus $X^{H}=X^{\langle X, H\rangle}$ is precisely the normal closure of $X$ in $\langle X, H\rangle$ and the notation is consistent with that used previously for normal closures.
5.1.6. Let $X$ be a subset and $K$ a subgroup of a group.
(i) $X^{K}=\langle X,[X, K]\rangle$.
(ii) $[X, K]^{K}=[X, K]$.
(iii) If $K=\langle Y\rangle$, then $[X, K]=[X, Y]^{K}$.

Proof. (i) This follows from the identity $x^{k}=x[x, k]$.
(ii) The subgroup $[X, K]^{K}$ is generated by all $\left[x, k_{1}\right]^{k_{2}}$, where $x \in X$ and $k_{i} \in K$. Now 5.1.5 shows that $\left[x, k_{1}\right]^{k_{2}}=\left[x, k_{2}\right]^{-1}\left[x, k_{1} k_{2}\right]$, so $\left[x, k_{1}\right]^{k_{2}} \in$ $[X, K]$ and $[X, K]^{K}=[X, K]$.
(iii) By (ii) it is enough to show that $[x, k] \in[X, Y]^{K}$ for all $x$ in $X$ and $k$ in $K$. Now we may write $k=y_{1}^{\varepsilon_{1}} y_{2}^{\varepsilon_{2}} \cdots y_{r}^{\varepsilon_{r}}$ where $y_{i} \in Y$ and $\varepsilon_{i}=$ $\pm 1$. Firstly $\left[x, y_{1}^{-1}\right]=\left(\left[x, y_{1}\right]_{1}^{y_{1}^{-1}}\right)^{-1} \in[X, Y]^{K}$, so $[x, k] \in[X, Y]^{K}$ if $r=1$. Let $r>1$ and put $k^{\prime}=y_{1}^{\varepsilon_{1} \cdots y_{r-1}^{\varepsilon_{r}-1} \text {. Then }[x, k]=\left[x, k^{\prime} y_{r}^{\varepsilon_{r}}\right]=}$ $\left[x, y_{r}^{\varepsilon_{r}}\right]\left[x, k^{\prime}\right]_{r_{r}^{r_{r}}}$, a product which belongs to $[X, Y]^{K}$ by induction on $r$.
5.1.7. Let $H$ and $K$ be subgroups of a group. If $H=\langle X\rangle$ and $K=\langle Y\rangle$, then $[H, K]=[X, Y]^{H K}$.

This follows from 5.1 .6 (iii).

## The Derived Series

Recall that $G^{\prime}$ is the derived subgroup of the group $G$, being generated by all commutators in $G$ : thus $G^{\prime}=[G, G]$. By repeatedly forming derived subgroups a descending sequence of fully-invariant subgroups is generated:

$$
G=G^{(0)} \geq G^{(1)} \geq G^{(2)} \geq \cdots
$$

where $G^{(n+1)}=\left(G^{(n)}\right)^{\prime}$. This is called the derived series of $G$, although it need not reach 1 or even terminate. Of course all the factors $G^{(n)} / G^{(n+1)}$ are abelian groups: the first of these, $G / G^{\prime}$, is of particular importance and is often written $G_{\mathrm{ab}}$ since it is the largest abelian quotient group of $G$.
5.1.8. If $1=G_{0} \triangleleft G_{1} \triangleleft \cdots \triangleleft G_{n}=G$ is an abelian series of a soluble group $G$, then $G^{(i)} \leq G_{n-i}$. In particular $G^{(n)}=1$. The derived length of $G$ is equal to the length of the derived series of $G$.

Proof. The inclusion is certainly true if $i=0$; assume that it is valid for $i$. Then $G^{(i+1)}=\left(G^{(i)}\right)^{\prime} \leq\left(G_{n-i}\right)^{\prime} \leq G_{n-(i+1)}$ since $G_{n-i} / G_{n-(i+1)}$ is abelian. It follows that no abelian series can be shorter than the derived series.

According to 5.1 .8 a group is soluble if and only if its derived series reaches the identity subgroup after a finite number of steps. By the same result every soluble group has a normal abelian series, that is to say, an abelian series all of whose terms are normal subgroups, the derived series being an example.

## The Lower and Upper Central Series

There is another natural way of generating a descending sequence of commutator subgroups of a group, by repeatedly commuting with $G$. There results a series

$$
G=\gamma_{1} G \geq \gamma_{2} G \geq \cdots
$$

in which $\gamma_{n+1} G=\left[\gamma_{n} G, G\right]$. This is called the lower central series of $G$ : notice that $\gamma_{n} G / \gamma_{n+1} G$ lies in the center of $G / \gamma_{n+1} G$ and that each $\gamma_{n} G$ is fullyinvariant in $G$. Like the derived series the lower central series does not in general reach 1 . The reader should keep in mind that $\gamma_{1} G$ is the first term of the lower central series whereas $G^{(0)}$ is the first term of the derived series.

There is an ascending sequence of subgroups that is dual to the lower central series in the same sense that the center is dual to the commutator subgroup. This is the upper central series

$$
1=\zeta_{0} G \leq \zeta_{1} G \leq \zeta_{2} G \leq \cdots,
$$

defined by $\zeta_{n+1} G / \zeta_{n} G=$ the center of $G / \zeta_{n} G$. Each $\zeta_{n} G$ is characteristic but not necessarily fully-invariant in $G$. Of course $\zeta_{1} G=\zeta G$. This series need not reach $G$, but if $G$ is finite, the series terminates at a subgroup called the hypercenter.

The crucial properties of these central series are displayed in the next result.
5.1.9. Let $1=G_{0} \leq G_{1} \leq \cdots \leq G_{n}=G$ be a central series in a nilpotent group G. Then:
(i) $\gamma_{i} G \leq G_{n-i+1}$, so that $\gamma_{n+1} G=1$;
(ii) $G_{i} \leq \zeta_{i} G$, so that $\zeta_{n} G=G$;
(iii) the nilpotent class of $G=$ the length of the upper central series $=$ the length of the lower central series.

Proof. (i) This is clear if $i=1$. Since $G_{n-i+1} / G_{n-i}$ lies in the center of $G / G_{n-i}$, we have $\left[G_{n-i+1}, G\right] \leq G_{n-i}$. By induction $\gamma_{i+1} G=\left[\gamma_{i} G, G\right] \leq\left[G_{n-i+1}, G\right]$ $\leq G_{n-i}$ as required.
(ii) The proof is another easy induction.
(iii) By (i) and (ii) the upper and lower central series are shortest central series of $G$.

In particular, a group is nilpotent if and only if the lower central series reaches the identity subgroup after a finite number of steps or, equivalently, the upper central series reaches the group itself after a finite number of steps.
5.1.10 (The Three Subgroup Lemma: Kalužnin, P. Hall). Let $H, K, L$, be subgroups of a group $G$. If two of the commutator subgroups $[H, K, L]$, $[K, L, H],[L, H, K]$ are contained in a normal subgroup of $G$, then so is the third.

Proof. By 5.1.7 the group $[H, K, L]$ is generated by conjugates of commutators of the form $\left[h, k^{-1}, l\right], h \in H, k \in K, l \in L$, with similar statements for [ $K, L, H]$ and $[L, H, K]$. The Hall-Witt identity (5.1.5) shows that if two of [ $\left.h, k^{-1}, l\right],\left[k, l^{-1}, h\right],\left[l, h^{-1}, k\right]$ belong to a normal subgroup of $G$, so does the third. This implies the result.

The Three Subgroup Lemma enables us to establish several useful commutator properties of the upper and lower central series.
5.1.11. Let $G$ be any group and let $i$ and $j$ be positive integers.
(i) $\left[\gamma_{i} G, \gamma_{j} G\right] \leq \gamma_{i+j} G$.
(ii) $\gamma_{i}\left(\gamma_{j} G\right) \leq \gamma_{i j} G$.
(iii) $\left[\gamma_{i} G, \zeta_{j} G\right] \leq \zeta_{j-1} G$ if $j \geq i$.
(iv) $\zeta_{i}\left(G / \zeta_{j} G\right)=\zeta_{i+j} G / \zeta_{j} G$.

Proof. (i) Use induction on $j$, the case $j=1$ being clear. Lemma 5.1.10 shows that $\left[\gamma_{i} G, \gamma_{j+1} G\right]=\left[\gamma_{j} G, G, \gamma_{i} G\right]$ is contained in the product

$$
\left[G, \gamma_{i} G, \gamma_{j} G\right]\left[\gamma_{i} G, \gamma_{j} G, G\right]:
$$

by induction the latter is contained in $\gamma_{i+j+1} G$.
(ii) Use induction on $i$, the case $i=1$ being obvious. Then $\gamma_{i+1}\left(\gamma_{j} G\right)=$ $\left[\gamma_{i}\left(\gamma_{j} G\right), \gamma_{j} G\right] \leq\left[\gamma_{i j} G, \gamma_{j} G\right] \leq \gamma_{(i+1) j}$ by (i).
(iii) This is clear if $i=1$. Now by 5.1 .10 we have

$$
\left[\gamma_{i+1} G, \zeta_{j} G\right]=\left[\gamma_{i} G, G, \zeta_{j} G\right] \leq\left[G, \zeta_{j} G, \gamma_{i} G\right]\left[\zeta_{j} G, \gamma_{i} G, G\right]
$$

a product which is contained in $\zeta_{j-(i+1)} G$ by induction on $i$.
(iv) Use induction on $i$.
5.1.12. If $G$ is any group, then $G^{(i)} \leq \gamma_{2^{i}} G$. If $G$ is nilpotent with positive class $c$, its derived length is at most $\left[\log _{2} c\right]+1$.

Proof. The first part follows on applying 5.1.11(ii) to $G^{(i)}=\gamma_{2}\left(\cdots\left(\gamma_{2} G\right) \cdots\right)$ where $\gamma_{2}$ is taken $i$ times. Now let $G$ be nilpotent with class $c>0$ and let $d$ be the derived length; then $G^{(i)} \leq \gamma_{2^{i}} G \leq \gamma_{c+1} G=1$ provided $2^{i} \geq c+1$. The smallest such $i$ is $\left[\log _{2} c\right]+1$, whence $d \leq\left[\log _{2} c\right]+1$.

## Triangular and Unitriangular Groups

We conclude this section with a well-known ring-theoretic source of examples of nilpotent groups. Let $S$ be a ring with identity and let $N$ be a subring of $S$. Write $N^{(i)}$ for the set of all sums of products of $i$ elements of $N$ where $i>0$; clearly $N^{(i)}$ is a subring. Also $N^{(i)}=0$ if and only if all products of $i$ elements of $N$ vanish. If some $N^{(i)}$ equals 0 , then $N$ is said to be nilpotent.

Assume that $N^{(n)}=0$ and let $U$ be the set of all elements of the form $1+x$ where $x \in N$. Then $U$ is a group with respect to the ring multiplication; for

$$
(1+x)(1+y)=1+(x+y+x y) \in U
$$

and

$$
(1+x)^{-1}=1+\left(-x+x^{2}-\cdots+(-1)^{n-1} x^{n-1}\right) \in U:
$$

here it is relevant that $x^{n}=0$. Put $U_{i}=\left\{1+x \mid x \in N^{(i)}\right\}$. We shall prove that $1=U_{n} \leq U_{n-1} \leq \cdots \leq U_{1}=U$ is a central series of $U$. In the first place $U_{i}$ is a subgroup because $N^{(i)}$ is a subring. Let $x \in N^{(r)}$ and $y \in N^{(s)}$; then

$$
\begin{aligned}
{[1+x, 1+y] } & =((1+y)(1+x))^{-1}(1+x)(1+y) \\
& =(1+y+x+y x)^{-1}(1+x+y+x y) .
\end{aligned}
$$

Setting $u=x+y+x y$ and $v=y+x+y x$, we have

$$
\begin{aligned}
{[1+x, 1+y] } & =\left(1-v+v^{2}-\cdots+(-1)^{n-1} v^{n-1}\right)(1+u) \\
& =1+\left(1-v+v^{2}-\cdots+(-1)^{n-2} v^{n-2}\right)(u-v)+(-1) v^{n-1} u .
\end{aligned}
$$

This is in $U_{r+s}$ since $v^{n-1} u \in N^{(n)}=0$ and $u-v=x y-y x \in N^{(r+s)}$. Therefore $\left[U_{r}, U_{s}\right] \leq U_{r+s}$ and in particular $\left[U_{r}, U\right] \leq U_{r+1}$, which shows that the $U_{r}$ 's form a central series and $U$ is nilpotent of class $\leq n-1$.

For example, let us take $S$ to be the ring of all $n \times n$ matrices over $R$ (a commutative ring with identity) and let $N$ be the subring of upper zero triangular matrices: these are matrices with 0 on and below the diagonal. By matrix multiplication we see that $N^{(2)}$ consists of all elements of $N$ whose first superdiagonal is zero, $N^{(3)}$ of all elements whose first two superdiagonals are zero and so on: hence $N^{(n)}=0$. Here the group $U$ is just $U(n, R)$, the group of all $n \times n$ (upper) unitriangular matrices over $R$, that is matrices with 1 on the diagonal and 0 below it. In fact $U$ has nilpotent class exactly $n-1$ since $\left[1+E_{12}, 1+E_{23}, \ldots, 1+E_{n-1 n}\right]=1+E_{1 n} \neq 1$. It follows that there exist nilpotent groups of arbitrary class.

Observe that $U_{i}$ consists of all unitriangular matrices whose first $i-1$ superdiagonals are 0 ; from this it is easy to see that

$$
U_{i} / U_{i+1} \simeq \underbrace{R \oplus \cdots \oplus R}_{n-i}
$$

Taking $R=\mathrm{GF}(p)$, we find that $U=U(n, p)$ is a finite $p$-group of order $p^{n(n-1) / 2}$. On the other hand, if $R=\mathbb{Z}$, then $U$ is a torsion-free nilpotent group: in fact $U$ is also finitely generated, by the $1+E_{i i+1}, i=1,2, \ldots$, $n-1$, for example (Exercise 5.1.14).

Finally let $T=T(n, R)$ denote the set of all upper triangular matrices over $R$; these are matrices with 0 below the diagonal and units of $R$ on the diagonal. Such a matrix is invertible since its determinant is a unit of $R$ : clearly $T$ is a subgroup of $G L(n, R)$. We can define a function

by mapping a matrix onto its principal diagonal. Matrix multiplication shows that $\theta$ is an epimorphism whose kernel is precisely $U=U(n, R)$. Since $U \triangleleft T$ and $T / U$ is abelian, $T$ is a soluble group. Using 5.1.12 one sees that the derived length of $T$ is at most $\left[\log _{2}(n-1)\right]+2$ if $n>1$.

## EXERCISES 5.1

1. Prove that $S_{n}$ is soluble if and only if $n<5$.
2. Prove 5.1.4.
3. Verify the commutator identities (i)-(iii) in 5.1.5.
*4. Show that the identity $\left[u^{m}, v\right]=[u, v]^{u^{m-1}+u^{m-2}+\cdots+u+1}$ holds in any group (here $\left.x^{y+z}=x^{y} x^{z}\right)$. Deduce that if $[u, v]$ belongs to the center of $\langle u, v\rangle$, then $\left[u^{m}, v\right]=$ $[u, v]^{m}=\left[u, v^{m}\right]$.
4. If $H, K, L$ are normal subgroups of a group, then $[H K, L]=[H, L][K, L]$.
5. Suppose that $G$ is a nilpotent group which is not abelian and let $g \in G$. Show that the nilpotent class of $\left\langle g, G^{\prime}\right\rangle$ is smaller than that of $G$. Deduce that $G$ can be expressed as a product of normal subgroups of smaller class.
*7. If $G=H N^{\prime}$ where $H \leq G$ and $N \triangleleft G$, then $G=H\left(\gamma_{i} N\right)$ for all $i$. [Hint: Use $\left.N=(H \cap N) N^{\prime}.\right]$
6. A finite nilpotent group has a central series with factors of prime order.
7. Show that the class of a nilpotent group cannot be bounded by a function of the derived length.
8. Show that $T(2, \mathbb{Z}) \simeq D_{\infty} \times \mathbb{Z}_{2}$ where $D_{\infty}$ is the infinite dihedral group.
*11. Prove that $U(n, p) \equiv U(n, \operatorname{GF}(p))$ is a Sylow $p$-subgroup of $\operatorname{GL}(n, p)$. Deduce that every finite $p$-group is isomorphic with a subgroup of some $U(n, p)$.
9. If $n>1$ and $F$ is any field, the derived length of $T(n, F)$ equals $\left[\log _{2}(n-1)\right]+$ 2.
*13. Let $R$ be a commutative ring with identity and put $U=U(n, R)$. Define $U_{i}$ to be the set of elements of $U$ having (at least) $i-1$ zero superdiagonals. Prove that $1=U_{n}<U_{n-1}<\cdots<U_{1}=U$ is both the upper and the lower central series of $U$.
*14. Prove that $U(n, \mathbb{Z})=\left\langle 1+E_{12}, \ldots, 1+E_{n-1 n}\right\rangle$ where $n>1$.
10. (Sherman). Let $G$ be a nontrivial finite nilpotent group. If $c$ is the nilpotent class of $G$ and $h$ is its class number, prove that $h \geq c|G|^{1 / c}-c+1$. Deduce that $|G|<e^{h-1}$ where $e$ is the base of natural logarithms. [Hint: Let $Z_{i}=\zeta_{i} G$ and observe that $Z_{i+1} \backslash Z_{i}$ is the union of at least $\left|Z_{i+1}: Z_{i}\right|-1$ conjugacy classes.]
11. If $G=\left\langle x_{1}, \ldots, x_{n}\right\rangle$, prove that $\gamma_{i}(G)$ is generated by all conjugates of the commutators $\left[x_{j_{1}}, \ldots, x_{j_{i}}\right.$ ] where $1 \leq j_{r} \leq n$. A group $G$ is nilpotent of class $\leq c$ if and only if the identity $\left[x_{1}, x_{2}, \ldots, x_{c+1}\right]=1$ holds in $G$.

### 5.2. Nilpotent Groups

We shall now embark on a more systematic study of nilpotent groups, beginning with some elementary facts which are used constantly.
5.2.1. If $G$ is a nilpotent group and $1 \neq N \triangleleft G$, then $N \cap \zeta G \neq 1$.

Proof. Since $G=\zeta_{c} G$ for some $c$, there is a least positive integer $i$ such that $N \cap \zeta_{i} G \neq 1$. Now $\left[N \cap \zeta_{i} G, G\right] \leq N \cap \zeta_{i-1} G=1$ and $N \cap \zeta_{i} G \leq$ $N \cap \zeta_{1} G$. Hence $N \cap \zeta_{1} G=N \cap \zeta_{i} G \neq 1$.
5.2.2. A minimal normal subgroup of a nilpotent group is contained in the center.

This follows at once from 5.2.1.
5.2.3. If $A$ is a maximal normal abelian subgroup of the nilpotent group $G$, then $A=C_{G}(A)$.

Proof. Of course $A \leq C=C_{G}(A)$ since $A$ is abelian. Suppose that $A \neq C$ : then $C / A$ is a nontrivial normal subgroup of the nilpotent group $G / A$, and by 5.2.1 there is an element $x A \in(C / A) \cap \zeta(G / A)$ with $x \notin A$. Now $\langle x, A\rangle$ is abelian and it is normal in $G$ because $\langle x, A\rangle / A \leq \zeta(G / A)$. Hence $x \in A$ by maximality of $A$.

It should be observed that every group contains maximal normal abelian subgroups, not necessarily proper, by Zorn's Lemma. Lemma 5.2.3 indicates the degree to which such subgroups control a nilpotent group. For example, if $A$ in 5.2.3 is finite, so is Aut $A$ and therefore $G / A$ since $A=C_{G}(A)$. Thus $G$ is finite.

## Characterizations of Finite Nilpotent Groups

There are several group-theoretical properties which for finite groups are equivalent to nilpotence. One of these is the normalizer condition, every proper subgroup is properly contained in its normalizer. Another such is the property that every maximal subgroup is normal. Here by a maximal subgroup we mean a proper subgroup which is not contained in any larger proper subgroup.

### 5.2.4. Let $G$ be a finite group. Then the following properties are equivalent:

(i) $G$ is nilpotent;
(ii) every subgroup of $G$ is subnormal;
(iii) $G$ satisfies the normalizer condition;
(iv) every maximal subgroup of $G$ is normal;
(v) $G$ is the direct product of its Sylow subgroups.

Proof. (i) $\rightarrow$ (ii). Let $G$ be nilpotent with class $c$. If $H \leq G$, then $H \zeta_{i} G \triangleleft$ $H \zeta_{i+1} G$ since $\zeta_{i+1} G / \zeta_{i} G=\zeta\left(G / \zeta_{i} G\right)$. Hence $H=H \zeta_{0} G \triangleleft H \zeta_{1} G \triangleleft \cdots \triangleleft H \zeta_{c} G$ $=G$ and $H$ is subnormal in $G$ in $c$ steps.
(ii) $\rightarrow$ (iii). Let $H<G$. Then $H$ is subnormal in $G$ and there is a series $H=H_{0} \triangleleft H_{1} \triangleleft \cdots \triangleleft H_{n}=G$. If $i$ is the least positive integer such that $H \neq$ $H_{i}$, then $H=H_{i-1} \triangleleft H_{i}$ and $H_{i} \leq N_{G}(H)$.
(iii) $\rightarrow$ (iv). If $M$ is a maximal subgroup of $G$, then $M<N_{G}(M)$, so by maximality $N_{G}(M)=G$ and $M \triangleleft G$.
(iv) $\rightarrow(\mathrm{v})$. Let $P$ be a Sylow subgroup of $G$. If $P$ is not normal in $G$, then $N_{G}(P)$ is a proper subgroup of $G$ and hence is contained in a maximal subgroup of $G$, say $M$. Then $M \triangleleft G$; however this contradicts 1.6.18. Therefore each Sylow subgroup of $G$ is normal and there is exactly one Sylow $p$-subgroup for each prime $p$ since all such are conjugate. The product of all the Sylow subgroups is clearly direct and it must equal $G$.
$(v) \rightarrow$ (i) by 5.1.3 and 5.1.4.

For infinite groups the situation is much more complicated and properties (ii)-(v) are all weaker than nilpotency. We shall return to this topic in Chapter 12.

## Tensor Products and Lower Central Factors

Our aim is to show that the first lower central factor $G_{\mathrm{ab}}=G / G^{\prime}$ exerts a very strong influence on subsequent lower central factors of a group $G$.

Let $G$ be a group with operator domain $\Omega$ and write $G_{i}=\gamma_{i} G$; this is fullyinvariant, so it is an $\Omega$-admissible subgroup. Then $G_{i} / G_{i+1}$, being abelian, is a (right) $\Omega$-module. We ask how the $\Omega$-modules $G_{i} / G_{i+1}$ are related to $G_{\mathrm{ab}}=$ $G_{1} / G_{2}$, the derived quotient group of $G$. (Keep in mind that these modules are being written multiplicatively.)

Let $g \in G$ and $a \in G_{i}$ : consider the function $\left(a G_{i+1}, g G^{\prime}\right) \mapsto[a, g] G_{i+2}$. In the first place this is well-defined; for if $x \in G^{\prime}$, then $[a, g x]=[a, x][a, g]^{x}$ $\equiv[a, g] \bmod G_{i+2}$ since $\left[G_{i}, G^{\prime}\right] \leq G_{i+2}$ by 5.1.11; in addition $[a y, g]=$ $[a, g]^{y}[y, g] \equiv[a, g] \bmod G_{i+2}$ if $y \in G_{i+1}$. Our function is also bilinear; for $\left[a_{1} a_{2}, g\right]=\left[a_{1}, g\right]\left[a_{1}, g, a_{2}\right]\left[a_{2}, g\right]$, whence $\left[a_{1} a_{2}, g\right] \equiv\left[a_{1}, g\right]\left[a_{2}, g\right]$ $\bmod G_{i+2}$ since $\left[a_{1}, g, a_{2}\right] \in G_{i+2}$. Similarly $\left[a, g_{1} g_{2}\right] \equiv\left[a, g_{1}\right]\left[a, g_{2}\right]$ $\bmod G_{i+2}$ since $\left[a, g_{1}, g_{2}\right] \in G_{i+2}$. By the fundamental mapping property of the tensor product (over $\mathbb{Z}$ ) there is an induced homomorphism

$$
\varepsilon_{i}:\left(G_{i} / G_{i+1}\right) \otimes G_{a b} \rightarrow G_{i+1} / G_{i+2}
$$

in which $\left(a G_{i+1}\right) \otimes\left(g G^{\prime}\right) \mapsto[a, g] G_{i+2}$. Since $G_{i+1}=\left[G_{i}, G\right]$, this is an epimorphism.

Now the lower central factors $G_{i} / G_{i+1}$ are right $\Omega$-modules and there is a natural way to make the tensor product $A \otimes B$ of two such modules $A$ and $B$ into an $\Omega$-module, namely by diagonal action: $(a \otimes b)^{\omega}=a^{\omega} \otimes b^{\omega}(a \in A$, $b \in B, \omega \in \Omega$ ). We check that $\varepsilon_{i}$ is a homomorphism of $\Omega$-modules:

$$
\begin{aligned}
\left(a G_{i+1} \otimes g G^{\prime}\right)^{\omega \varepsilon_{i}} & =\left(a^{\omega} G_{i+1} \otimes g^{\omega} G^{\prime}\right)^{\varepsilon_{i}}=\left[a^{\omega}, g^{\omega}\right] G_{i+3}=\left([a, g] G_{i+2}\right)^{\omega} \\
& =\left(a G_{i+1} \otimes g G^{\prime}\right)^{\varepsilon_{i} \omega} .
\end{aligned}
$$

Our conclusions are summed up in the following result.
5.2.5 (Robinson). Let $G$ be an $\Omega$-operator group and let $F_{i}=\gamma_{i} G / \gamma_{i+1} G$. Then the mapping $a\left(\gamma_{i+1} G\right) \otimes g G^{\prime} \mapsto[a, g]\left(\gamma_{i+2} G\right)$ is a well-defined $\Omega$-epimorphism from $F_{i} \otimes_{\mathbb{Z}} G_{\mathrm{ab}} t o F_{i+1}$.

Iterating this result, we conclude that there is $\Omega$-epimorphism from

to $F_{i}$. One would therefore expect $G_{\mathrm{ab}}$ to affect greatly the structure of subsequent lower central factors, and even the structure of $G$ should it be nilpotent.
5.2.6. Let $\mathscr{P}$ be a group-theoretical property which is inherited by images of tensor products and by extensions. If $G$ is a nilpotent group such that $G_{\mathrm{ab}}$ has $\mathscr{P}$, then $G$ has $\mathscr{P}$.

Proof. Let $F_{i}=\gamma_{i} G / \gamma_{i+1} G$. Suppose $F_{i}$ has $\mathscr{P}$; then $F_{i+1}$, being an image of $F_{i} \otimes G_{\mathrm{ab}}$, has $\mathscr{P}$, whence every lower central factor has $\mathscr{P}$. But some $\gamma_{c+1} G=$ 1 because $G$ is nilpotent. Since $\mathscr{P}$ is closed under forming extensions, $G$ has $\mathscr{P}$.

For example, let $\mathscr{P}$ be the property of being finite. Then we obtain the result: if $G$ is a nilpotent group and $G_{\mathrm{ab}}$ is finite, then $G$ too is finite.

## The Torsion-Subgroup of a Nilpotent Group

If $\pi$ is a nonempty set of primes, a $\pi$-number is a positive integer whose prime divisors belong to $\pi$. An element of a group is called a $\pi$-element if its order is a $\pi$-number, and should every element be a $\pi$-element, the group is called a $\pi$-group. The most important case is $\pi=\{p\}$, when we speak of $p$-elements and p-groups. Observe that every element of a finite group is a $p$-element if and only if the group order is a power of $p$-by Sylow's Theorem. Hence for finite groups this usage of the term " $p$-group" is consistent with that employed in Chapter 1.

It should be borne in mind that infinite p-groups can easily have trivial center and therefore need not be nilpotent-see Exercise 5.2.11.
5.2.7. Let $G$ be a nilpotent group. Then the elements of finite order in $G$ form a fully-invariant subgroup $T$ such that $G / T$ is torsion-free and $T=\operatorname{Dr}_{p} T_{p}$ where $T_{p}$ is the unique maximum $p$-subgroup of $G$.

Proof. Let $\pi$ be a nonempty set of primes and let $T_{\pi}$ denote the subgroup generated by all $\pi$-elements of $G$. Now $\left(T_{\pi}\right)_{\mathrm{ab}}$ too is generated by $\pi$-elements and, being abelian, it is certainly a $\pi$-group. By 5.2 .6 with $\mathscr{P}$ the property of being a $\pi$-group, the subgroup $T_{\pi}$ is a $\pi$-group. Taking $\pi$ to be the set of all primes we conclude that $T=T_{\pi}$ consists of elements of finite order, so $T$ is torsion. Taking $\pi=\{p\}$, we see that $T_{p}$ is a $p$-group. Clearly $T_{p} \triangleleft G$ and $T=\operatorname{Dr}_{p} T_{p}$. Obviously $G / T$ must be torsion-free.

The subgroup $T$ of 5.2 .7 is called the torsion-subgroup of $G$.

## Products of Normal Nilpotent Subgroups

In the theory of groups a fundamental role is played by the next result.
5.2.8 (Fitting's Theorem). Let $M$ and $N$ be normal nilpotent subgroups of a group G. If $c$ and $d$ are the nilpotent classes of $M$ and $N$, then $L=M N$ is nilpotent of class at most $c+d$.

Proof. We shall calculate the terms of the lower central series of $L$, showing by induction on $i$ that $\gamma_{i} L$ is the product of all $\left[X_{1}, \ldots, X_{i}\right]$ with $X_{j}=M$ or $N$, a statement which is correct for $i=1$ if $\left[X_{1}\right] \equiv X_{1}$. The fundamental commutator identities show that

$$
[U V, W]=[U, W][V, W] \quad \text { and } \quad[U, V W]=[U, V][U, W]
$$

if $U, V, W \triangleleft G$. It follows that

$$
\gamma_{i+1} L=\left[\gamma_{i} L, L\right]=\left[\gamma_{i} L, M\right]\left[\gamma_{i} L, N\right]
$$

and hence that $\gamma_{i+1} L$ is the product of all $\left[X_{1}, \ldots, X_{i}, X_{i+1}\right]$ with $X_{j}=M$ or $N$.

To complete the proof set $i=c+d+1$. Then in $\left[X_{1}, \ldots, X_{i}\right]$ either $M$ occurs at least $c+1$ times or $N$ occurs at least $d+1$ times. Now $A \triangleleft G$ always implies that $[A, G] \leq A$ since $[a, g]=a^{-1} a^{g}$. Thus $\left[X_{1}, \ldots, X_{i}\right]$ is contained in either $\gamma_{c+1} M$ or $\gamma_{d+1} N$, both of which equal 1 . Consequently $\left[X_{1}, \ldots, X_{i}\right]=1$ and $\gamma_{i} L=1$, so that $L$ is nilpotent with class at most $i-1$ $=c+d$.

## The Fitting Subgroup

The subgroup generated by all the normal nilpotent subgroups of a group $G$ is called the Fitting subgroup of $G$ and will be written

## Fit $G$.

If the group $G$ is finite (or just satisfies max-n), Fit $G$ is nilpotent, and evidently it is the unique largest normal nilpotent subgroup of $G$. Of course Fit $G$ may be trivial-the finite groups with this property are precisely the semisimple groups of 3.3 . On the other hand, if $G$ is a nontrivial soluble group, Fit $G$ contains the smallest nontrivial term of the derived series and hence cannot be 1 .

For finite groups there is another interpretation of the Fitting subgroup. To describe this we need to generalize the notion of a centralizer. Let $G$ be a group with operator domain $\Omega$ and let $X \subseteq G$; define the centralizer of $X$ in $\Omega$ to be $C_{\Omega}(X)=\left\{\omega \in \Omega \mid x^{\omega}=x, \forall x \in X\right\}$. This enables us to speak of the centralizer in $G$ of a principal factor.
5.2.9. If $G$ is a finite group, then Fit $G$ is the intersection of the centralizers of the principal factors of $G$.

Proof. Let $1=G_{0} \triangleleft G_{1} \triangleleft \cdots \triangleleft G_{n}=G$ be a principal series of $G$ and let $I$ be the intersection of all the $C_{G}\left(G_{i+1} / G_{i}\right)$. Then $\left[G_{i+1}, I\right] \leq G_{i}$ for all $i$, whence $\gamma_{n+1} I=1$ and $I$ is nilpotent: clearly $I \triangleleft G$, so $I \leq F=$ Fit $G$. Conversely, we have $\left[G_{1}, F\right] \triangleleft G$ and $\left[G_{1}, F\right] \leq G_{1}$. Since $G_{1}$ is a minimal normal subgroup of $G$, either $\left[G_{1}, F\right]=1$ or $\left[G_{1}, F\right]=G_{1}$ : in the latter event repeated commutation with $F$ yields $G_{1} \leq \gamma_{c+1} F=1$ for some $c$, a contradiction. Hence $F$ must centralizes $G_{1}$. If $n>1$, induction on $n$ shows that $F G_{1} / G_{1}$, and hence $F$, centralizes $G_{i+1} / G_{i}$ if $i \geq 1$.

## P. Hall's Criterion for Nilpotence

An extension of one nilpotent group by another need not be nilpotent-as $S_{3}$ shows. Thus one cannot prove Fitting's Theorem as simply as 5.1.2. There is, however, an important criterion for such an extension to be nilpotent.
5.2.10 (P. Hall). If $N \triangleleft G$ and $N$ and $G / N^{\prime}$ are nilpotent, then $G$ is nilpotent.

Proof. Let $N$ and $G / N^{\prime}$ have respective nilpotent classes $c$ and $d$. Regard $N_{\mathrm{ab}}$ as a group with operator domain $G$, the elements of $G$ acting by conjugation. Since $G / N^{\prime}$ is nilpotent, a central series of $G / N^{\prime}$ can be intersected with $N_{\mathrm{ab}}$ to produce a $G$-series of $N_{\mathrm{ab}}$ whose factors are trivial $G$-modules, that is, each element of $G$ acts like the identity automorphism. Let us call a $G$ module having a series with $G$-trivial factors polytrivial. Let $F_{i}=\gamma_{i} N / \gamma_{i+1} N$; then $F_{1}=N_{\mathrm{ab}}$ is polytrivial. Suppose that $F_{i}$ is polytrivial. Since $F_{i+1}$ is an image of $F_{i} \otimes N_{\mathrm{ab}}$, should we be able to prove that the tensor product of two polytrivial $G$-modules is polytrivial, it will follow that $F_{i+1}$ is polytrivial. Therefore every lower central factor of $N$ will be a polytrivial $G$-module. If we form the preimage of each term of a series of $F_{i}$ with $G$-trivial factors under the canonical homomorphism $\gamma_{i} N \rightarrow F_{i}$ and also preimages of terms of a central series of $G / N$ under the canonical homomorphism $G \rightarrow G / N$, we shall obtain a central series of $G$ and $G$ will be nilpotent.

All that remains, then, is to establish the following result.
5.2.11. Let $A$ and $B$ be polytrivial $G$-modules where $G$ is any group. Then $A \otimes_{\mathbb{Z}} B$ is a polytrivial $G$-module.

Proof. By hypothesis there exist $G$-series $0=A_{0}<A_{1}<\cdots A_{r}=A$ and $0=$ $B_{0}<B_{1}<\cdots<B_{s}=B$ such that $A_{j+1} / A_{j}$ and $B_{k+1} / B_{k}$ are trivial $G$-modules. We define a series in $T=A \otimes_{\mathbb{Z}} B$ as follows: let $T_{i}$ be generated by all $a \otimes b$ where $a \in A_{j}, b \in B_{k}$ and $j+k \leq i$. Then $0=T_{0}=T_{1} \leq T_{2} \leq \cdots \leq$ $T_{r+s}=T$. Let $g \in G, a \in A_{j+1}$ and $b \in B_{k+1}$ : then $a g=a+a^{\prime}$ and $b g=b+b^{\prime}$ where $a^{\prime} \in A_{j}$ and $b^{\prime} \in B_{k}$. Hence $(a \otimes b) g=\left(a+a^{\prime}\right) \otimes\left(b+b^{\prime}\right)=a \otimes b+$ $a \otimes b^{\prime}+a^{\prime} \otimes b+a^{\prime} \otimes b^{\prime}$ and $(a \otimes b) g \equiv a \otimes b \bmod T_{j+k+1}$. It follows that each $T_{i}$ is a $G$-module and that $T_{j+k+2} / T_{j+k+1}$ is a trivial $G$-module. Hence $T$ is polytrivial.

## The Frattini $\dagger$ Subgroup

The Frattini subgroup of an arbitrary group $G$ is defined to be the intersection of all the maximal subgroups, with the stipulation that it shall equal $G$ if $G$ should prove to have no maximal subgroups. This subgroup, which is evidently characteristic, is written

## Frat G.

The Frattini subgroup has the remarkable property that it is the set of all nongenerators of the group; here an element $g$ is called a nongenerator of $G$ if $G=\langle g, X\rangle$ always implies that $G=\langle X\rangle$ when $X$ is a subset of $G$.
5.2.12 (Frattini). In any group $G$ the Frattini subgroup equals the set of nongenerators of $G$.

Proof. Let $g \in$ Frat $G$ and suppose that $G=\langle g, X\rangle$ but $G \neq\langle X\rangle$. Then $g \notin$ $\langle X\rangle$, so by 3.3.14 there exists a subgroup $M$ which is maximal subject to $\langle X\rangle \leq M$ and $g \notin M$. Now if $M<H \leq G$, then $g \in H$ and $H=G$. Consequently $M$ is maximal in $G$. But $g \in$ Frat $G \leq M$ and consequently $G=$ $\langle g, X\rangle=M$, a contradiction. Hence $g$ is a nongenerator.

Conversely suppose that $g$ is a nonegnerator which does not belong to Frat $G$, so that $g \notin M$ for some maximal subgroup $M$ of $G$. Then $M \neq$ $\langle g, M\rangle$, whence $G=\langle g, M\rangle$. But this implies that $G=M$ since $g$ is a nongenerator.

We collect together next a number of elementary properties of the Frattini subgroup of a finite group.
5.2.13. Let $G$ be a finite group.
(i) If $N \triangleleft G, H \leq G$ and $N \leq$ Frat $H$, then $N \leq$ Frat $G$.
(ii) If $K \triangleleft G$, then Frat $K \leq$ Frat $G$.
(iii) If $N \triangleleft G$, then $\operatorname{Frat}(G / N) \geq($ Frat $G) N / N$ with equality if $N \leq$ Frat $G$.
(iv) If $A$ is an abelian normal subgroup of $G$ such that (Frat $G) \cap A=1$, there is a subgroup $H$ such that $G=H A$ and $H \cap A=1$.

Proof. (i) If $N \npreceq$ Frat $G$, then $N \npreceq M$ for some maximal subgroup $M$ and $G=M N$. Hence $H=H \cap(M N)=(H \cap M) N$. By 5.2.12 it follows that $H=$ $H \cap M$ and $H \leq M$; but this gives the contradiction $N \leq M$.
(ii) Apply (i) with $N=$ Frat $K$ and $H=K$.
(iii) This follows at once from the definition.
(iv) Choose $H \leq G$ minimal subject to $G=H A$. Now $H \cap A \triangleleft H$ and also $H \cap A \triangleleft A$ since $A$ is abelian: therefore $H \cap A \triangleleft H A=G$. If $H \cap A \leq$

Frat $H$, then (i) shows that $H \cap A \leq($ Frat $G) \cap A=1$. Thus we can assume that $H \cap A \not \subset M$ for some $M$ maximal in $H$, in which case $H=M(H \cap A)$ and $G=H A=M A$, in contradiction to the minimality of $H$.
5.2.14. If $H$ is a finite normal subgroup of a group $G$ and $P$ is a Sylow p-subgroup of $H$, then $G=N_{G}(P) H$.

Proof. Let $g \in G$; then $P^{g} \leq H$ and $P^{g}$ is Sylow $p$-subgroup of $H$. Hence $P^{g}=$ $P^{h}$ for some $h \in H$ by Sylow's Theorem. Consequently $g h^{-1} \in N_{G}(P)$ and $g \in$ $N_{G}(P) H$ as required.

The proof of this enormously useful result is usually referred to as the Frattini argument. One application is to show that the Frattini subgroup of a finite group is nilpotent, a fact first established by Frattini himself. Indeed, a good deal more can be proved.
5.2.15 (Gaschütz). Let $G$ be a group.
(i) If Frat $G \leq H \triangleleft G$ where $H$ is finite and $H /$ Frat $G$ is nilpotent, then $H$ is nilpotent. In particular Frat $G$ is always nilpotent if it is finite.
(ii) Let FFrat $G$ be defined by FFrat $G / \operatorname{Frat} G=\operatorname{Fit}(G / \operatorname{Frat} G)$. If $G$ is $f i-$ nite, then FFrat $G=$ Fit $G$; also FFrat $G /$ Frat $G$ is the product of all the abelian minimal normal subgroups of $G / F r a t ~ G$.

Proof. (i) Let $P$ be a Sylow $p$-subgroup of $H$; by 5.2.4 it is enough to prove that $P \triangleleft G$. Let $F=$ Frat $G$ and $K=P F \leq H$. Since $K / F$ is a Sylow $p$-subgroup of $H / F$ (by 1.6.18) and $H / F$ is nilpotent, $K / F$ is characteristic in $H / F$, whence $K \triangleleft G$. Now apply 5.2.14 to conclude that $G=N_{G}(P) K=N_{G}(P) F$, which shows that $G=N_{G}(P)$ and $P \triangleleft G$.
(ii) Taking $H$ to be FFrat $G$ in (i) we deduce that $H$ is nilpotent and $H \leq$ Fit $G$. But the opposite inclusion is obviously true, so $H=$ Fit $G$.

In the final part we can assume that Frat $G=1$. Write $L=$ Fit $G$. By 5.2.4 a maximal subgroup of $L$ is normal and has prime index. Hence $L^{\prime} \leq$ Frat $L$ $\leq$ Frat $G=1$ and $L$ is abelian. Denote by $N$ the product of all the abelian minimal normal subgroups of $G$; then certainly $N \leq L$. By 5.2 .13 there exists a subgroup $H$ such that $G=H N$ and $H \cap N=1$. Now $H \cap L \triangleleft H$ and $H \cap L \triangleleft L$ since $L$ is abelian. Thus $H \cap L \triangleleft H L=G$. Since $(H \cap L) \cap N=1$, the normal subgroup $H \cap L$ cannot contain a minimal normal subgroup of $G$; we conclude that $H \cap L=1$ and $L=L \cap(H N)=N$.

We turn now to the Frattini subgroups of nilpotent groups. Observe that if a maximal subgroup $M$ of a group $G$ is normal, then $G / M$ has prime order and $G^{\prime} \leq M$. Thus $M \triangleleft G$ if and only if $G^{\prime} \leq M$. All maximal subgroups of $G$ are normal if and only if $G^{\prime} \leq$ Frat $G$. The following result is therefore an immediate consequence of 5.2.4.
5.2.16 (Wielandt). Let $G$ be a finite group. Then $G$ is nilpotent if and only if $G^{\prime} \leq$ Frat $G$.

## Finitely Generated Nilpotent Groups

We have seen in 4.2.8 that finitely generated abelian groups satisfy the maximal condition. In fact this result may be generalized to nilpotent groups on the basis of the following theorem.
5.2.17 (Baer). If $G$ is a nilpotent group and $G_{\mathrm{ab}}$ is finitely generated, then $G$ satisfies the maximal condition.

Proof. The tensor product of two finitely generated abelian groups is clearly finitely generated. Therefore by 5.2.5 each lower central factor of $G$ is finitely generated. It follows that such factors satisfy max. The theorem is now a consequence of 3.1.7.
5.2.18. A finitely generated nilpotent group has a central series whose factors are cyclic groups with prime or infinite orders.

Proof. Use 5.2.17 and refine the lower central series suitably.
From this it is obvious that a finitely generated nilpotent torsion group is finite. Of particular interest are finitely generated torsion-free nilpotent groups, of which the unitriangular group $U(n, \mathbb{Z})$ is an example.
5.2.19 (Mal'cev $\dagger$ ). If the center of a group $G$ is torsion-free, each upper central factor is torsion-free.

Proof. Let $\zeta G=\zeta_{1} G$ be torsion-free; it is enough to prove that $\zeta_{2} G / \zeta_{1} G$ is torsion-free. Suppose that $x \in \zeta_{2} G$ and $x^{m} \in \zeta_{1} G$ where $m>0$. By Exercise 5.1.4 we have $[x, g]^{m}=\left[x^{m}, g\right]=1$ because $[x, g] \in \zeta_{1} G$. Since $\zeta_{1} G$ is tor-sion-free, $[x, g]=1$ for all $g \in G$, and $x \in \zeta_{1} G$.
5.2.20. A finitely generated torsion-free nilpotent group has a central series with infinite cyclic factors.

Proof. The upper central factors are torsion-free by 5.2.19 and finitely generated by 5.2.17; hence they are free abelian groups with finite rank. On refining this series we obtain one of the required type.

The next theorem exhibits a surprising connection between finitely generated torsion-free nilpotent groups and finite $p$-groups, namely that the former are very rich in finite $p$-images.

[^3]5.2.21 (Gruenberg). A finitely generated torsion-free nilpotent group $G$ is $a$ residually finite p-group for every prime $p$.

In order to prove this we need a further result.

### 5.2.22. Let $G$ be a nilpotent group.

(i) If $\zeta G$ has exponent $e$, then $G$ has exponent dividing $e^{c}$ where $c$ is the class of $G$.
(ii) If $G$ is finitely generated and infinite, then $\zeta G$ contains an element of infinite order.

Proof. (i) Assume that $G \neq \zeta G$. Let $x \in \zeta_{2} G$ and $g \in G$. Then $[x, g] \in \zeta G$ and $1=[x, g]^{e}=\left[x^{e}, g\right]$, whence $x^{e} \in \zeta_{1} G$. Thus $\zeta_{2} G / \zeta_{1} G$ has finite exponent dividing $e$. By induction $G / \zeta_{1} G$ has exponent dividing $e^{c-1}$ and $G$ has exponent dividing $e^{c}$.
(ii) If $\zeta G$ is a torsion group, it is finite by 5.2.17 and 4.2.9. By (i) the group $G$ is a torsion group, whence it is finite by 5.2.18.

Proof of 5.2.21. Let $G \neq 1$ and put $C=\zeta G$. By 5.2.19 the group $G / C$ is torsion-free and we can apply induction on the nilpotent class to show that this is a residually finite $p$-group. Let $1 \neq g \in G$; we have to find a normal subgroup not containing $g$ which has index a power of $p$. If $g \notin C$, then $g C \neq 1_{G / C}$ and all is well by virtue of the residual property of $G / C$. Assume therefore that $g \in C$.

Since $C$ is free abelian, $\bigcap_{i=1,2, \ldots} C^{p^{i}}=1$ and $g \notin L=C^{p^{i}}$ for some $i$. Choose $N \triangleleft G$ maximal subject to $L \leq N$ and $g \notin N$, using max (or 3.3.14). If $G / N$ is infinite, 5.2.22 shows that its center contains an element $z N$ of infinite order. Since $\langle z, N\rangle \triangleleft G$, maximality of $N$ yields $g \in\langle z, N\rangle$ and $g \equiv$ $z^{r} \bmod N$ for some $r \neq 0$. But then $z^{r} \in C N$, and, $C / L$ being finite, $z^{s} \in L N=$ $N$ for some $s>0$. This is impossible since $z N$ has infinite order. Therefore $G / N$ is finite.

Next $L \leq C \cap N<C$, so $|C N: N| \neq 1$ divides $|C: L|$, which is surely a power of $p$. It follows that the Sylow $p$-subgroup $P / N$ of $G / N$ is nontrivial. If for some $q \neq p$ the Sylow $q$-subgroup $Q / N$ were also nontrivial, we should have $g \in P \cap Q=N$ by maximality of $N$. Hence $G / N$ is a finite $p$-group.

## EXERCISES 5.2

1. If a nilpotent group has an element of prime order $p$, so does it center.
*2. Let $A$ be a nontrivial abelian group and set $D=A \times A$. Define $\delta \in$ Aut $D$ as follows: $\left(a_{1}, a_{2}\right)^{\delta}=\left(a_{1}, a_{1} a_{2}\right)$. Let $G$ be the semidirect product $\langle\delta\rangle \ltimes D$.
(a) Prove that $G$ is nilpotent of class 2 and $\zeta G=G^{\prime} \simeq A$.
(b) Prove that $G$ is a torsion group if and only if $A$ has finite exponent.
(c) Deduce that even if the center of a nilpotent group is a torsion group, the group may contain elements of infinite order (cf. 5.2.22 (i)).
2. If $M$ and $N$ are nontrivial normal nilpotent subgroups of a group, prove from first principles that $\zeta(M N) \neq 1$. Hence give an alternative proof of Fitting's Theorem for finite groups.
3. The Fitting subgroup of an infinite group need not be nilpotent.
4. Let $H$ and $K$ be quasicyclic groups and write $G=H \sim K$ for the standard wreath product. Prove that $G=$ Frat $G$ and deduce that the Frattini subgroup is not always nilpotent.
5. A nontrivial finitely generated group cannot equal its Frattini subgroup.
6. Let $G_{i}=\zeta_{i} G$ and $F_{i}=G_{i+1} / G_{i}$ where $G$ is an arbitrary group. Show that there is a monomorphism $F_{i+1} \rightarrow \operatorname{Hom}\left(G_{\mathrm{ab}}, F_{i}\right)$.
7. Find an upper bound for the nilpotent class in Hall's criterion 5.2.10. (See also [a199].)
8. Prove that $\operatorname{Frat}\left(S_{n}\right)=1$.
9. Find $\operatorname{Frat}\left(D_{2 n}\right)$ and $\operatorname{Frat}\left(D_{\infty}\right)$.
*11. There exist infinite soluble $p$-groups with trivial center. [Hint: Consider the standard wreath product $\mathbb{Z}_{p} \sim E$ where $E$ is an infinite elementary abelian $p$ group.]
*12. If $G=\operatorname{Dr}_{p} G_{p}$ where $G_{p}$ is a $p$-group and if $H \leq G$, prove that $H=\operatorname{Dr}_{p}\left(H \cap G_{p}\right)$.
10. Let $G$ be a torsion-free nilpotent group and let $H$ be a subgroup with finite index. Prove that $G$ and $H$ have the same nilpotent class.
11. Let $G$ be a finitely generated group. Prove that $G$ has a unique maximal subgroup if and only if $G$ is a nontrivial cyclic $p$-group for some prime. Also give an example of a noncyclic abelian $p$-group with a unique maximal subgroup.

### 5.3. Groups of Prime-Power Order

Finite $p$-groups occupy a central position in the theory of groups. Since their structure can be extremely complex, we shall largely limit ourselves to the investigation of special types. Firstly some elementary facts about finite $p$-groups in general.
5.3.1. Let $G$ be a group of order $p^{m+1}$ where $p$ is a prime.
(i) If $G$ has nilpotent class $c>1$, then $G / \zeta_{c-1} G$ is not cyclic, so its order is at least $p^{2}$. Moreover $c \leq m$.
(ii) If $0 \leq i \leq j \leq m+1$, every subgroup of order $p^{i}$ is contained in some subgroup of order $p^{j}$. In particular there are subgroups of every order dividing $p^{m+1}$.

Proof. (i) If $G / \zeta_{c-1} G$ were cyclic, then $G / \zeta_{c-2} G$ would be abelian, which implies that $\zeta_{c-1} G=G$ and the class of $G$ is less than $c$.
(ii) Let $H$ be a subgroup of order $p^{i}$. Since $H$ is subnormal in $G$, it is a term of a composition series of $G$. Some term of this series will have order $p^{j}$ since all composition factors are of order $p$.
5.3.2 (The Burnside Basis Theorem). Let $G$ be a finite p-group. Then Frat $G=$ $G^{\prime} G^{p}$. Also, if $\mid G$ : Frat $G \mid=p^{r}$, every set of generators of $G$ has a subset of $r$ elements which also generates $G$.

Proof. If $M$ is maximal in $G$, we know from 5.2.4 that $M \triangleleft G$ and $|G: M|=$ $p$. Hence $G^{\prime} G^{p} \leq$ Frat $G$. On the other hand $G / G^{\prime} G^{p}$ is an elementary abelian $p$-group and such groups have trivial Frattini subgroup. Therefore Frat $G=$ $G^{\prime} G^{p}$.

Now let $G=\left\langle x_{1}, \ldots, x_{s}\right\rangle$ and put $F=$ Frat $G$. Then $\bar{G}=G / F$ is generated by $x_{1} F, \ldots, x_{s} F$. Since $\bar{G}$ is a vector space of dimension $r$ over $G F(p)$, it has a basis of the form $\left\{x_{i_{1}} F, \ldots, x_{i_{r}} F\right\}$. Writing $Y=\left\langle x_{i_{1}}, \ldots, x_{i_{r}}\right\rangle$, we have $G=\langle Y, F\rangle$ and hence $G=\langle Y\rangle$.

Let us use the Burnside Basis Theorem to obtain information about the automorphism group of a finite $p$-group.
5.3.3 (P. Hall). Let $G$ be a group of order $p^{m}$ and let $\mid G$ : Frat $G \mid=p^{r}$. Then the order of $C_{\text {Aut } G}(G /$ Frat $G)$ divides $p^{(m-r) r}$ and the order of Aut $G$ divides $n p^{(m-r) r}$ where $n=|\mathrm{GL}(r, p)|$.

Proof. Write $F=$ Frat $G$ and $C=C_{\text {Aut } G}(G / F)$. Then (Aut $\left.G\right) / C$ is isomorphic with a subgroup of $\operatorname{GL}(r, p)$ since $G / F$ is a vector space of dimension $r$ over $\operatorname{GF}(p)$; thus $|(\operatorname{Aut} G): C|$ divides $n$. By 5.3.2. there exist generators $x_{1}$, $\ldots, x_{r}$ for $G$. Let us write $\mathbf{x}=\left(x_{1}, \ldots, x_{r}\right)$ for the ordered set of $r$ generators. If $f_{i} \in F$ and $y_{i}=x_{i} f_{i}$, then $\mathbf{y}=\left(y_{1}, \ldots, y_{r}\right)$ is also an ordered set of $r$ generators of $G$ because $G=\left\langle y_{1}, \ldots, y_{r}, F\right\rangle$ implies that $G=\left\langle y_{1}, \ldots, y_{r}\right\rangle$. The set $\mathbf{S}$ of all ordered sets of $r$ generators obtainable from $\mathbf{x}$ in this manner has exactly $|F|^{r}=p^{(m-r) r}$ elements. If $\gamma \in C$ and $\mathbf{y} \in \mathbf{S}$, define $\mathbf{y}^{\gamma}$ to be $\left(y_{1}^{\gamma}, \ldots, y_{r}^{\gamma}\right)$; since $y_{i}^{\gamma} \equiv y_{i} \bmod F$, in fact $\mathbf{y}^{\gamma} \in \mathbf{S}$. The function $\mathbf{y} \mapsto \mathbf{y}^{\gamma}$ is a permutation of $\mathbf{S}$, so we have an action of $C$ on $\mathbf{S}$. If $\mathbf{y}^{\gamma}=\mathbf{y}$, then $y_{i}^{\gamma}=y_{i}$ for all $i$, and since the $y_{i}$ 's generate $G$, it follows that $\gamma=1$. Thus each $\mathbf{y}$ in $\mathbf{S}$ is fixed only by 1 in $C$, so that $C$ acts semiregularly on $\mathbf{S}$. Consequently each orbit has $c=|C|$ elements. If $l$ is the number of orbits, then $c l=p^{(m-r) r}$ and $c$ divides $p^{(m-r) r}$. Finally $\mid$ Aut $G|=|($ Aut $G): C|\cdot| C \mid$, which divides $n p^{(m-r) r}$.

## Quaternion Groups

An important type of finite 2-group that occurs in many investigations is the generalized quaternion group $Q_{2^{n}},(n \geq 3)$; this is a group with a presenta-
tion of the form

$$
\left\langle x, y \mid x^{2^{n-1}}=1, y^{2}=x^{2^{n-2}}, y^{-1} x y=x^{-1}\right\rangle .
$$

This group may be realized in the following manner. Let $\langle\bar{u}\rangle$ and $\langle\bar{v}\rangle$ be cyclic groups of order $2^{n-1}$ and $\infty$ respectively and let $G=\langle\bar{v}\rangle \ltimes\langle\bar{u}\rangle$ be the semidirect product where $\bar{v}$ induces the automorphism $a \mapsto a^{-1}$ in $\langle\bar{u}\rangle$. Let $\bar{w}=\bar{u}^{2^{n-2}} \bar{v}^{-2}$ : then $\bar{w}^{\bar{u}}=\bar{w}=\bar{w}^{\bar{v}}$, so that $\bar{w} \in \zeta G$ and $\langle\bar{w}\rangle \triangleleft G$. Now put $Q=G /\langle\bar{w}\rangle$ and write $u=\bar{u}\langle\bar{w}\rangle$ and $v=\bar{v}\langle\bar{w}\rangle$; then $u^{2^{n-1}}=1, v^{2}=u^{2^{n-2}}$ and $v^{-1} u v=u^{-1}$. By von Dyck's theorem (2.2.1) there is an epimorphism from $Q_{2^{n}}$ to $Q$ in which $x \mapsto u$ and $y \mapsto v$. Now what is the order of $Q$ ? In the first place $\langle\bar{u}\rangle \cap\langle\bar{w}\rangle=1$ (proof?), so $u=\bar{u}\langle\bar{w}\rangle$ has order $2^{n-1}$. Also $v^{2} \in\langle u\rangle$, while $v \in\langle u\rangle$ would imply that $\bar{v}=\bar{u}^{i} \bar{w}^{j}=\bar{u}^{i+j 2^{n-2}} \bar{v}^{-2 j}$ and $\bar{v}^{1+2 j}=\bar{u}^{i+j 2^{n-2}}$ for some $i$ and $j$, which is impossible. Thus $|Q:\langle u\rangle|=2$ and $|Q|=2^{n}$. But we see at once from the presentation that $\left|Q_{2^{n}}\right|$ divides $2^{n}$. Thus $Q \simeq Q_{2^{n}}$ and $Q_{2^{n}}$ has order $2^{n}$.

The group $Q_{8}$, which has order 8 , is best known as the group of Hamilton's $\dagger$ quaternions: this is the group consisting of the symbols $\pm 1, \pm i, \pm j$, $\pm k$ where $-1=i^{2}=j^{2}=k^{2}$ and $i j=k=-j i, j k=i=-k j, k i=j=-i k$ (see Exercise 5.3.1).

## Some Special Types of Finite $p$-Groups

As our first major result on $p$-groups we shall classify finite $p$-groups which have a cyclic maximal subgroup.
5.3.4. A group of order $p^{n}$ has a cyclic maximal subgroup if and only if it is of one of the following types:
(i) a cyclic group of order $p^{n}$;
(ii) the direct product of a cyclic group of order $p^{n-1}$ and one of order $p$;
(iii) $\left\langle x, a \mid x^{p}=1=a^{p^{n-1}}, a^{x}=a^{1+p^{n-2}}\right\rangle, n \geq 3$;
(iv) the dihedral group $D_{2^{n}}, n \geq 3$;
(v) the generalized quaternion group $Q_{2^{n}}, n \geq 3$;
(vi) the semidihedral group $\left\langle x, a \mid x^{2}=1=a^{2^{n-1}}, a^{x}=a^{2^{n-2}-1}\right\rangle, n \geq 3$.

We shall need here and elsewhere the following elementary fact.
5.3.5. In a nilpotent group of class at most 2 the identity $(x y)^{m}=x^{m} y^{m}[y, x]^{\binom{m}{2}}$ holds.

Proof. The result is obviously true when $m=1$ : proceed by induction on $m$. Using the induction hypothesis and the fact that $[x, y]$ lies in the center, we obtain that $(x y)^{m+1}=x^{m}\left(y^{m} x\right) y[y, x]^{\binom{m}{2}}$. Now Exercise 5.1 .4 shows that
$\left[y^{m}, x\right]=[y, x]^{m}$. Hence $y^{m} x=x y^{m}[y, x]^{m}$ and therefore

$$
\left.(x y)^{m+1}=x^{m+1} y^{m+1}[y, x]^{(m+1} 2\right)
$$

since $\binom{m+1}{2}=\binom{m}{2}+m$.
Proof of 5.3.4. Let $|G|=p^{n}$. Suppose that $N=\langle a\rangle$ is a cyclic maximal subgroup: then $N \triangleleft G$ and $|G: N|=p$. Writing $G / N=\langle x N\rangle$, we have $G=$ $\langle x, a\rangle$ : also $|a|=p^{n-1}$ and $x^{p} \in N$. If $G$ is abelian and $x^{p}=b^{p}$ where $b \in N$, then $\left(x b^{-1}\right)^{p}=1$ and $G=\left\langle x b^{-1}\right\rangle \times N$; otherwise $x^{p}=a^{i}$ where $(i, p)=1$, and $G=\langle x\rangle$. Thus, if $G$ is abelian, it is of type (i) or (ii). Henceforth we shall assume that $G$ is not abelian, so that $n>2$.

The element $x$ induces an automorphism in $N$ which must have order $p$ : hence $a^{x}=a^{m}$ where $m^{p} \equiv 1 \bmod p^{n-1}$ and $1<m<p^{n-1}$. Now by Fermat's Theorem $m^{p-1} \equiv 1 \bmod p$, so it follows that $m \equiv 1 \bmod p$.

For the moment assume that $p$ is odd. Write $m=1+k p^{i}$ where $(p, k)=1$ and, of course, $0<i<n-1$. Now
$m^{p}=\left(1+k p^{i}\right)^{p}=1+k p^{i+1}+\frac{p-1}{2} k^{2} p^{2 i+1}+\frac{(p-1)(p-2)}{6} k^{3} p^{3 i+1}+\cdots$,
which shows that $m^{p} \equiv 1+k p^{i+1} \bmod p^{i+2}$. But $m^{p} \equiv 1 \bmod p^{n-1}$, so that $k p^{i+1}+l p^{i+2}=l^{\prime} p^{n-1}$ with integral $l$ and $l^{\prime}$. Since $i+1 \leq n-1$ and $(p, k)=$ 1 , it follows that $i+1=n-1$ and $i=n-2$. Thus $m=1+k p^{n-2}$ : now there exists a $k^{\prime}$ such that $k k^{\prime} \equiv 1 \bmod p$ and $a^{x^{k^{\prime}}}=a^{\left(1+k p^{n-2}\right)^{k^{\prime}}}=a^{1+p^{n-2}}$, indicating that we may replace $x$ by $x^{k^{\prime}}$ and assume that $m=1+p^{n-2}$. It remains to discuss the position of $x^{p}$ in $N$. Now $\left(x^{p}\right)^{x}=x^{p}$ implies that $\left|x^{p}\right|$ divides $p^{n-2}$ and $x^{p} \in\left\langle a^{p}\right\rangle$, say $x^{p}=b^{p}$ where $b \in N$. Also $G$ is nilpotent of class 2 since $[a, x]=a^{p^{n-2}}$. Hence $\left(x b^{-1}\right)^{p}=x^{p} b^{-p}=1$ by 5.3 .5 since $\left[b^{-1}, x\right]^{p}$ $=1$. Replacing $x$ by $x b^{-1}$, we can assume that $x^{p}=1$, so that $G$ is of type (iii).

From now on let $p=2$. Certainly $m$ is odd, equal to $2 k+1$ say. From $m^{2} \equiv 1 \bmod 2^{n-1}$, it follows that $k(k+1) \equiv 0 \bmod 2^{n-3}$ and $k \equiv 0$ or $-1 \bmod 2^{n-3}$. There are, therefore, two possible forms: $m=2^{n-2} l+1$ where $l$ is odd, and $m=2^{n-2} l-1$. In the first case, replacing $x$ by a suitable power, we may assume that $m=2^{n-2}+1$, while in the second either $l$ is even and $m=2^{n-1}-1$ or $l$ is odd and we may take $m=2^{n-2}-1$. There are, therefore, three cases to examine.

Suppose that $m=2^{n-1}-1$, so that $a^{x}=a^{-1}$. Since $\left(x^{2}\right)^{x}=x^{2}$, the element $x^{2}$ has order 1 or 2 in $N$, which shows that $x^{2}=1$ or $a^{2 n-2}$ and $G \simeq$ $D_{2^{n}}$ or $Q_{2^{n}}$ respectively. Now assume that $m=2^{n-2}+1$. Since $x^{2}$ cannot generate $N$, we have $x^{2}=a^{2 r}$ for some $r$. Setting $b=a^{r\left(2^{n-3}-1\right)}$, we compute that $(x b)^{2}=x^{2} b^{2}[b, x]=a^{2 r} a^{r\left(2^{n-2}-2\right)} a^{r\left(2^{n-3}-1\right) 2^{n-2}}=a^{r 2^{2 n-5}}$. If $n \geq 4$, this power of $a$ equals 1 and $G$ is of type (iii). However, if $n=3$, then $a^{x}=a^{-1}$ and $x^{2}=1$ or $a^{2}$, so that $G \simeq D_{8}$ or $Q_{8}$.

Finally, let $m=2^{n-2}-1$. If $x^{2}=a^{2 r}$, then $a^{2 r}=\left(a^{2 r}\right)^{x}=a^{2 r\left(2^{n-2}-1\right)}$, in which event $2 r \equiv 0 \bmod 2^{n-2}$ and $x^{2}=1$ or $a^{2^{n-2}}$. If $x^{2} \neq 1$, then $\left(x a^{-1}\right)^{2}=$ $a^{2^{n-2}} a^{-2} a^{-\left(2^{n-2}-2\right)}=1$ and $G$ is of type (vi).

## Finite $p$-Groups with a Single Subgroup of Order $p$

5.3.6. A finite p-group has exactly one subgroup of order $p$ if and only if it is cyclic or a generalized quaternion group.

Proof. In the first place, cyclic $p$-groups and generalized quaternion groups have the property in question. Let $G$ have order $p^{n}$ and assume that there is just one subgroup of order $p$. If $G$ is abelian, the structure of finite abelian groups (4.2.6) tells us that $G$ must be cyclic. Assume therefore that $G$ is not abelian. Suppose that $p$ is odd and let $H$ be a maximal subgroup of $G$. By induction $H$ is cyclic and so $G$ has a cyclic maximal subgroup. Examining the list of groups in 5.3 .4 we see that none of them qualify. It follows that $p=2$.

Let $A$ be a maximal normal abelian subgroup of $G$. Then $A$ must be cyclic, generated by $a$ say. Also $A=C_{G}(A)$ by 5.2.3. Let $x A$ be an element of $G / A$ with order 2 . Now $\langle x, A\rangle$ is not abelian and it has a cyclic subgroup of index 2 , so by 5.3 .4 it is a generalized quaternion group, all the other types having more than one subgroup of order 2 . Hence $a^{x}=a^{-1}$, which establishes that $G / A$ has just one element of order 2 . Now $G / A$ is isomorphic with a subgroup of Aut $A$ and Aut $A \simeq \mathbb{Z}_{2^{m}}^{*}$ where $|A|=2^{m}$ by 1.5.5. Hence $G / A$ is abelian and therefore cyclic. But -1 is not a square modulo $2^{m}$ unless $m=1$, which is forbidden since it would force $A$ to lie in the center of $G$. Therefore $G / A$ has order 2 and $G$ is a generalized quaternion group.

## Groups in Which Every Subgroup Is Normal

In $Q=Q_{8}$, the quaternion group of order 8 , there is only one element of order 2 and it generates $Q^{\prime}$. Hence $1 \neq H \leq Q$ implies that $Q^{\prime} \leq H$ and $H \triangleleft$ $Q$. So every subgroup of $Q$ is normal. Our aim is to classify all groups with this property: these are known as Dedekind groups (a nonabelian Dedekind group is called Hamiltonian). We shall find that they are not far removed from $Q_{8}$.
5.3.7 (Dedekind, Baer). All the subgroups of a group $G$ are normal if and only if $G$ is abelian or the direct product of a quaternion group of order 8, an elementary abelian 2-group and an abelian group with all its elements of odd order.

Proof. We assume that every subgroup of $G$ is normal but $G$ is not abelian. Let $x$ and $y$ be two noncommuting elements and put $c=[x, y]$. Since $\langle x\rangle \triangleleft$
$G$ and $\langle y\rangle \triangleleft G$, we have $c \in\langle x\rangle \cap\langle y\rangle$ and therefore $x^{r}=c=y^{s}$ where $r$, $s \neq 0$ or 1 . Writing $Q=\langle x, y\rangle$, we see that $c \in \zeta Q$ and $Q^{\prime}=\langle c\rangle$; thus $Q$ is nilpotent of class 2 . Hence $c^{r}=[x, y]^{r}=\left[x^{r}, y\right]=[c, y]=1$, which implies that $c, x$, and $y$ have finite orders. Consequently $Q$ is finite.

Let $|x|=m$ and $|y|=n$. We shall suppose $x$ and $y$ so chosen that $m+n$ is minimal subject to $c=[x, y] \neq 1$. If $p$ is a prime divisor of $m$, the assumption of minimality implies that $1=\left[x^{p}, y\right]=c^{p}$ and $c$ has order $p$. This tells us that $|x|$ and $|y|$ are powers of $p$.

Since $c$ is a power of $x$ and of $y$, there exist integers $k, l, r, s$ such that $x^{k p^{r}}$ $=c=y^{l p^{s}}$ and $(k, p)=1=(l, p)$. Now there are integers $k^{\prime}, l^{\prime}$ such that $k k^{\prime}$ $\equiv 1 \bmod p$ and $l l^{\prime} \equiv 1 \bmod p$. Setting $x^{\prime}=x^{l^{\prime}}$ and $y^{\prime}=y^{k^{\prime}}$, we have $\left[x^{\prime}, y^{\prime}\right]$ $=c^{k^{\prime} l^{\prime}}$; also $\left(x^{\prime}\right)^{p^{r}}=\left(x^{p^{r}}\right)^{\prime \prime}=c^{k^{\prime} l^{\prime}}$ since $c^{k^{\prime}}=x^{k k^{\prime} p^{r}}=x^{p^{r}}$, and similarly $\left(y^{\prime}\right)^{p^{s}}=$ $c^{k^{\prime} l^{\prime}}$. Thus, replacing $x$ by $x^{\prime}$ and $y$ by $y^{\prime}$, we may assume that

$$
x^{p^{r}}=c=y^{p^{s}} \quad(r, s>0) .
$$

Evidently $|x|=p^{r+1}$ and $|y|=p^{s+1}$. Without loss of generality let $r \geq s$.
If $y_{1}$ denotes $x^{-p^{r-s}} y$, then $\left[x, y_{1}\right]=[x, y]=c$ and, by minimality of $|x|+|y|$, we must have $\left|y_{1}\right| \geq|y|=p^{s+1}$; hence $y_{1}^{p s} \neq 1$. By 5.3 .5 we have

$$
y_{1}^{p^{s}}=x^{-p^{r}} y^{p^{s}}\left[y, x^{-p^{r-s}}\right]^{\left(p_{2}^{s}\right)}=c^{-p^{r}\left(p^{s}-1\right) / 2} .
$$

If $p$ is odd, it divides $-\frac{1}{2} p^{r}\left(p^{s}-1\right)$ and $y_{1}^{p^{s}}=1$. Therefore $p=2$ and $2^{r-1}\left(2^{s}-1\right)$ is odd, that is, $r=1$. Since $r \geq s$, we have also $s=1$. The following relations are therefore vaid, $x^{4}=1, x^{2}=y^{2}$ and $x^{y}=x^{-1}$. Consequently $Q=\langle x, y\rangle$ is an image of a quaternion group of order 8 . Since $Q$ is not abelian, it is a quaternion group of order 8 .

Next consider $C=C_{G}(Q)$ and suppose that $g \in G \backslash C Q$. Then $g$ does not commute with both $x$ and $y$-say $y^{g} \neq y$. Since $|y|=4$, we must have $y^{g}=$ $y^{-1}$; therefore $g x$ commutes with $y$. Thus $g x$ cannot commute with $x$ (or else $g x \in C)$. The same argument shows that $g x y$ commutes with $x$ : but clearly $g x y$ also commutes with $y$. so $g x y \in C$ and $g \in C Q$. It follows that $G=C Q$. If $g \in C$, then $[x, g y]=[x, y] \neq 1$ and by the first paragraph of the proof $g y$ has finite order. Since $g$ and $y$ commute, $g$ has finite order and $G$ is a torsion group. Next suppose that $g$ in $C$ has order 4 . Then $[x, g y] \neq 1$ and $(g y)^{4}=1$, which implies that $(g y)^{x}=(g y)^{-1}$. Thus $[g y, x]=(g y)^{-2}=g^{-2} y^{-2}$ : but also $[g y, x]=[y, x]=y^{-2}$, so $g^{2}=1$, a contradiction. Thus we have shown that $C$ has no elements of order 4 .

Now by what we have already proved the elements in $C$ with odd order commute with each other and form an abelian subgroup $O$. The elements of $C$ with order a power of 2 form an elementary abelian 2-group $E_{1}$ and $C=$ $E_{1} \times O$. Hence $G=C Q=\left(Q E_{1}\right) \times O$. Since $E_{1}$ is elementary abelian, we can write $E_{1}=\left(Q \cap E_{1}\right) \times E$ for some subgroup $E$. Thus $G=(Q E) \times O=$ $Q \times E \times O$.

The converse is much easier. Assume that $G$ has the prescribed form $Q \times E \times O$ and let $H \leq G$. Then by Exercise 5.2.12 we have

$$
H=(H \cap(Q \times E)) \times(H \cap O)
$$

and clearly $H \cap O \triangleleft G$; thus we can assume that $G=Q \times E$. If $H \cap Q=1$, then $H$ lies in the subgroup of all elements $g$ of $G$ such that $g^{2}=1$ : this subgroup lies in $\zeta G$, so $H \triangleleft G$. Finally if $H \cap Q \neq 1$, then $H \geq Q^{\prime}=G^{\prime}$ and again $H \triangleleft G$.

## Extra-Special p-Groups

A finite $p$-group $G$ is called extra-special if $G^{\prime}$ and $\zeta G$ coincide and have order $p$. These groups play an important role in some of the deeper parts of finite group theory. As examples one thinks of $Q_{8}$ and $D_{8}$ : indeed any nonabelian group of order $p^{3}$ is extra-special (Exercise 5.3.6).

Let $G$ be an extra-special $p$-group and write $C=\zeta G=G^{\prime}$. This has order $p$, so it is cyclic: let $c$ be a fixed generator. If $x, g \in G$, then $\left[x, g^{p}\right]=[x, g]^{p}=$ 1 and $g^{p} \in C$. Consequently $V=G / C$ is an elementary abelian $p$-group and may be regarded as a vector space over $\mathrm{GF}(p)$. If $x, y \in G$, the commutator $[x, y]$ depends only on the cosets $u=x C$ and $v=y C$, so that it is meaningful to write $[x, y]=c^{f(u, v)}$. Thus $f: V \times V \rightarrow G F(p)$ is a well-defined function. Now $\left[x x_{1}, y\right]=[x, y]\left[x_{1}, y\right]$ and $[x, y]=[y, x]^{-1}$, from which it follows that $f$ is a skew-symmetric bilinear form on $V$. If $f(u, v)=0$ for all $v$ in $V$, then $[x, y]=1$ for all $y$ in $G$; in this event $u=x C=0_{V}$. Thus $f$ is a nondegenerate form.

We shall now quote a standard theorem in linear algebra on nondegenerate skew-symmetric bilinear forms. There exists a direct sum decomposition $V=V_{1} \oplus \cdots \oplus V_{n}$ where $V_{i}$ is a 2-dimensional subspace with basis $\left\{u_{i}, v_{i}\right\}$ such that $f\left(u_{i}, v_{i}\right)=1, f\left(u_{i}, v_{j}\right)=0$ if $i \neq j$, and $f\left(u_{i}, u_{j}\right)=0=f\left(v_{i}, v_{j}\right)$ for all $i, j$.

Write $u_{i}=x_{i} C$ and $v_{i}=y_{i} C$. Then $G_{i}=\left\langle x_{i}, y_{i}\right\rangle$ is a nonabelian group of order $p^{3}$. Clearly $C<G_{i} \leq G$ and $G=G_{1} G_{2} \cdots G_{n}$. In addition $G / C=$ $\operatorname{Dr}_{i} G_{i} / C$ and $\left[G_{i}, G_{j}\right]=1$ if $i \neq j$. The order of $G$ is, of course, $p^{2 n+1}$.

## Central Products

It is natural to think of the extra-special $p$-group $G$ as a direct product of the groups $G_{i}$ in which the centers of the $G_{i}$ are identified. Of course $G_{i}$ has order $p^{3}$, and there are in fact just two possible isomorphism types for $G_{i}$ (Exercise 5.3.6).

More generally a group $G$ is said to be the central product of its normal subgroups $G_{1}, \ldots, G_{n}$ if $G=G_{1} G_{2} \cdots G_{n},\left[G_{i}, G_{j}\right]=1$ for $i \neq j$, and $G_{i} \cap$ $\prod_{j \neq i} G_{j}=\zeta G$ for all $i$. Since $\zeta G_{i} \leq \zeta G$, it follows that $\zeta G_{i}=\zeta G$. We can sum up our conclusions about extra-special $p$-groups in terms of central products.
5.3.8. An extra-special p-group is a central product of $n$ nonabelian subgroups of order $p^{3}$ and has order $p^{2 n+1}$. Conversely a finite central product of nonabelian groups of order $p^{3}$ is an extra-special p-group.

For a more precise statement see Exercise 5.3.7.

## Exercises 5.3

1. Prove that Hamilton's quaternions are realized by the Pauli spin matrices

$$
i=\left(\begin{array}{cc}
\sqrt{-1} & 0 \\
0 & -\sqrt{-1}
\end{array}\right), \quad j=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \quad k=\left(\begin{array}{cc}
0 & \sqrt{-1} \\
\sqrt{-1} & 0
\end{array}\right)
$$

by showing that these generate a subgroup of $\mathrm{GL}(2, \mathbb{C})$ isomorphic with $Q_{8}$.
2. A group of order $p^{n}$ is isomorphic with a subgroup of the standard wreath product $\mathbb{Z}_{p} \sim \cdots \sim \mathbb{Z}_{p}$ ( $n$ factors).
3. Find the upper and lower central series of $Q_{2^{n}}$.
4. Prove that Aut $Q_{2^{n}} \simeq \operatorname{Hol}\left(\mathbb{Z}_{2^{n-1}}\right)$ if $n>3$, but that Aut $Q_{8} \simeq S_{4}$.
*5. If $\left.G=\langle x, y| x^{2}=1=y^{2^{n}}, y^{x}=y^{1+2^{n-1}}\right\}$, prove that Aut $G$ is a 2-group.
6. Let $G$ be a nonabelian group of order $p^{3}$. If $p$ is odd, prove that $G$ is isomorphic with

$$
\left\langle x, y \mid x^{p}=1=y^{p},[x, y]^{x}=[x, y]=[x, y]^{y}\right\rangle
$$

or

$$
\left\langle x, y \mid x^{p^{2}}=1=y^{p}, x^{y}=x^{1+p}\right\rangle .
$$

Show that these groups have exponent $p$ and $p^{2}$ respectively. If $p=2$, prove that that $G \simeq D_{8}$ or $Q_{8}$. Note that $G$ is always extra-special.
7. Let $G$ be an extra-special group of order $p^{2 n+1}$.
(i) If $p=2$, prove that $G$ is a central product of $D_{8}$ 's or a central product of $D_{8}$ 's and a single $Q_{8}$. [Hint: Show that a central product of two $Q_{8}$ 's is a central product of two $D_{8}$ 's.]
(ii) If $p>2$, prove that either $G$ has exponent $p$ or else it is a central product of nonabelian groups of order $p^{3}$ and exponent $p$ and a single nonabelian group of order $p^{3}$ and exponent $p^{2}$.
(iii) Deduce that there exist two isomorphism types of extra-special groups of order $p^{2 n+1}$ and give a presentation of each type.
8. A finite $p$-group $G$ will be called generalized extra-special if $\zeta G$ is cyclic and $G^{\prime}$ has order $p$.
(i) Prove that $G^{\prime} \leq \zeta G$ and $G / \zeta G$ is an elementary abelian $p$-group of even rank.
(ii) Express $G$ as a central product of groups of two types.
(iii) Prove that there are two isomorphism types of generalized extra-special groups once the order and index of the centre are specified. Give presentations for these types.
9. Let $G$ be a finite $p$-group. Prove that $G$ is not abelian but every proper quotient group of $G$ is abelian if and only if $G$ is a generalized extra-special group.
10. Let $G$ be a group of order $p^{n}$. If $G$ has a unique subgroup of order $p^{m}$ for all $1<m<n$, prove that $G$ is cyclic.
11. If in a finite $p$-group every subgroup of order $p^{2}$ is cyclic, the group is cyclic or generalized quaternion.

### 5.4. Soluble Groups

Let us begin by expanding our list of examples of finite soluble groups.
5.4.1. If $p, q, r$ are primes, all groups of orders $p^{m}, p^{m} q, p^{2} q^{2}$, or pqr are soluble.

Proof. Of course a group of order $p^{m}$ is nilpotent and hence soluble. Let $|G|=p^{m} q$ and suppose that $|G|$ is minimal subject to $G$ being insoluble: thus $p \neq q$. If $N$ is a proper nontrivial normal subgroup, both $N$ and $G / N$ are soluble by minimality of $|G|$ : this implies that $G$ is soluble. It follows that $G$ must be a simple group.

Let $n_{p}$ be the number of Sylow $p$-subgroups of $G$. Then $n_{p}$ divides $q$, so that $n_{p}=q$ : for if $n_{p}$ were 1 , there would be a normal Sylow $p$-subgroup. Let $I=P_{1} \cap P_{2}$ be an intersection of two distinct Sylow $p$-groups which has maximal order. If $I=1$, every pair of distinct Sylow $p$-subgroups intersects trivially, whence the number of nontrivial $p$-elements in $G$ is $q\left(p^{m}-1\right)=$ $p^{m} q-q$. The other elements are $q$ in number, so they must form a unique Sylow $q$-subgroup, contradicting the simplicity of $G$. Hence $I \neq 1$.

Now 5.2 .4 shows that $I<N_{i}=N_{P_{i}}(I)$, and clearly $I \triangleleft J=\left\langle N_{1}, N_{2}\right\rangle$. If $J$ is a $p$-group, it is contained in some Sylow $p$-subgroup, say $P_{3}$, and $P_{1} \cap P_{3} \geq P_{1} \cap J \geq N_{1}>I$, which contradicts the maximality of $I$. Thus $J$ is not a $p$-group and $q$ divides $|J|$. If $Q$ is a Sylow $q$-subgroup of $J$, then $\left|Q P_{1}\right|=p^{m} q$ and $G=Q P_{1}$, from which we deduce that $I^{G}=I^{P_{1}} \leq P_{1}$, so that $I^{G}$ is a proper normal subgroup of $G$, a final contradiction.

Suppose $G$ is an insoluble group of order $p^{2} q^{2}$ : by the first part we may assume $G$ simple and $p>q$. Now $n_{p} \equiv 1 \bmod p$ and $n_{p} \mid q^{2}$, whence $n_{p}=q^{2}$. Suppose that $P_{1}$ and $P_{2}$ are two distinct Sylow $p$-subgroups such that $I=$ $P_{1} \cap P_{2} \neq 1$. We note that $P_{i}$ is abelian since $\left|P_{i}\right|=p^{2}$, so that $I \triangleleft P_{i}$ and therefore $I \triangleleft\left\langle P_{1}, P_{2}\right\rangle=J$. Hence $J \neq G$, from which we infer that $|G: J|=$ $q$. But 1.6.9 implies that $|G|$ divides $q$ !, which is impossible since $p>q$. Hence all pairs of distinct Sylow $p$-subgroups of $G$ intersect trivially. Just as in the preceding case this leads to a unique Sylow $q$-subgroup.

The final part is left as an exercise for the reader.
More generally there is a famous theorem of Burnside to the effect that $a$ group of order $p^{m} q^{n}$ is always soluble: this is proved in Chapter 8. An even
more remarkable theorem due to Feit and Thompson [a46] asserts that every group of odd order is soluble; the proof is exeedingly difficult.

The first example of an insoluble group is the alternating group $A_{5}$, which has order $60=2^{2} \cdot 3 \cdot 5$ (Exercise 5.4.2). Thus groups of order $p^{2} q r$ need not be soluble and 5.4.1 cannot be extended in this direction.

## Composition Factors, Principal Factors, and Maximal Subgroups

If $G$ is a group-possibly without a composition series-we shall extend our previous usage and say that $H / K$ is a composition factor of $G$ if $H$ is subnormal in $G$ and $H / K$ is simple. Similarly we shall say that $H / K$ is a principal factor if $H / K$ is a minimal normal subgroup of $G / K$.

The following easy lemma exhibits a relation between maximal subgroups and principal factors.
5.4.2. Let $G$ be a group. Assume that $G=H A$ where $H$ is a proper subgroup and $A$ is an abelian normal subgroup of $G$. Then $H$ is maximal in $G$ if and only if $A / H \cap A$ is a principal factor of $G$. Also $|G: H|=|A: H \cap A|$.

Proof. Note first of all that $H \cap A \triangleleft H$ and also that $H \cap A \triangleleft A$ since $A$ is abelian; thus $H \cap A \triangleleft H A=G$.

Assume that $H$ is maximal. If $H \cap A<L \leq A$ and $L \triangleleft G$, then $G=H L$ because $L \nexists H$. Hence $A=(H L) \cap A=(H \cap A) L=L$ by the modular law. Hence $A / H \cap A$ is a principal factor. Conversely suppose that $A / H \cap A$ is a principal factor. Let $H<K \leq G$. Then $K=K \cap(H A)=H(K \cap A)>H$. Hence $H \cap A<K \cap A \triangleleft G$, so that $A=K \cap A$ and $G=K$, which shows that $H$ is maximal.
5.4.3. Let $G$ be a soluble group.
(i) A composition factor of $G$ has prime order.
(ii) A principal factor of $G$ is either an elementary abelian p-group or else a direct product of copies of the additive group of rational numbers.
(iii) The index of a maximal subgroup of $G$ is either infinite or a power of $a$ prime.

## Proof. (i) is clear.

(ii) It is enough to prove the result for $H$ a minimal normal subgroup of $G$. Now $H^{\prime} \triangleleft G$ and $H^{\prime} \neq H$ because $H$ is soluble. Hence $H^{\prime}=1$ and $H$ is abelian. If $p$ is a prime, then $H[p]=\left\{x \in H \mid x^{p}=1\right\}$ is a normal subgroup of $G$ contained in $H$. Hence either $H[p]=H$, so that $H$ is an elementary abelian $p$-group, or $H[p]=1$ for all $p$, which means that $H$ is torsion-free.

In the last case one also has $H^{p} \triangleleft G$; thus $H^{p}=H$ and $H$ is a divisible abelian group. The result now follows from 4.1.5.
(iii) Let $M$ be maximal in $G$. Since $G$ is soluble and $M \neq G$, there is a largest integer $i$ such that $A=G^{(i)} \nsubseteq M$. Then $A^{\prime} \leq M$ and $M / A^{\prime}$ is maximal in $G / A^{\prime}$. Without loss of generality we can assume that $A^{\prime}=1$ and $A$ is abelian. Since $M$ is maximal, $G=M A$. Then 5.4 .2 shows that $A$ is minimal normal in $G$. Since $|G: M|=|A|$, the result follows from (ii).

## The Fitting Subgroup of a Soluble Group

The Fitting subgroup of a soluble group plays a role similar to that of the center of a nilpotent group; the following result may be compared to 5.2.1 and 5.2.3.
5.4.4. Let $G$ be a soluble group with Fitting subgroup $F$.
(i) If $1 \neq N \triangleleft G$, then $N$ contains a nontrivial normal abelian subgroup of $G$ and $N \cap F \neq 1$.
(ii) $C_{G}(F)=\zeta F$.

Proof. (i) Let $i$ be the largest integer such that $N \cap G^{(i)} \neq 1$; then $\left(N \cap G^{(i)}\right)^{\prime} \leq$ $N \cap G^{(i+1)}=1$, so that $N \cap G^{(i)}$ is abelian and normal in $G$.
(ii) Suppose that $C=C_{G}(F)$ is not contained in $F$. By (i) there exists $A / F \triangleleft G / F$ such that $F<A \leq C F$ and $A / F$ is abelian. But $A=A \cap(C F)=$ $(A \cap C) F$ and $\gamma_{3}(A \cap C) \leq\left[A^{\prime}, C\right] \leq[F, C]=1$, which shows that $A \cap C \leq$ $F$ and $A=F$. By this contradiction $C \leq F$ and hence $C=\zeta F$.

## The Nilpotent Length

If $G$ is a finite group, the upper nilpotent series $1=U_{0}(G) \leq U_{1}(G) \leq \cdots$ is defined by $U_{i+1}(G) / U_{i}(G)=\operatorname{Fit}\left(G / U_{i}(G)\right)$. The lower nilpotent series $G=L_{0}(G) \geq L_{1}(G) \geq L_{2}(G) \geq \cdots$ is defined dually by writing $L_{i+1}(G)=$ $\bigcap_{j=1,2, \ldots} \gamma_{j}\left(L_{i}(G)\right)$, so that $L_{i}(G) / L_{i+1}(G)$ is the largest nilpotent quotient group of $L_{i}(G)$. The terms of these series are characteristic-even fullyinvariant in the case of $\left\{L_{i}(G)\right\}$-and the factors are nilpotent.
5.4.5. Let $1=G_{0} \triangleleft G_{1} \triangleleft \cdots \triangleleft G_{n}=G$ be a series with nilpotent factors in a finite soluble group $G$. Then

$$
G_{i} \leq U_{i}(G) \quad \text { and } \quad L_{i}(G) \leq G_{n-i} .
$$

In particular

$$
U_{n}(G)=G \quad \text { and } \quad L_{n}(G)=1 .
$$

The proof is by induction on $i$. Note that $G_{1} \leq G_{1}^{G} \leq U_{1}$ by 5.2.8. It follows immediately that the lengths of the upper and lower nilpotent series of a finite soluble group are equal: this number is called the nilpotent length.

It is sometimes convenient to speak of the nilpotent length of an infinite soluble group. This is best defined as the length of a shortest series with nilpotent factors. Groups with nilpotent length at most 2 are called metanilpotent groups.

## Supersoluble Groups

A group is said to be supersoluble (or supersolvable) if it has a normal cyclic series, that is, a series of normal subgroups whose factors are cyclic. Supersoluble groups are, of course, soluble. The group $A_{4}$, which has no normal cyclic subgroups except 1 , is the first example of a soluble group that is not supersoluble. It is easy to prove-and the reader should check-that the class of supersoluble groups is closed with respect to forming subgroups, images, and finite direct products.

### 5.4.6.

(i) Supersoluble groups satisfy the maximal condition.
(ii) Finitely generated nilpotent groups are supersoluble.

Proof. This follows from 3.1.7 and 5.2.18.
5.4.7. A principal factor of a supersoluble group has prime order and a maximal subgroup has prime index.

Proof. Let $N$ be a minimal normal subgroup of a supersoluble group $G$ and let $1=G_{0}<G_{1}<\cdots<G_{n}=G$ be a normal cyclic series. Now there is a least integer $i$ that $N \cap G_{i} \neq 1$. Then $N \cap G_{i} \triangleleft G$, so that $N \cap G_{i}=N$ and $N \leq G_{i}$. Since $N \cap G_{i-1}=1$, we obtain $N \simeq N G_{i-1} / G_{i-1} \leq G_{i} / G_{i-1}$. Hence $N$ is cyclic of prime order. The second statement may be proved just like 5.4 .3 (iii).

In fact the properties of 5.4 .7 characterize finite supersoluble groups. This is obvious for the first property; for the second it will be proved in Chapter 9.
5.4.8 (Zappa). If $G$ is a supersoluble group, there is a normal series

$$
1=G_{0}<G_{1}<\cdots<G_{n}=G
$$

in which each factor is cyclic of prime or infinite order and the order of the factors from the left is this: odd factors in descending order of magnitude, infinite factors, factors of order 2.

Proof. By refining a normal cyclic series of $G$ we obtain a normal cyclic series $1=H_{0}<H_{1}<\cdots<H_{m}=G$ in which each factor has prime or infinite order. We describe a procedure for obtaining a new series in which the factors have the stated ordering.

Suppose that $H_{i+1} / H_{i}$ has order $p$ and $H_{i} / H_{i-1}$ has order $q$ where $q<p$. Since $\left|\operatorname{Aut}\left(H_{i} / H_{i-1}\right)\right|=q-1$, which is not divisible by $p$, the factor $H_{i} / H_{i-1}$ lies in the center of $H_{i+1} / H_{i-1}$ and the latter is cyclic of order $p q$. If $\bar{H}_{i} / H_{i-1}$ is the subgroup of order $p$, it is characteristic in $H_{i+1} / H_{i-1}$ and $\bar{H}_{i} \triangleleft G$ : also $H_{i+1} / \bar{H}_{i}$ has order $q$. Replacing $H_{i}$ by $\bar{H}_{i}$ we obtain a normal cyclic series of $G$ in which the $p$-factor now precedes the $q$-factor.

Next let $H_{i+1} / H_{i}$ have odd prime order $p$ and let $H_{i} / H_{i-1}$ be infinite cyclic. Then $\operatorname{Aut}\left(H_{i} / H_{i-1}\right)$ has order 2, which shows that $H_{i} / H_{i-1}$ lies in the center of $H_{i+1} / H_{i-1}$ and the latter is abelian. If $H_{i+1} / H_{i-1}$ is infinite cyclic, simply delete $H_{i}$ from the series. Otherwise there is a subgroup $\bar{H}_{i} / H_{i-1}$ of order $p$; then $\bar{H}_{i} \triangleleft G$ and $H_{i+1} / \bar{H}_{i}$ is infinite cyclic. Replacing $H_{i}$ by $\bar{H}_{i}$, we cause the $p$-factor to precede the infinite factor.

Finally suppose that $H_{i+1} / H_{i}$ is infinite and $H_{i} / H_{i-1}$ has order 2. Then $H_{i+1} / H_{i-1} \simeq \mathbb{Z}_{2} \oplus \mathbb{Z}$ and $\bar{H}_{i} / H_{i-1}=\left(H_{i+1} / H_{i-1}\right)^{2}$ is infinite cyclic. Also $\bar{H}_{i} \triangleleft$ $G$ and $\left|H_{i+1}: \bar{H}_{i}\right|=4$. By 5.4 .7 there exists $\overline{\bar{H}}_{i} \triangleleft G$ such that $\bar{H}_{i}<\overline{\bar{H}}_{i}<H_{i+1}$ and $\left|H_{i+1}: \overline{\bar{H}}_{i}\right|=2=\left|\overline{\bar{H}}_{i}: \bar{H}_{i}\right|$. Delete $H_{i}$ and insert $\bar{H}_{i}$ and $\overline{\bar{H}}_{i}$. Thus, at the expense of adding a factor of order 2 on the right, we may move an infinite factor to the left past one of order 2.

By repeated use of these techniques a series of the type sought is obtained.
5.4.9. The elements of odd order in a supersoluble group form a characteristic subgroup.

This follows directly from 5.4.8. Notice however that since the infinite dihedral group is generated by elements of order 2 , the elements of finite order in a supersoluble group do not in general form a subgroup.

Finally, we prove a result showing that the Fitting subgroup of a supersoluble group is relatively large.
5.4.10. If $G$ is a supersoluble group, then Fit $G$ is nilpotent and $G / F i t G$ is a finite abelian group. In particular, $G^{\prime}$ is nilpotent.

Proof. Let $F=$ Fit $G$. By 5.4 .6 the group $G$ satisfies the maximal condition and $F$ is finitely generated. Hence $F$ is a product of finitely many nilpotent normal subgroups and so it is nilpotent by Fitting's theorem (5.2.8). Let $1=G_{0}<G_{1}<\cdots<G_{n}=G$ be a normal cyclic series. Set $F_{i}=G_{i+1} / G_{i}$ and $C=\bigcap_{i=1, \ldots, n} C_{G}\left(F_{i}\right)$. Now Aut $F_{i}$ is finite and abelian, which shows that $G / C$ is finite and abelian. Also $\left[G_{i+1} \cap C, C\right] \leq G_{i} \cap C$, whence the $G_{i} \cap C$ form a central series of $C$ and $C$ is nilpotent. Hence $C \leq F$ and $G / F$ is finite and abelian.

A discussion of the deeper properties of finite soluble groups is deferred until Chapter 9. In the remainder of this chapter we shall be concerned with certain important classes of infinite soluble groups.

## Infinite Soluble Groups

We begin with a simple but frequently used fact.
5.4.11. A finitely generated soluble torsion group is finite.

Proof. Let $G$ be the group in question and let $d$ denote its derived length. If $d=0$, there is nothing to prove. So let $d>0$ and put $A=G^{(d-1)}$. Then by induction on $d$ the quotient group $G / A$ is finite, which by 1.6 .11 implies that $A$ is finitely generated. We now use 4.2 .9 to show that $A$ is finite, from which it follows that $G$ is finite.

## Polycyclic Groups

One of the most important classes of infinite soluble groups is the class of polycyclic groups. Recall that a group $G$ is said to be polycyclic if it has a cyclic series, by which we mean of course a series with cyclic factors. It is clear that polycyclic groups are soluble and that every supersoluble group is polycyclic. Moreover the class of polycyclic groups is closed with respect to forming subgroups, images, and extensions. Most of the results that follow are due to K.A. Hirsch who initiated the study of polycyclic groups in 1938.
5.4.12. A group is polycyclic if and only if it is soluble and satisfies the maximal condition.

Proof. Every cyclic group satisfies the maximal condition and the latter property is closed under forming extensions (3.1.7); hence every polycyclic group has max. Conversely, suppose that $G$ is a soluble group with max. Then the factors of the derived series are finitely generated abelian groups. By refining this series we obtain one with cyclic factors, thus showing that $G$ is polycyclic.
5.4.13. In a polycyclic group $G$ the number of infinite factors in a cyclic series is independent of the series and hence is an invariant of $G$ (known as the Hirsch length).

Proof. Suppose that we have a cyclic series of $G$ : then a refinement of this series is also cyclic and it will have the same number of infinite factors. The reason is that if $H / K$ is an infinite cyclic factor and $K \leq K^{*}<H^{*} \leq H$,
then one of $K^{*} / K, H^{*} / K^{*}$, and $H / H^{*}$ is infinite cyclic while the others are finite. Since any two cyclic series have isomorphic refinements, they must have the same number of infinite cyclic factors.
5.4.14. A group is polycyclic if and only if it has a normal series each factor of which is either free abelian of finite rank or finite elementary abelian.

We leave the easy proof as an exercise.

## Poly-Infinite Cyclic Groups

Extending our use of the prefix "poly," let us call a group poly-infinite cyclic if it has a series with infinite cyclic factors. Obviously every poly-infinite cyclic group is torsion-free and polycyclic, but the converse is false (see Exercise 5.4.15). Nevertheless general polycyclic groups are quite close to being poly-infinite cyclic, as the following theorem shows.

### 5.4.15.

(i) Every polycyclic group has a normal poly-infinite cyclic subgroup of finite index.
(ii) An infinite polycyclic group contains a nontrivial torsion-free abelian normal subgroup.

Proof. (i) Let $1=G_{0} \triangleleft G_{1} \triangleleft \cdots \triangleleft G_{n}=G$ be a cyclic series in a polycyclic group $G$. If $n \leq 1$, then $G$ is cyclic and the result is obvious. Let $n>1$ and put $N=G_{n-1}$. By induction on $n$ there is a normal subgroup $M$ of $N$ such that $M$ is poly-infinite cyclic and $N / M$ is finite. Now $N / M_{G}$ is finite because it is a finitely generated torsion group (see 5.4.11), and $M_{G}$ is poly-infinite cyclic. Thus nothing is lost if we assume that $M \triangleleft G$. If $G / N$ is finite, so is $G / M$ and we are finished. Assume therefore that $G / N$ is infinite cyclic, generated by $x N$ say.

There is a positive integer $r$ for which $x^{r}$ centralizes $N / M$. Set $L=$ $\left\langle x^{r}, M\right\rangle$. Then it is clear that $L \triangleleft\langle x, N\rangle=G$. Moreover $G / L$ is finite because it is the product of the finite subgroups $\langle x, L\rangle / L$ and $N L / L$. Since no positive power of $x$ can belong to $N$, the factor $L / M$ is infinite cyclic and $L$ is poly-infinite cyclic.
(ii) If $G$ is infinite, then $L \neq 1$ and the smallest nontrivial term of the derived series of $L$ is a subgroup of the type sought.

We shall establish next an interesting property of subgroups of polycyclic groups.
5.4.16 (Mal'cev). Let $H$ be a subgroup of a polycyclic group $G$. Then $H$ equals the intersection of all the subgroups of finite index in $G$ that contain $H$.

Proof(J.S. Wilson). We begin with the remark that all is well if $G$ is abelian. For then $H \triangleleft G$ and $G / H$, being a finitely generated abelian group, is residually finite by Exercise 4.2.15; this gives the desired result.

In the general case let $l$ be the Hirsch length of $G$. Should $l=0$, the group will be finite and there is nothing to prove. Assume therefore that $l>0$ and proceed by induction on $l$. According to 5.4 .15 there is a torsionfree abelian normal subgroup $A \neq 1$. Since the Hirsch length of $G / A$ is less than $l$, the theorem is true for $G / A$.

Let $g \in G \backslash H$; it suffices to find a subgroup $K$ such that $H \leq K,|G: K|<$ $\infty$ and $g \notin K$. If $g \notin H A$, the existence of such a $K$ may be inferred from the truth of the theorem for $G / A$. Assume therefore that $g \in H A$. Then $g=h a$ where $h \in H$ and $a \in A$; notice that $a \notin H \cap A$ since $g \notin H$.

By the abelian case there is a subgroup $B$ of $A$ such that $H \cap A \leq B$, $|A: B|<\infty$ and $a \notin B$. Clearly $A^{m} \leq B$ for some $m>0$, and $\left|A: A^{m}\right|<\infty$. By induction on $l$ the theorem is true for $G / A^{m}$, so we can assume that $g \in H A^{m}$, say $g=h_{1} a_{1}$, where $h_{1} \in H$ and $a_{1} \in A^{m}$. Hence $h a=h_{1} a_{1}$, so that $a a_{1}^{-1}=h^{-1} h_{1} \in H \cap A \leq B$. Since $a_{1} \in A^{m} \leq B$, we reach the contradiction $a \in B$.

Specializing to the case $H=1$ we obtain

### 5.4.17 (Hirsch). A polycyclic group is residually finite.

An arbitrary group $G$ can be made into a topological group by declaring the collection of all subgroups of finite index to be a base of neighborhoods of the identity. The resulting topology is known as the profinite topology: it is Hausdorff precisely when $G$ is residually finite. Mal'cev's theorem may be reformulated by saying that every subgroup of a polycyclic group is closed in the profinite topology.

We give next a further application of 5.4.15.
5.4.18 (Hirsch). If a polycyclic group $G$ is not nilpotent, then it must have a finite nonnilpotent image.

Proof. Let $G$ be a counterexample with minimal Hirsch length. Certainly $G$ will be infinite, so 5.4 .15 provides us with a nontrivial torsion-free abelian normal subgroup $A$. Of course $A$ is free abelian; let $r$ be its rank.

If $p$ is any prime, $G / A^{p}$ has smaller Hirsch length than $G$, so by minimality $G / A^{p}$ is nilpotent. Now $A / A^{p}$ is elementary abelian of order $p^{r}$; thus by 5.2.1 it lies in $\zeta_{r}\left(G / A^{p}\right)$ and

$$
B=[A, \underbrace{G, \ldots, G}_{r}] \leq A^{p} .
$$

But $\bigcap_{p} A^{p}=1$ because $A$ is free abelian. Hence $B=1$ and $A \leq \zeta_{r} G$. This shows that $G$ is nilpotent, a contradiction.

This result is very useful in transferring properties of finite groups to polycyclic groups. Here are some examples due to Hirsch and Itô.
5.4.19. The Frattini subgroup of a polycyclic group is nilpotent.

Proof. Let $F=$ Frat $G$ where $G$ is polycyclic. If $F$ is not nilpotent, then some finite $F / N$ is not nilpotent. Replacing $N$ by its core in $G$, we can suppose that $N \triangleleft G$. But $\operatorname{Frat}(G / N)=F / N$ and a finite Frattini subgroup is always nilpotent by 5.2.15 (i). This is a contradiction.
5.4.20. If $G$ is a polycyclic and $G^{\prime} \leq$ Frat $G$, then $G$ is nilpotent.

Proof. If $G$ is not nilpotent, it has a finite nonnilpotent image $H$. But $H^{\prime} \leq$ Frat $H$ is clearly valid and by 5.2.16 this implies that $H$ is nilpotent.

For a detailed study of polycyclic groups the reader should consult the book by Segal [b61].

## Finitely Generated Soluble Groups

These form a much wider class of groups than do polycyclic groups. An example of a finitely generated soluble group that is not polycyclic is the semidirect product

$$
G=X \ltimes A
$$

where $A$ is the additive group of dyadic rationals $m 2^{n}, m, n \in \mathbb{Z}$, and $X=$ $\langle x\rangle$ is an infinite cyclic group acting on $A$ via multiplication by 2 : thus $a x=2 a$. This group is generated by $x$ and the integer 1 : also it is metabelian. However $G$ is not polycyclic because $A$ is not finitely generated.

Soluble groups with the maximal condition on normal subgroups, max-n, are intermediate between polycyclic groups and finitely generated soluble groups, as we now show.
5.4.21. A soluble group $G$ with the maximal condition on normal subgroups is finitely generated.

Proof. Let $d$ denote the derived length of $G$. If $d \leq 1$, then $G$ is abelian and the assertion is obvious. Let $d>1$ and put $A=G^{(d-1)}$. By induction on $d$ there is a finite set of generators $x_{1} A, \ldots, x_{m} A$ for $G / A$. Now $A$ satifies max$G$ since $G$ satisfies max-n. Hence $A=a_{1}^{G} \cdots a_{n}^{G}$ for some finite set of elements $a_{i}$. But since $A$ is abelian, $a_{i}^{G}=a_{i}^{\left\langle x_{1}, \ldots, x_{m}\right\rangle}$. Therefore $G$ is generated by $a_{1}$, $\ldots, a_{n}, x_{1}, \ldots, x_{m}$.

Much more will be said of finitely generated soluble groups in Chapter 15.

## Soluble Groups with the Minimal Condition

Since polycyclic groups have been identified as the soluble groups with max, it is natural to ask about the dual class, soluble groups with min. If $G$ is a soluble group with min, each factor of an abelian series has min and so by 4.2.11 is a direct product of finitely many cyclic and quasicyclic groups. Thus the soluble groups with min are exactly the poly-(finite cyclic or quasicyclic) groups.

Basic in the study of the minimal condition is
5.4.22. Let the group $G$ satisfy the minimal condition on normal subgroups. Then $G$ possesses a unique minimal subgroup of finite index (called the finite residual). This subgroup is characteristic in $G$.

Proof. The minimal condition on normal subgroups guarantees the existence of a smallest normal subgroup of finite index, say $F$. Let $H$ be any subgroup of finite index. By 1.6.9 the core $H_{G}$ has finite index, so by 1.3.12 we have $\left|G: H_{G} \cap F\right|<\infty$. Hence $H_{G} \cap F=F$ and $F \leq H$, showing that $F$ is contained in every subgroup with finite index in $G$.

We come now to the structure theorem for soluble groups with min.
5.4.23 (Černikov). A soluble group satisfies the minimal condition if and only if it is an extension of a direct product of finitely many quasicyclic groups by a finite group.

Proof. Let $G$ be a soluble group with $\min$ and let $F$ be its finite residual (see 5.4.22). Then we can assume that $F \neq 1$ since $G / F$ is finite. Therefore $F$ contains a nontrivial normal abelian subgroup of $G$, say $A$, by 5.4.4. Let $1 \neq a \in$ $A$. Clearly conjugates of $a$ have the same order as $a$ and belong to $A$. Now according to Exercise 4.3 .5 in an abelian group with min there are only finitely many elements of each prescribed order. Hence $\left|G: C_{G}(a)\right|<\infty$. By definition of $F$ we have $F \leq C_{G}(a)$ and consequently $a \in \zeta F$ and $\zeta F \neq 1$.

If $F=\zeta F$, then $F$ is abelian with min and has no proper subgroups of finite index: therefore $F$ is a direct product of finitely many quasicyclic groups by 4.2.11, and $G$ has the required structure. Thus we can assume that $\zeta F<$ $F$. Now $\zeta F \triangleleft G$, so the preceding argument may be applied to the group $G / \zeta F$ (which has finite residual $F / \zeta F$ ) to show that $\zeta F=\zeta_{1} F<\zeta_{2} F$. Let $z \in$ $\zeta_{2} F \backslash \zeta_{1} F$ and let $x \in F$; then $z^{x}=z z_{1}$ where $z_{1} \in \zeta_{1} F$. Now the minimal condition implies that $G$ is a torsion group; hence $\left|z_{1}\right|$ divides $|z|$. Since $\zeta F$ has min , for a given $z$ there are only finitely many possibilities for $z_{1}$ in $\zeta_{1} F$ and hence for $z^{x}$ where $x \in F$. Thus $\left|F: C_{F}(z)\right|<\infty$, which implies that $F=$ $C_{F}(z)$ and $z \in \zeta_{1} F$, a contradiction.

The converse follows from the fact that a quasicyclic group satisfies min and $\min$ is closed under extensions (3.1.7).

A group which is an extension of a finite direct product of quasicyclic groups by a finite group is called a Černikov group. Such groups arise rather frequently in infinite group theory. Indeed until very recently they were the only known examples of groups with min. In this connection see 14.4.

## Exercises 5.4

1. Let $p, q, r$ be primes. Prove that a group of order $p q r$ is soluble.
2. If $G$ is an insoluble group of order at most 200 , prove that $|G|=60,120,168$, or 180.
3. Give examples of insoluble groups of orders $60,120,168$, and 180.
4. A group is called perfect if it equals its derived subgroup.
(a) Prove that every group $G$ has a unique maximal perfect subgroup $R$ and $R$ is fully-invariant in $G$.
(b) If $G$ is finite, then $R$ is the smallest term of the derived series.
(c) If $G$ is perfect but not simple and $1<|G| \leq 200$, show that $|G|=120$ or 180 .
(d) Find a perfect nonsimple group of order 120 (in fact there are no perfect groups of order 180-see Exercise 10.1.5).
5. The class of supersoluble groups is closed with respect to forming subgroups, images, and finite direct products.
*6. The product of two normal supersoluble subgroups need not be supersoluble. [Hint: Let $X$ be the subgroup of $\operatorname{GL}(2,3)$ generated by

$$
\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right) \text { and }\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

thus $X \simeq D_{8}$. Let $X$ act in the natural way on $A=\mathbb{Z}_{3} \oplus \mathbb{Z}_{3}$ and write $G=$ $X \ltimes A$. Show that $G$ is not supersoluble. Let $L$ and $M$ be distinct Klein 4-subgroups of $X$ and consider $H=L A$ and $K=M A$.]
7. If $N$ is a normal nilpotent subgroup of $G$ and $G / N^{\prime}$ is supersoluble, then $G$ is supersoluble.
8. If $R=\mathbb{Z}$ or $\mathbb{Z}_{p}$, prove that the group of triangular matrices $T(n, R)$ is supersoluble.
9. If $N$ is a normal subgroup of a polycyclic group $G$, prove that $h(G)=h(N)+$ $h(G / N)$ where $h(X)$ denotes the Hirsch length of $X$. Deduce that $h(G)=h(G / N)$ if and only if $N$ is finite.
10. If $H$ is a subgroup of a polycyclic group $G$, prove that $h(G)=h(H)$ if and only if $|G: H|$ is finite.
11. A group is said to be poly-(cyclic or finite) if it has a series whose factors are cyclic or finite. Prove that a group is poly-(cyclic or finite) if and only if it has a normal polycyclic subgroup of finite index.
12. Prove that 5.4.15-5.4.20 are valid for poly-(cyclic or finite) groups.
13. (Seksenbaev). If a polycyclic group $G$ is a residually finite $p$-group for infinitely many primes $p$, then it is a finitely generated torsion-free nilpotent group (cf. 5.2.21). [Hint: Assume that $G$ is not nilpotent. Show that $\gamma_{i} G / \gamma_{i+1} G$ is finite for some $i$. Now argue that $\left|\gamma_{i} G: \gamma_{i+1} G\right|$ is divisible by infinitely many primes.]
14. (Šmelkin). Let $G$ be a polycyclic group and $p$ any prime. Then $G$ has a normal subgroup of finite index which is a residually finite $p$-group. [Hint: Argue by induction on the length of a cyclic series.]
15. (Hirsch). Let $G$ be the group with generators $x, y, z$ and defining relations $x^{z}=$ $x^{-1}, y^{z}=y^{-1}$ and $[x, y]=z^{4}$. Prove that $G$ is a torsion-free polycyclic group with $h(G)=3$. Show also that $G_{\mathrm{ab}}$ is finite, so that $G$ is not poly-infinite cyclic.
16. If $G$ is a finitely generated nilpotent group, prove that $G$ is isomorphic with a subgroup of the direct product of a finite nilpotent group and a finitely generated torsion-free nilpotent group.
17. A group is poly-(quasicyclic or finite) precisely when it is a Černikov group.
18. (M.F. Newman). Let $G$ be an infinite Černikov $p$-group. Assume that $G$ is not abelian but every proper quotient group of $G$ is abelian (see Exercise 5.3.9).
(i) Show that $G$ is nilpotent of class 2 .
(ii) Show that $\zeta G$ is of type $p^{\infty}$ and $\left|G^{\prime}\right|=p$.
(iii) Prove that $G / \zeta G$ is an elementary abelian $p$-group of order $p^{2 n}$ for some positive $n$.
(iv) Find a presentation for $G$.
(v) Show that $G$ is determined up to isomorphism by $p$ and $n$.
19. Show that a maximal subgroup of a polycyclic group has finite index.
20. (Kegel). Let $G$ be a polycyclic group and let $H$ be a subgroup of $G$ such that $H N$ is subnormal in $G$ for every $N \triangleleft G$ with $G / N$ finite. Prove that $H$ is subnormal in $G$. [Hint: Let $A \triangleleft G$ where $A$ is free abelian with positive rank $r$. Argue that one can assume $A / H \cap A$ to be torsion-free. If $p$ is a prime, then $H A^{p}$ is subnormal in $G]$.
21. Let $G$ be a polycyclic group given by a finite presentation with generators $x_{1}$, $\ldots, x_{n}$. Show that there is an algorithm which, when words $w, w_{1}, \ldots, w_{m}$ in the $x_{i}$ are given, decides whether $w \in\left\langle w_{1}, w_{2}, \ldots, w_{m}\right\rangle$ in $G$. (Then the generalized word problem is said to be soluble for G.) [Hint: Use 5.4.16 and imitate the proof of 2.2.5.]

## CHAPTER 6

## Free Groups and Free Products

### 6.1. Further Properties of Free Groups

Among the basic properties of free groups established in Chapter 2 was the fact that every group is isomorphic with a quotient group of a free group, a fundamental result that demonstrates clearly the significance of free groups. Thus the quotient groups of free groups account essentially for all groups. By contrast subgroups of free groups are very restricted; in fact they too are free. This important fact, first proved in 1921 by Nielsen in the case of finitely generated free groups, is the principal result of the first section.

## Subgroups of Free Groups

6.1.1 (The Nielsen-Schreier $\dagger$ Theorem). If $W$ is a subgroup of a free group $F$, then $W$ is a free group. Moreover, if $W$ has finite index $m$ in $F$, the rank of $W$ is precisely $n m+1-m$ where $n$ is the rank of $F$ (which may be infinite).

Of the many approaches to this theorem we have chosen one due to A.J. Weir; this is entirely algebraic in nature, the crucial idea being the introduction of certain functions called coset maps. The notation that follows will remain fixed throughout the proof of the Nielsen-Schreier Theorem.

Let $F$ be a free group on a set $X$; let $W$ be an arbitrary subgroup of $F$. The right cosets of $W$ in $F$ are to be labeled by means of an index set $I$ containing the symbol 1 ,

$$
\left\{W_{i} \mid i \in I\right\},
$$

$\dagger$ Otto Schreier (1901-1929).
with the convention that $W_{1}=W$. We choose a right transversal to $W$ in $F$, the representative of the coset $W_{i}$ being written

$$
\bar{W}_{i},
$$

with the stipulation that $\bar{W}=1$.
If $u \in F$, the elements $\overline{W_{i}} u$ and $\overline{W_{i} u}$ belong to the same right coset $W_{i} u$, so that

$$
\bar{W}_{i} u{\overline{W_{i}} u^{-1} \in W . . . ~}_{\text {. }}
$$

The idea behind the proof is to find a transversal $T$ such that the nontrivial elements $\bar{W}_{i} u \bar{W}_{i}{ }^{-1}, u \in T, i \in I$, constitute a set of free generators of $W$.

With this aim in mind we associate with each $i$ in $I$ and $x$ in $X$ a symbol $y_{i x}$, denoting by

$$
\hat{F}
$$

the free group on the set of all $y_{i x}$. The assignment $y_{i x} \mapsto \bar{W}_{i} x \bar{W}_{i} x{ }^{-1}$ determines a homomorphism

$$
\tau: \hat{F} \rightarrow W .
$$

The first step is to show that $\tau$ is surjective.

## Coset Maps

To each $u$ in $F$ and $i$ in $I$ we shall associate an element $u^{W_{i}}$ of $\hat{F}$, referring to the mapping $u \mapsto u^{W_{i}}$ as a coset map. (Note: $u^{W_{i}}$ does not mean a normal closure in this chapter.)

Define

$$
1^{W_{i}}=1, \quad x^{W_{i}}=y_{i x}, \quad \text { and } \quad\left(x^{-1}\right)^{W_{i}}=\left(x^{W_{i} x^{-1}}\right)^{-1},
$$

if $x \in X$. Generally, if $u=v y$ in reduced form with $y \in X \cup X^{-1}$, define $u^{W_{i}}$ by induction on the length of $u$ by means of the equation

$$
u^{W_{i}}=v^{W_{i}} y^{W_{i}} v .
$$

It is important to know how a coset map affects products and inverses.
6.1.2. If $u$ and $v$ belong to $F$, then $(u v)^{W_{i}}=u^{W_{i}} v^{W_{i} u}$ and $\left(u^{-1}\right)^{W_{i}}=\left(u^{W_{i} u^{-1}}\right)^{-1}$.

Proof. Consider the product formula. This certainly holds if $v=1$. Suppose that $v \in X \cup X^{-1}$. If the last symbol of $u$ is not $v^{-1}$, the formula is true by definition. Otherwise $u=u_{1} v^{-1}$ in reduced form and $u v=u_{1}$. Thus $(u v)^{W_{i}}=$ $u_{1}^{W_{i}}$. But $u^{W_{i}}=\left(u_{1} v^{-1}\right)^{W_{i}}=u_{1}^{W_{i}}\left(v^{-1}\right)^{W_{i} u_{1}}$ and $\left(v^{-1}\right)^{W_{i} u_{1}}=\left(v^{W_{i} u_{1} v^{-1}}\right)^{-1}=\left(v^{W_{i} u}\right)^{-1}$ by definition. Hence $u_{1}^{W_{i}}=u^{W_{i}} v^{W_{i} u}$ as required.

Assume now that the length of $v$ (as a reduced word in $X$ ) exceeds 1. Write $v=v_{1} y$ in reduced form with $y \in X \cup X^{-1}$. By induction on the
length of $v$

$$
\begin{aligned}
(u v)^{W_{i}}=\left(\left(u v_{1}\right) y\right)^{W_{i}} & =\left(u v_{1}\right)^{W_{i}} y^{W_{i} u v_{1}} \\
& =u^{W_{i}}\left(v_{1}^{W_{i} u}\right) y^{W_{i} u v_{1}} \\
& =u^{W_{i}} v^{W_{i} u}
\end{aligned}
$$

To prove the formula for $\left(u^{-1}\right)^{W_{i}}$ apply the product rule to $u^{-1} u$.
Now let us compute the composite of a coset map with $\tau: \hat{F} \rightarrow W$.
6.1.3. If $u \in F$ and $i \in I$, then $\left(u^{W_{i}}\right)^{\tau}=\bar{W}_{i} u \bar{W}_{i} u^{-1}$.

Proof. Induct on the length of $u$; the equation is true by definition if $u=1$ or $u \in X \cup X^{-1}$. Write $u=u_{1} u_{2}$ where $u_{1}$ and $u_{2}$ have smaller length than $u$. Then by the product rule

$$
\begin{aligned}
\left(u^{W_{i}}\right)^{\tau}=\left(\left(u_{1} u_{2}\right)^{W_{i}}\right)^{\tau} & =\left(u_{1}^{W_{i}} u_{2}^{W_{i} u_{1}}\right)^{\tau} \\
& =\bar{W}_{i} u_{1}{\overline{W_{i}} u_{1}}^{-1} \overline{W_{i} u_{1}} u_{2}{\overline{W_{i} u_{1} u_{2}}}^{-1} \\
& =\bar{W}_{i} u \overline{W i}^{-1}
\end{aligned}
$$

as required.
Next we consider the restriction of the coset map $u \mapsto u^{W}$ to $W$; call this

$$
\psi: W \rightarrow \hat{F}
$$

Now 6.1.2 shows that $(u v)^{W}=u^{W} v^{W}$ if $u, v \in W$; thus $\psi$ is a homomorphism. Also by 6.1 .3 we have $\left(u^{\psi}\right)^{\tau}=\left(u^{W}\right)^{\tau}=\bar{W} u \overline{W u}^{-1}=u$ if $u \in W$; for $\bar{W}=1=\overline{W u}$. Consequently

$$
\psi \tau=1
$$

It follows that $\psi$ is injective and $\tau$ is surjective. Therefore $\tau$ is a presentation of $W$ in the $y_{i x}$; we seek now a set of defining relators for $\tau$, that is, a subset whose normal closure in $\widehat{F}$ equals $\operatorname{Ker} \tau$. Write
an endomorphism of $\hat{F}$.

$$
\chi=\tau \psi
$$

6.1.4. The group $W$ has a presentation $\tau: \hat{F} \rightarrow W$ with generators $y_{i x}$ and defining relators $y_{i x}^{-1} y_{i x}^{\chi},(i \in I, x \in X)$.

Proof. Let $N$ be the normal closure in $\hat{F}$ of the set of all $y_{i x}^{-1} y_{i x}^{\chi}$. Notice that $K=\operatorname{Ker} \tau$ equals $\operatorname{Ker} \chi$ because $\psi$ is injective. Since $\psi \tau=1$, we have $\chi^{2}=$ $\tau(\psi \tau) \psi=\chi$, which shows that $\left(y_{i x}^{-1} y_{i x}^{\chi}\right)^{\chi}=1$. Hence $N \leq K$. Conversely, let $k \in K$; then $k$ is expressible in terms of the $y_{i x}$. Now $y_{i x}^{\chi} \equiv y_{i x} \bmod N$, so $k^{\chi} \equiv k \bmod N$ because $\chi$ is a homomorphism. Hence $k \in N$ and $K=N$.

We pass now to a more economical set of relators associated with elements of the transversal.
6.1.5. If $u$ denotes a nontrivial element of the transversal, then the elements $u^{W}$ form a set of defining relators for the presentation $\tau: \widehat{F} \rightarrow W$.

Proof. If $u$ is a transversal element, $\left(u^{W}\right)^{\tau}=\bar{W} u \overline{W u}^{-1}=u u^{-1}=1$ by 6.1.3. Thus $u^{W} \in K=\operatorname{Ker} \tau$. Let $N$ be the normal closure of the set of all $u^{W}$; then $N \leq K$. To prove the reverse inclusion it suffices to show that $y_{i x}^{\chi} \equiv$ $y_{i x} \bmod N$; this is because of 6.1.4. We find, using 6.1.2 and 6.1.3, that

$$
y_{i x}^{x}=\left(y_{i x}^{\tau}\right)^{W}=\left(\overline{W_{i}} x{\overline{W_{i}} x^{-1}}^{W}\right)^{W}=\bar{W}_{i}^{W} x^{W \bar{W}_{i}}\left(\overline{W_{i} x^{-1}}\right)^{W \bar{W}_{i} x} .
$$

Now $W \bar{W}_{i}=W_{i}$, while $\left.\left(\overline{W_{i} x}\right)^{-1}\right)^{W \bar{W}_{i} x}=\left(\overline{W_{i} x}\right)^{W}$ by 6.1.2. Hence

$$
y_{i x}^{\chi}=\bar{W}_{i}^{W} x^{W_{i}}\left(\overline{W_{i}} \bar{x}^{W}\right)^{-1} \equiv y_{i x} \quad \bmod N
$$

since $x^{W_{i}}=y_{i x}$ and all $u^{W}$ are in $N$.

## Schreier Transversals

So far we have constructed a presentation of $W$ for each right transversal. The time has come to make a special choice of transversal which will furnish a presentation of $W$ making the structure of that subgroup clear.

A subset $S$ of $F$ is said to have the Schreier property if $v \in S$ whenever $v y \in S$; here $y \in X \cup X^{-1}$ and $v y$ is in reduced form. Thus $S$ contains all initial parts of its members. What we require is a transversal to $W$ which has the Schreier property. However it is not obvious that such a transversal exists and this must first be established.
6.1.6. There exists a right Schreier transversal to $W$ in $F$.

Proof. Define the length of a coset to be the minimum length of a word in that coset. The only coset of length 0 is $W$ : to this the representative 1 is assigned. Let $W_{i}$ be a coset of length $l>0$ and assume that coset representatives have been assigned to all cosets of length less than $l$ in such a way that the Schreier property holds. There is an element $u$ of length $l$ in $W_{i}$; write $u=v y$ where $y \in X \cup X^{-1}$ and $v$ has length $l-1$. Then $\overline{W v}$ has already been assigned; we define $\bar{W}_{i}$ to be $\overline{W v} y$, observing that initial parts of this $\bar{W}_{i}$ are in the transversal. In this way a Schreier transversal can be constructed.

The Nielsen-Schreier Theorem can now be proved.
Proof of 6.1.1. Choose a Schreier transversal to $W$ in $F$. As usual write $K=$ $\operatorname{Ker} \tau=\operatorname{Ker} \chi$. We know from 6.1.5 that $K$ is the normal closure of the $u^{W}$
where $u$ is a nontrivial element of the transversal. Write $u=v x^{\varepsilon}$ where $x \in$ $X, \varepsilon= \pm 1$ and $v$ has shorter length than $u$. Then $u^{W}=v^{W}\left(x^{\varepsilon}\right)^{W_{v}}$. Now $x^{W v}=y_{i x}$ where $W_{i}=W v$; also $\left(x^{-1}\right)^{W_{v}}=y_{j x}^{-1}$ where $W_{j}=W v x^{-1}$. Therefore

$$
\begin{equation*}
u^{W}=v^{W} y_{k x}^{e} \tag{1}
\end{equation*}
$$

for some $k$. Now $v$ belongs to the transversal by the Schreier property, so $v^{W}$ as well as $u^{W}$ is in $K$. Hence $y_{k x} \in K$. It follows from (1) that each $u^{W}$ is expressible in terms of certain $y_{k x}$ which themselves belong to $K$.

We conclude from the last paragraph that $K$ is the normal closure in $\hat{F}$ of certain free generators $y_{k x}$. It follows that $W$ is a free group (see Exercise 2.1.5).

Now suppose that $|F: W|=m$ is finite. The rank of $\hat{F}$ is $n m$. If we can show that exactly $m-1$ of the $y_{i x}$ 's belong to $K$, it will follow that $W$ has rank equal to $n m-(m-1)=n m+1-m$.

In the first place $y_{i x} \in K$ if and only if $\overline{W_{i}} x=\overline{W_{i} x}$. Take any coset $W_{i}$ other than $W$. Delete the final symbol of $\bar{W}_{i}$ (in reduced form) to obtain another transversal element, say $\bar{W}_{j}$; then $\bar{W}_{i}=\bar{W}_{j} x^{\varepsilon}$ and $W_{i}=W_{j} x^{\varepsilon}$ for some $x \in X, \varepsilon= \pm 1$. If $\varepsilon=1$, then $\bar{W}_{j} x{\overline{W_{j}}}^{-1}=1$ and $y_{j x} \in K$. If $\varepsilon=-1$, then $\overline{W_{i}} x \bar{W}_{i} x^{-1}=1$ and $y_{i x} \in K$. Thus each of the $m-1$ cosets $W_{i} \neq W$ furnishes a $y_{i x}$ in $K$; clearly all these $y_{i x}$ are different. Conversely let $y_{i x} \in K$, so that $\overline{W_{i}} x=\overline{W_{i} x}$ : let $W_{j}=W_{i} x$. The either $W_{i} \neq W$ or $W_{j} \neq W$; hence $y_{i x}$ arises from either $W_{i}$ or $W_{j}$. Thus all the $y_{i x}$ in $K$ are obtained in this manner: they are exactly $m-1$ in number.

As an illustration of the procedure for finding a set of free generators for a subgroup let us consider the case of the derived subgroup.

### 6.1.7. If $F$ is a noncyclic free group, then $F^{\prime}$ is a free group of infinite rank.

Proof. Let $F$ be free on the set $\left\{x_{\alpha} \mid \alpha<\beta\right\}$ where $\alpha, \beta$ are ordinals. By 2.3.8 the group $F / F^{\prime}$ is a free abelian group with the set $\left\{x_{\alpha} F^{\prime} \mid \alpha<\beta\right\}$ as a basis. Thus each element of $F$ can be written uniquely in the form $c x_{x_{1}}^{l_{1}} x_{\alpha_{2}}^{l_{2}} \cdots x_{\alpha_{k}}^{l_{k}}$ where $\alpha_{i}<\alpha_{i+1}, c \in F^{\prime}$ and $l_{i}$ is a nonzero integer. The elements $x_{\alpha_{1}}^{l_{1}} x_{\alpha_{2}}^{l_{2}} \cdots x_{\alpha_{k}}^{l_{k}}$ can be used to form a transversal to $F^{\prime}$ since no two lie in the same coset. Clearly this is a Schreier transversal. The Schreier method yields a set of free generators of $F^{\prime}$. If $\alpha_{1}<\alpha_{2}$, the free generators include

$$
\overline{F^{\prime} x_{\alpha_{2}}} x_{\alpha_{1}}\left(\overline{F^{\prime} x_{\alpha_{2}}} x_{\alpha_{1}}\right)^{-1}=x_{\alpha_{2}} x_{\alpha_{1}}\left(x_{\alpha_{1}} x_{\alpha_{2}}\right)^{-1}=x_{\alpha_{2}} x_{\alpha_{1}} x_{\alpha_{2}}^{-1} x_{\alpha_{1}}^{-1}
$$

and these are all different. Hence $F^{\prime}$ has infinite rank.

## The Reidemeister-Schreier Theorem

The Nielsen-Schreier method has many applications. One of these is a method of writing down a presentation of a subgroup when a presentation of the group is known.
6.1.8 (Reidemeister-Schreier). Let $G$ be a group and $H$ a subgroup of G. Suppose that $\varphi: F \rightarrow G$ is a presentation of $G$ with generators $X$ and relators $S$. Let $W$ be the preimage of $H$ under $\varphi$. Then with the above notation:
(i) $\tau \varphi: \hat{F} \rightarrow H$ is a presentation of $H$ with generators $y_{i x}$ and defining relators $s^{w_{i}}, u^{W}$ where $i \in I, s \in S$, and $u$ is a nontrivial element of a transversal to $W$ in $F$.
(ii) If $|G: H|=m$ is finite and $G$ is an n-generator group, then $H$ can be generated by $n m+1-m$ elements.

Proof. (i) Clearly $\operatorname{Ker} \tau \varphi$ equals the preimage of $\operatorname{Ker} \varphi=K$ under $\tau$. Denote by $N$ the normal closure in $\hat{F}$ of all the $s^{W_{i}}$ and $u^{W}$. Let $s \in S$. Since $S \subseteq K \leq$ $W$, we have $W_{i} s=W_{i}$ for all $i$. Hence $\left(s^{W_{i}}\right)^{\tau}=\bar{W}_{i} s \bar{W}_{i}^{-1}$. In addition $\left(u^{W}\right)^{\tau}=1$ by 6.1.5; thus $N^{\tau}$ is the normal closure in $W$ of all $\bar{W}_{i} s \bar{W}_{i}^{-1}$, which implies that $N^{\tau}=S^{F}=\operatorname{Ker} \varphi=K$. Hence $\operatorname{Ker} \tau \varphi=N(\operatorname{Ker} \tau)=N$.
(ii) This follows from 6.1.1 since $|F: W|=|G: H|=m$.

## Residual Finiteness of Free Groups

Since every finite group is an image of a free group, free groups must have "many" finite quotient groups. This is true in the following very strong sense.
6.1.9 (Iwasawa). If $p$ is any prime and $F$ any free group, then $F$ is a residually finite $p$-group.

Proof. Let $1 \neq f \in F$. We need to find a homomorphism $\theta$ from $F$ to a finite $p$-group such that $f^{\theta} \neq 1$. Supposing $F$ to be free on a set $X$, we may write $f$ in normal form

$$
f=x_{i_{1}}^{m_{1}} x_{i_{2}}^{m_{2}} \cdots x_{i_{r}}^{m_{r}}
$$

where $x_{i} \in X, m_{i} \neq 0$, and $i_{u} \neq i_{u+1}$. Let $q$ be the largest of the positive integers $i_{1}, i_{2}, \ldots, i_{r}$.

Choose a positive integer $n$ such that $p^{n}$ does not divide $m_{1} m_{2} \cdots m_{r}$. Writing $E_{u v}$ for the elementary $(r+1) \times(r+1)$ matrix over $\mathbb{Z}_{p^{n}}$ with 1 in position ( $u, v$ ) and 0 elsewhere, we define

$$
\begin{equation*}
g_{j}=\prod_{i_{u}=j}\left(1+E_{u u+1}\right) \tag{2}
\end{equation*}
$$

for $1 \leq j \leq q$, with the convention $g_{j}=1$ should no $i_{u}$ equal $j$. Then $g_{j}$ is an element of the group $G$ of all $(r+1)$-by- $(r+1)$ upper unitriangular matrices over $\mathbb{Z}_{p^{n}}$. By a remark at the end of 5.1 the group $G$ is a finite $p$-group.

Since $F$ is free on $X$, we are at liberty to define a homomorphism $\theta: F \rightarrow G$ by means of the rule $x_{i_{u}}^{\theta}=g_{i_{u}}$ if $1 \leq u \leq r$, and $x^{\theta}=1$ for all other $x$ in $X$. Thus $f^{\theta}=g_{i_{1}}^{m_{1}} \cdots g_{i_{r}}^{m_{r}}$ : we shall show that this element is not 1 . Keep in
mind that $E_{u v} E_{v w}=E_{u w}$ while other products of $E$ 's vanish. Now the factors of the product (2) commute: for $i_{u}$ and $i_{u+1}$ cannot both equal $j$. Expansion of the product gives $g_{j}^{l}=1+l \sum_{i_{u}=j} E_{u u+1}$. Multiplying the $g_{i_{j}}^{m_{j}}$ together one sees that the term $E_{1 r+1}$ occurs in $f^{\theta}$ with coefficient $m_{1} m_{2} \cdots m_{r}$, which is not zero in $\mathbb{Z}_{p^{n}}$. So $f^{\theta} \neq 1$ and the theorem is proved.

If $F / N$ is a finite $p$-group, it is nilpotent, so that $\gamma_{i} F \leq N$ for some $i$. Since the intersection of all such $N$ is trivial by 6.1 .9 , we conclude that the intersection of the $\gamma_{i} F$ is trivial. This allows us to state an important result.
6.1.10 (Magnus). If $F$ is a free group, the intersection of all the terms of the lower central series of $F$ is trivial, that is, $G$ is residually nilpotent.

A noteworthy property of the lower central series of a free group that will not be proved here is that all the factors are free abelian groups. A proof together with a formula for the ranks of the factors may be found in [b31].

## Hopficity

A group $G$ is said to be hopfian (after H. Hopf $\dagger$ ) if it is not isomorphic with a proper quotient group, or, equivalently, if every surjective endomorphism is an automorphism. For example, all finite groups and all simple groups are hopfian, whereas a free abelian group of infinite rank is not.

The original question posed by Hopf in 1932 was: is every finitely generated group hopfian? It is now known that the answer is negative (see Exercise 6.1.16). However there remains the following useful fact.

### 6.1.11 (Mal'cev). A finitely generated residually finite group $G$ is hopfian.

Proof. Suppose that the surjective endomorphism $\theta: G \rightarrow G$ is not an isomorphism: let $1 \neq x \in \operatorname{Ker} \theta$. By residual finiteness there is a normal subgroup $M$ of finite index not containing $x$. Now since $G$ is finitely generated, there are only finitely many ways-let us say $n$-of mapping $G$ homomorphically to $Q=G / M$. Let $v: G \rightarrow G / \operatorname{Ker} \theta$ be the natural homomorphism and $\bar{\theta}$ : $G / \operatorname{Ker} \theta \rightarrow G$ the isomorphism $g(\operatorname{Ker} \theta) \mapsto g^{\theta}$. If $\varphi_{1}, \ldots, \varphi_{n}$ are the $n$ distinct homomorphisms from $G$ to $Q$, the $v \bar{\theta} \varphi_{i}$ are distinct, so they constitute all the homomorphisms from $G$ to $Q$; in every case $x$ maps to the identity. However in the natural homomorphism $G \rightarrow Q$ the element $x$ does not map to the identity. So there are $n+1$ homomorphisms from $G$ to $Q$.

Combining 6.1.9 and 6.1.11 we obtain an interesting result.
6.1.12 (Nielsen). A free group of finite rank is hopfian.

This has a useful corollary.
6.1.13. Let $F$ be a free group with finite rank $n$. If $X$ is a subset of $n$ elements that generates $F$, then $F$ is free on $X$.

Proof. Suppose that $F$ is free on $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$; let $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. The assignments $y_{i} \mapsto x_{i}$ determine an endomorphism $\theta: F \rightarrow F$ which is clearly surjective. The hopfian property of $F$ shows that $\theta$ is an automorphism of $F$. If some reduced word in the $x_{i}$ 's were trivial, the corresponding reduced word in the $y_{i}$ 's would be trivial, which cannot be true. By 2.1.3 the group $F$ is free on $X$.

## Exercises 6.1

1. If $F$ is a free group and $1 \neq x \in F$, then $C_{G}(x)$ is cyclic.
2. Prove that a free group satisfies the maximal condition on centralizers of subgroups.
3. Every free group is (directly) indecomposable.
4. Prove that a group which has the projective property is free (see 2.1.6).
5. Show that $\mathrm{GL}(2, \mathbb{Z})$ has free subgroups of all countable ranks.
6. Let $G$ be a group which has a presentation with $n$ generators and $r$ relators. If $H$ is a subgroup with finite index $m$, show that $H$ has a presentation with $n m$ generators and $r m-1+m$ relators. Deduce that a subgroup of finite index in a finitely presented group is finitely presented.
7. Let $F$ be a free group of finite rank $n$. Find the rank of $F^{2}$ as a free group.
8. (G. Baumslag). If $G$ is a finitely generated residually finite group, then Aut $G$ is residually finite. Deduce that the automorphism group of a free group of finite rank is residually finite. [Hint: Let $1 \neq \alpha \in$ Aut $G$; then $g^{\alpha} \neq g$ for some $g \in G$ and $g^{-1} g^{\alpha} \notin N$ where $G / N$ is finite. Put $M=\bigcap_{\beta \in \operatorname{Aut} G} N^{\beta}$ and consider $\left.C_{\text {Aut } G}(G / M).\right]$
9. A group is said to be locally free if every finite subset is contained in a free subgroup. Prove that a group is locally free exactly when its finitely generated subgroups are free.
10. There exist nontrivial locally free groups that are perfect (cf. 6.1.10). [Hint: Let $F_{n}$ be free of rank 2 and consider embeddings $F_{n} \rightarrow F_{n+1}^{\prime}$.]
11. There exist nontrivial locally free groups that have no proper subgroups of finite index (see 6.1.9).
12. An abelian group of finite Prüfer rank is hopfian if and only if its torsionsubgroup is reduced.
13. A free group which is hopfian must have finite rank.
*14. Let $F$ be a free group on a set $\left\{x_{1}, \ldots, x_{n}\right\}$. Then $F^{\prime} /\left[F^{\prime}, F\right]$ is free abelian on the set of $\left[x_{i}, x_{j}\right]\left[F^{\prime}, F\right]$ where $i<j=1,2, \ldots, n$ [Hint: If $n=2$, show that $F /\left[F^{\prime}, F\right] \simeq U(3, \mathbb{Z})$ and deduce the result. In the general case assume a relation holds between the generators and apply a suitable endomorphism of $F$.]
14. Let $F$ be the free group on $\{x, u\}$, and let $W=\left\langle x^{2}, u^{2},[x, u]\right\rangle^{F}$. Show that $F / W$ is a Klein 4 -group, and then find a set of five free generators for $N$. [Hint: Choose the Schreier transversal $\{1, x, u, x u\}$.]
15. (P. Hall). There exists a finitely generated soluble group $G$ which is not hopfian. [Hint: Let $N=U\left(3, \mathbb{Q}_{2}\right)$ where $\mathbb{Q}_{2}$ is the ring of rational numbers of the form $m 2^{n},(m, n \in \mathbb{Z})$. Let $t$ be the diagonal matrix with diagonal entries, $1,2,1$ and put $H=\langle t, N\rangle$. Denote by $(a, b, c)$ the unitriangular matrix $1+a E_{12}+$ $b E_{23}+c E_{13}$ and write $u=(1,0,0), v=(0,1,0), w=(0,0,1)$. Prove that $H=$ $\langle t, u, v\rangle$. Show also that the assignments $(a, b, c) \mapsto(a, 2 b, 2 c)$ and $t \mapsto t$ determine an automorphism of $H$; hence show that $H /\langle w\rangle \simeq H /\left\langle w^{2}\right\rangle$. Put $G=$ $H /\left\langle w^{2}\right\rangle$.]

### 6.2. Free Products of Groups

Let there be given a nonempty set of groups $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$. By a free product of the $G_{\lambda}$ we mean a group $G$ and a collection of homomorphisms $l_{\lambda}: G_{\lambda} \rightarrow G$ with the following mapping property. Given a set of homomorphisms $\varphi_{\lambda}: G_{\lambda} \rightarrow H$ into some group $H$, there is a unique homomorphism $\varphi: G \rightarrow H$ such that $\iota_{\lambda} \varphi=\varphi_{\lambda}$, that is, making all the diagrams below commute.


It is customary to suppress mention of the $l_{\lambda}$, speaking of "the free product G."

From the category-theoretic point of view a free product is simply a coproduct in the category of groups (the product being the cartesian product-see Exercise 1.4.9).

Notice that the $l_{\lambda}$ are injective: this follows on taking $H$ to be $G_{\lambda}$ and $\varphi_{\lambda}$ to be the identity function with $\varphi_{\mu}=0$ if $\mu \neq \lambda$. We shall shortly see that the images of the $l_{\lambda}$ generate $G$. In a certain sense a free product is the "largest" group that can be generated by isomorphic copies of the $G_{\lambda}$ (see Exercise 6.2.2).

The existence of free products is demonstrated by a construction similar to that used for free groups in Chapter 2. Before embarking on the construction we observe that free products, if they exist, are unique.
6.2.1. If $G$ and $\bar{G}$ are free products of a set of groups $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$, then $G$ and $\bar{G}$ are isomorphic.

The proof, which is similar to that of 2.1 .4 , is left to the reader as an exercise.

## Construction of the Free Product

6.2.2. To every nonempty set of groups $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$ there corresponds a free product.

Proof. There is no loss of generality in assuming that $G_{\lambda} \cap G_{\mu}=\varnothing$ if $\lambda \neq \mu$ since $G_{\lambda}$ can, if necessary, be replaced by an isomorphic copy. Let $U$ be the union of all the $G_{\lambda}, \lambda \in \Lambda$. Consider the set $S$ of all words in $U$, that is, all finite sequences

$$
g=g_{1} g_{2} \cdots g_{r}
$$

where $g_{i} \in G_{\lambda_{i}}$ and $\lambda_{i} \in \Lambda$. The empty word 1 is allowed, corresponding to the case $r=0$. The product $g h$ of two words is defined by juxtaposition, with the convention that $g 1=g=1 g$. The inverse of $g=g_{1} g_{2} \cdots g_{r}$ is defined to be $g_{r}^{-1} \cdots g_{2}^{-1} g_{1}^{-1}$, with the convention that $1^{-1}=1$.

We define an equivalence relation $\sim$ on $S$ in the following way: $g \sim h$ means that it is possible to pass from $g$ to $h$ by means of a finite sequence of operations of the following types:
(a) insertion of an identity element (of one of the groups $G_{\lambda}$ );
(b) deletion of an identity element;
(c) contraction: replacement of two consecutive elements belonging to the same $G_{\lambda}$ by their product;
(d) expansion: replacement of an element belonging to a $G_{\lambda}$ by two elements of $G_{\lambda}$ of which it is the product.

It should be clear that the relation $\sim$ is indeed an equivalence relation. Let $G$ denote the set of all equivalence classes, the class containing $g$ being written [g].

One sees at once that $g \sim g^{\prime}$ and $h \sim h^{\prime}$ imply that $g h \sim g^{\prime} h^{\prime}$ and $g^{-1} \sim$ $\left(g^{\prime}\right)^{-1}$. This permits us to give $G$ the structure of a group by defining

$$
[g][h]=[g h] \quad \text { and } \quad[g]^{-1}=\left[g^{-1}\right]:
$$

the identity element is, of course, [1]. It is very easy to verify that the group axioms hold. The homomorphism $l_{\lambda}: G_{\lambda} \rightarrow G$ is defined by the rule $x^{t_{\lambda}}=$ $[x], x \in G_{\lambda}$.

Let us show that $G$ and the $l_{\lambda}$ constitute a free product of the groups $G_{\lambda}$. To this end suppose we are given homomorphisms $\varphi_{\lambda}: G_{\lambda} \rightarrow H$ into some group $H$. Our task is to find a homomorphism $\varphi: G \rightarrow H$ such that $l_{\lambda} \varphi=$
$\varphi_{\lambda}$; there is a natural candidate,

$$
[g]^{\varphi}=g_{1}^{\phi_{\lambda_{1}} \cdots g_{r}^{\varphi_{i_{r}}},}
$$

where $g=g_{1} \cdots g_{n}$ and $g_{i} \in G_{\lambda_{i}}$. To see that $\varphi$ is well-defined observe that application of one of the operations (a)-(d) to $g$ has no effect whatever on $g_{1}^{\varphi_{1}} \cdots g_{r}^{\varphi_{\lambda_{r}}}$. This point being settled, it is obvious that $\varphi$ is a homomorphism. If $x \in G_{\lambda}$, then $x^{L_{\lambda} \varphi}=[x]^{\varphi}=x^{\varphi_{\lambda}}$ by definition of $\varphi$; thus $l_{\lambda} \varphi=\varphi_{\lambda}$.

Finally suppose that $\varphi^{\prime}: G \rightarrow H$ is another homomorphism with the property $l_{\lambda} \varphi^{\prime}=\varphi_{\lambda}$. Then $l_{\lambda} \varphi=l_{\lambda} \varphi^{\prime}$, so $\varphi$ and $\varphi^{\prime}$ agree on $\operatorname{Im} l_{\lambda}$. But the $\operatorname{Im} l_{\lambda}$ generate $G$; for if $g=g_{1} g_{2} \cdots g_{r}$ with $g_{i} \in G_{\lambda_{i}}$, then

$$
[g]=\left[g_{1}\right]\left[g_{2}\right] \cdots\left[g_{r}\right]=g_{1}^{l_{1}} g_{2}^{l_{2}} \cdots g_{r}^{l_{r}}
$$

where $t_{k}=l_{\lambda_{k}}$. Hence $\varphi=\varphi^{\prime}$.
Notation. The free product $G$ of the set of groups $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$ will be written

$$
G=\underset{\lambda \in \Lambda}{\operatorname{Fr}} G_{\lambda} .
$$

By 6.2.1 this is unique up to isomorphism. The $G_{\lambda}$ are called the free factors of $G$. If $\Lambda$ is a finite set $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$, it is usual to write

$$
G=G_{\lambda_{1}} * G_{\lambda_{2}} * \cdots * G_{\lambda_{n}} .
$$

## Reduced Words

Let us return to the construction of the free product described in 6.2.2, with the object of obtaining a clearer picture of the form of its elements.

Let $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$. Call a word in $\bigcup_{\lambda \in \Lambda} G_{\lambda}$ reduced if none of its symbols is an identity and no two consecutive symbols belong to the same $G_{\lambda}$. It is agreed that the empty word 1 is reduced.

Starting with any word $g$, we can find by a canonical process a reduced word in the same equivalence class. First delete all identity elements occurring in $g$ to obtain an equivalent word $g^{\prime}$. Now consider a segment of $g^{\prime}$, by which is meant a subsequence of consecutive elements all belonging to the same $G_{\lambda}$ which is not part of a longer subsequence of the same type. Replace each segment by the product of its elements to obtain a word $g^{\prime \prime}$ equivalent to $g$. The number of symbols of $g^{\prime \prime}$ is less than that of $g$ unless $g$ was reduced to begin with. The same procedure may be applied to $g^{\prime \prime}$. After a finite number of steps we reach a reduced word that is equivalent to $g$, say $g^{*}$.

Suppose that $g$ and $h$ are equivalent reduced words; we claim that $g=h$. To see this we introduce an action of the free product $G$ on the set $R$ of all reduced words. Let $u \in G_{\lambda}$; we define a permutation $u^{\prime}$ of $R$. If $u=1_{G_{\lambda}}$, then $u^{\prime}=1$. Otherwise define $u^{\prime}$ by $\left(x_{1} \cdots x_{r-1} x_{r}\right) u^{\prime}=x_{1} \cdots x_{r-1} x_{r} u$ or $x_{1} \cdots$ $x_{r-1}\left(x_{r} u\right)$ according as $\lambda \neq \lambda_{r}$ or $\lambda=\lambda_{r}$, with the stipulation that $x_{r} u$ is to be
deleted if it equals $1_{G_{\lambda_{r}}}$. Here of course $x_{1} \cdots x_{r} \in R$ and $x_{i} \in G_{\lambda_{i}}$. Clearly $u \mapsto u^{\prime}$ is a homomorphism from $G_{\lambda}$ to $\operatorname{Sym}(R)$. By the defining property of free products these homomorphisms extend to a homomorphism $\theta: G \rightarrow$ $\operatorname{Sym}(R)$. Let $g=y_{1} \cdots y_{s}$ where $y_{i} \in G_{\lambda_{i}}$. Then $[g]=\left[y_{1}\right] \cdots\left[y_{s}\right]$ and $[g]^{\theta}=$ $y_{1}^{\prime} \cdots y_{s}^{\prime}$. Thus $[g]^{\theta}$ sends the empty word 1 to $g$. Similarly $[h]^{\theta}$ sends 1 to $h$; hence $g=h$.

We have just proved the following basic result.
6.2.3. Each equivalence class of words contains exactly one reduced word.

## Normal Form

Every element of the free product $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$ is of the form [g] where $g$ is a uniquely determined reduced word, say $g=g_{1} g_{2} \cdots g_{r}$ with $1 \neq g_{i} \in G_{\lambda_{i}}$. Then $\lambda_{i} \neq \lambda_{i+1}$ and

$$
\begin{equation*}
[g]=\left[g_{1}\right]\left[g_{2}\right] \cdots\left[g_{r}\right] \tag{3}
\end{equation*}
$$

Let $\bar{G}_{\lambda}$ be the subgroup of all $[g]$ where $g \in G_{\lambda}$. Clearly $G_{\lambda} \simeq \bar{G}_{\lambda}$. Then in (3) we have $\left[g_{i}\right] \in \bar{G}_{\lambda_{i}}$. Every element of $G$ has a unique expression as a product of elements of $\bar{G}_{\lambda}$, namely (3). This is called the normal form of $g$.

To achieve greater simplicity of notation it is usual to identify an $x$ in $G_{\lambda}$ with $[x]$ in $\bar{G}_{\lambda}$, so that $G_{\lambda}$ becomes a subgroup of the free product. With this convention each element $g$ of $\mathrm{Fr}_{\lambda \in \Lambda} G_{\lambda}$ can be uniquely written in the form

$$
g=g_{1} g_{2} \cdots g_{r}, \quad(r \geq 0)
$$

where $1 \neq g_{i} \in G_{\lambda_{i}}$ and $\lambda_{i} \neq \lambda_{i+1}$; the case $r=0$ is interpreted as $g=1$. Call the $g_{i}$ the syllables of $g$ and $r$ the length of $g$ as an element of the free product. Notice that $G_{\lambda} \cap\left\langle G_{\mu} \mid \lambda \neq \mu \in \Lambda\right\rangle=1$.

The existence of a normal form is typical of free products in the following sense.
6.2.4. Let $G$ be a group generated by subgroups $G_{\lambda}, \lambda \in \Lambda$. Suppose that every element of $G$ has a unique expression of the form $g_{1} g_{2} \cdots g_{r}$ where $r \geq 0,1 \neq$ $g_{i} \in G_{\lambda_{i}}, \lambda_{i} \neq \lambda_{i+1}$. Then $G$ is the free product of the $G_{\lambda}$ 's.

This is easy to prove using the mapping property of the free product.

## Examples of Free Products

Example I. If $F_{\lambda}$ is a free group of rank $r_{\lambda}$, then $F=\mathrm{Fr}_{\lambda \in \Lambda} F_{\lambda}$ is a free group of $\operatorname{rank} \sum_{\lambda \in \Lambda} r_{\lambda}$. In particular, if each $F_{\lambda}$ is infinite cyclic, $F$ has rank $|\Lambda|$.

For let $F_{\lambda}$ be free on $X_{\lambda}$ where the $X_{\lambda}$ are disjoint sets. By 2.1.3 and the normal form in free products, $F$ is free on $\bigcup_{\lambda \in \Lambda} X_{\lambda}$.

Example II. The free product of two groups of order 2 is an infinite dihedral group.

Let $G=\langle x\rangle *\langle y\rangle$ where $|x|=2=|y|$. Write $z=x y$. Then $G=\langle x, z\rangle$ and $z^{x}=z^{-1}$. Hence $G$ is an image of an infinite dihedral group (by 2.2.1). Now a proper image of $D_{\infty}$ is finite. On the other hand $z$ has infinite order because $z, z^{2}, z^{3}, \ldots$ are distinct elements by uniqueness of normal form. Thus $G$ is infinite dihedral.

A less obvious example of a free product is the projective special linear group $\operatorname{PSL}(2, \mathbb{Z})$ (see 3.2 ).

Example III. The group $\operatorname{PSL}(2, \mathbb{Z})$ is the free product of a group of order 2 and a group of order 3.

This result marked the first appearance of free products in the literature. It occurs with a geometric proof in work of Fricke and Klein [b23]. Free products were introduced as objects of study in group theory by Schreier in 1927.

Proof. Consider the elements

$$
A=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{rr}
0 & -1 \\
1 & 1
\end{array}\right)
$$

of $\operatorname{SL}(2, \mathbb{Z})$. Let $H=\langle A, B\rangle$. We show first that $H=\operatorname{SL}(2, \mathbb{Z})$. If this is false, choose an element of $\operatorname{SL}(2, \mathbb{Z}) \backslash H$

$$
X=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

with $|a|+|c|$ minimal. For the moment suppose that $a \neq 0$ and $c \neq 0$. Now $A B=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ and

$$
(A B)^{r} X=\left(\begin{array}{cc}
a+r c & b+r d \\
c & d
\end{array}\right) \notin H
$$

If $|a| \geq|c|$, the integer $r$ can be chosen so that $|a+r c|<|a|$; then $|a+r c|+$ $|c|<|a|+|c|$, contradicting the choice of $X$. Hence $|a|<|c|$. In this case an integer $s$ can be found such that $|s a+c|<|c|$; however

$$
(B A)^{-s} X=\left(\begin{array}{cc}
a & b \\
s a+c & s b+d
\end{array}\right) \notin H
$$

Therefore $a=0$ or $c=0$. In the first case $X=\left(\begin{array}{rr}0 & 1 \\ -1 & d\end{array}\right)$ or $\left(\begin{array}{cc}0 & -1 \\ 1 & d\end{array}\right)$ and $B^{-1} X$ equals $A^{2}(A B)^{-d-1}$ or $(A B)^{d-1}$ respectively. If $c=0$, then $X=$ $(A B)^{b}$ or $A^{2}(A B)^{-b}$, a final contradiction. Hence $A$ and $B$ generate $\operatorname{SL}(2, \mathbb{Z})$.

Let $\bar{A}$ and $\bar{B}$ be the images of $A$ and $B$ under the natural homomorphism $\operatorname{SL}(2, \mathbb{Z}) \rightarrow \operatorname{PSL}(2, \mathbb{Z})$. Since $A^{2}=-1=B^{3}$, we see that $|\bar{A}|=2$ and $|\bar{B}|=3$. Let $\langle a\rangle$ and $\langle b\rangle$ be groups of order 2 and 3 respectively and write $G=$ $\langle a\rangle *\langle b\rangle$. By the mapping property of the free product, the assignments $a \mapsto \bar{A}, b \mapsto \bar{B}$ determine a surjective homomorphism $\varphi: G \rightarrow \operatorname{PSL}(2, \mathbb{Z})$. To complete the proof one shows that $\operatorname{Ker} \varphi=1$.

Let $x \in \operatorname{Ker} \varphi$. Then we can assume that $x$ is a product of $a b$ 's and $a b^{-1}$ 's with a possible initial $b^{ \pm 1}$ or a final $a$ (but not both). However

$$
(A B)^{r}=\left(\begin{array}{ll}
1 & r \\
0 & 1
\end{array}\right) \quad \text { and } \quad\left(A B^{-1}\right)^{s}=(-1)^{s}\left(\begin{array}{ll}
1 & 0 \\
s & 1
\end{array}\right)
$$

where $r, s \geq 0$. Thus a nonempty product of such elements cannot contain both positive and negative entries, and therefore cannot equal $\pm A$ or $\pm B^{ \pm 1}$. It follows that $x=1$.

## Elementary Properties of Free Products

Elements of finite order in a free product are subject to severe restrictions.
6.2.5. Let $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$.
(i) Let $g_{1} g_{2} \cdots g_{n}$ be the normal form of an element $g$ of $G$. If the syllables $g_{1}$ and $g_{n}$ belong to different free factors, then $g$ has infinite order.
(ii) If at least two free factors are nontrivial, then $G$ contains an element of infinite order.
(iii) An element of $G$ with finite order is conjugate to an element in one of the free factors.

Proof. (i) By uniqueness of normal form $g^{m}$ cannot equal 1 for any $m>0$.
(ii) This follows from (i).
(iii) Suppose that $g$ has finite order and let $g=g_{1} g_{2} \cdots g_{n}$ be the normal form. Certainly we can assume that $n>1$. Then $g_{1}$ and $g_{n}$ must both belong to the same free factor $G_{\lambda}$ by (i), and $n>2$. But the element $g^{g_{n}^{-1}}=$ $\left(g_{n} g_{1}\right) g_{2} \cdots g_{n-1}$ also has finite order. In view of (i) this is a contradiction.

In particular a free product of torsion-free groups is torsion-free.
6.2.6. Let $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$. If $1 \neq g \in G_{\lambda}$, then $C_{G}(g)$ is contained in $G_{\lambda}$.

Proof. Let $x \in C_{G}(g)$ and write $x=x_{1} x_{2} \cdots x_{n}$, the normal form. If $x_{1}$ and $x_{n}$ both belong to $G_{\lambda}$, replace $x$ by $x^{x_{n}^{-1}}$, which belongs to $C_{G}\left(g^{x_{n}^{-1}}\right)$. So we can assume that $x_{1}$ and $x_{n}$ do not both belong to $G_{\lambda}$. But then $g x_{1} x_{2} \cdots x_{n}=$ $x_{1} x_{2} \cdots x_{n} g$, which can only mean that $n=1$ and $x=x_{1} \in G_{\lambda}$.

An immediate consequence is that the center of a free product is trivial if at least two of the free factors are nontrivial.
6.2.7. Let $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$ and $H=\operatorname{Fr}_{\lambda \in \Lambda} H_{\lambda}$ be free products. Let there be given homomorphisms $\varphi_{\lambda}: G_{\lambda} \rightarrow H_{\lambda}$. Then there is a unique homomorphism $\varphi$ : $G \rightarrow H$ whose restriction to $G_{\lambda}$ is $\varphi_{\lambda}$. Furthermore the kernel of $\varphi$ is the normal closure in $G$ of $\bigcup_{\lambda \in \Lambda} \operatorname{Ker} \varphi_{\lambda}$.

Proof. The existence and uniqueness of $\varphi$ follow from the mapping property of the free product. Let $N$ denote the normal closure of $\bigcup_{\lambda \in \Lambda} \operatorname{Ker} \varphi_{\lambda}$ and write $K=\operatorname{Ker} \varphi$. Since $\varphi_{\lambda}$ is the restriction of $\varphi$ to $G_{\lambda}$, we have $N \leq K$. Suppose that $g$ is an element of shortest length in $K \backslash N$. Let $g=g_{1} g_{2} \cdots g_{r}$ be the normal form with $g_{i} \in G_{\lambda_{i}}$. Now $1=g^{\varphi}=g_{1}^{\varphi_{\lambda_{1}}} g_{2}^{\varphi_{\lambda_{2}}} \cdots g_{r}^{\varphi_{\lambda_{r}}}$ and $g_{i}^{\varphi_{\lambda_{i}}} \in$ $H_{\lambda_{i}}$. By uniqueness of normal form in $H$ some $g_{i}^{\varphi_{\lambda_{i}}}=1$ and $g_{i} \in N$. Hence $g_{1} \cdots g_{i-1} g_{i+1} \cdots g_{r} \in K \backslash N$, in contradiction to the choice of $g$.

## Exercises 6.2

1. Prove 6.2.1 (the uniqueness of free products).
2. If a group $G$ is generated by subgroups $G_{\lambda}, \lambda \in \Lambda$, then $G$ is an image of $\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$.
3. Given a family of groups $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$, find a natural epimorphism from $\mathrm{Fr}_{\lambda \in \Lambda} G_{\lambda}$ to $\operatorname{Dr}_{\lambda \in \Lambda} G_{\lambda}$ and identify its kernel.
4. Prove that $\left(\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}\right)_{\mathrm{ab}} \simeq \operatorname{Dr}_{\lambda \in \Lambda}\left(G_{\lambda}\right)_{\mathrm{ab}}$.
*5. Let $N_{\lambda} \triangleleft G_{\lambda}$ and write $N$ for normal closure of $\bigcup_{\lambda \in \Lambda} N_{\lambda}$ in $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$. Prove that $G / N \simeq \operatorname{Fr}_{\lambda \in \Lambda}\left(G_{\lambda} / N_{\lambda}\right)$.
5. Let $G=\mathrm{Fr}_{\lambda \in \Lambda} G_{\lambda}$ and let $H_{\lambda}$ be a subgroup of $G_{\lambda}$. If $H$ is the subgroup of $G$ generated by the $H_{\lambda}$, show that $H \simeq \mathrm{Fr}_{\lambda \in \Lambda} H_{\lambda}$.
6. Let $G=H * K$ where $H \neq 1$ and $K \neq 1$. Prove that [ $H, K$ ] is a free group on the set of elements [ $h, k$ ] where $1 \neq h \in H$ and $1 \neq k \in K$. What is the rank of [ $H, K$ ]? [Hint: Let $w=x_{i_{1}}^{\varepsilon_{1}} \cdots x_{i_{r}}^{\varepsilon_{r}}$ be a reduced word in some set $X$. Let $w^{\prime}$ be the element of $G$ obtained when $x_{i_{j}}$ is replaced by $\left[h_{j}, k_{j}\right.$ ] where the $\left(h_{j}, k_{j}\right)$ are distinct pairs of nontrivial elements from $H$ and $K$. Show by induction on $r$ that the normal form of $w^{\prime}$ ends in $h_{r} k_{r}$ or $k_{r} h_{r}$.]
7. Prove that $\operatorname{PSL}(2, \mathbb{Z})^{\prime}$ is a free group of rank 2.
8. Let $G=\left\langle x, y \mid x^{r}=1=y^{s}\right\rangle$ where $r, s \geq 0$. If $G=\left\langle\left(x^{t}\right)^{g}, y\right\rangle$ where $g \in G$ and $t$ is positive integer, show that $g$ has the form $x^{k} y^{l}$.
9. Let $G=\left\langle x, y \mid x^{r}=1=y^{s}\right\rangle$ where $r \neq s$. If $\gamma \in$ Aut $G$, prove that $x^{\gamma}=\left(x^{i}\right)^{g}$ and $y^{\gamma}=\left(y^{j}\right)^{g}$ where $g \in G$ and $(i, r)=1=(j, s)$. [Hint: Use 6.2.5(iii) and the preceding exercise.] Deduce that Out $G \simeq \mathbb{Z}_{r}^{*} \times \mathbb{Z}_{s}^{*}$.
10. Prove that $\operatorname{Aut}(\operatorname{PSL}(2, \mathbb{Z})) \simeq \operatorname{PGL}(2, \mathbb{Z})$.
11. Let $G=\left\langle x, y \mid x^{r}=1=y^{r}\right\rangle$. If $\gamma \in$ Aut $G$, prove that either $x^{\gamma}=\left(x^{i}\right)^{g}$ and $y^{\gamma}=$ $\left(y^{i}\right)^{g}$ or $x^{\gamma}=\left(y^{j}\right)^{g}$ and $y^{\gamma}=\left(x^{j}\right)^{g}$ where $g \in G$ and $(i, r)=1=(j, r)$. Deduce that Out $G \simeq \mathbb{Z}_{r}^{*} \sim \mathbb{Z}_{2}$.
12. Prove 6.2 . (the existence of a normal form characterizes free products).

### 6.3. Subgroups of Free Products

There is a famous and fundamental theorem of Kuroš which describes the structure of subgroups of a free product.
6.3.1 (The Kuroš Subgroup Theorem). Let $H$ be a subgroup of the free product $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$. Then $H$ is a free product of the form

$$
H=H_{0} * \underset{\lambda, d_{\lambda}}{\operatorname{Fr}} H \cap\left(d_{\lambda} G_{\lambda} d_{\lambda}^{-1}\right),
$$

where $H_{0}$ is a free group, $d_{\lambda}$ varies over a set of $\left(H, G_{\lambda}\right)$-double coset representatives and $\lambda$ varies over $\Lambda$.

Furthermore, if $H$ has finite index $m$ in $G$, the rank of the free group $H_{0}$ is $\sum_{\lambda \in \Lambda}\left(m-m_{\lambda}\right)+1-m$ where $m_{\lambda}$ is the number of $\left(H, G_{\lambda}\right)$-double cosets in $G$.

Let us examine the statement of this theorem in the case where each $G_{\lambda}$ is infinite cyclic, so that $G$ is a free group. The first assertion is that any subgroup $H$ is free. Suppose that $|G: H|=m$ is finite; thus so is $m_{\lambda}$. Let $G_{\lambda}=\left\langle x_{\lambda}\right\rangle$ and let $d_{\lambda}$ be an $\left(H, G_{\lambda}\right)$-double coset representative. For a fixed $\lambda$ all the cosets $H d_{\lambda} x_{\lambda}^{r}$ cannot be distinct. Hence $H d_{\lambda}=H d_{\lambda} x_{\lambda}^{r}$ for some $r>0$. Thus $d_{\lambda} x_{\lambda}^{r}=h d_{\lambda}$ where $h \in H$, from which it follows that $1 \neq h \in$ $H \cap\left(d_{\lambda} G_{\lambda} d_{\lambda}^{-1}\right)$; the latter group is therefore infinite cyclic. Hence the rank of $H$ is equal to that of $H_{0}$ plus $\sum_{\lambda \in \Lambda} m_{\lambda}$, which equals $n m+1-m$ where $n=|\Lambda|$. Thus the Nielsen-Schreier Theorem is a consequence of the Kuroš Subgroup Theorem.

In proving 6.3.1 we follow once again the method of A.J. Weir, making use of coset maps. It is important to realize that the proof is basically similar to that of the Nielsen-Schreier Theorem, although the details are necessarily more complicated.

Consider the situation of 6.3.1. For each $\lambda$ in $\Lambda$ choose a presentation $\varphi_{\lambda}: F_{\lambda} \rightarrow G_{\lambda}$ with $F_{\lambda}$ free. By 6.2 .7 the $\varphi_{\lambda}$ determine an epimorphism $\varphi$ from $F=\operatorname{Fr}_{\lambda \in \Lambda} F_{\lambda}$ to $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$. Let $W$ be the preimage of $H$ under $\varphi$. If a presentation of $W$ is given, composition with $\varphi$ yields a presentation of $H$. It will turn out that such a presentation of $W$ can be found which elucidates the structure of $H$ as a free product. It is for this reason that we begin by investigating subgroups of $F$.

## Subgroups of Free Products of Free Groups

Let $F$ be the free product of free groups

$$
F=\operatorname{Fr}_{\lambda \in \Lambda} F_{\lambda},
$$

$F_{\lambda}$ being free on a set $X_{\lambda}$. Let $W$ be a subgroup of $F$, which will be fixed from now on. The right cosets of $W$ are labeled by an index set $I$ containing the symbol 1 ,

$$
\left\{W_{i} \mid i \in I\right\}
$$

where $W=W_{1}$.
For each $\lambda$ in $\Lambda$ we choose a right transversal to $W$ in $F$, the $\lambda$-representative of the coset $W_{i}$ being written

$$
{ }^{2} \overline{W_{i}} .
$$

At present we require only that ${ }^{\lambda} \bar{W}=1$ for all $\lambda$. A more careful choice of transversals will be made later.

Our immediate object is to construct a presentation of With each $i$ in $I$ and $x$ in $\bigcup_{\lambda \in \Lambda} X_{\lambda}$ we associate a symbol $y_{i x}$. The idea is to assign to $y_{i x}$ the element ${ }^{\lambda} \bar{W}_{i} x\left({ }^{\lambda} \overline{W_{i} x}\right)^{-1}$ of $W$. However the free group on the set of $y_{i x}$ 's is not large enough to present $W$, as it turns out; so we add some more symbols.

Choose any element of $\Lambda$ and call it 1 : it is to remain fixed throughout the proof. With each pair $(i, \lambda)$ where $1 \neq i \in I$ and $1 \neq \lambda \in \Lambda$ we associate a symbol $z_{i \lambda}$. Now define

$$
\hat{F}
$$

to be the free group on the set of all $y_{i x}$ and $z_{i \lambda}$.
We construct a homomorphism

$$
\tau: \widehat{F} \rightarrow W
$$

by means of the assignments

$$
y_{i x} \mapsto^{\lambda} \overline{W_{i}} x\left({ }^{\lambda} \overline{W_{i} x}\right)^{-1} \quad \text { and } \quad z_{i \lambda} \mapsto^{\lambda} \bar{W}_{i}\left({ }^{1} \bar{W}_{i}\right)^{-1}
$$

where $x \in X_{\lambda}$. It will be shown that $\tau$ is an epimorphism; thus $\tau$ leads to a presentation of $W$ in the $y_{i x}$ and $z_{i \lambda}$.

To save endless qualification let us agree that

$$
z_{1 \lambda}=1=z_{i 1}
$$

for all $\lambda$ and $i$.

## Coset Maps

For each $u$ in $F$ and $i$ in $I$ we define an element $u^{W_{i}}$ of $\hat{F}$ recursively by induction on the length of $u$ as a reduced word in $\bigcup_{\lambda \in \Lambda} X_{\lambda}$. In the first
place

$$
1^{W_{i}}=1, \quad x^{W_{i}}=y_{i x}, \quad \text { and } \quad\left(x^{-1}\right)^{W_{i}}=\left(x^{W_{i} x^{-1}}\right)^{-1}
$$

if $x \in \bigcup_{\lambda \in \Lambda} X_{\lambda}$. Let $u=v y$ where $v \neq 1$ and $y \in X_{\mu} \cup X_{\mu}^{-1}$ is the final symbol of $u$ in the normal form: then we define

$$
u^{W_{i}}=v^{W_{i}}\left(z_{j \lambda} z_{j \mu}^{-1}\right) y^{W_{j}}
$$

where $W_{j}=W_{i} v$ and the final syllable of $v$ belongs to $F_{\lambda}$. (The last statement will henceforth be rendered $v$ ends in $\lambda$ : similarly $v$ begins in $v$ if the first syllable of $v$ belongs to $F_{v}$.) The mapping

$$
u \mapsto u^{W_{i}} \quad(u \in F)
$$

is called a coset map. Apart from the factor $z z^{-1}$, the definition is the same as in the proof of the Nielsen-Schreier Theorem.

We proceed to compute the effect of a coset map on products and inverses.

### 6.3.2. Let $u$ and $v$ be elements of $F$.

(i) If neither $u$ nor $v$ cancels completely in the product $u v$, then

$$
(u v)^{W_{i}}=u^{W_{i}} z_{j \lambda} z_{j \mu}^{-1} v^{W_{j}}
$$

where $W_{j}=W_{i} u$, $u$ ends in $\lambda$, and $v$ beings in $\mu$.
(ii) $\left(u^{-1}\right)^{W_{i}}=\left(u^{W_{i} u^{-1}}\right)^{-1}$.

Proof. Write $v$ as a reduced word in $\bigcup_{\lambda \in \Lambda} X_{\lambda}$. The proof of (i) is by induction on $l$, the length of $v$ as a reduced word: note that $l>0$, otherwise we consider $v$ to have canceled. If $l=1$, then $v \in X_{\lambda} \cup X_{\lambda}^{-1}$ for some $\lambda$ and (i) is true by definition. Assume that $l>1$ and write $v=v_{1} y$ where $y \in X_{v} \cup X_{v}^{-1}$ is the final symbol of $v$. Then $u v=\left(u v_{1}\right) y$. Observe that $u$ does not cancel completely in $u v_{1}$; assume that $v_{1}$ does not cancel completely either. By definition

$$
(u v)^{W_{i}}=\left(u v_{1}\right)^{W_{i}} z_{k \rho} z_{k v}^{-1} y^{W_{k}},
$$

where $W_{k}=W_{i} u v_{1}$ and $u v_{1}$ ends in $\rho$ : thus $v_{1}$ ends in $\rho$. By induction on $l$

$$
\left(u v_{1}\right)^{W_{i}}=u^{W_{i}} z_{j \lambda} z_{j \mu}^{-1} v_{1}^{W_{j}} .
$$

Hence

$$
\begin{aligned}
(u v)^{W_{i}} & =\left(u^{W_{i}} z_{j \lambda} z_{j \mu}^{-1} v_{1}^{W_{j}}\right)\left(z_{k \rho} z_{k v}^{-1}\right) y^{W_{k}} \\
& =u^{W_{i}} z_{j \lambda} z_{j \mu}^{-1}\left(v_{1} y\right)^{W_{j}} \\
& =u^{W_{i}} z_{j \lambda} z_{j \mu}^{-1} v^{W_{j}} .
\end{aligned}
$$

In particular the product rule holds if no cancellation between $u$ and $v$ occurs. Using this fact it is easy to prove (ii) by induction on the length of $u$.

Now suppose that $v_{1}$ cancels completely in $u v_{1}$. Then the final part of $u$ is $v_{1}^{-1}$ and $u=u_{1} v_{1}^{-1}$ for some $u_{1}$ (without cancellation). Note that $y$ does not
cancel in $u v=u_{1} y$. Also $u \neq 1$, otherwise $u$ would cancel completely. Hence

$$
\begin{equation*}
(u v)^{W_{i}}=\left(u_{1} y\right)^{W_{i}}=u_{1}^{W_{i}} z_{l \sigma} z_{l v}^{-1} y^{W_{1}}, \tag{4}
\end{equation*}
$$

where $W_{l}=W_{i} u_{1}$ and $u_{1}$ ends in $\sigma$. The product rule holds for $u=u_{1} v_{1}^{-1}$ by what has already been proved. Thus

$$
\begin{equation*}
u^{W_{i}}=u_{1}^{W_{i}} z_{l \sigma} z_{l \rho}^{-1}\left(v_{1}^{-1}\right)^{W_{l}}, \tag{5}
\end{equation*}
$$

where $v_{1}$ ends in $\rho$. By (ii) we have $\left(v_{1}^{-1}\right)^{W_{t}}=\left(v_{1}^{W_{1} v_{1}^{-1}}\right)^{-1}=\left(v_{1}^{W_{j}}\right)^{-1}$ since $W_{l} v_{1}^{-1}=W_{i} u=W_{j}$. Substitute for $u_{1}^{W_{i}}$ in (4) using (5): we obtain

$$
\begin{aligned}
(u v)^{W_{i}} & =u^{W_{i}} v_{1}^{W_{j}} z_{l \rho} z_{l \sigma}^{-1}\left(z_{l \sigma} z_{l v}^{-1} y^{W_{i}}\right) \\
& =u^{W_{i}}\left(v_{1} y\right)^{W_{j}}=u^{W_{i}} v^{W_{j}},
\end{aligned}
$$

the correct answer because $\lambda=\mu$ when cancellation occurs between $u$ and $v$.

Simple examples show that the product rule does not hold in general (Exercise 6.3.9), a fact that complicates some proofs. Two further instances when the rule is valid are useful.

### 6.3.3.

(i) If $u, v \in F$ and $u v \in W$, then $(u v)^{W}=u^{W} z_{i \lambda} z_{i \mu}^{-1} v^{W_{i}}$ where $W_{i}=W u$, $u$ ends in $\lambda$, and $v$ begins in $\mu$.
(ii) If $u, v \in F_{\lambda}$, then $(u v)^{W_{i}}=u^{W_{i}} v^{W_{i} u}$.

Proof. (i) If neither $u$ nor $v$ cancels completely, the equation is already known. Suppose that $v$ cancels completely and $u=u_{1} v^{-1}$ in reduced form. Then $u v=u_{1} \in W$ and $(u v)^{W}=u_{1}^{W}$. From $u=u_{1} v^{-1}$ and 6.3.2 we obtain $u^{W}=u_{1}^{W}\left(v^{-1}\right)^{W}$ since $W u_{1}=W$ and $z_{1 v}=1$ for all $v$. Hence $u_{1}^{W}=$ $u^{W}\left(\left(v^{-1}\right)^{W}\right)^{-1}=u^{W} v^{W_{i}}$ since $W v^{-1}=W u=W_{i}$. Thus $(u v)^{W}=u^{W} v^{W_{i}}$, which is correct because $\lambda=\mu$ in this case. If $u$ cancels completely, the argument is similar.
(ii) We leave the proof as an exercise.

If $u, v \in W$, then 6.3.3(i) yields $(u v)^{W}=u^{W} v^{W}$ since $z_{1 \lambda}=1=z_{1 \mu}$. Hence the mapping $u \mapsto u^{W}$ is a homomorphism; we shall call this

$$
\psi: W \rightarrow \hat{F} .
$$

We investigate next the effect of composing $\psi$ with $\tau$.
6.3.4. If $1 \neq u \in F$, then $\left(u^{W_{i}}\right)^{\tau}={ }^{\lambda} \bar{W}_{i} u\left({ }^{\mu} \overline{W_{i} u}\right)^{-1}$ where $u$ begins in $\lambda$ and ends in $\mu$.

Proof. Let $u=v y$ in reduced form where $y \in X_{\mu} \cup X_{\mu}^{-1}$. We can also assume $v \neq 1$; otherwise the result follows from the definitions of $y^{W_{i}}$ and $\left(y^{-1}\right)^{W_{i}}$.

By 6.3.2

$$
u^{W_{i}}=(v y)^{W_{i}}=v^{W_{i}} z_{j v} z_{j \mu}^{-1} y^{W_{j}}
$$

where $W_{j}=W_{i} v$ and $v$ ends in $v$. By induction on the length of $u$ as a word in $\bigcup_{\lambda \in \Lambda} X_{\lambda}$,

$$
\left(u^{W_{i}}\right)^{\tau}={ }^{\lambda} \bar{W}_{i} v\left({ }^{\nu} \bar{W}_{j}\right)^{-1} \cdot{ }^{\nu} \bar{W}_{j}^{1} \bar{W}_{j}^{-1} \cdot\left({ }^{\mu} \bar{W}_{j}^{1} \bar{W}_{j}^{-1}\right)^{-1} \cdot \mu \overline{W_{j}} y\left({ }^{\mu} \overline{W_{j} y}\right)^{-1}
$$

which becomes after cancellation

$$
\left(u^{W_{i}}\right)^{\tau}={ }^{\lambda} \bar{W}_{i} v y\left({ }^{\mu} \overline{W_{i} u}\right)^{-1}={ }^{\lambda} \overline{W_{i}} u\left({ }^{\mu} \overline{W_{i} u}\right)^{-1}
$$

If $u \in W$ and $i=1$, the formula of 6.3 .4 yields $\left(u^{W}\right)^{\tau}={ }^{\lambda} \bar{W} u\left({ }^{\mu} \bar{W}\right)^{-1}=u$. Therefore

$$
\psi \tau=1
$$

It follows that $\psi$ is injective and $\tau$ surjective. Write

$$
\chi=\tau \psi
$$

which is an endomorphism of $\hat{F}$ satisfying $\chi^{2}=\chi$.
We proceed to find a set of generators and relators for the presentation $\tau: \widehat{F} \rightarrow W$.
6.3.5. The group $W$ has a presentation $\tau: \widehat{F} \rightarrow W$ with generators $y_{i x}, z_{i \lambda}$ and relators

$$
y_{i x}^{-1} y_{i x}^{\chi} \quad \text { and } \quad z_{i \lambda}^{-1} z_{i \lambda}^{\chi}
$$

where $i \in I, \lambda \in \Lambda, x \in \bigcup_{\lambda \in \Lambda} X_{\lambda}$.
Proof. Let $K=\operatorname{Ker} \tau$. Since $\chi=\tau \psi$ and $\psi$ is injective, $K=\operatorname{Ker} \chi$. Let $N$ denote the normal closure in $\hat{F}$ of the set of all $y_{i x}^{-1} y_{i x}^{\chi}$ and $z_{i \lambda}^{-1} z_{i \lambda}^{\chi}$. Then, since $\chi=\chi^{2}$, we have $N \leq K$. On the other hand, any $k$ in $K$ is expressible in terms of $y_{i x}$ and $z_{i \lambda}$, so $1=k^{\chi} \equiv k \bmod N$. Therefore $k \in N$ and $N=K$.

## Kuroš Systems of Transversals

The time has come to make a careful choice of transversals. It is convenient to do this in the more general context of a subgroup $H$ of an arbitrary free product $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$. A set of $\lambda$-transversals to $H$, say $\left\{{ }^{\lambda} \bar{H}_{i} \mid i \in I\right\}, \lambda \in \Lambda$, with right cosets $H_{i}$ of $H$, is called a Kuroš system of transversals if there exists for each $\lambda$ a set of $\left(H, G_{\lambda}\right)$-double coset representatives $d_{\lambda}$ such that the following hold:
$\mathrm{K}(\mathrm{i}) d_{\lambda}$ is an element of shortest length (in the free product) in its $\left(H, G_{\lambda}\right)$ double coset $D$.
K(ii) If $H_{i} \subseteq D$, then ${ }^{\lambda} \bar{H}_{i} \in d_{\lambda} G_{\lambda}$.
K(iii) If $d_{\lambda}$ ends in $\mu$, then $\mu \neq \lambda$ and ${ }^{\mu} \overline{H d}_{\lambda}=d_{\lambda}$.
K(iv) ${ }^{\lambda} \overline{H d}_{\lambda}=d_{\lambda}$.

We shall see in 6.3.6 that such a set of transversals always exists. By choosing a Kuroš set of transversals a more economical set of relators is obtained. Notice the similarity of K(ii) to the Schreier property.

Let us now establish the existence of a set of transversals with the Kuroš properties.
6.3.6. Corresponding to any subgroup $H$ of a free product $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$ there exists a Kuroš system of transversals.

Proof. Let 1 be the representative of the double coset $H G_{\lambda}$. If $H_{i} \subseteq H G_{\lambda}$, choose for ${ }^{\lambda} \bar{H}_{i}$ an element of $G_{\lambda}$. So far all conditions have been met. Let $D$ be an $\left(H, G_{\lambda}\right)$-double coset of length $l$, that is to say, $l$ is the length of a shortest element $d^{\prime}$ of $D$. Assume that coset representatives have been chosen appropriately for all double cosets of length less than $l$ and that transversal elements have been assigned to cosets of $H$ contained in such double cosets. Now $D=H d^{\prime} G_{\lambda}$ and $d^{\prime}$ cannot end in $\lambda$ by minimality of length-suppose that $d^{\prime}$ ends in $\mu$. Then $H d^{\prime} G_{\mu}$ has length less than $l$, so its representative $d^{\prime \prime}$, as well as ${ }^{4} \overline{\mathrm{Hd}}$ ', has already been assigned: put $d={ }^{\mu} \overline{\mathrm{Hd}}$ '. Now the length of $d^{\prime \prime}$ is at most $l-1$. In addition $d \in d^{\prime \prime} G_{\mu}$ by K (ii), so the length of $d$ is at most $l$ (and hence equals $l$ ). Choose this $d$ to be the representative of $D$, noting that K (i) and K (iii) hold. If $H_{i}$ is contained in $D$, we simply define the ${ }^{\lambda} \bar{H}_{i}$ so as to satisfy K (ii) and K (iv). In this way we construct recursively a Kuroš system of transversals.

Reassured that such sets of transversals always exist, we return to the subgroup $W$ of $F=\operatorname{Fr}_{\lambda \in \Lambda} F_{\lambda}$.
6.3.7. If a Kuroš system of transversals to $W$ is chosen, the following elements constitute a set of relators for $\tau: \hat{F} \rightarrow W$ : the $u^{W}$ where $u$ is a nontrivial element of a transversal and the $z_{j} z_{j \mu}^{-1}$ where ${ }^{\lambda} \bar{W}_{j}={ }^{\mu} \bar{W}_{j}$.

Proof. Let $K=\operatorname{Ker} \tau$ and denote by $N$ the normal closure in $\hat{F}$ of the set of potential relators. We show first that $N \leq K$. Let $u={ }^{2} \bar{W}_{i}$ and suppose that $W_{i}=W u \subseteq D=W d F_{\lambda}$ where $d$ is the representative of $D$. Then by 6.3.4

$$
\left(u^{W}\right)^{\tau}={ }^{v} \bar{W} u\left({ }^{\mu} \overline{W u}\right)^{-1}=u\left({ }^{u} \overline{W_{i}}\right)^{-1}
$$

where $u$ begins in $v$ and ends in $\mu$. If $\mu=\lambda$, then $u={ }^{\mu} \bar{W}_{i}$. If $\mu \neq \lambda$, then, since $u \in d F_{\lambda}$ by K(ii), we have $u=d$ : note that $d$ does not end in $\lambda$. Thus ${ }^{\mu} \bar{W}_{i}={ }^{\mu} \overline{W d}=d$ by K (iii). Hence in both cases $u={ }^{\mu} \bar{W}_{i}$ and $\left(u^{W}\right)^{\tau}=1$.

Next, if $z_{j \lambda} z_{j \mu}^{-1}$ is one of the specified relators,

$$
\left(z_{j \lambda} z_{j \mu}^{-1}\right)^{\tau}=\left(\lambda \bar{W}_{j}^{1} \bar{W}_{j}^{-1}\right)\left({ }^{\mu} \bar{W}_{j}{ }^{1} \bar{W}_{j}^{-1}\right)^{-1}={ }^{\lambda} \bar{W}_{j}^{\mu} \bar{W}_{j}^{-1}=1 .
$$

Hence $N \leq K$.
It remains to show that $K \leq N$ or, equivalently, that $y_{i x}^{\chi} \equiv y_{i x} \bmod N$ and $z_{i \lambda}^{\chi} \equiv z_{i \lambda} \bmod N($ by 6.3.5 ).

First of all consider

$$
\begin{equation*}
y_{i x}^{\chi}=\left({ }^{\lambda} \bar{W}_{i} x^{\lambda} \overline{W_{i} x^{-1}}\right)^{W}=\left(u x v^{-1}\right)^{W} \tag{6}
\end{equation*}
$$

where $x \in X_{\lambda}, u={ }^{\lambda} \bar{W}_{i}$, and $v={ }^{\lambda} \overline{W_{i} x}$. Now $W_{i} \subseteq W d F_{\lambda}$ for some double coset representative $d$. Thus $u \in d F_{\lambda}$ and $v \in d F_{\lambda}$ by K (ii), and we may write $u=d f$ and $v=d g$ where $f, g \in F_{\lambda}$. Therefore, by the product rule, (6) becomes

$$
\begin{aligned}
y_{i x}^{\chi} & =\left(d\left(f x g^{-1}\right) d^{-1}\right)^{W} \\
& =d^{W} z_{j \mu} z_{j \lambda}^{-1}\left(f x g^{-1}\right)^{W_{j}} z_{j \lambda} z_{j \mu}^{-1}\left(d^{W}\right)^{-1}
\end{aligned}
$$

where $W_{j}=W d=W d f x g^{-1}$ and $d$ ends in $\mu$; here we have assumed that $f x g^{-1} \neq 1$. Now ${ }^{\lambda} \bar{W}_{j}=d={ }^{\mu} \bar{W}_{j}$ by K (iii) and K (iv). Hence

$$
y_{i x}^{\chi} \equiv\left(f x g^{-1}\right)^{W_{j}} \quad \bmod N
$$

Notice that this is true even if $f x g^{-1}=1$. Next using 6.3.3(ii) we obtain

$$
y_{i x}^{\chi} \equiv f^{W_{j}} x^{W_{i}}\left(g^{W_{j}}\right)^{-1} \quad \bmod N
$$

Since $y_{i x}=x^{W_{i}}$, it is enough to show that $f^{W_{j}}$ and $g^{W_{j}} \in N$. Assume that $f \neq 1$ : then we deduce from $u=d f$ that $u^{W}=d^{W} z_{j \mu} z_{j \lambda}^{-1} f^{W_{j}}$, which implies that $f^{W_{j}} \in N$. Similarly $g^{W_{j}} \in N$.

The relator $z_{i \lambda}^{-1} z_{i \lambda}^{\chi}$ is handled in a similar way; the details are left as an exercise for the reader.

We shall now partition the $y_{i x}$ in a manner corresponding to the decomposition of $F$ into double cosets. Let $\lambda \in \Lambda$ and let $d$ be the representative of a $\left(W, F_{\lambda}\right)$-double coset $D$. Define

$$
\hat{F}_{\lambda d}=\left\langle y_{i x} \mid W_{i} \subseteq D, x \in X_{\lambda}\right\rangle
$$

Each $y_{i x}$ belongs to exactly one $\hat{F}_{\lambda d}$. If $Z$ is the subgroup generated by all the $z_{i \lambda}$, then

$$
\begin{equation*}
\hat{F}=Z * \underset{\lambda, d_{\lambda}}{\operatorname{Fr}} \hat{F}_{\lambda, d_{\lambda}} \tag{7}
\end{equation*}
$$

here $d_{\lambda}$ ranges over all $\left(W, F_{\lambda}\right)$-double coset representatives and $\lambda \in \Lambda$. We shall find a set of relators for $\tau: \widehat{F} \rightarrow W$ each of which belongs to a free factor of (7).
6.3.8. The presentation $\tau: \hat{F} \rightarrow W$ has a set of defining relators consisting of the elements of $\hat{F}_{\lambda, d_{\lambda}} \cap \operatorname{Ker} \tau$ and all $z_{j \lambda} z_{j \mu}^{-1}$ where ${ }^{\lambda} \bar{W}_{j}={ }^{\mu} \bar{W}_{j}$.

Proof. Let $N$ be the normal closure in $\hat{F}$ of the specified set of elements. Then $N \leq K=\operatorname{Ker} \tau$ by 6.3.7. Furthermore by the same result it is enough to prove that $u^{W} \in N$ where $u$ is a $\lambda$-transversal element. Assuming this to be false, we can find a $\left(W, F_{\lambda}\right)$-double coset $D$ of minimal length subject to the existence of a coset $W_{i}$ contained in $D$ whose representative $u={ }^{\lambda} \bar{W}_{i}$ does not satisfy $u^{W} \in N$.

By K (ii) we may write $u=d f$ where $f \in F_{\lambda}$ and $d$ is a double coset representative of $D$. Then

$$
\begin{equation*}
u^{W}=d^{W}\left(z_{j \mu} z_{j \lambda}^{-1}\right) f^{W_{j}} \tag{8}
\end{equation*}
$$

where $W_{j}=W d$ and $d$ ends in $\mu \neq \lambda$. The length of the double coset $W d F_{\mu}$ is less than that of $d$; hence it is less than the length of $D=W d F_{\lambda}$ by $\mathrm{K}(\mathrm{i})$. Also ${ }^{\mu} \overline{W d}=d$ by K (iii), so $d^{W} \in N$ by minimality. Now ${ }^{\mu} \overline{W d}={ }^{\lambda} \overline{W d}$ by K(iii) and K (iv); hence $z_{j \mu} z_{j \lambda}^{-1} \in N$ and it suffices to deal with $f^{W_{j}}$. By (8) we have $f^{W_{j}} \in$ $K$. Thus it is enough to prove the following statement: if $f \in F_{\lambda}$, then

$$
\begin{equation*}
f^{W_{l}} \in \hat{F}_{\lambda d} \tag{9}
\end{equation*}
$$

whenever $W_{l} \subseteq W d F_{\lambda}$. If $f \in X_{\lambda}$, then $f^{W_{t}}=y_{l f}$, which belongs to $\hat{F}_{\lambda d}$ by definition: if $f \in X_{\lambda}^{-1}$, then $f^{W_{l}}=y_{m f^{-1}}^{-1} \in \hat{F}_{\lambda d}$ where $W_{m}=W_{l} f^{-1}$. In the general case write $f$ as a reduced word in $X_{\lambda}$ and induct on its length.

This set of relators enables us to recognize the free product structure of $W$.
6.3.9. Let $W$ be a subgroup of $F=\operatorname{Fr}_{\lambda \in \Lambda} F_{\lambda}$, the $F_{\lambda}$ being free groups. Then there exists for each $\lambda$ in $\Lambda$ a set of $\left(W, F_{\lambda}\right)$-double coset representatives $\left\{d_{\lambda}\right\}$ such that there is a free product decomposition

$$
W=W_{0} * \underset{\lambda, d_{\lambda}}{\operatorname{Fr}} W \cap\left(d_{\lambda} F_{\lambda} d_{\lambda}^{-1}\right)
$$

where $W_{0}$ is a free group and the free product is formed over all double cosets $W d_{\lambda} F_{\lambda}$ and all $\lambda$ in $\Lambda$. Furthermore, should $|F: W|=m$ be finite, the rank of the free group $W_{0}$ is

$$
\sum_{\lambda \in \Lambda}\left(m-m_{\lambda}\right)+1-m
$$

where $m_{\lambda}$ is the number of $\left(W, F_{\lambda}\right)$-double cosets in $F$.
Proof. We assume of course that a Kuroš system of transversals and double coset representatives for $W$ has been selected. According to 6.3 .8 the presentation $\tau: \hat{F} \rightarrow W$ has a set of defining relators each of which belongs to $Z=$ $\left\langle Z_{i \lambda} \mid i \in I, \lambda \in \Lambda\right\rangle$ or to one of the $\hat{F}_{\lambda d}$, that is, to one of the free factors in (7). By Exercise 6.2 . 5 the subgroup $W$ is the free product of $W_{0}=Z^{\tau}$ and the $\hat{F}_{\lambda d}^{\tau}$. We claim that

$$
\begin{equation*}
\hat{F}_{\lambda d}^{\tau}=W \cap\left(d F_{\lambda} d^{-1}\right) . \tag{10}
\end{equation*}
$$

To see this take any $y_{i x}$ in $\hat{F}_{\lambda d}$; then $y_{i x}^{r}={ }^{\lambda} \overline{W_{i}} x\left({ }^{\lambda} \overline{W_{i} x}\right)^{-1}$ where $x \in X_{\lambda}$. Now $W_{i} \subseteq W d F_{\lambda}$ by definition of $\hat{F}_{\lambda d}$, so ${ }^{\lambda} \bar{W}_{i}=d f$ for some $f \in F_{\lambda}$ : also $W_{i} x \subseteq W d F_{\lambda}$ and ${ }^{\lambda} \overline{W_{i} x}=d g$ where $g \in F_{\lambda}$. Hence

$$
y_{i x}^{\tau}=(d f) x(d g)^{-1}=d\left(f x g^{-1}\right) d^{-1} \in W \cap\left(d F_{\lambda} d^{-1}\right) .
$$

Thus $\hat{F}_{\lambda d}^{\imath} \leq W \cap\left(d F_{\lambda} d^{-1}\right)$.

To establish the converse we choose $w \neq 1$ from $W \cap\left(d F_{\lambda} d^{-1}\right)$. Since $w=$ $w^{\psi \tau}=\left(w^{W}\right)^{\tau}$, it will suffice to prove that $w^{W} \in \hat{F}_{\lambda d} K$, where as usual $K=$ $\operatorname{Ker} \tau$. Write $w=d f d^{-1}$ with $1 \neq f \in F_{\lambda}$. Note that $d$ ends in some $\mu \neq \lambda$. Also $W d f=W d=W_{j}$ say. By the product rule

$$
w^{W}=\left(d f d^{-1}\right)^{W}=d^{W} z_{j \mu} z_{j \lambda}^{-1} f^{W_{j}} z_{j \lambda} z_{j \mu}^{-1}\left(d^{-1}\right)^{W_{j}} .
$$

Since $\left(d^{-1}\right)^{W_{j}}=\left(d^{W}\right)^{-1}$, it follows that

$$
w^{W} \equiv f^{W_{j}} \bmod K .
$$

But $f^{W_{j}} \in \hat{F}_{\lambda d}$ by (9), so $w^{W} \in \hat{F}_{\lambda d} K$ as required.
It remains to discuss $W_{0}=Z^{\tau}$. The relators which affect $Z$ are the $z_{j \lambda} z_{j \mu}^{-1}$, $j \neq 1, \lambda \neq \mu$, each of which eliminates one of the $z$ 's. Hence $W_{0}$ is free. Now let $|F: W|=m$ be finite; the rank of $W_{0}$ has to be computed.

An element $z_{j \lambda} z_{j \mu}^{-1}$ belongs to $K$ if and only if ${ }^{\lambda} \bar{W}_{j}={ }^{\mu} \bar{W}_{j}$. Choose a double coset $W d_{\lambda} F_{\lambda}$ other than $W F_{\lambda}$. Suppose that $d_{\lambda}$ ends in $\mu$. If $W_{j}=W d_{\lambda}$, then ${ }^{\lambda} \bar{W}_{j}=d_{\lambda}={ }^{\mu} \bar{W}_{j}$, so that $K$ contains $z_{j} z_{j \mu}^{-1},(j \neq 1, \lambda \neq \mu)$. Conversely, let $z_{j \lambda} z_{j \mu}^{-1} \in K$ where $j \neq 1$ and $\lambda \neq \mu$. Then ${ }^{\lambda} \bar{W}_{j}={ }^{\mu} \bar{W}_{j}=u$ say. Now $W_{j} \subseteq$ $W d_{\lambda} F_{\lambda} \cap W d_{\mu} F_{\mu}$ for some $d_{\lambda}, d_{\mu}$. Then $u \in d_{\lambda} F_{\lambda} \cap d_{\mu} F_{\mu}$, so that either $u=d_{\lambda}$ ends in $\mu$ or $u=d_{\mu}$ ends in $\lambda$. In this way one sees that there is a bijection between relators of the form $z_{j \lambda} z_{j \mu}^{-1}(j \neq 1, \lambda \neq \mu)$ and double cosets not of the form $W F_{\lambda}$. The number of relators is therefore $\sum_{\lambda \in \Lambda}\left(m_{\lambda}-1\right)$. If $|\Lambda|=n$, the number of free generators $z_{j \lambda}$ of $Z$ is $(m-1)(n-1)$. Each relator removes one $z_{j \lambda}$. Hence the rank of $W_{0}$ is

$$
(m-1)(n-1)-\sum_{\lambda \in \Lambda}\left(m_{\lambda}-1\right)=\sum_{\lambda \in \Lambda}\left(m-m_{\lambda}\right)+1-m .
$$

## Proof of the Subgroup Theorem (Concluded)

Let $H$ be any subgroup of $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$. Choose presentations $\varphi_{\lambda}: F_{\lambda} \rightarrow G_{\lambda}$ where $F_{\lambda}$ is free, and let $F$ be the free product $\operatorname{Fr}_{\lambda \in \Lambda} F_{\lambda}$. Then the $\varphi_{\lambda}$ extend to a unique surjective homomorphism $\varphi: F \rightarrow G$. Let $W$ be the preimage of $H$ under $\varphi$ and put $R=\operatorname{Ker} \varphi$.

Let a Kuroš system of transversals and double coset representatives for $H$ be chosen. If $g_{\lambda} \in G_{\lambda}$, we choose an fix an element $f_{\lambda} \in F_{\lambda}$ such that $f_{\lambda}^{\varphi}=$ $g_{\lambda}$. If $g=g_{\lambda_{1}} \cdots g_{\lambda_{k}}$ is the reduced form of $g$ in $G$, write $f=f_{\lambda_{1}} \cdots f_{\lambda_{k}}$, which is the reduced form of $f$ in $F$. Thus $f^{\varphi}=g$. In this way we obtain elements of $F$ that map to the double coset representatives and transversal elements of $H$ in $G$. It is easy to see that these elements of $F$ form a Kuroš system of transversals for $W$ in $F$.

Using this system of transversals, we obtain a set of relators for $\tau: \hat{F} \rightarrow W$ as in 6.3.8. Now $\tau \varphi: \hat{F} \rightarrow H$ is an epimorphism whose kernel is obviously the preimage of $R$ under $\tau$. Also $R$ is the normal closure in $F$ of $\bigcup_{\lambda \in \Lambda} \operatorname{Ker} \varphi_{\lambda}$ (by 6.2.7). Let $r$ be a relator for $\varphi_{\lambda}$. Since $r \in R \leq W$ and $R \triangleleft F$, we have
$W_{i} r=W_{i}$ for all $i$. Hence by 6.3.4

$$
\left(r^{W_{i}}\right)^{\tau}={ }^{\lambda} W_{i} r\left({ }^{\lambda} \overline{W_{i}}\right)^{-1} \in R .
$$

This shows that the preimage of $R$ under $\tau$ is the normal closure in $\hat{F}$ of all the $r^{W_{i}}$ and of $K=\operatorname{Ker} \tau$. Thus we obtain a set of relators for $\tau \varphi: \widehat{F} \rightarrow H$ by adding to those for $\tau$ the elements $r^{W_{i}}$, where $r$ is a relator for $\varphi_{\lambda}$.

Hence every defining relator of $\tau \varphi$ belongs to a free factor of $\hat{F}$. Consequently $H$ is the free product of $H_{0}=Z^{\tau \varphi}$ and the $\left(\hat{F}_{\lambda d}\right)^{\tau \varphi}=\left(W \cap d F_{\lambda} d^{-1}\right)^{\varphi}=$ $H \cap d^{\varphi} G_{\lambda}\left(d^{\varphi}\right)^{-1}$ (by (10)). Since the relators in $Z$ are the $z_{j \lambda} z_{j \mu}^{-1}$, the subgroup $H_{0}$ is isomorphic with $W_{0}=Z^{\tau}$. Applying 6.3 .9 we obtain the formula for the rank of $H_{0}$.

The Subgroup Theorem has many applications. Here is an example.
6.3.10 (Baer-Levi†). A group cannot be expressed in a nontrivial way as both a free product and a direct product.

Proof. Let $G=A * B=C \times D$ where $A, B, C, D$ are nontrivial groups. If $A \cap C \neq 1$, then $C_{G}(A \cap C) \leq A$ by 6.2.6; therefore $D \leq A$. Hence $C_{G}(D) \leq A$ by 6.2.6 again, which means that $C \leq A$ and $A=G$, a contradiction. Thus $A \cap C=1$. For similar reasons $A \cap D, B \cap C$, and $B \cap D$ are all trivial. Since $C$ and $D$ are normal in $G$, they intersect conjugates of $A$ and $B$ trivially. Applying 6.3 .1 we conclude that $C$ and $D$ are free groups. Now $A \simeq A C / C \leq G / C \simeq D$. Therefore $A$ is free by the Nielsen-Schreier Theorem. Similarly $B$ is free, so that $G=A * B$ is free. Let $1 \neq c \in C$ and $1 \neq$ $d \in D$; then $\langle c, d\rangle$ is abelian. But $\langle c, d\rangle$ is also a free group, so it must be infinite cyclic; this is impossible in view of $\langle c\rangle \cap\langle d\rangle=1$.

## The Grushko-Neumann Theorem

We mention without proof another very important theorem about free products, the Grushko-Neumann Theorem.

If $F$ is a finitely generated free group and $\varphi$ is a homomorphism from $F$ onto a free product $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$, then $F$ is a free product of groups $F_{\lambda}, \lambda \in \Lambda$, such that $F_{\lambda}^{\varphi}=G_{\lambda}$.

One of the most useful consequences of this theorem is the following. Let $G=G_{1} * \cdots * G_{n}$ and let $d\left(G_{i}\right)$ be the minimum number of generators of the finitely generated group $G_{i}$. Then $d(G)=d\left(G_{1}\right)+\cdots+d\left(G_{n}\right)$ (see Exercise 6.3.11).

A geometrical approach to the Grushko-Neumann Theorem, as well as to the Kuroš Subgroup Theorem, can be found in b43].

## Exercises 6.3

1. Describe the structure of subgroups of $\operatorname{PSL}(2, \mathbb{Z})$.
2. Which soluble groups can be embedded in a free product of cyclic groups?
3. A subgroup of a free product of abelian groups is also a free product of abelian groups.
4. A group is called freely indecomposable if it cannot be expressed as a free product of nontrivial groups. Let $G=\langle A, B\rangle$ where $A$ and $B$ are freely indecomposable and $A \cap B \neq 1$. Prove that $G$ is freely indecomposable.
5. Let $G=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}=\mathrm{Fr}_{\mu \in M} H_{\mu}$ where the $G_{\lambda}$ and $H_{\mu}$ are freely indecomposable. Prove that $|\Lambda|=|M|$ and that, with suitable relabeling, $G_{\lambda} \simeq H_{\lambda}$. If $G_{\lambda}$ is not infinite cyclic, show that $G_{\lambda}$ and $H_{\lambda}$ are conjugate.
6. Prove that the following pairs of groups are not isomorphic;
(a) $\left\langle x, y, z \mid x^{2}=y^{3}=z^{4}=1\right\rangle$ and $\left\langle u, v, w \mid u^{2}=v^{3}=w^{4}=1, u v=v u\right\rangle$;
(b) $\left\langle x, y, z \mid x^{2}=y^{3}=(x y)^{2}=\mathrm{z}^{2}=1\right\rangle$ and $\left\langle u, v, w \mid u^{2}=v^{3}=w^{2}=1, u v=v u\right\rangle$;
(c) $\langle x, y, z, t \mid x y=y x, z t=t z\rangle$ and $\left\langle s, u, v, w \mid s u^{2}=u^{2} s, v w=w v\right\rangle$.
7. Every nontrivial direct product is freely indecomposable. Every nontrivial free product is directly indecomposable.
8. Prove 6.3.3(ii), that $(u v)^{W_{i}}=u^{W_{i}} v^{W_{i} u}$ if $u, v \in F_{\lambda}$.
9. Prove that the product rule (6.3.2) is not always valid. [Hint: Consider $\left(x y^{-1} \cdot y\right)^{W}$ where $x \in F_{\lambda}, y \in F_{\mu}$ and $\lambda \neq \mu$.]
10. Complete the proof of 6.3 .7 by showing that $z_{i \lambda}^{\chi} \equiv z_{i \lambda} \bmod N$.
11. If $G=G_{1} * G_{2} * \cdots * G_{n}$ is a finitely generated group, prove that $d(G)=d\left(G_{1}\right)+$ $d\left(G_{2}\right)+\cdots+d\left(G_{n}\right)$ by applying the Grushko-Neumann Theorem.
12. Prove that every finitely generated group can be expressed as a free product of finitely many freely indecomposable groups. Show also that this decomposition is unique up to order.
13. Let $G$ be the group with the presentation $\left\langle x_{1}, \ldots, x_{n}\right|\left[x_{1}, x_{2}\right]=\left[x_{2}, x_{3}\right]=\cdots=$ $\left.\left[x_{n-1}, x_{n}\right]=1\right\rangle$. Prove that $G$ is freely indecomposable. [Hint: Assume that $G=H * K$ where $H \neq G$ and $K \neq G$. Let $C=C_{G}\left(x_{1}\right)$ and apply 6.3.1 and 6.2.6 to show that $C=1$.]

### 6.4. Generalized Free Products

Let there be given a nonempty set of groups $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$, together with a group $H$ which is isomorphic with a subgroup $H_{\lambda}$ of $G_{\lambda}$ by means of a monomorphism

$$
\varphi_{\lambda}: H \rightarrow G_{\lambda} \quad(\lambda \in \Lambda)
$$

There is an exceedingly useful object known as the free product of the $G_{\lambda}$ 's with the amalgamated subgroup $H$. Roughly speaking this is the largest
group generated by the $G_{\lambda}$ 's in which the subgroups $H_{\lambda}$ are identified by means of the $\varphi_{\lambda}$. Generically such groups are known as generalized free products.

The precise definition follows. Let there be given groups $G_{\lambda}$ and monomorphism $\varphi_{\lambda}: H \rightarrow G_{\lambda}$ as before. Define $F$ to be the free product $\mathrm{Fr}_{\lambda \in \Lambda} G_{\lambda}$ and let $N$ be the normal closure in $F$ of the subset

$$
\left\{\left(h^{\varphi_{\lambda}}\right)^{-1} h^{\varphi_{\|}} \mid \lambda, \mu \in \Lambda, h \in H\right\} .
$$

The free product of the $G_{\lambda}$ with amalgamated subgroup $H$ (with respect to the $\varphi_{\lambda}$ ) is defined to be the group

$$
G=F / N .
$$

The point here is that $h^{\varphi_{\lambda}} \equiv h^{\varphi_{\mu}} \bmod N$, so that all the subgroups $H^{\varphi_{\lambda}} N / N$ are equal in $G$. In general $G$ will depend on the particular $\varphi_{\lambda}$ chosen, not merely on the subgroups $H_{\lambda}$-see Exercise 6.4.9. Of course when $H=1$, the generalized free product reduces to the free product.

The case which is most commonly encountered is when there are two groups $G_{1}, G_{2}$ with subgroups $H_{1}, H_{2}$ that are isomorphic via $\varphi: H_{1} \rightarrow H_{2}$; this arises when $H=H_{1}$ and the monomorphisms in the definition are $\varphi_{1}=1$ and $\varphi_{2}=\varphi$.

## An Example

Let $A=\langle a\rangle$ and $B=\langle b\rangle$ be cyclic groups of orders 4 and 6 respectively. The free product $A * B$ has the presentation $\left\langle a, b \mid a^{4}=1=b^{6}\right\rangle$. Since $a^{2}$ and $b^{3}$ both have order 2, the subgroups $\left\langle a^{2}\right\rangle$ and $\left\langle b^{3}\right\rangle$ are isomorphic; we may therefore form the free product $G$ with an amalgamation determined by the isomorphism $\left\langle a^{2}\right\rangle \rightarrow\left\langle b^{3}\right\rangle$. This amounts to identifying $a^{2}$ and $b^{3}$. Thus $G$ has the presentation

$$
\left\langle a, b \mid a^{4}=1, a^{2}=b^{3}\right\rangle .
$$

Here we have not troubled to change the names of the generators.
The element $h=a^{2}=b^{3}$ commutes with $a$ and $b$, so it belongs to the center of $G$. Therefore every element of $G$ can be written in the form

$$
h^{i} a^{j_{1}} b^{k_{1}} a^{j_{2}} b^{k_{2}} \cdots a^{j_{r}} b^{k_{r}}, \quad(r \geq 0)
$$

where $i$ and $j_{s}=0$ or 1 and $k_{s}=0,1$, or 2 . It is reasonable to ask whether the above expression is unique, at least if identity elements are deleted and consecutive terms lie in different factors.

One way to see that this is true is to map $G$ homomorphically onto the group $L=\langle u\rangle *\langle v\rangle$ where $u$ and $v$ have orders 2 and 3 respectively. This can be done by means of the assignments $a \mapsto u$ and $b \mapsto v$ using von Dyck's Theorem (2.2.1). If an element of $G$ had two expressions of the above type, some element of $L$ would have two normal forms, which is known to be impossible. Therefore every element of $G$ has a unique expression.

Guided by this example we proceed to the general case.

## Normal Form in Generalized Free Products

Let $G$ be the free product of groups $G_{\lambda}, \lambda \in \Lambda$, with a subgroup amalgamated according to monomorphisms $\varphi_{\lambda}: H \rightarrow G_{\lambda}$ : write $H_{\lambda}$ for $\operatorname{Im} \varphi_{\lambda}$. If $F=$ $\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$ and $N$ is the normal closure in $F$ of the set of all $\left(h^{\varphi_{\lambda}}\right)^{-1} h^{\varphi_{\mu}}, h \in H$, $\lambda, \mu \in \Lambda$, then $G=F / N$.

For each $\lambda \in \Lambda$ we choose and fix a right transversal to $H_{\lambda}=H^{\varphi_{\lambda}}$ in $G_{\lambda}$, writing $\bar{g}$ for the representative of the coset $H_{\lambda} g$; of course we choose $\overline{1}=1$. Consider an element $f$ of $F$ written in the normal form for the free product, $f=u_{1} u_{2} \cdots u_{r}$ where $u_{i} \in G_{\lambda_{i}}$. For convenience put $G_{i}=G_{\lambda_{i}}$ and $\varphi_{i}=\varphi_{\lambda_{i}}$. We shall define certain elements $g_{i}$ in $G_{\lambda_{i}}$, starting with $g_{r}=u_{r}$. Write $g_{r}=$ $h_{r}^{\varphi_{r}} \bar{g}_{r}$ where $h_{r} \in H$. Since $h_{r}^{\varphi_{r}} \equiv h_{r}^{\varphi_{r-1}} \bmod N$, we have $g_{r} \equiv h_{r}^{\varphi_{r-1}} \bar{g}_{r} \bmod N$. On substituting for $g_{r}=u_{r}$ in $f$, we obtain

$$
f \equiv u_{1} \cdots u_{r-2} g_{r-1} \bar{g}_{r} \quad \bmod N
$$

where $g_{r-1}=u_{r-1} h_{r}^{\varphi_{r-1}} \in G_{r-1}$. Again $g_{r-1} \equiv h_{r-1}^{\varphi_{r-2}} \bar{g}_{r-1} \bmod N$ for some $h_{r-1}$ in $H$. Hence

$$
f \equiv u_{1} \cdots u_{r-3} g_{r-2} \bar{g}_{r-1} \bar{g}_{r} \quad \bmod N
$$

where $g_{r-2}=u_{r-2} h_{r-1}^{\varphi_{r-2}} \in G_{r-2}$.
After $r-2$ further applications of this technique we obtain an expression

$$
\begin{equation*}
f \equiv h^{\varphi_{1}} \bar{g}_{1} \cdots \bar{g}_{r} \quad \bmod N \tag{11}
\end{equation*}
$$

where $h \in H$. Here $h^{\varphi_{1}} \equiv h^{\varphi_{i}} \bmod N$ for all $i$. This indicates what type of normal form is to be expected in a generalized free product.

Definition. Let $f \in F=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$. A normal form of $f$ with respect to the monomorphisms $\varphi_{\lambda}: H \rightarrow G_{\lambda}$ and the chosen transversals is a formal expression

$$
h \bar{g}_{1} \bar{g}_{2} \cdots \bar{g}_{r}, \quad(r \geq 0)
$$

with the property $f \equiv h^{\varphi_{\lambda_{1}}} \bar{g}_{1} \cdots \bar{g}_{r} \bmod N$ : here $h \in H, g_{i} \in G_{\lambda_{i}}$ and we stipulate that $\bar{g}_{i} \neq 1$ and $\lambda_{i} \neq \lambda_{i+1}$.

The foregoing considerations demonstrate that each element of $F$ has a normal form obtainable by the canonical process that led to (11). But the really important point remains to be settled, the uniqueness of the normal form.
6.4.1. Each element of $F=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$ has a unique normal form with respect to the monomorphisms $\varphi_{\lambda}: H \rightarrow G_{\lambda}$ and the fixed transversals to $H_{\lambda}=\operatorname{Im} \varphi_{\lambda}$ in $G_{\lambda}$.

Proof. Since a direct proof of uniqueness would be technically very complicated, we adopt a different approach.

Let $M$ denote the set of all normal forms of elements of $F$. Associate with each $x$ in $G_{\lambda}$ a permutation $x^{*}$ of $M$ defined in the following manner: $\left(h \bar{g}_{1} \cdots \bar{g}_{r}\right) x^{*}$ is the normal form of the element $h^{\varphi_{\lambda_{1}}} \bar{g}_{1} \cdots \bar{g}_{r} x$ which results on applying the canonical procedure described above. In what follows we write $\varphi_{i}$ for $\varphi_{\lambda_{i}}$.

We claim that

$$
(x y)^{*}=x^{*} y^{*}
$$

for all $x$ and $y$ in $G_{\lambda}$. This is quite straightforward to prove but it does require some case distinctions.

Consider the normal form $h \bar{g}_{1} \cdots \bar{g}_{n}$; assume that $\lambda_{n} \neq \lambda$, so $\bar{g}_{n} \notin G_{\lambda}$. Applying our procedure for constructing a normal form to $h^{\varphi_{1}} \bar{g}_{1} \cdots \bar{g}_{n} x$, we obtain

$$
\begin{equation*}
\left(h \bar{g}_{1} \cdots \bar{g}_{n}\right) x^{*}=\left(h h_{1}\right) \overline{g_{1} h_{2}^{\varphi_{1}}} \cdots \overline{g_{n} h_{n+1}^{\varphi_{n}}} \bar{x} \tag{12}
\end{equation*}
$$

where $h_{i} \in H, x=h_{n+1}^{\varphi_{\lambda}} \bar{x}$, and $\bar{g}_{i} h_{i+1}^{\varphi_{i}}=h_{i}^{\varphi_{i}} \overline{g_{i} h_{i+1}^{\varphi_{i}}}$, except that $\bar{x}$ must be deleted if $x \in H_{\lambda}$. Now apply $y^{*}$ : we obtain elements $k_{i}$ of $H$ such that

$$
\begin{equation*}
\left(h \bar{g}_{1} \cdots \bar{g}_{n}\right) x^{*} y^{*}=\left(h h_{1} k_{1}\right) \overline{g_{1}\left(h_{2} k_{2}\right)^{\varphi_{1}}} \cdots \overline{g_{n}\left(h_{n+1} k_{n+1}\right)^{\varphi_{n}}} \overline{x y} \tag{13}
\end{equation*}
$$

where $\bar{x} y=k_{n+1}^{\varphi_{\lambda}} \overline{x y}$ and $\overline{g_{i} h_{i+1}^{\varphi_{i}}} k_{i+1}^{\varphi_{i}}=k_{i}^{\varphi_{i}} \overline{g_{i}\left(h_{i+1} k_{i+1}\right)^{\varphi_{i}}}$. here $\overline{x y}$ is to be deleted if $x y \in H_{\lambda}$. Replacing $x$ by $x y$ in (12), we obtain elements $l_{i}$ of $H$ such that

$$
\left(h \bar{g}_{1} \cdots \bar{g}_{n}\right)(x y)^{*}=\left(h l_{1}\right) \overline{g_{1} l_{2}^{\varphi_{1}}} \cdots \overline{g_{n} l_{n+1}^{\varphi_{n}}} \overline{x y}
$$

where $x y=l_{n+1}^{\varphi_{\lambda}} \overline{x y}$ and $\bar{g}_{i} l_{i+1}^{\varphi_{i}}=l_{i}^{\varphi_{i}} \overline{g_{i} l_{i+1}^{\varphi_{i}}}$. From the equations supporting (12) and (13) we find that $x y=\left(h_{n+1} k_{n+1}\right)^{\varphi_{i}} \overline{x y}$, and also $\overline{g_{i}}\left(h_{i+1} k_{i+1}\right)^{\varphi_{i}}=$ $\left(h_{i} k_{i}\right)^{\varphi_{i}} \overline{g_{i}\left(h_{i+1} k_{i+1}\right)^{\varphi_{i}}}$. Hence $l_{i}=h_{i} k_{i}$ and $\left(h \bar{g}_{1} \cdots \bar{g}_{n}\right)(x y)^{*}=\left(h \bar{g}_{1} \cdots \bar{g}_{n}\right) x^{*} y^{*}$, by induction on $n+1-i$. The case $\lambda_{n}=\lambda$ is handled in a similar fashion.

It follows that $x \mapsto x^{*}$ is a homomorphism $\theta_{\lambda}$ from $G_{\lambda}$ to Sym $M$. Hence there is a homomorphism $\theta: F \rightarrow \operatorname{Sym} M$ which induces $\theta_{\lambda}$ in $G_{\lambda}$. Since $\left(h^{\varphi_{\lambda}}\right)^{-1} h^{\varphi_{\mu}} \in N$, the permutation of $M$ that corresponds to this element is the identity. Thus $\theta$ maps all elements of $N$ to the identity.

If $h \bar{g}_{1} \cdots \bar{g}_{n}$ is a normal form of $f$, then by definition

$$
f \equiv h^{\varphi_{1}} \bar{g}_{1} \cdots \bar{g}_{n} \quad \bmod N .
$$

Hence $f^{\theta}=h^{\varphi_{1} \theta} \bar{g}_{1}^{*} \cdots \bar{g}_{n}^{*}$, which maps the normal form 1 to $h \bar{g}_{1} \cdots \bar{g}_{n}$. It follows that $f$ cannot have two normal forms.

It is now possible to elucidate the structure of generalized free products.
6.4.2. Let $G$ be the free product of the groups $G_{\lambda}$ with a subgroup $H$ amalgamated via monomorphisms $\varphi_{\lambda}: H \rightarrow G_{\lambda}$. Then there exist subgroups $\bar{H}$ and $\bar{G}_{\lambda}$ of $G$ isomorphic with $H$ and $G_{\lambda}$ respectively such that $G=\left\langle\bar{G}_{\lambda} \mid \lambda \in \Lambda\right\rangle$. Moreover $\bar{H}$ is the intersection of $\bar{G}_{\lambda}$ and $\left\langle\bar{G}_{\mu} \mid \mu \in \Lambda, \mu \neq \lambda\right\rangle$.

Proof. Let $F=\operatorname{Fr}_{\lambda \in \Lambda} G_{\lambda}$ and let $N$ denote the normal closure of the set of all $\left(h^{\varphi_{\lambda}}\right)^{-1} h^{\varphi_{\mu}}(h \in H, \lambda, \mu \in \Lambda)$. Thus $G=F / N$. Put $\bar{H}=H^{\varphi_{\lambda}} N / N$, which is independent of $\lambda$, and $\bar{G}_{\lambda}=G_{\lambda} N / N$. Then $H^{\varphi_{\lambda}} \cap N=1$ and $G_{\lambda} \cap N=1$ by
uniqueness of the normal form. Hence $\bar{H} \simeq H$ and $\bar{G}_{\lambda} \simeq G_{\lambda}$. Also

$$
G_{\lambda} N \cap\left\langle G_{\mu} N \mid \mu \in \Lambda, \mu \neq \lambda\right\rangle=H N
$$

by uniqueness of normal form again. Finally the $\bar{G}_{\lambda}$ generate $G$ because the $G_{\lambda}$ generate $F$.

In order to simplify the notation we shall identify the subgroups $\bar{G}_{\lambda}$ and $G_{\lambda}$, and likewise $\bar{H}$ and $H$. Thus the $G_{\lambda}$ are actually subgroups of their generalized free product $G$, which they also generate: also $G_{\lambda} \cap G_{\mu}=H$ if $\lambda \neq \mu$. An element of $G$ may now be identified with its unique normal form

$$
g=h \bar{g}_{1} \cdots \bar{g}_{r} \quad(r \geq 0)
$$

$h \in H, g_{i} \in G_{\lambda} \backslash H, \lambda_{i} \neq \lambda_{i+1}$. Bear in mind that this expression is dependent on the choice of transversal to $H$ in $G_{\lambda}$.

Just as in free products, uniqueness of the normal form is useful in locating elements of finite order.
6.4.3. Let $G$ be a generalized free product of groups $G_{\lambda}, \lambda \in \Lambda$, in which $H$ is amalgamated.
(i) If $g=h \bar{g}_{1} \cdots \bar{g}_{n}$ is the normal form of $g$ (with respect to some set of transversals) and $g_{1}$ and $g_{n}$ belong to different factors $G_{\lambda_{1}}$ and $G_{\lambda_{n}}$, then $g$ has infinite order.
(ii) If there are at least two $G_{\lambda}$ 's not equal to $H$, then $G$ has an element of infinite order.
(iii) An element of $G$ which has finite order is conjugate to an element of some $G_{\lambda}$.

Proof. (i) Let us examine the normal form of powers of $g$. For example, consider $g^{2}=h \bar{g}_{1} \cdots \bar{g}_{n-1}\left(\bar{g}_{n} h\right) \bar{g}_{1} \cdots \bar{g}_{n}$. Using expressions such as $\bar{g}_{n} h=h^{\prime} \bar{g}_{n}^{\prime}$ ( $h^{\prime} \in H, 1 \neq g_{n}^{\prime} \in G_{\lambda_{n}}$ ), we can move the $h$ to the left, obtaining a normal form with $2 n$ factors $\bar{g}_{i}$ or $\bar{g}_{i}^{\prime}$; thus $g^{2} \neq 1$. Similarly $g^{m} \neq 1$ if $m>2$.
(ii) This follows from (i).
(iii) Suppose that $g^{m}=1$ but $g$ is not conjugate to any element of $G_{\lambda}$. Write $g=h \bar{g}_{1} \cdots \bar{g}_{n}$, the normal form, with $g_{i} \in G_{\lambda_{i}}$. Then $n>1$; for otherwise $g \in G_{\lambda_{1}}$. It follows from (i) that $\lambda_{1}=\lambda_{n}$ and $n>2$. Now $g^{\prime}=\bar{g}_{n} g \bar{g}_{n}^{-1}$ has the normal form $h^{\prime} \bar{g}_{1}^{\prime} \bar{g}_{2} \cdots \bar{g}_{n-1}$ where $h^{\prime} \in H$ and $g_{1}^{\prime} \in G_{\lambda_{1}}$. We deduce from (i) that $n=2$, a contradiction.
6.4.4. A generalized free product of torsion-free groups is torsion-free.

This is an immediate corollary of 6.4.3.

## Embedding Theorems

One of the great uses of generalized free products is to embed a given group in a group with prescribed properties. In this subject the following theorem is basic.
6.4.5 (G. Higman, B.H. Neumann, H. Neumann $\dagger$ ). Let $H$ and $K$ be subgroups of a group $G$ and let $\theta: H \rightarrow K$ be an isomorphism. Then $G$ can be embedded in a group $G^{*}$ such that $\theta$ is induced by an inner automorphism of $G^{*}$. What is more, if $G$ is torsion-free, then so is $G^{*}$.

Proof. Let $\langle u\rangle$ and $\langle v\rangle$ be infinite cyclic groups. Form the free products $X=G *\langle u\rangle$ and $Y=G *\langle v\rangle$. Now let $L=\left\langle G, H^{u}\right\rangle$ and $M=\left\langle G, K^{v}\right\rangle$. Then $L=G * H^{u}$ since there can be no nontrivial relation of the form $g_{1} h_{1}^{u} g_{2} h_{2}^{u} \cdots g_{n} h_{n}^{u}=1$ with $g_{i} \in G$ and $h_{i} \in H$. Similarly $M=G * K^{v}$. Consequently there is a homomorphism $\varphi: L \rightarrow M$ such that $g^{\varphi}=g$ and $\left(h^{u}\right)^{\varphi}=$ $\left(h^{\theta}\right)^{v},(g \in G, h \in H)$. Clearly $\varphi$ is an isomorphism.

Consider the generalized free product $G^{*}$ of $X$ and $Y$ in which $L$ and $M$ are amalgamated by means of $\varphi: L \rightarrow M$. Thus $x^{\varphi}=x$ for $x$ in $L$, and $G$ is a subgroup of $G^{*}$. If $h \in H$, then $h^{u}=\left(h^{u}\right)^{\varphi}=\left(h^{\theta}\right)^{v}$, so that $h^{\theta}=h^{u v^{-1}}$ and $\theta$ is induced by conjugation by the element $u v^{-1}$ of $G^{*}$. Notice that if $G$ is torsion-free, so are $X, Y$, and $G^{*}$ by 6.4.4.

Write $t$ for the element $u v^{-1}$ of $G^{*}$ that induces $\theta$; then $t$ will have infinite order by 6.4.3. The group $\langle t, G\rangle$ is called an HNN-extension of $G$ (after Higman, Neumann, and Neumann). It may be thought of as the group generated by $G$ and $t$ subject to the relations $x^{t}=x^{\theta},(x \in H)$.

HNN-extensions play an important part in modern combinatorial group theory (see [b43] for a detailed account).

The following embedding theorems illustrate the power of 6.4.5.
6.4.6 (Higman, Neumann, and Neumann). A torsion-free group $G$ can be embedded in a group $U$ in which all nontrivial elements are conjugate. In particular $U$ is torsion-free and simple.

Proof. As a first step we embed $G$ in a group $G^{*}$ such that all nontrivial elements of $G$ are conjugate in $G^{*}$. To achieve this, well-order the nontrivial elements of $G$, say as $\left\{g_{\alpha} \mid 0 \leq \alpha<\gamma\right\}$ for some ordinal $\gamma$. A chain of torsionfree groups $\left\{G_{\alpha} \mid 1 \leq \alpha<\gamma\right\}$ such that $G \leq G_{\alpha}$ and all the $g_{\beta}$ with $\beta<\alpha$ are conjugate in $G_{\alpha}$ will be constructed. Let $G_{1}=G$; suppose that $G_{\beta}$ has been suitably constructed for all $\beta<\alpha$. If $\alpha$ is a limit ordinal, simply define $G_{\alpha}$ to be the union of all the $G_{\beta}$ with $\beta<\alpha$. Suppose that $\alpha$ is not a limit ordinal, so that $G_{\alpha-1}$ has already been constructed. Now $\left\langle g_{0}\right\rangle$ and $\left\langle g_{\alpha-1}\right\rangle$ are isomorphic subgroups of $G_{\alpha-1}$ since both are infinite cyclic. Applying 6.4.5 we embed $G_{\alpha-1}$ in a torsion-free group $G_{\alpha}$ in such a way that $g_{0}$ and $g_{\alpha-1}$ are conjugate in $G_{\alpha}$. All the $g_{\beta}, 0 \leq \beta<\alpha$, are now conjugate in $G_{\alpha}$. Thus our chain has been constructed. Denote the union of the $G_{\alpha}, 1 \leq \alpha<\gamma$, by $G^{*}$. All nontrivial elements of $G$ are conjugate in $G^{*}$.

The proof is now easy. Define $G(0)=G$ and $G(i+1)=(G(i))^{*}$. This defines recursively a countable chain of groups $G=G(0) \leq G(1) \leq \cdots$. Let $U$ be the union of this chain. Any two nontrivial elements of $U$ belong to some $G(i)$, so they are conjugate in $G(i+1)$ and hence in $G$.

On the basis of 6.4 .6 we can assert that there exist groups of arbitrary infinite cardinality with just two conjugacy classes (cf. Exercise 1.6.8).

To conclude this chapter we shall prove what is probably the most famous of all embedding theorems.
6.4.7 (Higman, Neumann, and Neumann). Every countable group can be embedded in a group which is generated by two elements of infinite order.

Proof. Let $G=\left\{1=g_{0}, g_{1}, g_{2} \cdots\right\}$ be any countable group and let $F$ be the free group on a two-element set $\{a, b\}$. We consider two subgroups of the free product $H=G * F$,

$$
A=\left\langle a, a^{b}, a^{b^{2}}, \ldots\right\rangle \quad \text { and } \quad B=\left\langle b g_{0}, b^{a} g_{1}, b^{a^{2}} g_{2}, \ldots\right\rangle
$$

It is easy to see that a nontrivial reduced word in $a, a^{b}, a^{b^{2}}, \ldots$ cannot equal 1. Hence $A$ is freely generated by $a, a^{b}, a^{b^{2}}, \ldots$; for the same reason $B$ is freely generated by $b g_{0}, b^{a} g_{1}, b^{a^{2}} g_{2}, \ldots$. Hence there is an isomorphism $\varphi: A \rightarrow B$ in which $a^{b^{i}}$ is mapped to $b^{a^{i}} g_{i}$.

By 6.4.5 we can find an HNN-extension $K=\langle H, t\rangle$ such that $\left(a^{b^{i}}\right)^{t}=$ $b^{a^{i}} g_{i}$. The subgroup $\langle a, t\rangle$ contains $a^{t}=b$ and therefore $\left(a^{b^{i}}\right)^{t}=b^{a^{i}} g_{i}$. Consequently $\langle a, t\rangle$ contains each $g_{i}$, and therefore equals $K$. Of course $G$ is a subgroup of $K$.

It is obvious that $a$ has infinite order. By a remark following 6.4 .5 the order of $t$ is also infinite.

## EXERCISES 6.4

1. Identify each of the following groups as a generalized free product, describing the factors and the amalgamated subgroups:
(a) $\left\langle x, y \mid x^{3}=y^{3}, y^{6}=1\right\rangle$; and
(b) $\left\langle x, y \mid x^{30}=1=y^{70}, x^{3}=y^{5}\right\rangle$.
2. Express $\operatorname{SL}(2, \mathbb{Z})$ as a generalized free product.
3. Write in normal form the elements $x y x^{3} y^{2}$ and $y^{5} x^{2} y x^{3} y^{3} x$ of the group $\left\langle x, y \mid x^{4}=1=y^{6}, x^{2}=y^{3}\right\rangle$.
4. Show that the braid group on three strings $G=\langle x, y \mid x y x=y x y\rangle$ is a generalized free product of two infinite cyclic groups. Deduce that $G$ is torsion-free. [Hint: Let $u=x y$ and $v=x y x$.]
5. Find a mapping property which characterizes generalized free products.
6. Complete the proof of uniqueness of the normal form (6.4.1, case $\lambda_{n}=\lambda$ ).
7. Let $G$ be generated by subgroups $G_{\lambda}, \lambda \in \Lambda$, and let $H \leq G_{\lambda}$ for all $\lambda$. Assume that there exist transversals to $H$ in the $G_{\lambda}$ such that each element of $G$ admits a unique expression of the form $h \bar{g}_{1} \cdots \bar{g}_{n}$ where $h \in H, g_{i} \in G_{\lambda_{i}} \backslash H, \lambda_{i} \neq \lambda_{i+1}$, and $\bar{g}_{i}$ is the coset representative of $H g_{i}$ in $G_{\lambda_{i}}$. Prove that $G$ is a free product of the $G_{\lambda}$ 's with $H$ amalgamated.
8. (a) Let $G$ be a generalized free product of groups $G_{\lambda}, \lambda \in \Lambda$, with a proper amalgamated subgroup. Prove that the center of $G$ equals $\bigcap_{\lambda \in \Lambda} \zeta\left(G_{\lambda}\right)$.
(b) Locate the center of the group

$$
\left\langle x, y, z, t \mid x y=y x, x^{6}=z^{3}, x^{4}=t^{5}\right\rangle .
$$

9. Show that the generalized free product depends on the amalgamating monomorphisms as follows. Let $G_{i}=\left\langle a_{i}, b_{i} \mid a_{i}^{4}=1=b_{i}^{2}, b_{i}^{-1} a_{i} b_{i}=a_{i}^{-1}\right\rangle, i=1,2$, be two dihedral groups of order 8. Let $H_{i}$ be an elementary abelian subgroup of $G_{i}$ with order 4. Find two isomorphisms between $H_{1}$ and $H_{2}$ that lead to two nonisomorphic generalized products of $G_{1}$ and $G_{2}$ with $H_{1}$ and $H_{2}$ amalgamated.
10. Let $G=\left\langle x, y \mid x^{2}=y^{2}\right\rangle$. Prove that $G$ is an extension of its center by an infinite dihedral group. Show that $G$ is supersoluble and $G^{\prime}$ is cyclic.
11. A group is said to be radicable if every element is an $n$th power for all positive integers $n$. Using generalized free products, prove that every group can be embedded in a radicable group. (Note: For additive groups the term divisible is used instead of radicable.)
12. There exists a 2-generator group containing an isomorphic copy of every countable abelian group.
13. Prove that any group $G$ can be embedded in a group $G^{*}$ in which all elements of the same order are conjugate. Also if $G$ is countable, then $G^{*}$ can be assumed to be countable.
14. Prove that any countable group $G$ can be embedded in a countable radicable simple group. [Hint: Embed $G$ in group $G_{1}$ which contains elements of all possible orders and then embed $G_{1}$ in $G_{2}=G_{1} *\langle x\rangle$ where $|x|=\infty$. Now embed $G_{2}$ in a group $G_{3}$ with two generators of infinite order. Finally embed $G_{3}$ in a group $G_{4}$ in which all elements of equal order are conjugate.]
15. Exhibit G. Higman's group (see Exercise 3.2.9)

$$
G=\left\langle b_{1}, b_{2}, b_{3}, b_{4} \mid b_{1}^{b_{4}}=b_{1}^{2}, b_{2}^{b_{1}}=b_{2}^{2}, b_{3}^{b_{2}}=b_{3}^{2}, b_{4}^{b_{3}}=b_{4}^{2}\right\rangle
$$

as a generalized free product of torsion-free groups. Deduce that $G$ is nontrivial and torsion-free. [Hint: Let $H_{i}=\left\langle a_{i}, b_{i} \mid b_{i}^{a_{i}}=b_{i}^{2}\right\rangle, i=1,2,3,4$. Let $K_{12}$ and $K_{34}$ be the generalized free products of $H_{1}$ and $H_{2}$ and of $H_{3}$ and $H_{4}$ in which $b_{1}=$ $a_{2}$ and $b_{3}=a_{4}$ respectively. Show that $G$ is a generalized free product of $K_{12}$ and $K_{34}$.]

## CHAPTER 7

## Finite Permutation Groups

The theory of finite permutation groups is the oldest branch of group theory, many parts of it having been developed in the nineteenth century. However, despite its antiquity, the subject continues to be an active field of investigation.

If $G$ is a permutation group on a set $X$, it will be understood throughout this chapter that $G$ and $X$ are finite. Frequently it is convenient to take $X$ to be the set $\{1,2, \ldots, n\}$, so that $G \leq \operatorname{Sym} X=S_{n}$. There is no real loss of generality here since we are only interested in permutation groups up to similarity.

If $Y$ is a subset of $X$, the (pointwise) stabilizer $\mathrm{St}_{G}(Y)$ of $Y$ in $G$ is often written simply

$$
G_{Y}
$$

in permutation group theory. We shall use this notation when it is not misleading. The elementary properties of permutation groups were developed in 1.6 .

### 7.1. Multiple Transitivity

Suppose that $G$ is a permutation group on a set $X$ containing $n$ elements. If $1 \leq k \leq n$, we shall write

$$
X^{[k]}
$$

for the set of all ordered $k$-tuples $\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ consisting of distinct elements $a_{i}$ of $X$. The group $G$ acts in a very natural way on $X^{[k]}$, namely,
componentwise. Thus, if $\pi \in G$,

$$
\begin{equation*}
\left(a_{1}, \ldots, a_{k}\right) \pi=\left(a_{1} \pi, \ldots, a_{k} \pi\right) \tag{1}
\end{equation*}
$$

and we have a permutation representation of $G$ on $X^{[k]}$.
If $G$ acts transitively on $X^{[k]}$, then $G$ is said to be $k$-transitive as a permutation group on $X$. Thus 1-transitivity is simply transitivity, and, in fact, the strength of the property " $k$-transitive" increases with $k$. Suppose that $G$ acts on $X$ without actually being a group of permutations of $X$; then we shall say that $G$ is $k$-transitive on $X$ if $G$ acts transitively on $X^{[k]}$ by means of the rule (1).

The following result is fundamental and is the basis of many induction arguments.
7.1.1. Let $G$ be a transitive permutation group on a set $X$. Suppose that $k>1$ and $a$ is a fixed element of $X$. Then $G$ is $k$-transitive if and only if $G_{a}$ is $(k-1)$-transitive on $X \backslash\{a\}$.

Proof. Suppose first that $G$ is $k$-transitive on $X$ and let $\left(a_{1}, \ldots, a_{k-1}\right)$ and $\left(a_{1}^{\prime}, \ldots, a_{k-1}^{\prime}\right)$ belong to $Y^{[k-1]}$ where $Y=X \backslash\{a\}$. Then $a_{i} \neq a \neq a_{i}^{\prime}$ and by $k$-transitivity there is a permutation $\pi$ in $G$ mapping $\left(a_{1}, \ldots, a_{k-1}, a\right)$ to $\left(a_{1}^{\prime}, \ldots, a_{k-1}^{\prime}, a\right)$; now $\pi$ fixes $a$ and maps $\left(a_{1}, \ldots, a_{k-1}\right)$ to $\left(a_{1}^{\prime}, \ldots, a_{k-1}^{\prime}\right)$, which shows that $G_{a}$ acts $(k-1)$-transitively on $Y$.

Conversely suppose that $G_{a}$ is $(k-1)$-transitive on $Y$. Let $\left(a_{1}, \ldots, a_{k}\right)$ and $\left(\bar{a}_{1}, \ldots, \bar{a}_{k}\right)$ belong to $X^{[k]}$. Since $G$ is transitive on $X$, we can find $\pi$ and $\bar{\pi}$ in $G$ such that $a_{1} \pi=a$ and $\bar{a}_{1}=a \bar{\pi}$. Moreover there exists a $\sigma$ in $G_{\sigma}$ mapping $\left(a_{2} \pi, \ldots, a_{k} \pi\right)$ to $\left(\bar{a}_{2} \bar{\pi}^{-1}, \ldots, \bar{a}_{k} \bar{\pi}^{-1}\right)$ by $(k-1)$-transitivity of $G_{a}$. Thus we have $a_{i} \pi \sigma=\bar{a}_{i} \bar{\pi}^{-1}$ or $a_{i} \pi \sigma \bar{\pi}=\bar{a}_{i}$ for $i=2, \ldots, k$. Also $a_{1} \pi \sigma \bar{\pi}=a \sigma \bar{\pi}=a \bar{\pi}=$ $\bar{a}_{1}$ since $\sigma \in G_{a}$. Hence the element $\pi \sigma \bar{\pi}$ of $G$ maps $\left(a_{1}, \ldots, a_{k}\right)$ to $\left(\bar{a}_{1}, \ldots, \bar{a}_{k}\right)$ and $G$ is $k$-transitive on $X$.

Notice the immediate consequence: $(k+1)$-transitivity implies $k$-transitivity.

If $X$ has $n$ elements, the number of elements in $X^{[k]}$ equals

$$
n(n-1) \cdots(n-k+1)
$$

the number of permutations of $n$ objects taken $k$ at a time. Using 1.6.1 we deduce at once the following important result.
7.1.2. If $G$ is a k-transitive permutation group of degree $n$, the order of $G$ is divisible by $n(n-1) \cdots(n-k+1)$.

## Sharply $k$-Transitive Permutation Groups

Let $G$ be a permutation group on a set $X$. If $G$ acts regularly on $X^{[k]}$, then $G$ is said to be sharply $k$-transitive on $X$. What this means is that, given two
$k$-tuples in $X^{[k]}$, there exists a unique permutation in $G$ mapping one $k$-tuple to the other. Clearly sharp 1 -transitivity is the same as regularity. By 1.6.1 we have at once
7.1.3. A $k$-transitive permutation group $G$ with degree $n$ is sharply $k$-transitive if and only if the order of $G$ equals $n(n-1) \cdots(n-k+1)$.

The easiest examples of multiply transitive permutation groups are the symmetric and alternating groups.

### 7.1.4.

(i) The symmetric group $S_{n}$ is sharply $n$-transitive.
(ii) If $n>2$, the alternating group $A_{n}$ is sharply ( $n-2$ )-transitive.
(iii) $U p$ to similarity $S_{n}$ and $A_{n}$ are the only ( $n-2$ )-transitive groups of degree $n$ and $S_{n}$ is the only $(n-1)$-transitive group of degree $n$.

Proof. (i) This is obvious.
(ii) In the first place it is easy to see that $A_{n}$ is transitive. Since $A_{3}$ is generated by $(1,2,3)$, it is regular and hence sharply 1 -transitive: thus the statement is true when $n=3$. Let $n>3$ and define $H$ to be the stabilizer of $n$ in $A_{n}$. Then $H$ acts on the set $\{1,2, \ldots, n-1\}$ to produce all even permutations. By induction $H$ is $(n-3)$-transitive on $\{1,2, \ldots, n-1\}$, so $A_{n}$ is $(n-2)$-transitive by 7.1.1. Since $\left|A_{n}\right|=\frac{1}{2}(n!)=n(n-1) \cdots 3$, we see from 7.1.3 that this is sharp $(n-2)$-transitivity.
(iii) Suppose that $G \leq S_{n}$. If $G$ is $(n-2)$-transitive, then $n(n-1) \cdots 3=$ $\frac{1}{2}(n!)$ divides $|G|$ and $\left|S_{n}: G\right|=1$ or 2 . Hence $G \triangleleft S_{n}$, which implies that $G=$ $A_{n}$ or $S_{n}$ (by 3.2.3 and a direct argument when $n=4$ ). Of course if $G$ is ( $n-1$ )-transitive, then $G=S_{n}$.

## Examples of Sharply 2- and 3-Transitive Permutation Groups

We shall now discuss certain important types of sharply 2 -transitive and 3 -transitive permutation groups that are not of alternating or symmetric type.

Let $F$ be a Galois field GF $(q)$ where $q=p^{m}$ and $p$ is prime. We adjoin to $F$ the symbol $\infty$ : it may be helpful for the reader to think of the resulting set

$$
X=F \cup\{\infty\}
$$

as the projective line consisting of $q+1$ points. Define

$$
L(q)
$$

to be the set of all functions $\alpha: X \rightarrow X$ of the form

$$
\begin{equation*}
x \alpha=\frac{a x+b}{c x+d}, \tag{2}
\end{equation*}
$$

where $a, b, c, d$ belong to $F$ and $a d-b c \neq 0$. (Such a function is called a linear fractional transformation.) Here it is understood that the symbol $\infty$ is subject to such formal arithmetic rules as $x+\infty=\infty, \infty / \infty=1$, etc.

It is easy to verify that $L(q)$ is a group with respect to functional composition: indeed $L(q)$ is isomorphic with the projective general linear group PGL(2,q)-see Exercise 3.2.3. In the present context it is the natural action of $L(q)$ on $X$ that concerns us. The stabilizer of $\infty$ in $L(q)$ is easily seen to be the subgroup

$$
H(q)
$$

of all functions $x \mapsto a x+b,(a \neq 0)$. Concerning the groups $H(q)$ and $L(q)$ we shall prove the following.
7.1.5. The group $H(q)$ is sharply 2-transitive on $F=\mathrm{GF}(q)$ with degree $q$. The group $L(q)$ is sharply 3-transitive on $F \cup\{\infty\}$ with degree $q+1$.

Proof. In the first place $H(q)$ acts 2-transitively on $F$. For, given $x, y, x^{\prime}, y^{\prime}$ in $F$ with $x \neq y, x^{\prime} \neq y^{\prime}$, we can solve the equations $x^{\prime}=a x+b$ and $y^{\prime}=$ $a y+b$ for $a, b$ in $F$ with $a \neq 0$. Consequently there is a $\pi$ in $H(q)$ mapping $(x, y)$ to $\left(x^{\prime}, y^{\prime}\right)$.

Next $L(q)$ is transitive on $X=F \cup\{\infty\}$ because $H(q)$ is transitive on $F$ and the function $x \mapsto 1 / x$ sends $\infty$ to 0 . By 7.1.1 we conclude that $L(q)$ is 3-transitive on $X$. The order of $H(q)$ is clearly $q(q-1)$, so $H(q)$ is sharply 2-transitive on $F$. Also $|L(q): H(q)|=|X|=q+1$; thus

$$
|L(q)|=(q+1) q(q-1)
$$

and the group $L(q)$ is sharply 3-transitive on $X$.

It is clear that $H(q)$ is not regular, but a nontrivial element of $H(q)$ cannot fix more than one point of $\mathrm{GF}(q)$, by sharp 2-transitivity. A transitive permutation group with these properties is called a Frobenius group: more will be said of this important type of group in Chapters 8 and 10.

There is a second family of sharply 3-transitive permutation groups acting on the projective line. As before let $F=\mathrm{GF}(q)$ and $X=F \cup\{\infty\}$ where now $q=p^{2 m}$ and $p>2$. The mapping $\sigma: F \rightarrow F$ given by $x^{\sigma}=x^{p^{m}}$ is an automorphism of the field $F$ with order 2 since $x^{p^{2 m}}=x$. Extend $\sigma$ to $X$ by letting $\sigma$ fix $\infty$.

Using this function $\sigma: X \rightarrow X$ we define

$$
M(q)
$$

to be the set of all functions $\alpha: X \rightarrow X$ which are of the form

$$
x \alpha=\frac{a x+b}{c x+d}
$$

where $a d-b c$ is a nonzero square in $F$, or of the form

$$
x \alpha=\frac{a x^{\sigma}+b}{c x^{\sigma}+d}
$$

where $a d-b c$ is not a square in $F$. A simple direct computation shows that $M(q)$ is a group with respect to functional composition. (Note: the product of two nonsquares is a square.)

Thus $M(q)$ is a permutation group on $X$. The stabilizer of $\infty$ in $M(q)$ is the subgroup $S(q)$ of all functions $x \mapsto a x+b$ with $a$ a nonzero square in $F$ and $x \mapsto a x^{\sigma}+b$ where $a$ is not a square in $F$.

Let us establish the multiple transivity of $M(q)$ and $S(q)$.
7.1.6. The group $S(q)$ is sharply 2-transitive on $F=G F(q)$ and the group $M(q)$ is sharply 3-transitive on $F \cup\{\infty\}$.

Proof. Both the mappings $x \mapsto a x+b$ and $x \mapsto a x^{\sigma}+b$ send $(0,1)$ to $(b, a+b)$ and one of them must belong to $S(q)$. Thus $S(q)$ is 2-transitive on $F$. We must calculate the order of $S(q)$. Now $x \mapsto x^{2}$ is an endomorphism of the multiplicative group of $F$ whose kernel $\langle-1\rangle$ has order 2 . Hence, by the First Isomorphism Theorem, there are exactly $\frac{1}{2}(q-1)$ nonzero squares in $F$. The number of nonsquares is therefore also $\frac{1}{2}(q-1)$. It follows that the order of $S(q)$ is $2\left(\frac{1}{2}(q-1) \cdot q\right)=q(q-1)$. Hence $S(q)$ is sharply 2-transitive on $F$. Next $x \mapsto-1 / x$ belongs to $M(q)$ and maps $\infty$ to 0 , which shows that $M(q)$ is transitive on $X$. Applying 7.1.1 we conclude that $M(q)$ is 3-transitive on $X$. Also $|M(q): S(q)|=q+1$ by transitivity of $M(q)$; thus

$$
|M(q)|=(q+1) q(q-1)
$$

and $M(q)$ is sharply 3-transitive.
It can be shown that the groups $L(q)$ and $M(q)$ are not isomorphic, so that we have two infinite families of sharply 3-transitive groups. The significance of these groups may be gauged from the theorem of Zassenhaus ([b50]) that every sharply 3-transitive permutation group is similar to either $L(q)$ or $M(q)$.

In 7.4 we shall construct sharply 4 -transitive and 5 -transitive groups which are not symmetric or alternating groups. However, if $k \geq 6$, no examples of $k$-transitive permutation groups which are not of symmetric or alternating type are known. Indeed according to the classification of finite simple groups no such examples exist (see [a22]).

## EXERCISES 7.1

1. Using only the definition prove that a $(k+1)$-transitive group is $k$-transitive.
2. A permutation group $G$ of degree $n$ is sharply $k$-transitive and sharply $l$-transitive where $k<l$ if and only if $k=n-1, l=n$, and $G=S_{n}$.
3. If $G$ is $k$-transitive but not $(k+1)$-transitive, is it true that $G$ is sharply $k$-transitive?
4. List all similarity types of transitive permutation group of degree $\leq 5$. Give in each case the maximum degree of transitivity and say whether it is sharp or not.
5. Prove that a 3-transitive group $G$ of degree 6 is similar to $A_{6}, S_{6}$, or $L(5)$. [Hint: Reduce to the case where $|G|=120$ and $G$ acts on $\mathrm{GF}(5) \cup\{\infty\}$ with $G_{\infty}=H(5)$. Show that $G_{\infty}$ is maximal in $G$ and consider the cycle type of elements in $G \backslash H(5)$.
6. Let $G$ be a permutation group on a set $X$. If $|X|>1$, then $G$ is called $\frac{1}{2}$-transitive if $|G| \neq 1$ and all $G$-orbits have the same length. (If $|X|=1$, then $G$ is considered as being $\frac{1}{2}$-transitive.) Also, if $1 \leq k<n$, the group $G$ is said to be ( $k+\frac{1}{2}$ )-transitive if $G$ is transitive and $G_{a}$ is ( $k-\frac{1}{2}$ )-transitive for some (and hence all) $a$ in $X$.
(a) Prove that $\left(k+\frac{1}{2}\right)$-transitivity implies $k$-transitivity and $k$-transitivity implies ( $k-\frac{1}{2}$ )-transitivity.
(b) If $G$ is transitive and $1 \neq N \triangleleft G$, prove that $N$ is $\frac{1}{2}$-transitive.
7. Let $G$ be a permutation group on a set $X$. If $H$ is a transitive subgroup of $G$, then $G=G_{a} H$ for all $a \in X$. Deduce that Frat $G$ is never transitive if $|G|>1$.
8. Let $F=\mathrm{GF}(q)$ where $q=p^{m}$ and $p$ is prime. A semilinear transformation of $F$ is a mapping of the form $x \mapsto a x^{\sigma}+b$ where $a, b \in F, a \neq 0$, and $\sigma$ is a field automorphism of $F$.
(a) Show that $\Gamma(q)$, the set of all semilinear transformations of $F$, is a soluble group of order $m q(q-1)$.
(b) Prove that $\Gamma(q)$ is 2-transitive.
(c) Prove that $\Gamma(q)$ is 3-transitive if and only if $q=3$ or 4, when $\Gamma(q)$ is similar to $S_{3}$ or $S_{4}$ respectively.
(d) Prove that $\Gamma(q)$ is $\frac{5}{2}$-transitive if and only if $q=3$ or $q=2^{m}$ where $m$ is prime. [Hint: $G=\Gamma(q)$ is $\frac{5}{2}$-transitive if and only if $G_{\{0,1\}}$ is $\frac{1}{2}$-transitive on $F \backslash\{0,1\}$, and $G_{\{0,1\}}$ is the group of field automorphisms.]

### 7.2. Primitive Permutation Groups

Let $G$ be a transitive permutation group on a set $X$. A proper subset $Y$ of $X$ with at least two elements is called a domain of imprimitivity of $G$ if, for each permutation $\pi$ in $G$, either $Y=Y \pi$ or $Y \cap Y \pi=\varnothing$. The group $G$ is then said to be imprimitive. On the other hand, should $G$ possess no domain of imprimitivity, it is called primitive. For example, one quickly verifies that $S_{n}$ is primitive for all $n \geq 1$.

The essential point about an imprimitive group is that the permuted set has a partition the members of which are permuted under the action of the group. More precisely the following holds.
7.2.1. Let $G$ be a transitive permutation group on $X$. Let $Y$ be a domain of imprimitivity of $G$ and denote by $H$ the subgroup of all $\pi$ in $G$ such that $Y \pi=Y$. Choose a right transversal $T$ to $H$ in $G$.
(i) The subsets $Y \tau, \tau \in T$, form a partition of $X$.
(ii) In the natural action $G$ permutes the subsets $Y \tau$ in the same way as it does the right cosets of $H$, namely by right multiplication.
(iii) $|X|=|Y| \cdot|T|$, so that $|Y|$ divides $|X|$.

Proof. Let $a \in X$ and $b \in Y$. On account of the transitivity of $G$ there is a $\pi$ in $G$ such that $a=b \pi$. Writing $\pi=\sigma \tau$ with $\sigma$ in $H$ and $\tau$ in $T$, we have $a=$ $(b \sigma) \tau \in Y \tau$, so that $X$ is certainly the union of the $Y \tau, \tau \in T$. Next, if $Y \tau \cap Y \tau^{\prime} \neq \varnothing$, then $Y \cap Y \tau^{\prime} \tau^{-1} \neq \varnothing$. Hence $Y=Y \tau^{\prime} \tau^{-1}$ and $\tau^{\prime} \tau^{-1} \in H$ because $Y$ is a domain of imprimitivity. Since $\tau$ and $\tau^{\prime}$ are members of a transversal, $\tau=\tau^{\prime}$. Thus (i) has been established. (iii) follows at once because $|Y \tau|=|Y|$.

If $\tau \in T$ and $\pi \in G$, then $H \tau \pi=H \tau^{\prime}$ where $H \tau \mapsto H \tau^{\prime}$ is a permutation of the set of right cosets of $H$. Thus $(Y \tau) \pi=Y \tau^{\prime}$, which proves (ii).

On the basis of this result we can state

### 7.2.2. A transitive permutation group of prime degree is primitive.

The next result is a valuable criterion for primitivity.
7.2.3. Let $G$ be a transitive permutation group on a set $X$ and let $a \in X$. Then $G$ is primitive if and only if $G_{a}$ is a maximal subgroup of $G$.

Proof. Assume that $G_{a}$ is not maximal, so that there is an $H$ satisfying $G_{a}<$ $H<G$. Define $Y$ to consist of all $a \sigma$ where $\sigma \in H$. Then $|Y| \geq 2$ since $H>$ $G_{a}$. Suppose that $Y=X$. Then for any $\pi$ in $G$ one can write $a \pi=a \sigma$ for some $\sigma$ in $H$; thus $\pi \sigma^{-1} \in G_{a}$, which gives $\pi \in H$ and $G=H$. Finally, if $Y \cap Y \pi \neq \varnothing$ and $a \sigma_{1}=a \sigma_{2} \pi$ with $\sigma_{i}$ in $H$, then $\sigma_{2} \pi \sigma_{1}^{-1} \in G_{a}<H$ and $\pi \in H$, which implies that $Y=Y \pi$. Consequently $Y$ is a system of imprimitivity and $G$ is imprimitive.

Conversely suppose that $Y$ is a system of imprimitivity of $G$ : notice that we may assume $a$ to be in $Y$ in view of the transitivity of $G$. Define $H=\{\pi \in G \mid Y \pi=Y\}$; then $H \leq G$. Now $H$ acts transitively on $Y$; for if $b$, $c \in Y$, there is a $\pi$ in $G$ such that $b \pi=c$; but then $c \in Y \cap Y \pi$, so $Y=Y \pi$ and $\pi \in H$. Hence $|Y|=\left|H: H_{a}\right|$. If $\pi \in G_{a}$, then $a=a \pi \in Y \cap Y \pi$, whence $Y=$ $Y \pi$ and $\pi \in H$; this shows that $G_{a} \leq H$ and $G_{a}=H_{a}$. Finally we have $|X|=$ $\left|G: G_{a}\right|$ and $|Y|=\left|H: H_{a}\right|=\left|H: G_{a}\right|$, so that $G_{a}<H<G$ and $G_{a}$ is not maximal in $G$.

The 2-transitive groups constitute a frequently encountered source of primitive groups.

### 7.2.4. Every 2-transitive permutation group is primitive.

Proof. Let $G$ be a 2 -transitive permutation group on a set $X$ and suppose that $Y$ is a domain of imprimitivity of $G$. Then two distinct elements $a$ and $b$
can be found in $Y$ and also an element $c$ in $X \backslash Y$. By 2-transitivity there is a $\pi$ in $G$ such that $(a, b) \pi=(a, c)$. Then $a \in Y \cap Y \pi$, whence $Y=Y \pi$; but this implies that $c=b \pi \in Y$, a contradiction.

## Soluble Primitive Permutation Groups

Before discussing groups of the above type we take note of an important property of normal subgroups of primitive groups.
7.2.5. If $N$ is a nontrivial normal subgroup of a primitive permutation group $G$ on $X$, then $N$ is transitive on $X$.

Proof. Let $Y$ be an $N$-orbit of $X$ and let $a \in Y$. Thus $Y=\{a \sigma \mid \sigma \in N\}$. If $\pi \in G$ and $\sigma \in N$, then $(a \sigma) \pi=(a \pi) \sigma^{\pi}$ and $\sigma^{\pi} \in N$; thus we recognize $Y \pi$ to be the $N$-orbit containing $a \pi$. Hence either $Y=Y \pi$ or $Y \cap Y \pi=\varnothing$. But $Y$ cannot be a domain of imprimitivity since $G$ is primitive. Hence either $Y=$ $X$, and $N$ is transitive, or every $N$-orbit has just one element and $N=1$.
7.2.6. Let $G$ be a primitive permutation group on a set $X$ and suppose that $G$ has a minimal normal subgroup $N$ which is abelian. Then $N$ is an elementary abelian p-group of order $p^{m}$ for some prime $p$. Also $N=C_{G}(N)$ and $N$ is the unique minimal normal subgroup of $G$. Moreover $H=G_{a} N$ and $G_{a} \cap N=1$ for any a in $X$. The degree of $G$ is $p^{m}$.

Proof. By 7.2.5 the abelian subgroup $N$ is transitive and by 1.6 .3 it is regular. Hence $|X|=|N|$; moreover $|N|=p^{m}$ for some prime $p$ since $N$ must be elementary abelian, being abelian and minimal normal in $G$. Regularity also implies that $G_{a} \cap N=1$ for any $a$ in $X$. Now $G_{a}$ is maximal in $G$ by 7.2 .3 , so $G=G_{a} N$. Hence $C_{G}(N)=C_{G_{a}}(N) N$. If $\pi \in C_{G_{a}}(N)$ and $\sigma \in N$, then $a \sigma \pi=$ $a \pi \sigma=a \sigma$. Since $N$ is transitive, it follows that $\pi=1$; therefore $C_{G_{a}}(N)=1$ and $C_{G}(N)=N$. Finally, if $\bar{N}$ is a minimal normal subgroup of $G$ other than $N$, then $N \cap \bar{N}=1$ and $[N, \bar{N}]=1$; by our previous conclusion $\bar{N} \leq N$ and $\bar{N}=1$, which is impossible.

This result applies in particular to soluble primitive permutation groups because a minimal normal subgroup of soluble group is abelian. Thus a soluble primitive permutation group must have prime-power degree.

## The Affine Group

The groups of 7.2.6 may be realized as subgroups of the affine group of a vector space. Let $V$ be a vector space over a field $F$ and regard the group
$G=\mathrm{GL}(V)$ of all linear transformations of $V$ as a permutation group on $V$. Another group of permutations of $V$ is relevant here, the group of translations of $V$. If $v \in V$, the associated translation $v^{*}$ is the permutation of $V$ mapping $x$ to $x+v$; this is a permutation since $(-v)^{*}$ is obviously the inverse of $v^{*}$. The mapping $v \mapsto v^{*}$ is a monomorphism from the additive group of $V$ into Sym $V$, the image $V^{*}$ being the translation group of $V$.

The affine group of $V$ is now defined to be the subgroup of Sym $V$ generated by $G$ and $V^{*}$ :

$$
A=\operatorname{Aff}(V)=\left\langle G, V^{*}\right\rangle
$$

Let us elucidate the structure of this group. If $x, v \in V$ and $\gamma \in G$, then $\gamma^{-1} v^{*} \gamma$ maps $x$ to $\left(x \gamma^{-1}+v\right) \gamma=x+v \gamma$; therefore

$$
\begin{equation*}
\gamma^{-1} v^{*} \gamma=(v \gamma)^{*} \tag{3}
\end{equation*}
$$

This equation implies that $V^{*} \triangleleft A$ and $A=G V^{*}$. Clearly the stabilizer in $A$ of the zero vector is $G$ since no nontrivial element of $V^{*}$ fixes this vector; thus $G \cap V^{*}=1$. In summary, $A$ is the semidirect product of $V^{*}$ by $G$ where the action of $G$ on $V^{*}$ is described by (3).
7.2.7. The group $G$ of 7.2 .6 is similar to a subgroup of $\operatorname{Aff}(V)$ containing the translation group where $V$ is a vector space with dimension $m$ over $\operatorname{GF}(p)$.

Proof. $G$ acts on a set $X$ where $|X|=p^{m}=|N|$ by 7.2.6. Let $V$ be a vector space of dimension $m$ over $\operatorname{GF}(p)$ and let $\psi: N \rightarrow V$ be any $\mathbb{Z}$-isomorphism. If $b \in X$, we can write $b=a \sigma$ with a unique $\sigma$ in $N$ since $N$ is regular. The rule $b \varphi=\sigma^{\psi}$ defines a bijection $\varphi: X \rightarrow V$. We use this to produce a homomorphism $\Phi: G \rightarrow A=\operatorname{Aff}(V)$ as follows: if $\sigma \in N$, let $\sigma^{\Phi}=\left(\sigma^{\psi}\right)^{*}$ and if $\pi \in$ $G_{a}$, let $\pi^{\Phi}=\psi^{-1} \pi^{\prime} \psi$ where $\pi^{\prime}$ is conjugation in $N$ by $\pi$. It is routine to verify that $\Phi$ is an isomorphism. Moreover $\Phi$ and $\varphi$ constitute a similarity between $G$ and a subgroup of $A$ containing $N^{\Phi}=V^{*}$ : to see this one checks that $\varphi \pi^{\Phi}=\pi \varphi$ when $\pi \in N$ or $G_{a}$.

Combining 7.2 .6 and 7.2 .7 we come to the conslusion that all soluble primitive permutation groups are to be found among the subgroups of $\operatorname{Aff}(V)$ that contain $V^{*}$.

## Regular Normal Subgroups

We wish to study regular normal subgroups of multiply transitive groups and to show that such normal subgroups are subject to strong restrictions. The key to this theory is an examination of the automorphism group of a group $F$ regarded as a permutation group on the set $F \backslash 1$.
7.2.8. Let $F$ be a nontrivial finite group and let $G=$ Aut $F$ act on $F \backslash 1$ in the natural way.
(i) If $G$ is transitive, $F$ is an elementary abelian p-group for some prime $p$.
(ii) If $G$ is 2-transitive, either $p=2$ or $|F|=3$.
(iii) If $G$ is 3-transitive, $||F|=4$.
(iv) $G$ cannot be 4-transitive.

Proof. (i) Choose any prime $p$ dividing $|F|$. Then $F$ has an element $x$ of order $p$; by transitivity every element of $F \backslash\{1\}$ is of the form $x^{\alpha}, \alpha \in G$, and hence of order $p$. Thus $F$ is a finite $p$-group and by 1.6 .14 its center $\zeta F$ is nontrivial. Now $\zeta F$ is characteristic in $F$ and thus is left invariant as a set by $G$. Transitivity shows that $\zeta F=F$, whence $F$ is an elementary abelian $p$ group.
(ii) Assume that $p>2$ and let $1 \neq x \in F$; thus $x \neq x^{-1}$. Suppose that there is an element $y$ of $F$ other than $1, x$, or $x^{-1}$; then 2-transitivity assures us of an $\alpha$ in $G$ such that $\left(x, x^{-1}\right) \alpha=(x, y)$. But plainly this implies that $y=x^{-1}$. It follows that $F=\left\{1, x, x^{-1}\right\}$ and $|F|=3$.
(iii) If $G$ is 3-transitive on $F \backslash\{1\}$, the latter must have at least three elements and $|F| \geq 4$ : also $F$ is an elementary abelian 2-group by (ii). Let $H=$ $\{1, x, y, x y\}$ be a subgroup of $F$ with order 4: assume that there is an element $z$ in $F \backslash H$. Then $x z, y z, x y z$ are distinct elements, so there is an automorphism $\alpha$ in $G$ such that $x^{\alpha}=x z, y^{\alpha}=y z,(x y)^{\alpha}=x y z$. However, these relations imply that $z=1$, a contradiction which shows that $H=F$.
(iv) If $G$ were 4 -transitive, it would be 3-transitive and $|F \backslash\{1\}|=3$ by (iii): however this excludes the possibility of 4-transitivity.

In fact the degree of transitivity is realized in each case (Exercise 7.2.8).
We shall apply this information to regular normal subgroups of multiply transitive groups.
7.2.9. Let $G$ be a $k$-transitive permutation group of degree $n$ where $k>1$. Let $N$ be a nontrivial regular normal subgroup of $G$.
(i) If $k=2$, then $n=|N|=p^{m}$ and $N$ is an elementary abelian p-group for some prime $p$.
(ii) If $k=3$, then either $p=2$ or $n=3$.
(iii) If $k=4$, then $n=4$.
(iv) $k \geq 5$ is impossible.

Proof. We know of course that $1<k \leq n$. Let $G$ be a permutation group on $X$ with $|X|=n$, and choose $a$ from $X$. By 7.1.1 the group $G_{a}$ is $(k-1)$ transitive on $X \backslash\{a\}$.

The group $G_{a}$ also acts on the set $N \backslash 1$ by conjugation. Moreover, if $\pi \in$ $N \backslash 1$, then $a \pi \neq a$ by regularity of $N$. Thus there is a mapping $\Theta$ from $N \backslash 1$ to $X \backslash\{a\}$ given by $\pi \Theta=a \pi$ : the regularity of $N$ also assures us that $\Theta$ is injective. In addition $\Theta$ is surjective since $N$ is transitive; thus $\Theta$ is a bijection.

If $1 \neq \pi \in N$ and $\sigma \in G_{a}$, we have $(a \pi) \sigma=a \pi^{\sigma}$ or $(\pi \Theta) \sigma=\left(\pi^{\sigma}\right) \Theta$. Hence the permutation representations of $G_{a}$ on $N \backslash 1$ and $X \backslash\{a\}$ are equivalent. Consequently $G_{a}$ is also $(k-1)$-transitive on $N \backslash 1$ and certainly Aut $N$ must have this property too. The theorem is now a direct consequence of 7.2.8.

Let us use 7.2 .9 to give another proof of the simplicity of the alternating group (see also 3.2.1).
7.2.10. The alternating group $A_{n}$ is simple if $n \neq 1,2$ or 4 .

Proof. We can suppose that $n \geq 5$. Let $N$ be a nontrivial normal subgroup of $G=A_{n}$. By 7.1.4 the group $G$ is $(n-2)$ - and hence 2-transitive; therefore $G$ is primitive by 7.2.4. It follows from 7.2.5 that $N$ is transitive.

We shall prove that $N=G$ by induction on $n$. Firstly, if $n=5$, then 5 divides $|N|$ by transitivity, so $N$ contains a 5 -cycle, say $\pi=(1,2,3,4,5)$ : if $\sigma=(1,2,3)$, then $N$ contains $[\pi, \sigma]=(1,2,4)$; however, as in 3.2 .1 , this leads quickly to $N=G$. Henceforth we suppose that $n>5$.

By induction on $n$, the stabilizer $G_{1}$, which is isomorphic with $A_{n-1}$, is simple. Consequently either $N \cap G_{1}=1$ or $G_{1} \leq N$. In the first case $N \cap G_{a}=1$ for every $a$, so $N$ is regular: however this contradicts 7.2.9 since $n-2 \geq 4$. Finally, if $G_{1} \leq N$, then $G_{1}=N_{1}$ and transitivity yields $\left|G: G_{1}\right|=n=\left|N: N_{1}\right|=\left|N: G_{1}\right|$. Therefore $|N|=|G|$ and $N=G$.

## Exercises 7.2

1. Prove that $S_{n}$ is primitive.
2. Let $H$ and $K$ be permutation groups acting transitively on sets $X$ and $Y$ respectively. Prove that the wreath product $H \sim K$ is imprimitive if $|X|>1$ and $|Y|>1$.
3. Find all primitive permutation groups of degree at most 5 .
4. Let $G$ be a nilpotent permutation group $\neq 1$. Prove that $G$ is primitive if and only if the order and degree of $G$ equal a prime.
5. Let $G$ be a supersoluble permutation group $\neq 1$. If $G$ is primitive, show that it is similar to a subgroup of $\operatorname{Aff}(\operatorname{GF}(p))$ containing the translation group for some prime $p$. Conversely show that any such group is supersoluble and primitive. How many similarity types are there for a given $p$ ?
6. Prove that $\operatorname{Aff}(\mathrm{GF}(p))=H(p)$ where $p$ is prime.
7. Complete the proof of 7.2 .7 by showing that $\Phi$ is an isomorphism and $(\Phi, \varphi)$ is a similarity.
8. Prove the converse of 7.2 .8 by showing that all the given degrees of transitivity actually occur.
9. If $G$ is a primitive permutation group with even degree $>2$, prove that 4 divides $|G|$. [Hint: Use Exercise 1.6.19.]
10. Let $G$ be a permutation group which contains a minimal normal subgroup that is transitive and abelian. Then $G$ is primitive.
11. Let $F$ be a finite group and let $G=$ Aut $F$ act on $F \backslash\{1\}$. Prove that $G$ is primitive if and only if either $F$ is an elementary abelian 2-group or $|F|=3$.
12. If $G$ is a soluble transitive permutation group of prime degree $p$, then $G$ is similar to a subgroup of $\operatorname{Aff}(\mathrm{GF}(p))$ containing the translation group.
13. Let $G$ be a transitive permutation group of prime degree $p$ and let $P$ be a Sylow p-subgroup.
(a) Show that $|P|=p$ and $N_{G}(P) / P$ is cyclic of order dividing $p-1$.
(b) Either $|G|=p$ or $G^{\prime}$ is simple and $G^{\prime}$ is the only minimal normal subgroup of G. [Hint: If $N$ is minimal normal in $G$, show that $P \leq N$ and apply the Frattini argument.]
14. Let $G$ be a $k$-transitive permutation group of degree $n$ where $k>1$. Assume $G$ is not similar to $S_{n}$. Let $N \triangleleft G$ be nontrivial and nonregular. Prove that $N$ is $(k-1)$-transitive. [Hint: Let $G$ be a counterexample with $k$ minimal. Let $G$ act on $X$ and let $a \in X$. Argue that $N_{a}$ is regular and $k \geq 4$. Invoke 7.2.9 to show that $\left|N_{a}\right|$ is a power of 2 . Find an element $\sigma=(a)(b, c)(d, e) \cdots$ in $N_{a}$ and let $\pi \in G$ map $(a, b, c)$ to $(d, b, c)$. Consider $[\sigma, \pi]$ to get a contradiction.]
15. Let $G$ be a $k$-transitive permutation group of degree $n$, not similar to $S_{n}$, and let $k>3$. Prove that every nontrivial normal subgroup is $(k-1)$-transitive.
16. Let $G$ be a $k$-transitive permutation group where $k>2$. Prove that every nontrivial normal subgroup is $(k-2)$-transitive with the sole exception when $G$ is similar to $S_{4}$ and $|N|=4$.

### 7.3. Classification of Sharply $k$-Transitive Permutation Groups

By definition a sharply 1 -transitive permutation group is just a regular group. Since every group has a faithful regular representation, one cannot expect to be able to say anything about the structure of sharply 1 -transitive groups.

While sharply 2-transitive groups are still numerous, they are subject to severe restrictions, as we see from the next result.
7.3.1. Let $G$ be a sharply 2-transitive permutation group. Then the degree of $G$ is $p^{m}$ for some prime $p$, and $G$ has a normal Sylow $p$-subgroup. Moreover $G$ is similar to a subgroup of $\operatorname{Aff}(V)$ which contains the translation group, $V$ being a vector space of dimension $m$ over $\operatorname{GF}(p)$.

Proof. Let $G$ act on a set $X$ with $|X|=n$. We denote by $G(0)$ and $G(1)$ the sets of permutations in $G$ that have no fixed points and exactly one fixed point respectively. Then, because $G$ is sharply 2-transitive, $G=1 \cup G(0) \cup$ $G(1)$.

Let $p$ be any prime dividing $n$. Since $|G|$ must equal $n(n-1)$, there is an element $\pi$ of order $p$ in $G$; naturally $\pi$ involves 1 -cycles and $p$-cycles only. Hence, if $r$ is the number of 1 -cycles in $\pi$, we have $n \equiv r \bmod p$. Since $p$ divides $n$, it follows that $r=0$ and $\pi \in G(0)$. Next $G(1)$ is the union of the disjoint subsets $G_{a} \backslash 1, a \in X$. This implies that $|G(1)|$ equals $n\left(\left|G_{a}\right|-1\right)=$ $n(n-2)$ because $\left|G_{a}\right|=|G| / n=n-1$. Consequently $|G(0)|=n(n-1)-$ $n(n-2)-1=n-1$.

Next, for any $a$ in $X$ we have $G_{a} \cap G_{a}^{\pi}=G_{a} \cap G_{a \pi}=1$ since $\pi \in G(0)$. It follows that $G_{a} \cap C_{G}(\pi)=1$ and

$$
\left|G: C_{G}(\pi)\right| \geq\left|G_{a} C_{G}(\pi): C_{G}(\pi)\right|=\left|G_{a}\right|=n-1 .
$$

Therefore $\pi$ has at least $n-1$ conjugates in $G$, all of which belong to $G(0)$. However $|G(0)|=n-1$, so these conjugates constitute the whole set $G(0)$. Since this conclusion applies to every prime divisor of $n$, we deduce that $n$ must be a power of the prime $p$, say $n=p^{m}$.

The order of $G$ is $p^{m}\left(p^{m}-1\right)$ and $G$ has a Sylow $p$-subgroup $P$ of order $p^{m}$. Now $P \backslash 1 \subseteq G(0)$ by the argument that led to $\pi \in G(0)$. Since $|G(0)|=$ $n-1=p^{m}-1=|P \backslash 1|$, it follows that $P=G(0) \cup 1$. The evident fact that $\sigma^{-1} G(0) \sigma=G(0)$ for all $\sigma$ in $G$ implies that $P \triangleleft G$. Finally we choose a minimal normal subgroup $N$ of $G$ contained in $P$ and observe that $N$ is abelian since $\zeta N \neq 1$ : now apply 7.2.6 and 7.2.7 to obtain the result.

According to a deep result of Zassenhaus either a sharply 2-transitive permutation group is similar to a group of transformations of $F=\mathrm{GF}\left(p^{m}\right)$ of the form $x \mapsto a x^{\sigma}+b$ where $0 \neq a, b \in \mathrm{GF}\left(p^{m}\right)$ and $\sigma$ is an automorphism of $F$, or the degree is $5^{2}, 7^{2}, 11^{2}, 23^{2}, 29^{2}$, or $59^{2}$. Zassenhaus has also proved that every sharply 3 -transitive permutation group is similar to $L\left(p^{m}\right)$ or $M\left(p^{m}\right)$. Proofs of these results may be found in [b50].

## Sharply $k$-Transitive Groups for $k \geq 4$

If $k \geq 4$, there are, apart from alternating and symmetric groups, sharply $k$-transitive groups in two cases only, $k=4$ and $k=5$. Moreover there are up to similarity only two examples, the celebrated Mathieu groups $M_{11}$ and $M_{12}$, which have degrees 11 and 12 respectively. This remarkable result was published by Jordan in 1872 . Our aim in the remainder of this section is to prove Jordan's theorem; $M_{11}$ and $M_{12}$ will be constructed in 7.4.

Let us begin with a lemma which will enable us to eliminate certain possibilities for sharp $k$-transitivity.
7.3.2. Let $G$ be a k-transitive permutation group on a set $X$ and let $Y$ be a subset of $X$ containing $k$ elements. Denote by $H$ the stabilizer of $Y$ in $G$ and let $P$ be a Sylow p-subgroup of $H$. Then $N_{G}(P)$ is $k$-transitive on the set of fixed points of $P$.

Proof. In the first place $N_{G}(P)$ does act on the set of fixed points of $P$ : for if $\pi \in N_{G}(P), \sigma \in P$ and $b$ is a fixed point of $P$, then $(b \pi) \sigma=\left(b \sigma^{\pi^{-1}}\right) \pi=b \pi$ and $b \pi$ is a fixed point of $P$.

Let $Y=\left\{a_{1}, \ldots, a_{k}\right\}$; observe that the $a_{i}$ are fixed points of $P$ because $P \leq H$. It is therefore enough to prove that if $b_{1}, \ldots, b_{k}$ are fixed points of $P$, there is a $\pi$ in $N_{G}(P)$ such that $a_{i} \pi=b_{i}, i=1,2, \ldots, k$.

By $k$-transitivity of $G$ we can find $\sigma$ in $G$ with the property $a_{i}=b_{i} \sigma, i=$ $1,2, \ldots, k$. Since $b_{i}$ is fixed by $P$, one sees that $a_{i}$ is a fixed point of the group $\sigma^{-1} P \sigma$, from which it follows that $\sigma^{-1} P \sigma \leq H$. By Sylow's Theorem $\sigma^{-1} P \sigma=$ $\tau^{-1} P \tau$ for some $\tau$ in $H$, whence $\pi=\tau \sigma^{-1} \in N_{G}(P)$. Finally $a_{i} \pi=\left(a_{i} \tau\right) \sigma^{-1}=$ $a_{i} \sigma^{-1}=b_{i}$ for $i=1,2, \ldots, k$, as required.

This result will now be used to exclude two possibilities for sharp $k$ transitivity.
7.3.3. There are no sharply 4-transitive permutation groups of degree 10; nor are there any sharply 6-transitive groups of degree 13 .

Proof. (i) Suppose that $G$ is in fact a sharply 4-transitive group of degree 10. By 7.1.3 the order of $G$ is $10 \cdot 9 \cdot 8 \cdot 7$ and thus a Sylow 7 -subgroup $P$ of $G$ is cyclic of order 7. For convenience we shall assume that $G \leq S_{10}$ and $P$ is generated by $\pi=(1,2,3,4,5,6,7)$. Applying 7.3 .2 with $k=3, X$ the set of integers $1,2, \ldots, 10$ and $Y=\{8,9,10\}$, we conclude that $N=N_{G}(P)$ is 3transitive on $Y$-note here that $P \leq G_{Y}$. This action therefore yields an epimorphism $\varphi: N \rightarrow \operatorname{Sym} Y$. Writing $C=C_{G}(P)$, we have $C \triangleleft N$ and $N / C$ abelian since Aut $P$ is abelian. Hence $C^{\varphi} \geq\left(N^{\varphi}\right)^{\prime}$, which has order 3. It follows that $C$ contains an element $\sigma$ of order 3 . Now $\sigma \pi=\pi \sigma$, so $\pi \sigma$ has order 21 and must be a product of a 7 -cycle and a 3 -cycle. Hence $(\pi \sigma)^{7}$ is nontrivial and fixes seven points, which contradicts the sharp 4-transitivity of $G$.
(ii) Now suppose that $G$ is sharply 6-transitive with degree 13: in this case $|G|=13 \cdot 12 \cdot 11 \cdot 10 \cdot 9 \cdot 8$ and there is an element $\pi$ of $G$ with order 5 which generates a Sylow 5 -subgroup $P$. Of course $\pi$ involves 1 -cycles and 5 -cycles only and, since it cannot fix $13-5=8$ points, it must contain exactly two 5 -cycles. We may assume that $G \leq S_{13}$ and $\pi=(1,2,3,4,5)(6,7$, $8,9,10$ ). Apply 7.3 .2 with $k=3, X$ the set of integers $1,2, \ldots, 13$ and $Y=$ $\{11,12,13\}$; then $N=N_{G}(P)$ is 3-transitive on $Y$. Just as in (i) we argue that $C_{G}(P)$ contains an element $\sigma$ of order 3. Then $\pi \sigma$ has order 15 and must involve 5 -cycles and 3-cycles. In fact, since $(\pi \sigma)^{6}=\pi^{6}=\pi$, there are exactly two 5 -cycles and one 3 -cycle in $\pi$. But then $(\pi \sigma)^{5}$ is a 3-cycle and fixes ten points, a contradiction.

Jordan's Theorem on Multiply Transitive Groups
We are now in a position to undertake the proof of the following major result.

### 7.3.4 (Jordan). Assume that $k \geq 4$ and let $G$ be a sharply $k$-transitive permutation group of degree $n$ which is of neither symmetric nor alternating type. Then either $k=4$ and $n=11$ or $k=5$ and $n=12$.

Proof. We shall suppose throughout that $G \leq S_{n}$.
(i) If $k=4$, then $n \geq 8$ and all elements of order 2 are conjugate in $G$. In the first place $n \geq k=4$ and $|G|=n(n-1)(n-2)(n-3)$. If $n=4$ or 5 , then $|G|=n!$ and $G=S_{n}$. If $n=6$, then $|G|=\frac{1}{2}(n!)$ and $G=A_{n}$. Hence $n \geq 7$.

Next suppose that $n=7$; then $|G|=7!/ 6$ and $G$ has index 6 in $S_{7}$. By 1.6.9 the core of $G$ in $S_{7}$ has index dividing 6 ! and hence is a proper nontrivial normal subgroup of $S_{7}$. But $A_{7}$ is the only such subgroup and its index is 2 , so $\left|S_{7}: G\right| \leq 2$, a contradiction which shows that $n \geq 8$.

Consider two elements $\pi$ and $\sigma$ of $G$ with order 2 . Each of these can fix at most three points and must therefore involve at least two 2 -cycles, say $\pi=$ $(1,2)(3,4) \ldots$ and $\sigma=(a, b)(c, d) \ldots$. By 4 -transitivity there is a $\tau$ in $G$ such that $(1,2,3,4) \tau=(a, b, c, d)$. Then $\pi^{\tau}=(a, b)(c, d) \ldots$. Hence $\sigma^{-1} \pi^{\tau}$ fixes $a$, $b, c, d$, and by sharp 4 -transitivity $\pi^{\tau}=\sigma$, as required.
(ii) If $k=4$, then $n=11$ (the main step in the proof). Using 4-transitivity we can find in $G$ permutations of the form $\pi=(1)(2)(3,4) \ldots$ and $\sigma=$ $(1,2)(3)(4) \ldots$. Since $\pi^{2}$ and $\sigma^{2}$ both fix $1,2,3$, and 4 we may be sure from sharp 4-transitivity that $\pi^{2}=1=\sigma^{2}$. Moreover $\pi \sigma$ and $\sigma \pi$ agree on $\{1,2,3,4\}$, so $\pi \sigma=\sigma \pi$ for the same reason. Hence

$$
H=\langle\pi, \sigma\rangle
$$

is a Klein 4-group.
The permutation $\pi$ can have at most one fixed point in addition to 1 and 2. It is convenient to denote this hypothetical third fixed point by 7 ; however it should be borne in mind that the fixed point 7 may not exist, in which case statements about 7 are to be ignored.

Since $\pi \sigma=\sigma \pi$, the permutation $\sigma$ permutes $\{1,2,7\}$, the set of fixed points of $\pi$. Because $\sigma$ interchanges 1 and 2 , it must fix 7 . Now consider $\tau=\pi \sigma$. Then (i) shows that $\tau$ is conjugate to $\pi$ and, in consequence, has the same number of fixed points. Among the latter will be 7-if it exists-since $\pi$ and $\sigma$ fix 7 . Hence $\tau$ has two further fixed points. Noting that $\tau$ interchanges 1 and 2 and also 3 and 4, we may suppose that the remaining fixed points of $\tau$ are 5 and 6 . Again $\pi$ permutes $\{5,6,7\}$, the set of fixed points of $\tau$, so $\pi$ must interchange 5 and 6 , as does $\sigma$ by the same argument. The
situation is, therefore, the following:

$$
\pi=(1)(2)(3,4)(5,6)(7) \ldots, \quad \sigma=(1,2)(3)(4)(5,6)(7) \ldots,
$$

and

$$
\tau=(1,2)(3,4)(5)(7) \ldots
$$

The next point to establish is that $H=C_{G}(H)$. Let $1 \neq \rho \in C_{G}(H)$. Since $\rho$ commutes with each of $\pi, \sigma, \tau$, it permutes each of the sets of fixed points of these permutations, namely $\{1,2,7\},\{3,4,7\}$, and $\{5,6,7\}$. Hence $7 \rho=7$ and $\rho$ has the form

$$
\rho=(1,2)^{r}(3,4)^{s}(5,6)^{t}(7) \ldots
$$

where $r, s, t=0$ or 1 . Since $\rho$ can fix no more than three points, at least two of $r, s, t$ equal 1. If $r=s=t=1$ (so that $\rho=(1,2)(3,4)(5,6)(7) \ldots$ ), then $\pi \rho$ fixes $3,4,5$, and 6 , which is impossible. Hence exactly two of $r, s, t$ equal 1 . If $t=0$, then $r=1=s$ and $\rho$ and $\tau$ agree on $\{1,2,3,4\}$, and $\rho=\tau$ by sharp 4-transitivity. Similarly the cases $r=0$ and $s=0$ lead to $\rho=\pi$ and $\rho=\sigma$ respectively. Hence $\rho \in H$ in all cases and $C_{G}(H) \leq H$. However $H$ is abelian, so $H \leq C_{G}(H)$ and $H=C_{G}(H)$.

The set $\{1,2,3,4,5,6,7\}$ is visibly a union of $H$-orbits and it includes all fixed points of nontrivial permutations in $H$. Since $n \geq 8$, there is at least one further $H$-orbit, say $X$. No nontrivial element of $H$ may fix a point of $X$, which shows that $H$ acts regularly on $X$ and consequently $X$ has exactly four elements. Let $S$ be the subgroup of permutations in $G$ that leave $X$ fixed as a set. Then, since $G$ is 4-transitive, $S$ induces all 4! permutations of $X$. Also no nontrivial element of $S$ may fix every point of $X$, so $S \simeq S_{4}$. Now $H \leq S$ since $X$ is an $H$-orbit, and there is only one regular subgroup of $S_{4}$ that is a Klein 4-group, namely, the subgroup consisting of 1 and the three permutations of the form $(i, j)(k, l)$. Hence $H \triangleleft S$ and $S \leq N_{G}(H)=N$ say. Now $|N: H|=\left|N_{G}(H): C_{G}(H)\right| \leq \mid$ Aut $H \mid=6$. Therefore $|N| \leq 24$ and it follows that $N=S$. Thus $S$ is independent of the $H$-orbit $X$.

Let $X=\{i, j, k, l\}$; then there is a permutation $\xi$ in $S$ which acts on $X$ like $(i j)(k)(l)$ since $S$ induces all 4 ! permutations on $X$. Suppose that $X^{\prime}=$ $\left\{i^{\prime}, j^{\prime}, k^{\prime}, l^{\prime}\right\}$ is another $H$-orbit not contained in $\{1,2,3,4,5,6,7\}$. Now $S$ fixes $X^{\prime}$ setwise and $\xi^{2}=1$, so $\xi$ must act on $X^{\prime}$ like $\left(i^{\prime}, j^{\prime}\right)\left(k^{\prime}, l^{\prime}\right)$, say, since it cannot fix four points. But $H$ acts regularly on $X^{\prime}$, so some $\eta \in H$ produces the permutation $\left(i^{\prime}, j^{\prime}\right)\left(k^{\prime}, l^{\prime}\right)$. Then $\xi \eta^{-1}$ must be trivial, and $\xi=\eta \in H$, which is impossible since a nontrivial element of $H$ cannot fix $k$ and $l$.

It follows that $X$ is the only $H$-orbit not contained in $\{1,2,3,4,5,6,7\}$. Therefore $n=6+4=10$ or $n=7+4=11$ (since " 7 " may not exist). By 7.3.3 the first case is impossible, so $n=11$.
(iii) Final step. We assume that $k \geq 5$ and use induction on $k$ to complete the proof. If $a$ is any element of the permuted set $Y$, the stabilizer $G_{a}$ is $(k-1)$-transitive on $Y \backslash\{a\}=T$ by 7.1.1. Indeed $G_{a}$ is sharply $(k-1)$-transitive on $T$, as we see from its order $|G| / n$. If $\left|G_{a}\right|=(n-1)$ ! or $\frac{1}{2}((n-1)!$ ), then
$|G|=n\left|G_{a}\right|=n!$ or $\frac{1}{2}(n!)$ and $G=S_{n}$ or $A_{n}$, contrary to assumption. Hence $G_{a}$ is neither a symmetric nor an alternating group. By induction hypothesis $k-1=4$ or 5 , and $k=5$ or 6 . Moreover, should $k$ be 5 , then $n-1=11$ and $n=12$. If however $k=6$, then $n-1=12$ and $n=13$, a combination that has been seen to be impossible in 7.3.3. The proof is now complete.

## Exercises 7.3

1. A sharply 3 -transitive permutation group has degree $p^{m}+1$ where $p$ is prime. Show also that all such degrees occur.
2. Let $G$ be a $k$-transitive permutation group of degree $n$ which is neither alternating nor symmetric. Assume that $k>5$. Prove that $(n-k)!\geq 2 n$. Deduce that $k \leq$ $n-4$.
3. Let $k$ be a positive integer and let $G$ be a permutation group of smallest order subject to $G$ being $k$-transitive. Prove that $G$ is sharply $k$-transitive. [Hint: Use 7.3.2.]
4. If $G$ is a soluble 3-transitive permutation group, then $G$ is similar to $S_{3}$ or $S_{4}$. [Hint: Identity $G$ with a subgroup of $\operatorname{Aff}(V)$ where $V$ is a vector space of dimension $m$ over GF $(p)$. Let $N$ be minimal normal in $G_{0}$ : prove that $N$ acts irreducibly on $V$ and use Schur's Lemma (8.1.4) to show that $V$ can be identified with a field $F$ of order $p^{m}$ and $N$ with $F^{*}$. Now argue that $\left|G_{0}\right| \leq m\left(p^{m}-1\right)$ and deduce that $p^{m}=3$ or 4 .]
5. Suppose that $G$ is a finite insoluble group whose proper subgroups are soluble. Prove that $G$ has no permutation representation as a 4 -transitive group.

### 7.4. The Mathieu Groups

To complement Jordan's theorem we shall construct two permutation groups which are sharply 4 -transitive of degree 11 and sharply 5 -transitive of degree 12. These groups were discovered by Mathieu in 1861.

We shall employ a method of construction due to Witt which involves two simple, if technical, lemmas.
7.4.1. Let $H$ be a permutation group on a set $Y$ and let $G$ be a subgroup and $\pi$ an element of $H$ such that $H=\langle\pi, G\rangle$. Write $Y=X \cup\{a\}$ where $a \notin X$. Assume that $G$ fixes $a$ and acts $k$-transitively on $X$ where $k \geq 2$ and $a \pi \neq a$. Assume further that there exist $\sigma$ in $G$ and $b$ in $X$ such that $b \sigma \neq b, \pi^{2}=$ $\sigma^{2}=(\pi \sigma)^{3}=1$ and $G_{b}^{\pi}=G_{b}$. Then $H$ is $(k+1)$-transitive on $Y$ and $H_{a}=G$.

Proof. Let $K=G \cup(G \pi G)$; then $K^{-1}=K$ because $\pi^{2}=1$. Let $\tau \in G \backslash G_{b}$, so that $b \tau \neq b$. Since $k \geq 2$, we deduce from 7.1.1 that $G_{b}$ acts transitively on $X \backslash\{b\}$. Hence there exists a $\rho$ in $G_{b}$ such that $(b \tau) \rho=b \sigma$ and thus $\tau \rho \sigma^{-1} \in$
$G_{b}$ or $\tau \rho \in G_{b} \sigma$. It follows that $\tau \in G_{b} \sigma G_{b}$ and hence that

$$
\begin{equation*}
G=G_{b} \cup\left(G_{b} \sigma G_{b}\right) \tag{4}
\end{equation*}
$$

Now the relations $\pi^{2}=\sigma^{2}=(\pi \sigma)^{3}=1$ imply that $\pi \sigma \pi=\sigma \pi \sigma$. Consequently we obtain from (4)

$$
\begin{aligned}
\pi G \pi=\left(\pi G_{b} \pi\right) \cup\left(\pi G_{b} \sigma G_{b} \pi\right) & =G_{b}^{\pi} \cup\left(G_{b}^{\pi}(\pi \sigma \pi) G_{b}^{\pi}\right) \\
& =G_{b} \cup\left(G_{b}(\sigma \pi \sigma) G_{b}\right) \subseteq G \cup(G \pi G)=K
\end{aligned}
$$

It follows that $K K \subseteq K$ and $K$ is a subgroup. Since $\pi \in K$ and $G \leq K$, we have $H=\langle\pi, G\rangle \leq K$ and hence $H=K=G \cup(G \pi G)$.

By hypothesis $G$ is transitive on $X$ and $a \pi \neq a$. It follows that $H$ is transitive on $Y=X \cup\{a\}$. Moreover, since $G$ fixes $a$ and $a \pi \neq a$, no element of $G \pi G$ can fix $a$. Hence $H_{a}=G$, which is $k$-transitive on $Y \backslash\{a\}=X$. By 7.1.1 the group $H$ is $(k+1)$-transitive on $Y$.

The second technical lemma is a consequence of 7.4.1. It tells us how to construct 5-transitive groups, starting with a 2-transitive group.
7.4.2. Let $G$ be a subgroup of $S_{n}$ where $n \geq 5$. Assume that $G$ fixes 1,2 , and 3 and is 2-transitive on $T=\{4,5, \ldots, n\}$. Let $\sigma$ in $G$ have order 2 and let $c \sigma \neq c$ for some $c$ in $T$. Consider three permutations of order 2 in $S_{n}$ of the form

$$
\pi_{1}=(1, c)(2)(3) \ldots, \quad \pi_{2}=(1,2)(3)(c) \ldots, \quad \pi_{3}=(2,3)(1)(c) \ldots
$$

(where nothing is known about other cycles); assume that

$$
\begin{aligned}
& \left(\pi_{1} \sigma\right)^{3}=\left(\pi_{2} \pi_{1}\right)^{3}=\left(\pi_{3} \pi_{2}\right)^{3}=1 \\
& \left(\sigma \pi_{2}\right)^{2}=\left(\sigma \pi_{3}\right)^{2}=\left(\pi_{1} \pi_{3}\right)^{2}=1
\end{aligned}
$$

and also that $G_{c}^{\pi_{1}}=G_{c}^{\pi_{2}}=G_{c}^{\pi_{3}}=G_{c}$. Then the group $H=\left\langle\pi_{1}, \pi_{2}, \pi_{3}, G\right\rangle$ is 5 -transitive on $\{1,2, \ldots, n\}$ and $G$ is the stabilizer of $\{1,2,3\}$ in $H$.

Proof. Apply 7.4.1 to $K=\left\langle\pi_{1}, G\right\rangle$ with $k=2, a=1, b=c$, and $X=T$. Thus $K$ is 3-transitive on $T \cup\{1\}$ and $K_{1}=G$.

Next $G$ acts primitively on $T$ since it is 2-transitive (7.2.4). Consequently $G_{c}$ is maximal in $G$ by 7.2 .3 and $G=\left\langle\sigma, G_{c}\right\rangle$ in view of $c \sigma \neq c$. Now the relations $\sigma^{2}=\left(\sigma \pi_{2}\right)^{2}=\pi_{2}^{2}=1$ imply that $\sigma \pi_{2}=\pi_{2} \sigma$. Therefore $\left(K_{1}\right)^{\pi_{2}}=$ $G^{\pi_{2}}=\left\langle\sigma, G_{c}^{\pi_{2}}\right\rangle=\left\langle\sigma, G_{c}\right\rangle=G=K_{1}$. We are now in a position to apply 7.4.1 again, this time to $L=\left\langle\pi_{2}, K\right\rangle$ with $k=3, a=2, b=1, X=T \cup\{1\}$, and $\pi_{1}$ instead of $\sigma$. The conclusion is that $L$ is 4 -transitive on $T \cup\{1,2\}$ and $L_{2}=K$.

The given relations also imply that $\pi_{1} \pi_{3}=\pi_{3} \pi_{1}$ and $\sigma \pi_{3}=\pi_{3} \sigma$. Hence

$$
K^{\pi_{3}}=\left\langle\pi_{1}, G^{\pi_{3}}\right\rangle=\left\langle\pi_{1}, \sigma, G_{c}^{\pi_{3}}\right\rangle=\left\langle\pi_{1}, \sigma, G_{c}\right\rangle=K
$$

and $\left(L_{2}\right)^{\pi_{3}}=L_{2}$. We apply 7.4 .1 to $H=\left\langle\pi_{3}, L\right\rangle$ with $k=4, a=3, b=2$, $X=T \cup\{1,2\}$ and $\pi_{2}$ in place of $\sigma$, the conclusion being that $H=\left\langle\pi_{3}, L\right\rangle$
is 5-transitive on $X \cup\{1,2,3\}=\{1,2,3, \ldots, n\}$ and $H_{3}=L$. Finally $H_{\{1,2,3\}}=L_{\{1,2\}}=K_{1}=G$.

## The Groups $M_{11}$ and $M_{12}$

In order to exploit 7.4.2 we have to realize the situation envisaged there. This involves a careful choice of permutations.
7.4.3. Let $X=\{1,2,3, \ldots, 11,12\}$ and consider the following seven permutations of $X$ :

$$
\begin{aligned}
\varphi & =(4,5,6)(7,8,9)(10,11,12), \\
\chi & =(4,7,10)(5,8,11)(6,9,12), \\
\psi & =(5,7,6,10)(8,9,12,11), \\
\omega & =(5,8,6,12)(7,11,10,9), \\
\pi_{1} & =(1,4)(7,8)(9,11)(10,12), \\
\pi_{2} & =(1,2)(7,10)(8,11)(9,12), \\
\pi_{3} & =(2,3)(7,12)(8,10)(9,11) .
\end{aligned}
$$

(i) The group $M_{12}=\left\langle\varphi, \chi, \psi, \omega, \pi_{1}, \pi_{2}, \pi_{3}\right\rangle$ is sharply 5 -transitive of degree 12 on the set $X$; its order is $12 \cdot 11 \cdot 10 \cdot 9 \cdot 8=95,040$.
(ii) The group $M_{11}=\left\langle\varphi, \chi, \psi, \omega, \pi_{1}, \pi_{2}\right\rangle$ is the stabilizer of 3 in $M_{12}$; it is sharply 4-transitive of degree 11 on $X \backslash\{3\}$ and has order $11 \cdot 10 \cdot 9 \cdot 8=$ 7920.

Proof. One easily verifies that $E=\langle\varphi, \chi\rangle$ is an elementary abelian group of order 9 which acts regularly on $X \backslash\{1,2,3\}$. Also $\psi^{2}=\omega^{2}$ has order 2 and $\psi^{-1} \omega \psi=\omega^{-1}$; this shows that $Q=\langle\psi, \omega\rangle$ is a quaternion group of order 8 (see 5.3). Straightforward calculations reveal that $\psi^{-1} \varphi \psi=\chi, \omega^{-1} \varphi \omega=$ $\varphi \chi, \psi^{-1} \chi \psi=\varphi^{-1}$, and $\omega^{-1} \chi \omega=\omega \chi^{-1}$. Therefore $Q$ normalizes $E$ and $G=$ $Q E$ is a group of order $8 \cdot 9=72$.

Next we observe that $Q$ fixes 4 , whereas no nontrivial element of $E$ has this property; therefore $G_{4}=G_{4} \cap(Q E)=Q E_{4}=Q$. A glance at the permutations that generate $Q$ should convince the reader that $Q$ acts transitively on $\{5,6,7,8,9,10,11,12\}$. Hence $G$ is transitive on $\{4,5,6,7,8,9,10,11$, $12\}$. Since $G_{4}=Q$, we conclude via 7.1.1 that $G$ is 2 -transitive on this nineelement set. Moreover this is sharp 2-transitivity because $|G|=9 \cdot 8$.

Now apply 7.4.2 with $n=12, c=4$ and

$$
\sigma=\varphi^{-1} \psi^{2} \varphi=(4,6)(7,12)(8,11)(9,10)
$$

of course one must at this point check that the equations of 7.4.2 hold and that $\pi_{1}, \pi_{2}, \pi_{3}$ normalize $G_{4}=Q$, but this is routine. The conclusion is that $M_{12}=\left\langle\pi_{1}, \pi_{2}, \pi_{3}, G\right\rangle$ is 5 -transitive of degree 12 and that $G$ is the stabi-
lizer of $\{1,2,3\}$ in $M_{12}$. We saw that $G$ is sharply 2 -transitive on $\{4,5, \ldots$, $11,12\}$; consequently the stabilizer of $\{1,2,3,4,5\}$ in $M_{12}$ is 1 and $M_{12}$ is sharply 5 -transitive.

From the proof of 7.4 .2 (last line) the stabilizer of 3 in $M_{12}$ is $M_{11}$. Now 7.1.1 shows that $M_{11}$ is 4 -transitive on $X \backslash\{3\}$. The stabilizer of $\{1,2,4,5\}$ in $M_{11}$ equals that of $\{1,2,3,4,5\}$ in $M_{12}$, which is 1 . Hence $M_{11}$ is sharply 4-transitive of degree 11. The statements about orders follow from 7.1.3.

It can be shown-altnough we shall not take the matter up here-that to within similarity $M_{11}$ is the only sharply 4-transitive group of degree 11 and $M_{12}$ the only sharply 5 -transitive group of degree 12. For details see [b50].

## The Mathieu Groups $M_{22}, M_{23}, M_{24}$

There are three further Mathieu groups. $M_{24}$ is a 5 -transitive permutation group of degree 24 and order $244,823,040$. It can be constructed with the aid of 7.4.2 in a manner akin to that employed for $M_{12}$ : the starting point is the group $G=\operatorname{PSL}(3,4)$, which acts 2 -transitively on the twenty-one 1 -dimensional subspaces of a 3 -dimensional vector space over GF(4). The Mathieu group $M_{23}$ appears as the stabilizer of an element in $M_{24}$ and the group $M_{22}$ is the stabilizer of a two-element set in $M_{24}$. Thus $M_{23}$ is 4-transitive with degree 23 and order $10,200,960$ and $M_{22}$ is 3 -transitive of degree 22 and order 443,520 . Of course none of these groups is sharply transitive, by consideration of order. Further details can be found in [b50]

## Simplicity of the Mathieu Groups

The five Mathieu groups have a notable property-they are all simple. Indeed these groups are examples of sporadic simple groups, not occurring in an infinite sequence of simple groups.

We shall content ourselves with proving the simplicity of $M_{11}$ and $M_{12}$.

### 7.4.4. The groups $M_{11}$ and $M_{12}$ are simple.

Proof. (i) Let $G=M_{11}$ and suppose that $N$ is a proper nontrivial normal subgroup of $G$ : then we can choose $N$ to be a minimal subgroup of this type. Since $G$ is 4 -transitive, it is primitive (7.2.4) and therefore $N$ is transitive (7.2.5). It follows that $|N|$ is divisible by 11 . Now $|G|=11 \cdot 10 \cdot 9 \cdot 8$, so $N$ contains a Sylow 11 -subgroup of $G$, say $P$; clearly $P$ is generated by an 11-cycle, say $\pi$, and $P$ is transitive.

We claim that $P=C_{G}(P)$. To see this let $\tau \in C_{G}(P)$ and consider $A=$ $\langle\tau, P\rangle$. Now $A$ is certainly abelian and it is also transitive since $P$ is. Therefore $A$ is regular and its order must be 11 . Hence $|P|=|A|$ and $\tau \in P$, which establishes our claim.

Next consider $L=N_{G}(P)$ : we shall show that $L$ has odd order. If this is false, $L$ contains an element $\sigma$ of order 2 . Now $\sigma$ must have at least one fixed point, the degree being 11, and there is nothing to be lost in supposing $\sigma$ to fix 1 ; for, $G$ being transitive, we can always replace $P$ by a suitable conjugate. Since $P=C_{G}(P)$, the permutation $\sigma$ must induce by conjugation in $P$ an automorphism of order 2 . But Aut $P$ is a cyclic group of order 10 and it has exactly one element of order 2 , the automorphism $x \mapsto x^{-1}$. Hence $\pi^{\sigma}=\pi^{-1}$. Consequently $1 \pi^{i} \sigma=1 \sigma \pi^{-i}=1 \pi^{-i} \neq 1 \pi^{i}$ if $1 \leq i<11$. Since $\sigma$ has only 1 -cycles and 2 -cycles, these considerations show that $\sigma$ must consist of (1) and five 2-cycles. But this forces $\sigma$ to be an odd permutation, whereas $G \leq A_{12}$ because all of the generating permutations of $M_{12}$ are even. By this contradiction $L$ had odd order.

Combining the result of the last paragraph with the fact that $|L: P|=$ $\left|N_{G}(P): C_{G}(P)\right|$ divides $\mid$ Aut $P \mid=10$, we conclude that $|L: P|=1$ or 5 . Now the Frattini argument (5.2.14) shows that $G=N N_{G}(P)=N L$, which implies that $L \nsubseteq N$. Since $P \leq N \cap L \leq L$ and $|L: P|=1$ or 5 , we must have $N \cap L=P$, that is, $P$ is self-normalizing in $N$.

At this point we can apply a theorem of Burnside (10.1.8), concluding that elements of $N$ with order prime to 11 form a subgroup; this subgroup must necessarily be normal in $G$, whence it is trivial by minimality of $N$. It follows that $P=N \triangleleft G$ and $L=G$, which is impossible because $|L: P| \leq 5$.

However, the reader who does not wish to appeal to an unproved theorem may argue directly, as indicated in Exercise 7.4.3 below.
(ii) Consider now $H=M_{12}$ and suppose that $N$ is a proper nontrivial normal subgroup of $H$. Then $G \cap N \triangleleft G$ and either $G \cap N=1$ or $G \leq N$ because $G$ is simple. Since $H$ is primitive and $G$ is the stabilizer of 3 in $H$, we conclude via 7.2.3 that $G$ is maximal in $H$. If $G \leq N$, then $G=N$ and $H_{3}=$ $G \triangleleft H$; however this would mean that $G$ fixed every point, not merely 3, and $G=1$. Hence $G \cap N=1$, and also $H=G N$ by the maximality of $G$. Next, $C_{G}(N) \triangleleft G$, so either $C_{G}(N)=1$ or $[N, G]=1$; however the latter implies that $G \triangleleft G N=H$, which has been seen to be false. Hence $C_{G}(N)=$ 1 and $|G| \leq \mid$ Aut $N \mid$. Also $|N|=|H: G|=12$. However, no group of order 12 can have its automorphism group of order as large as $|G|=7920$-by Exercise 1.5.16. Thus our proof is complete.

## ExERCISES 7.4

1. A sharply 2 -transitive permutation group of order $>2$ cannot be simple, whereas there are infinitely many sharply 3-transitive groups that are simple.
2. Prove that $M_{11}$ is a maximal subgroup of $M_{12}$.
3. Complete the proof of 7.4 .4 without appealing to Burnside's theorem. [Hint: $N$ is 3-transitive by Exercise 7.2.15.]
4. Prove that the Sylow 2-subgroups of $M_{11}$ are semidihedral of order 16 .

## CHAPTER 8

## Representations of Groups

The aim of this chapter is to introduce the reader to the theory of representations of groups by linear transformations of a vector space or, equivalently, by matrices over a field. Aside from its intrinsic interest this theory has proved to be a most powerful tool for studying finite groups.

### 8.1. Representations and Modules

Let $G$ be a group, $F$ a field, and $V$ a vector space over $F$. A homomorphism $\rho$ from $G$ to $\mathrm{GL}(V)$, the group of all nonsingular linear transformations of $V$, is called a linear representation of $G$ over $F$, or simply an $F$-representation of $G$. Here we shall always assume that the dimension $n$ of $V$ is finite; the integer $n$ is known as the degree of $\rho$. If $\operatorname{Ker} \rho=1$, then $\rho$ is called faithful.

Suppose that $\left\{v_{1}, \ldots, v_{n}\right\}$ is an (ordered) basis of $V$. Then if $g \in G$, there is a matrix $g^{\rho^{*}}$ in $\operatorname{GL}(n, F)$ which represents the linear transformation $g^{\rho}$ with respect to the basis. The mapping $\rho^{*}: G \rightarrow \operatorname{GL}(n, F)$ is a homomorphism which will be called the associated matrix representation with respect to the given basis. If $(g) \rho_{i j}$ denotes the $(i, j)$ entry of $g^{\rho^{*}}$, then in fact

$$
v_{i} g^{\rho}=\sum_{j=1}^{n}(g) \rho_{i j} v_{j}
$$

An obvious example of an $F$-representation is the trivial representation $l(G): G \rightarrow F$, which maps each element of $G$ to $1_{F}$ : of course, this has degree 1.

More interesting representations may be constructed from permutation representations. Let $\pi: G \rightarrow \operatorname{Sym} X$ be a permutation representation of $G$ on
a finite set $X$, and let $V$ be a vector space over $F$ with basis $\left\{v_{x} \mid x \in X\right\}$. Define $g^{\rho} \in \mathrm{GL}(V)$ by writing $v_{x} g^{\rho}=v_{x g^{7}}$ : one easily checks that $\rho$ is a linear representation of degree $|X|$. Notice that the matrix representing $g^{\rho}$ with respect to the given basis is just the permutation matrix associated with the permutation $g^{\pi}$.

Usually one identifies the permutation representation $\pi$ with the corresponding $F$-representation $\rho$, so that a permutation representation may be thought of as a special type of linear representation.

## Group Rings and Group Algebras

If $G$ is a group and $R$ is any ring with an identity element, the group ring

$$
R G
$$

is defined to be the set of all formal sums $\sum_{x \in G} r_{x} x$ where $r_{x} \in R$ and $r_{x}=0$ with finitely many exceptions, together with the rules of addition and multiplication

$$
\left(\sum_{x} r_{x} x\right)+\left(\sum_{x} r_{x}^{\prime} x\right)=\sum_{x}\left(r_{x}+r_{x}^{\prime}\right) x
$$

and

$$
\left(\sum_{x} r_{x} x\right)\left(\sum_{x} r_{x}^{\prime} x\right)=\sum_{x}\left(\sum_{y z=x} r_{y} r_{z}^{\prime}\right) x .
$$

It is very simple to verify that with these rules $R G$ is a ring with identity element $1_{R} 1_{G}$, which is written simply 1 .

If $F$ is a field, then $F G$, in addition to being a ring, has a natural $F$ module structure given by

$$
f\left(\sum_{x} f_{x} x\right)=\sum_{x}\left(f f_{x}\right) x, \quad(f \in F) .
$$

Thus $F G$ is a vector space over $F$. In addition we have $f(u v)=(f u) v=u(f v)$ where $f \in F$ and $u, v \in F G$. Thus $F G$ is an $F$-algebra, known as the group algebra of $G$ over $F$.

It would be hard to overestimate the importance of group rings in the theory of groups. For the present let us explain how the group algebra is inescapably involved in the study of $F$-representations.

Suppose that $\rho: G \rightarrow \mathrm{GL}(M)$ is an $F$-representation of $G$ with degree $n$. Then $M$ can be turned into a right $F G$-module by means of the rule

$$
a\left(\sum_{x \in G} f_{x} x\right)=\sum_{x \in G} f_{x}\left(a x^{\rho}\right), \quad(a \in M) .
$$

Verification of the module axioms is very simple. Conversely, if $M$ is any right $F G$-module with finite $F$-dimension $n$, there is a corresponding $F$ -
representation $\rho: G \rightarrow \mathrm{GL}(M)$ of degree $n$ given by

$$
a g^{\rho}=a g, \quad(a \in M) .
$$

A few moments reflection should convince the reader that what we have here is nothing less than a bijection between $F$-representations of $G$ with degree $n$ and right $F G$-modules of $F$-dimension $n$. For example, the right regular permutation representation arises from the group algebra $F G$ itself, regarded as a right $F G$-module via right multiplication.

Convention. All modules are right modules unless the contrary is stated.

## Equivalent Representations

Two $F$-representations $\rho$ and $\sigma$ of a group $G$ are said to be equivalent if they arise from isomorphic $F G$-modules $M$ and $N$. In particular, equivalent representations have the same degree.

Suppose that $\alpha: M \rightarrow N$ is an isomorphism of $F G$-modules, so that $(a g) \alpha=(a \alpha) g$ for all $a \in M$ and $g \in G$. Then, proceeding to the associated representations, we have $a g^{\rho} \alpha=a \alpha g^{\sigma}$; hence

$$
\alpha^{-1} g^{\rho} \alpha=g^{\sigma}, \quad(g \in G) .
$$

In terms of matrices this means that $\rho^{*}$ and $\sigma^{*}$ represent $G$ by conjugate subgroups of GL $(n, F)$. Naturally we shall be interested in representations only up to equivalence.

## Reducible and Irreducible Representations

An $F$-representation $\rho$ of $G$ is called reducible if the associated $F G$-module $M$ has a proper nonzero submodule. If, on the other hand, $M$ has no proper nonzero submodules and is itself nontrivial-recall that such modules are said to be simple - then $\rho$ is called an irreducible representation.

The simple $F G$-modules, and hence the irreducible $F$-representations of $G$, can be obtained from the group algebra in a very simple manner.
8.1.1. If $F$ is a field and $G$ a group, a simple $F G$-module is $F G$-isomorphic with some $F G / R$ where $R$ is a maximal right ideal of $F G$.

Proof. Let $M$ be a simple $F G$-module and choose $a \neq 0$ in $M$. Then $r \mapsto a r$ is an $F G$-homomorphism from $F G$ to $M$ with nonzero image. Since $M$ is simple, it must coincide with this image and $M \simeq_{F G} F G / R$ where $R$ is the kernel. Finally $R$ is clearly a maximal right ideal since $M$ is simple.

Of course, conversely, any such $F G / R$ is a simple $F G$-module. Thus 8.1.1 suggests that knowledge of the structure of $F G$ will aid us in determining the irreducible $F$-representations of $G$.

## Direct Sums of Representations

Suppose that $M=M_{1} \oplus \cdots \oplus M_{k}$ is direct decomposition of an $F G$-module $M$ into submodules, and assume that $M$ has finite $F$-dimension. Let $\rho$ and $\rho_{i}$ be the $F$-representations of $G$ afforded by the modules $M$ and $M_{i}$ respectively. Then it is natural to say that $\rho$ is the direct sum of the representations $\rho_{i}$ and to write

$$
\rho=\rho_{1} \oplus \cdots \oplus \rho_{k}
$$

If we choose an $F$-basis for each $M_{i}$ and take the union of these in the natural order to form a basis of $M$, the matrix representations $\rho^{*}$ and $\rho_{i}^{*}$ are related by the equation

$$
x^{\rho^{*}}=\left(\begin{array}{cccc}
x^{\rho_{1}^{*}} & & & \\
& x^{\rho_{2}^{*}} & & 0 \\
0 & \ddots & \\
& & & x^{\rho_{k}^{*}}
\end{array}\right)
$$

## Completely Reducible Representations

We recall (from 3.3) that a module is completely reducible if it is a direct sum of simple modules. Accordingly an $F$-representation of a group $G$ shall be called completely reducible if it arises from a completely reducible $F G$ module. Thus a completely reducible representation is a direct sum of (finitely many) irreducible representations and may be considered known if its irreducible components are known. Our attention is therefore directed at two problems: (i) determine which representations are completely reducible; (ii) determine all irreducible representations. We take up the first question next.

## Criteria for Complete Reducibility

By far and away the most important condition for complete reducibility is Maschke's Theorem.
8.1.2 (Maschke). Let $G$ be a finite group and let $F$ be a field whose characteristic does not divide the order of $G$. Then every $F$-representation of $G$ is completely reducible.

Proof. Let $M$ be an $F G$-module of finite $F$-dimension. By 3.3 .13 we need only prove that an $F G$-submodule $N$ is a direct summand of $M$.

Since $M$ is a vector space, we can certainly write $M=N \oplus L$ where $L$ is an $F$-subspace (but perhaps not an $F G$-submodule). Let $\pi$ be the canonical projection from $M$ to $N$; this is certainly an $F$-homomorphism. To construct an $F G$-homomorphism we employ an averaging process: define $\pi^{*}$ to be the endomorphism of $M$ given by

$$
a \pi^{*}=\frac{1}{m} \sum_{x \in G}(a x) \pi \cdot x^{-1}
$$

where $m=|G|$. Note that this exists since $m$ is finite and indivisible by the characteristic of $F$.

Clearly $\pi^{*}$ is an $F$-endomorphism: in fact $\pi^{*}$ is an $F G$-endomorphism because if $a \in M$ and $g \in G$,

$$
\begin{aligned}
(a g) \pi^{*} \cdot g^{-1} & =\frac{1}{m} \sum_{x \in G}(a g x) \pi \cdot x^{-1} g^{-1} \\
& =\frac{1}{m} \sum_{y \in G}(a y) \pi \cdot y^{-1}=(a) \pi^{*}
\end{aligned}
$$

Now $M \pi^{*} \leq N$ since $M \pi=N$ and $N$ is a submodule. Also, if $a \in N$, we have $(a x) \pi=a x$ and so $a \pi^{*}=a$ by definition of $\pi^{*}$. Thus $M \pi^{*}=N$ and $\pi^{*}=\left(\pi^{*}\right)^{2}$. Hence $\pi^{*}$ is a projection and $M=N \oplus \operatorname{Ker} \pi^{*}$.

The hypothesis that the characteristic of $F$ does not divide $|G|$, which includes the case where $F$ has zero characteristic, will be frequently encountered here. We shall not deal with the more difficult modular representation theory, which is concerned with representations over a field $F$ whose characteristic divides $|G|$ : this is largely the creation of R. Brauer. For an account of this theory we refer to [b17] or [b20].

## Clifford's Theorem

There is another criterion for complete reducibility which has the advantage of making no restrictions on field or group.
8.1.3 (Clifford). Let $G$ be any group, $F$ any field and $M$ a simple $F G$-module with finite $F$-dimension. Let $H$ be a normal subgroup of $G$.
(i) If $S$ is a simple $F H$-submodule of $M$, then $M=\sum_{g \in G} S g$ and each $S g$ is a simple $F H$-module. Thus $M$ is a completely reducible FH -module.
(ii) Let $S_{1}, \ldots, S_{k}$ be representatives of the isomorphism types of simple FHsubmodules of $M$. Define $M_{i}$ to be the sum of all $F H$-submodules of $M$ that are isomorphic with $S_{i}$. Then $M=M_{1} \oplus \cdots \oplus M_{k}$ and $M_{i}$ is a direct sum of FH -modules isomorphic with $S_{i}$.
(iii) The group $G$ permutes the "homogeneous components" $M_{i}$ transitively by means of the right action on $M$.
(iv) If $K_{i}$ is the subgroup of all $g$ in $G$ such that $M_{i} g=M_{i}$, then $M_{i}$ is a simple $F K_{i}$-module.

Proof. (i) Obviously $\sum_{g \in G} S g$ is an $F G$-submodule, so it equals $M$ by simplicity of the latter module. Now (ag) $h=\left(a h^{g^{-1}}\right) g$ and $h^{g^{-1}} \in H$ if $h \in H$ and $g \in G$. Hence $S g$ is an $F H$-submodule. Moreover the mapping $a \mapsto a g$ is an $F$-isomorphism which maps $F H$-submodules onto $F H$-submodules, so Sg is simple. By 3.3 .11 the $F H$-module $M$ is completely reducible.
(ii) First of all observe that there are only finitely many isomorphism types: for $M$, having finite $F$-dimension, satisfies both chain conditions on FH-submodules and thus the Jordan-Hölder Theorem (3.1.4) applies. Since $M$ is completely reducible, $M=M_{1}+\cdots+M_{k}$. Also $M_{i}$ is a direct sum of $F H$-modules isomorphic with $S_{i}$. If $M_{i} \cap \sum_{j \neq i} M_{j} \neq 0$, this intersection would contain a simple $F H$-submodule which, by the Jordan-Hölder Theorem, would be isomorphic with $S_{i}$ and also with some $S_{j}, j \neq i$. This is impossible, so $M=M_{1} \oplus \cdots \oplus M_{k}$.
(iii) If $U$ is a simple $F H$-submodule of $M_{i}$ and $g \in G$, then $U g \stackrel{F H}{=} S_{j}$ for some $j$, by (i): hence $M_{i} g \leq M_{j}$. Also $M_{j} g^{-1} \leq M_{i}$, so that $M_{i} g=M_{j}$. Thus $G$ does indeed permute the $M_{i}$. Since the sum of the $M_{i}$ in a $G$-orbit is an $F G$-module, $G$ permutes the $M_{i}$ transitively.
(iv) Let $\left\{t_{1}, \ldots, t_{k}\right\}$ be a right transversal to $K_{1}$ in $G$. Then $M_{i}=$ $M_{1} t_{i}$ for $i=1, \ldots, k$, after the $t_{i}$ have been suitably labeled: thus $M=$ $M_{1} t_{1} \oplus \cdots \oplus M_{1} t_{k}$. Suppose that $N_{1}$ is a proper nonzero $F K_{1}$-submodule of $M_{1}$ and write $N=\sum_{i=1}^{k} N_{1} t_{i}$. Now $t_{i} g=h t_{j}$ for some $h \in K_{1}$ and $j$; therefore $\left(N_{1} t_{i}\right) g=\left(N_{1} h\right) t_{j}=N_{1} t_{j}$. Consequently $N$ is an $F G$-module and $M=N$. But $N_{1} t_{i} \leq M_{1} t_{i}=M_{i}$, so that $N_{1}=M_{1}$, a contradiction. Hence $M_{1}$ is a simple $F K_{1}$-module; this implies that $M_{i}=M_{1} t_{i}$ is a simple $F K_{i}$-module because $K_{i}=K_{1}^{t_{i}}$.

## Schur's Lemma and Applications

The following result is traditionally known as Schur's Lemma. Despite its simplicity, it is enormously useful.
8.1.4. Let $M$ and $N$ be simple modules over a ring $R$. If $M$ and $N$ are not isomorphic, $\operatorname{Hom}_{R}(M, N)=0$. Also $\operatorname{Hom}_{R}(M, M) \equiv \operatorname{End}_{R}(M)$ is a division ring.

Proof. Let $\alpha: M \rightarrow N$ be an $R$-homomorphism. Then Ker $\alpha$ and $\operatorname{Im} \alpha$ are submodules of $M$ and $N$ respectively. Since $M$ and $N$ are simple, either $\alpha=0$ or $\operatorname{Ker} \alpha=0$ and $\operatorname{Im} \alpha=N$; in the latter event $\alpha$ is an isomorphism. Hence $\operatorname{Hom}_{R}(M, N)=0$ if $M$ and $N$ are not isomorphic, and each nonzero element of $\operatorname{End}_{R}(M)$ has an inverse.

Probably the most useful form of 8.1.4 is the following special case.
8.1.5. Let $F$ be an algebraically closed field, $A$ an $F$-algebra, and $M$ a simple A-module with finite $F$-dimension. Then $\operatorname{End}_{A}(M)$ consists of all scalar multiplications by elements of $F$ and $\operatorname{End}_{A}(M) \simeq F$.

Proof. If $\alpha \in \operatorname{End}_{A}(M)$, then $\alpha$ is a linear transformation of the finite dimensional vector space $M$, and, because $F$ is algebraically closed, $\alpha$ has a characteristic root in $F$, say $f$; thus $m \alpha=f m$ for some nonzero $m$ in $M$. Now define $S=\{x \in M \mid x \alpha=f x\}$ and observe that $S$ is a nonzero $F$-subspace of $M$. If $m \in S$ and $a \in A$, we have ( $m a) \alpha=(m \alpha) a=f(m a)$, so that $S$ is an $A$-submodule. By simplicity of $M$ we have $S=M$, which shows that $m \alpha=f m$ for all $m$ in $M$, and $\alpha$ is scalar.

This result has immediate application to irreducible representations of abelian groups over algebraically closed fields.
8.1.6. An irreducible representation of an abelian group $G$ over an algebraically closed field $F$ has degree 1.

Proof. Let $M$ be a simple $F G$-module with finite $F$-dimension. Applying 8.1.5 with $A=F G$, we conclude that $\operatorname{End}_{F G}(M)$ consists of scalar multiplications. But for any $g$ in $G$ the mapping $a \mapsto a g$ is an $F G$-endomorphism of $M$ because $G$ is abelian. This mapping is therefore scalar and $a g=f_{g} a$ for some $f_{g}$ in $F$. Consequently every one-dimensional subspace is a submodule and $M$ has dimension 1 .

## A Theorem of Burnside

We aim next to prove an important theorem of Burnside on irreducible representations over algebraically closed fields. In addition to Schur's Lemma we shall need the following result.
8.1.7 (The Jacobson Density Theorem). Let $R$ be a ring with identity and let $M$ be a simple $R$-module. Write $S=\operatorname{End}_{R}(M)$ and choose $\alpha$ from $\operatorname{End}_{S}(M)$. Then to each finite subset $\left\{a_{1}, \ldots, a_{m}\right\}$ of $M$ there corresponds an element $r$ of $R$ such that $a_{i} \alpha=a_{i}$ r for $i=1,2, \ldots, m$.

Proof. Form a direct sum $L$ of $m$ copies of $M$ and define $\alpha^{*}: L \rightarrow L$ by the rule $\left(x_{1}, \ldots, x_{m}\right) \alpha^{*}=\left(x_{1} \alpha, \ldots, x_{m} \alpha\right)$. Clearly $\alpha^{*}$ is an endomorphism of $L$ and in fact $\alpha^{*} \in \operatorname{End}_{T}(L)$ where $T=\operatorname{End}_{R}(L)$. To see this let $\tau \in T$ and write $\left(x_{1}, 0, \ldots, 0\right) \tau=\left(\left(x_{1}\right) \tau_{11},\left(x_{1}\right) \tau_{12}, \ldots,\left(x_{1}\right) \tau_{1 m}\right)$ where $\left(x_{1}\right) \tau_{1 j} \in M$ : now $\tau_{1 j} \in$ $\operatorname{End}_{R}(M)$ since $\tau \in \operatorname{End}_{R}(L)$. Therefore, since $\alpha \in \operatorname{End}_{S}(M)$,

$$
\begin{aligned}
\left(x_{1}, 0, \ldots, 0\right) \tau \alpha^{*} & =\left(\left(x_{1}\right) \tau_{11} \alpha, \ldots,\left(x_{1}\right) \tau_{1 m} \alpha\right) \\
& =\left(\left(x_{1}\right) \alpha \tau_{11}, \ldots,\left(x_{1}\right) \alpha \tau_{1 m}\right)=\left(x_{1}, 0, \ldots,\right) \alpha^{*} \tau
\end{aligned}
$$

Similarly $\tau \alpha^{*}$ and $\alpha^{*} \tau$ agree on ( $0, x_{2}, 0, \ldots, 0$ ), etc. Thus $\tau \alpha^{*}=\alpha^{*} \tau$ and $\alpha^{*} \in \operatorname{End}_{T}(M)$.

Now $L$ is visibly completely reducible; thus, on writing $a=\left(a_{1}, \ldots, a_{m}\right)$, we have $L=a R \oplus N$ for some $R$-submodule $N$ by 3.3.12. Let $\pi$ be the canonical projection from $L$ to $a R$. Then $\pi \in T$. Since $R$ has an identity element, $a \in a R$; therefore $a=a \pi$ and $a \alpha^{*}=(a \pi) \alpha^{*}=\left(a \alpha^{*}\right) \pi \in a R$. It follows that $a \alpha^{*}=a r$ for some $r$ in $R$, and $a_{i} \alpha=a_{i} r$ for $i=1,2, \ldots, m$.
8.1.8 (Burnside). Let $\rho$ be an irreducible representation of a group $G$ with degree $n$ over an algebraically closed field $F$. Let $M$ be the associated $F G$ module. Then the set $\left\{g^{\rho} \mid g \in G\right\}$ generates $\operatorname{End}_{F}(M)$ as a vector space and therefore contains $n^{2}$ linearly independent elements.

Proof. Let $R=F G$. By Schur's Lemma $S=\operatorname{End}_{R}(M)$ consists of all scalar multiplications and therefore $\operatorname{End}_{S}(M)=\operatorname{End}_{F}(M)$. It follows from 8.1.7 that every linear transformation of $M$ arises from right multiplication by an element of $R$ and is therefore a linear combination of $g^{\rho}$ 's. Consequently the $g^{\rho}$ 's generate $\operatorname{End}_{F}(M)$. Since the latter has $F$-dimension $n^{2}$, the second part follows.

There are some interesting applications of Burnside's theorem to groups of matrices. If $G$ is a subgroup of $\mathrm{GL}(n, F)$, then of course the inclusion $G \hookrightarrow \mathrm{GL}(n, F)$ is a matrix representation of $G$ over $F$, and $G$ may be called reducible, irreducible etc. according as this representation has the property stated. Moreover, if $V$ is a vector space of dimension $n$ over $F$, on choosing a basis of $V$ we obtain an action of $G$ on $V$ making the latter an $F G$ module.

We proceed to derive a basic lemma.
8.1.9. Let $G$ be an irreducible subgroup of $\operatorname{GL}(n, F)$ where $F$ is an algebraically closed field. Suppose that the set $\{\operatorname{trace}(g) \mid g \in G\}$ has a finite number of elements, say $m$. Then $G$ is finite and $|G| \leq m^{n^{2}}$.

Proof. Apply 8.1 .8 with $\rho$ the inclusion $G \hookrightarrow \mathrm{GL}(n, F)$; then there are $n^{2}$ linearly independent elements of $G$, say $g_{1}, \ldots, g_{n^{2}}$. Choose any $g$ in $G$ and write $g(i, j)$ for the $(i, j)$ entry of the $n \times n$ matrix $g$. Denoting trace $\left(g_{i} g\right)$ by $t_{i}$, we obtain equations

$$
\sum_{j, k=1}^{n} g_{i}(j, k) \cdot g(k, j)=t_{i}, \quad i=1,2, \ldots, n^{2}
$$

These constitute a linear system in the $n^{2}$ unknowns $g(k, j)$. Because $g_{1}, \ldots$, $g_{n^{2}}$ are linearly independent, there is a unique solution of this system, by a basic theorem of linear algebra. This solution determines $g$ completely. Since $t_{1}, \ldots, t_{n^{2}}$ can be selected in at most $m^{n^{2}}$ ways, we conclude that $|G| \leq m^{n^{2}}$.

Our first application involves unipotent matrices. An element $g$ of $\operatorname{GL}(n, F)$ is termed unipotent if $(g-1)^{m}=0$ for some $m>0$. It is an easy exercise to verify that $g$ is unipotent if and only if all its characteristic roots equal 1 . Clearly every unitriangular matrix is unipotent. The following is a partial converse of this statement.
8.1.10. Let $G$ be a subgroup of $\operatorname{GL}(n, F)$ where $F$ is any field. If every element of $G$ is unipotent, then $G$ is conjugate to a subgroup of $U(n, F)$, the group of all upper unitriangular matrices.

Proof. Let $G$ act on a vector space $V$ of dimension $n$. It is enough to prove that there is a series of $F G$-submodules $0=V_{1} \leq V_{1} \leq \cdots \leq V_{k}=V$ such that $G$ operates trivially on $V_{i+1} / V_{i}$. For then, on choosing suitable bases for the $V_{i}$, we can represent the elements of $G$ by unitriangular matrices.

Suppose first that $F$ is algebraically closed. We may assume that $G$ is irreducible, otherwise induction on $n$ yields the result. By hypothesis the trace of every element of $G$ equals $n$, so 8.1.9 may be applied to give $|G|=1$.

Now suppose that $F$ is not necessarily algebraically closed and write $\bar{F}$ for its algebraic closure. Let $\bar{V}=\bar{F} \otimes_{F} V$ and view this as an $\bar{F} G$-module. By the last paragraph there is a series of $\bar{F} G$-modules $0=\bar{V}_{0} \leq \bar{V}_{1} \leq \cdots \leq$ $\bar{V}_{k}=\bar{V}$ with $\bar{V}_{i+1} / \bar{V}_{i}$ a trivial module. We can identify $a$ in $V$ with $1 \otimes a$ in $\overline{\bar{V}}$, so that $V \leq \bar{V}$, and define $V_{i}=V \cap \bar{V}_{i}$. Then the $V_{i}$ form a series of the required type.

Our second application is to matrix groups that are torsion groups.

### 8.1.11

(i) (Burnside). If $F$ is a field of characteristic 0 , a subgroup of $\mathrm{GL}(n, F)$ with finite exponent is finite.
(ii) (Schur). A torsion subgroup of $\mathrm{GL}(n, \mathbb{Q})$ is finite.

Proof. It is evident that we can assume $F$ to be algebraically closed in (i). We suppose first that $G$ is irreducible. If $G$ has exponent $e$ and $g \in G$, then $g^{e}=1$, whence each characteristic root of $g$ is an $e$ th root of unity in $F$. Since $F$ contains at most $e$ such roots, there are no more than $e^{n}$ values of trace (g). By 8.1.9 the group $G$ is finite. Now assume that $G$ is reducible, If $G$ acts on a vector space $V$ of dimension $n$, there is a proper nonzero $F G$ submodule $U$. By 1.3.12 and induction on $n$, if $L$ is the subgroup of elements of $G$ which act trivially on $U$ and on $V / U$, then $|G: L|$ is finte. But $L$ is isomorphic with a group of unitriangular matrices over $F$, whence it is torsion-free since $F$ has characteristic zero. Hence $L=1$ and $G$ is finite.

To establish (ii) it suffices to prove that $G$ has finite exponent since (i) may then be applied. Let $g$ in $G$ have order $m$ and put $H=\langle g\rangle$. It will be shown that the integer $m$ can be bounded in terms of $n$. By induction we can assume that $H$ is irreducible.

By Schur's Lemma $\operatorname{End}_{H}(V)$ is a division algebra over $\mathbb{Q}$ and its center is a field $E$ containing $\mathbb{Q}$. Clearly $g \in E$. Since the cyclotomic polynomial $\Phi_{m}$ is irreducible, it is the irreducible polynomial of $g$ over $\mathbb{Q}$ : let $l=\operatorname{deg} \Phi_{m}=$ $\varphi(m)$. If $0 \neq u \in V$, then $u, u g, \ldots, u g^{l-1}$ are linearly independent; otherwise the degree of the irreducible polynomial of $g$ would be less than $l$. Hence $l \leq \operatorname{dim} V=n$, so that $m$ is bounded by a function of $n$.

## Exercises 8.1

1. Prove that Maschke's Theorem does not hold if: (i) the characteristic of the field divides the order of the group; or (ii) the group is infinite.
*2. A permutation representation of degree $>1$ is reducible.
2. Let $G$ be a (possibly infinite) group and let $H$ be a subgroup with finite index. Suppose that $F$ is a field whose characteristic does not divide $|G: H|$ and that $M$ is an $F G$-module which is completely reducible as an $F H$-module. Prove that $M$ is completely reducible as an $F G$-module. [Hint: Imitate the proof of Maschke's Theorem.]
*4. Let $G$ be a finite group which has a unique minimal normal subgroup and let $F$ be a field whose characteristic does not divide $|G|$. Prove that $G$ has a faithful irreducible $F$-representation. [Hint: Apply 8.1.2 to $F G$.]
3. An irreducible representation of a finite $p$-group over a field with characteristic $p$ has degree 1.
4. Prove that a cyclic group of order $n$ has a faithful irreducible $\mathbb{Q}$-representation of degree $\varphi(n)$ (where $\varphi$ is Euler's function).
5. A matrix over a field is unipotent if and only if all its characteristic roots equal 1.
6. If $G$ is a subgroup of $\mathrm{GL}(n, F), n>1$, and $(g-1)^{r(g)}=0$ for some $r(g)>0$ and all $g \in G$, then $G$ is nilpotent of class at most $n-1$.
7. If $F$ is a field of characteristic 0 , a subgroup of $\operatorname{GL}(n, F)$ with finite exponent $e$ has order at most $e^{n^{3}}$.
8. There is an upper bound depending only on $n$ for the order of a finite subgroup of $\mathrm{GL}(n, \mathbb{Q})$.
9. A finite $p$-group $G$ has a faithful irreducible representation over an algebraically closed field whose characteristic is not $p$ if and only if the centre of $G$ is cyclic.
10. Let $n$ be the degree of an irreducible representation of a finite group $G$ over an algebraically closed field. Prove that $n^{2} \leq|G: \zeta G|$. [Hint: Apply 8.1.8.]
11. (Burnside) Prove that a subgroup of $\operatorname{GL}(n, F)$ with finite class number is finite for any field $F$. [Hint: Use induction on $n$ and 8.1.9.]

### 8.2. Structure of the Group Algebra

We shall now investigate the structure of the group algebra using Maschke's Theorem and Schur's Lemma.
8.2.1. If $G$ is a finite group and $F$ is a field whose characteristic does not divide the order of $G$, then $F G$ has no nonzero nilpotent right ideals.

Proof. Let $S$ be a nilpotent right ideal of $R=F G$. By Maschke's Theorem $R$ is completely reducible as a right $R$-module. Hence $R=S \oplus T$ for some right ideal $T$, and we can write $1=s+t$ where $s \in S$ and $t \in T$. Right multiplication by $s$ yields $t s=s-s^{2} \in S \cap T=0$. Hence $s=s^{2}$, which implies that $s=0$ because $S$ is nilpotent. Thus $t=1$, so that $T \geq 1 R=R$ and $S=0$.

Definition. If $R$ and $S$ are rings, an anti-homomorphism from $R$ to $S$ is a homomorphism $\alpha: R \rightarrow S$ of additive groups such that

$$
\left(r_{1} r_{2}\right) \alpha=\left(r_{2} \alpha\right)\left(r_{1} \alpha\right), \quad\left(r_{i} \in R\right) .
$$

An anti-homomorphism which is bijective is called an anti-isomorphism.
The next result is very simple.
8.2.2. Let $R$ be any ring with an identity element and let $R_{R}$ denote the ring $R$ when regarded as a right $R$-module in the natural way. If $r \in R$, define $r^{\prime}: R_{R} \rightarrow R_{R}$ by $x r^{\prime}=r x$. Then $r \mapsto r^{\prime}$ is an anti-isomorphism from $R$ to $\operatorname{End}_{R}\left(R_{R}\right)$.

Proof. In the first place $r^{\prime}$ is certainly an endomorphism of the underlying additive group of $R$ : also $\left(x r_{1}\right) r^{\prime}=r x r_{1}=\left((x) r^{\prime}\right) r_{1}$, so in fact $r^{\prime} \in E=$ $\operatorname{End}_{R}\left(R_{R}\right)$. It is equally easy to see that $\left(r_{1}+r_{2}\right)^{\prime}=r_{1}^{\prime}+r_{2}^{\prime}$ and $\left(r_{1} r_{2}\right)^{\prime}=r_{2}^{\prime} r_{1}^{\prime}$, so that the mapping $r \mapsto r^{\prime}$ is an anti-homomorphism: let us call it $\theta$. If $r^{\prime}=0$, then $0=(1) r^{\prime}=r$, so $\theta$ is injective. Finally let $\xi \in E$ and put $s=(1) \xi$; then $r \xi=(1 r) \xi=(1) \xi r=s r=r s^{\prime}$ for all $r \in R$. Thus $\xi=s^{\prime}$ and $\theta$ is also surjective.

We precede the main structure theorem for group algebras with a remark about endomorphism rings. Let $M=M_{1} \oplus \cdots \oplus M_{k}$ be a direct decomposition of an $R$-module $M$ into $R$-submodules. Let $\xi \in \operatorname{End}_{R}(M)$ and, if $a \in M_{i}$, define $a \xi_{i j}$ to be the $M_{j}$-component of $a \xi$. Then $\xi_{i j} \in \operatorname{Hom}_{R}\left(M_{i}, M_{j}\right)$. Thus we can associate with $\xi$ the $k \times k$ matrix $\xi^{*}$ whose $(i, j)$ entry is $\xi_{i j}$. It is easy to verify that $\xi \mapsto \xi^{*}$ is a ring isomorphism from $\operatorname{End}_{R}(M)$ to the ring of all $k \times k$ matrices with ( $i, j$ ) entries in $\operatorname{Hom}_{R}\left(M_{i}, M_{j}\right)$, the addition and multiplication rules being the usual ones for matrices.
8.2.3. Let $G$ be a finite group and let $F$ be an algebraically closed field whose characteristic does not divide the order of $G$.
(i) $F G=I_{1} \oplus I_{2} \oplus \cdots \oplus I_{h}$ where $I_{i}$ is an ideal of $F G$ which is ring isomorphic with the ring $M\left(n_{i}, F\right)$ of all $n_{i} \times n_{i}$ matrices over $F$.
(ii) $|G|=n_{1}^{2}+n_{2}^{2}+\cdots+n_{h}^{2}$.
(iii) Each simple FG-module is isomorphic with a minimal right ideal of some $I_{i}$ and has $F$-dimension $n_{i}$. Thus the $n_{i}$ are the degrees of the irreducible $F$-representations of $G$.
(iv) The number $h$ of inequivalent irreducible $F$-representations of $G$ equals the class number of $G$.

Proof. Let $R=F G$. By Maschke's Theorem $R$ is a direct sum of minimal right ideals. Just as in the proof of 8.1.3 we can group isomorphic minimal right ideals of $R$ together to form "homogeneous components" $I_{i}$. Then $R_{R}=I_{1} \oplus \cdots \oplus I_{h}$ where $I_{i}$ is the sum of all minimal right ideals isomorphic with a given one, say $S_{i}$. If $r \in R$, then $s \mapsto r s$ is an $R$-epimorphism from $S_{i}$ to $r S_{i}$, whence either $r S_{i}=0$ or $r S_{i} \simeq S_{i}$. From this is follows that $r I_{i} \leq I_{i}$, which shows $I_{i}$ to be an ideal of $R$.

Next consider $E=\operatorname{End}_{R}\left(R_{R}\right)$. In view of the decomposition $R_{R}=$ $I_{1} \oplus \cdots \oplus I_{h}$ and the remarks immediately preceding this proof, we may represent $\xi$ in $E$ by an $h \times h$ matrix $\xi^{*}=\left(\xi_{i j}\right)$ where $\xi_{i j} \in \operatorname{Hom}_{R}\left(I_{i}, I_{j}\right)$. If $i \neq j$, then $\operatorname{Hom}_{R}\left(S_{i}, S_{j}\right)=0$ by Schur's Lemma, which clearly implies that $\operatorname{Hom}_{R}\left(I_{i}, I_{j}\right)=0$. Thus $\xi^{*}$ is diagonal and $\xi \mapsto \xi^{*}$ yields a ring isomorphism

$$
E \simeq \operatorname{End}_{R} I_{1} \oplus \cdots \oplus \operatorname{End}_{R} I_{h}
$$

Now by 8.1 .5 we have $\operatorname{End}_{R}\left(S_{i}\right) \simeq F$ and thus $\operatorname{End}_{R}\left(I_{i}\right) \simeq M\left(n_{i}, F\right)$, where $n_{i}$ is the number of simple summands in the direct decomposition of $I_{i}$.

From 8.2.2 we obtain an anti-isomorphism from $R$ to $E$; we also have an isomorphism from $E$ to $M\left(n_{1}, F\right) \oplus \cdots \oplus M\left(n_{h}, F\right)=M$ and finally an antiisomorphism from $M$ to $M$ generated by transposing matrices. Composition of these three functions yields an isomorphism from $R$ to $M$. Thus (i) is established.

The $F$-dimension of $R$ is certainly $|G|$, while that of $M\left(n_{i}, F\right)$ is $n_{i}^{2}$. Taking $F$-dimensions of both sides in (i), we obtain $|G|=n_{1}^{2}+\cdots+n_{h}^{2}$, thus proving (ii).

By 8.1.1 a simple $R$-module is an image of $R$ and thus, by 8.1.2, is $R$ isomorphic with some minimal right ideal of $R$ contained in one of the $M_{i}$. If $X$ is a right ideal of $I_{i}$, it is also a right ideal of $R$ : for $X I_{j} \leq I_{i} \cap I_{j}=0$ if $j \neq i$, and hence $X R \leq X$. Therefore $X \subseteq I_{i}$ is a minimal right ideal of $R$ if and only if it is a minimal right ideal of $I_{i}$. By (i) we need to show that some minimal right ideal of the matrix ring $M(n, F)$ has dimension $n$ over $F$.

Let $E_{i j}$ denote the $n \times n$ elementary matrix whose $(i, j)$ entry is 1 and whose other entries are 0 . Define $J_{i}=F E_{i 1}+\cdots+F E_{i n}$ : obviously $J_{i}$ is a right ideal of $M(n, F)$. Suppose that $0<T \leq J_{i}$ where $T$ is a right ideal of
$M(n, F)$, and let $0 \neq t=\sum_{j} f_{j} E_{i j} \in T$. If, say, $f_{k} \neq 0$, then

$$
E_{i m}=t\left(f_{k}^{-1} E_{k m}\right) \in T
$$

for all $m$, which proves that $T=J_{i}$ and $J_{i}$ is a minimal right ideal of $M(n, F)$. The $F$-dimension of $J_{i}$ is $n$.

It remains only to show that $h$ equals the class number $l$ of $G$. To achieve this we consider the center $C$ of the ring $R$, which is defined to be the subset of elements $r$ such that $r x=x r$ for all $x$ in $R$. Clearly $C$ is a subring of $R$. Now $C$ is evidently the sum of the centres of the $I_{i}$. Also the center of $M(n, F)$ is well-known to consist of the scalar matrices; hence its dimension is 1 . It follows that $C$ has $F$-dimension $h$.

Denote the conjugacy classes of $G$ by $K_{1}, \ldots, K_{l}$ and define $k_{i}=\sum_{x \in K_{i}} x$. Clearly $g^{-1} k_{i} g=k_{i}$, so that $k_{i} g=g k_{i}$ for all $g$ in $G$; thus $k_{i} \in C$. Moreover $k_{1}, \ldots, k_{l}$ are linearly independent over $F$, so $l \leq h$. If we can show that $C=F k_{1}+\cdots+F k_{l}$, it will follow that $h=l$. Suppose that $c=\sum_{x \in G} f_{x} x \in$ $C$. Then for all $g$ in $G$

$$
c=g^{-1}\left(\sum_{x \in G} f_{x} x\right) g=\sum_{x \in G} f_{x}\left(g^{-1} x g\right)=\sum_{y \in G} f_{g y g^{-1}} y .
$$

Hence $f_{y}=f_{\text {gyg }}$, which shows that $f$ is constant on $K_{i}$ : let its value be $f_{i}$. Then $c=\sum_{i=1}^{i} f_{i} k_{i}$, and we are finished.

Example. Consider $\mathbb{C} G$ where $G=S_{3}$, the symmetric group of degree 3, and $\mathbb{C}$ is the complex field. Since $G$ has three conjugacy classes, there are three inequivalent irreducible representations of $G$ over $\mathbb{C}$, with degrees $n_{1}, n_{2}, n_{3}$ satisfying $n_{1}^{2}+n_{2}^{2}+n_{3}^{2}=6$; this has the solution $n_{1}=1=n_{2}, n_{3}=2$. Hence $\mathbb{C} G \simeq \mathbb{C} \oplus \mathbb{C} \oplus M(2, \mathbb{C})$.

In this case it is easy to identify the irreducible representations. Let $G=$ $\langle x, y\rangle$ where $x=(1,2,3)$ and $y=(1,2)(3)$. The two irreducible representations of degree 1 are the trivial representation and the representation $g \mapsto \operatorname{sign} g$. The representation of degree 2 may be described by the assignments

$$
x \mapsto\left(\begin{array}{cc}
0 & -1 \\
1 & -1
\end{array}\right) \quad \text { and } \quad y \mapsto\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

Clearly this is a faithful representation.

## EXERCISES 8.2

1. Let $G$ be a finite group and $F$ any field whose characteristic does not divide $|G|$. Prove that the number of inequivalent irreducible $F$-representations of $G$ cannot exceed the class number of $G$, and give an example to show that it may be smaller than the class number.
2. Let $G$ be a cyclic group of finite order $n$. Determine all the irreducible $\mathbb{C}$-representations and all the irreducible $\mathbb{Q}$-representations of $G$. For which $n$ are their numbers equal? Also describe the structure of $\mathbb{C} G$ and $\mathbb{Q} G$.
3. Find all the inequivalent irreducible $\mathbb{C}$-representations of $A_{4}$. Describe the structure of the group algebra $\mathbb{C}\left(A_{4}\right)$.
4. Repeat Problem 3 for $D_{8}$.
5. How many inequivalent irreducible $\mathbb{C}$-representations does $S_{n}$ have? In the case of $S_{4}$ find the degrees of these representations.
6. Let $G$ be a finite $p$-group and let $F$ be a field of characteristic $p$. Define $I$ to be the $F$-subspace of $R=F G$ generated by all $g-1, g \in G$.
(a) Prove that $I$ is an ideal of $R$ and $R / I \simeq F$.
(b) Show that $I$ is nilpotent and coincides with the sum of all nilpotent right ideals of $R$.
(c) A simple $F G$-module is isomorphic with the trivial module $F$. Find a submodule of $R$ that gives rise to the trivial representation.

### 8.3. Characters

Let $\rho$ be an $F$-representation of a group $G$ and suppose that $\rho$ arises from an $F G$-module $M$. If we choose an $F$-basis for $M$, there is a corresponding matrix representation $\rho^{*}$. Choice of another basis for $M$ would lead to a matrix similar to $x^{\rho^{*}}$ representing $x$. Now similar matrices have the same trace. Hence the function

$$
\chi: G \rightarrow F
$$

defined by

$$
(x) \chi=\operatorname{trace}\left(x^{\rho^{*}}\right)
$$

is independent of the choice of basis. We call $\chi$ the character of the representation $\rho$ or the module $M$. The character $\chi$ is said to be irreducible, faithful, etc. if the associated representation $\rho$ has the property in question.

The fundamental property of characters is that they are class functions. Here a class function from $G$ to $F$ is a function $\alpha: G \rightarrow F$ such that $\left(g^{-1} x g\right) \alpha=(x) \alpha$ : in words, $\alpha$ is constant on each conjugacy class of $G$.

### 8.3.1. Characters are class functions.

Proof. Let $\chi$ be the character of an $F$-representation $\rho$ of $G$. Then $\left(g^{-1} \times g\right)^{\rho^{*}}=\left(g^{\rho^{*}}\right)^{-1} \chi^{\rho^{*}} g^{\rho^{*}}$ where $\rho^{*}$ is an associated matrix representation. Thus $\left(g^{-1} x g\right) \chi=\operatorname{trace}\left(\left(g^{\rho^{*}}\right)^{-1} x^{\rho^{*}} g^{\rho^{*}}\right)=\operatorname{trace} x^{\rho^{*}}=(x) \chi$.

If $\rho$ and $\sigma$ are equivalent $F$-representations of $G$, then $G^{\rho^{*}}$ and $G^{\sigma^{*}}$ are conjugate in $\operatorname{GL}(n, F)$. Using again the fact that similar matrices have the same trace one has the following fact.
8.3.2. Equivalent representations have the same character.

That it is the irreducible characters which are of interest is made plain by the next result. Here the sum $\chi+\psi$ of characters $\chi$ and $\psi$ is defined by the rule $(x) \chi+\psi=(x) \chi+(x) \psi$.

### 8.3.3. Every character is a sum of irreducible characters.

Proof. Let $M$ be an $F G$-module with finite dimension over $F$ affording a representation $\rho$. Let $0=M_{0}<M_{1}<\cdots<M_{r}=M$ be an $F G$-composition series of $M$. Write $\chi$ for the character of $M$ and $\chi_{i}$ for the character of the simple module $M_{i} / M_{i-1}$. Choose a basis for $M_{1}$, extend it to basis of $M_{2}$, then to a basis of $M_{3}$, and so on. This results in a basis of $M$ with respect to which the associated matrix representation is given by

$$
x^{\rho^{*}}=\left[\begin{array}{llll}
x^{\rho_{1}^{*}} & & & \\
& x^{\rho_{2}^{*}} & & 0 \\
& * & \ddots & \\
& & & x^{\rho_{r}^{*}}
\end{array}\right)
$$

here $\rho_{i}$ is the representation afforded by $M_{i} / M_{i-1}$. Taking the trace of the matrix $x^{\rho^{*}}$, we obtain $(x) \chi=(x) \chi_{1}+\cdots+(x) \chi_{r}$ and $\chi=\chi_{1}+\cdots+\chi_{r}$.

## Orthogonality Relations

Let $G$ be a finite group and let $F$ be any field. Consider the set

$$
S(G, F)
$$

of all functions from $G$ to $F$. The rules

$$
(x) \alpha+\beta=(x) \alpha+(x) \beta \quad \text { and } \quad(x) a \alpha=a(x \alpha)
$$

where $x \in G, a \in F$ and $\alpha, \beta \in S(G, F)$, make $S(G, F)$ into a vector space over $F$. If $\delta_{g}$ denotes the function which maps $g$ to $1_{F}$ and all other elements of $G$ to $0_{F}$, then the $\delta_{g}$ are obviously linearly independent in $S(G, F)$. Also, for any $\alpha$ in $S(G, F)$ we have $\alpha=\sum_{x \in G}(x) \alpha \cdot \delta_{x}$, by direct comparison of the values of the two functions. Hence the set $\left\{\delta_{g} \mid g \in G\right\}$ is a basis for $S(G, F)$ and the latter has dimension $|G|$. It is also easy to verify that the class functions from $G$ to $F$ form a subspace of $S(G, F)$ with dimension equal to the class number of $G$.

Select an $F$-representation $\rho$ of $G$ and let $M$ be an $F G$-module which gives rise to $\rho$. Choosing a basis for $M$, we write $(x) \rho_{i j}$ for the $(i, j)$ entry of the matrix $x^{\rho^{*}}$ where as usual $\rho^{*}$ is the corresponding matrix representation. Thus associated with $\rho$ are the $n^{2}$ functions $\rho_{i j}: G \rightarrow F$ in $S(G, F)$.

The following result is basic.
8.3.4. Let $G$ be a finite group, $F$ a field, and $\rho, \sigma$ irreducible $F$-representations of $G$. Let $\rho_{i j}, \sigma_{i j}$ denote the associated matrix functions (with respect to fixed bases).
(i) If $\rho$ and $\sigma$ are inequivalent, then $\sum_{x \in G}(x) \rho_{i j}\left(x^{-1}\right) \sigma_{r s}=0$.
(ii) If $F$ is algebraically closed and its characteristic does not divide $|G|$, then

$$
\sum_{x \in G}(x) \rho_{i j}\left(x^{-1}\right) \rho_{r s}=\frac{|G|}{n} \delta_{i s} \delta_{j r}
$$

where $n$ is the degree of $\rho$ and $\delta_{u v}$ is the "Kronecker delta."
Proof. Let $\rho$ and $\sigma$ arise from $F G$-modules $M$ and $N$. For any $\eta$ in $\operatorname{Hom}_{F}(M, N)$ define $\bar{\eta}$ in $\operatorname{Hom}_{F}(M, N)$ by

$$
\begin{equation*}
\bar{\eta}=\sum_{x \in G} x^{\rho} \eta\left(x^{-1}\right)^{\sigma} . \tag{1}
\end{equation*}
$$

If $g \in G$, then

$$
\bar{\eta} g^{\sigma}=\sum_{x \in G} x^{\rho} \eta\left(x^{-1} g\right)^{\sigma}=\sum_{\eta \in G}(g y)^{\rho} \eta\left(y^{-1}\right)^{\sigma}=g^{\rho} \bar{\eta}
$$

which shows that $\bar{\eta} \in \operatorname{Hom}_{F G}(M, N)$.
Now choose $\eta$ to be the linear transformation which maps the $j$ th basis element of $M$ to the $r$ th basis element of $N$ and all other basis elements of $M$ to 0 . Then $\eta$ is represented by a matrix whose $(k, l)$ entry is $\delta_{j k} \delta_{r l}$. Taking the matrix form of (1) we obtain

$$
\bar{\eta}_{i s}=\sum_{x \in G} \sum_{k} \sum_{l}(x) \rho_{i k} \delta_{j k} \delta_{r l}\left(x^{-1}\right) \sigma_{l s}=\sum_{x \in G}(x) \rho_{i j}\left(x^{-1}\right) \sigma_{r s}
$$

If $\rho$ and $\sigma$ are inequivalent, $\operatorname{Hom}_{F G}(M, N)=0$ by Schur's Lemma, and $\bar{\eta}=0$ : thus (i) follows at once. To prove (ii) put $\sigma=\rho$, so that $\bar{\eta} \in \operatorname{End}_{F G}(M)$ and $\bar{\eta}$ is scalar by 8.1 .5 ; thus $\bar{\eta}=f_{j r} 1$ where $f_{j r} \in F$. Then the equation for $\bar{\eta}_{i s}$ yields

$$
\begin{equation*}
f_{j r} \delta_{i s}=\sum_{x \in G}(x) \rho_{i j}\left(x^{-1}\right) \rho_{r s}=\sum_{y \in G}(y) \rho_{r s}\left(y^{-1}\right) \rho_{i j}=f_{s i} \delta_{r j} \tag{2}
\end{equation*}
$$

Therefore $\sum_{x}(x) \rho_{i j} \cdot\left(x^{-1}\right) \rho_{r s}=0$ if either $i \neq s$ or $j \neq r$. Furthermore (2) yields also $f_{j j}=\sum_{x}(x) \rho_{i j} \cdot\left(x^{-1}\right) \rho_{j i}=f_{i i}$. Thus $f=f_{j j}$ is independent of $j$. Hence

$$
\begin{aligned}
n f=\sum_{j=1}^{n}\left(\sum_{x}(x) \rho_{i j}\left(x^{-1}\right) \rho_{j i}\right) & =\sum_{x}\left(\sum_{j=1}^{n}(x) \rho_{i j}\left(x^{-1}\right) \rho_{j i}\right) \\
& =\sum_{x}\left(\left(x x^{-1}\right) \rho_{i i}\right) \\
& =|G| .
\end{aligned}
$$

Since $|G|$, and hence $n$, is not divisible by the characteristic of $F$, it follows that $f=|G| / n$. This completes the proof.

From this result may be deduced the fundamental orthogonality relations which connect the irreducible characters.
8.3.5 (Frobenius). Let $G$ be a finite group and $F$ a field. Let $\chi$ and $\psi$ be distinct irreducible F-characters of $G$.
(i) $\sum_{x \in G}(x) \chi\left(x^{-1}\right) \psi=0$.
(ii) If $F$ is algebraically closed and its characteristic does not divide $|G|$, then $\sum_{x \in G}(x) \chi\left(x^{-1}\right) \chi=|G|$.
(iii) If $F$ has characteristic 0 , then $(1 /|G|) \sum_{x \in G}(x) \chi\left(x^{-1}\right) \chi$ is always a positive integer.

Proof. Let $\rho$ and $\sigma$ be irreducible representations with characters $\chi$ and $\psi$ respectively. Then $\rho$ and $\sigma$ are inequivalent by 8.3.2. Let $\rho_{i j}$ and $\sigma_{i j}$ be the associated matrix functions with respect to fixed bases. Then $\chi=\sum_{i} \rho_{i i}$ and $\psi=\sum_{j} \sigma_{j j}$. By 8.3.4

$$
\sum_{x \in G}(x) \chi\left(x^{-1}\right) \psi=\sum_{i} \sum_{j}\left(\sum_{x \in G}(x) \rho_{i i}\left(x^{-1}\right) \sigma_{j j}\right)=0 .
$$

Now assume that $F$ is algebraically closed with characteristic not dividing $|G|$. If $n$ is the degree of $\rho$, we obtain from 8.3.4.

$$
\begin{aligned}
\sum_{x \in G}(x) \chi\left(x^{-1}\right) \chi & =\sum_{i} \sum_{j}\left(\sum_{x \in G}(x) \rho_{i i}\left(x^{-1}\right) \rho_{j j}\right) \\
& =\sum_{i} \sum_{j} \frac{|G|}{n} \delta_{i j}^{2}=|G| .
\end{aligned}
$$

Thus (i) and (ii) are proven.
Finally, assume only that $F$ has characteristic 0 and let $\psi_{1}, \ldots, \psi_{r}$ be the irreducible characters of $G$ over the algebraic closure of $F$. By 8.3.3 we can write $\chi=\sum_{j=1}^{r} m_{j} \psi_{j}$ where $m_{j}$ is a nonnegative integer. Then applying the results of (i) and (ii), we have

$$
\begin{aligned}
\sum_{x \in G}(x) \chi\left(x^{-1}\right) \chi & =\sum_{j} \sum_{k} m_{j} m_{k}\left(\sum_{x}(x) \psi_{j}\left(x^{-1}\right) \psi_{k}\right) \\
& =\left(\sum_{j} m_{j}^{2}\right)|G|,
\end{aligned}
$$

which yields (iii).

## The Inner Product of Characters

Let $G$ be a finite group and $F$ a field whose characteristic does not divide $|G|$. If $\alpha$ and $\beta$ belong to $S(G, F)$, we define an element $\langle\alpha, \beta\rangle_{G}$ of $F$ by

$$
\langle\alpha, \beta\rangle_{G}=\frac{1}{|G|} \sum_{x \in G}(x) \alpha\left(x^{-1}\right) \beta
$$

Clearly $\langle\quad\rangle_{G}$ is a symmetric $F$-bilinear form on $S(G, F)$. Also, if $\langle\alpha, \beta\rangle_{G}=0$
for all $\beta$, we could choose $\beta=\delta_{x^{-1}}$ concluding that $(x) \alpha=0$ for all $x$ and $\alpha=0$. Thus $\left\rangle_{G}\right.$ is nondegenerate. Hence $\left\rangle_{G}\right.$ is an inner product on the vector space $S(G, F)$.
8.3.6. Let $G$ be a finite group and let $F$ be an algebraically closed field whose characteristic does not divide $|G|$. Then the set of distinct irreducible $F$-characters of $G$ is an orthonormal basis for the vector space of all class functions from $G$ to $F$ with respect to the inner product $\left\rangle_{G}\right.$.

Proof. Let $\chi_{1}, \ldots, \chi_{h}$ be the distinct irreducible $F$-characters of $G$. By 8.3.5 and the definition of the inner product $\left\langle\chi_{i}, \chi_{j}\right\rangle_{G}=\delta_{i j}$, which shows that the $\chi_{i}$ form an orthonormal set. By 8.2.3 the integer $h$ is the class number of $G$, and this equals the dimension of the vector space of all class functions. Hence the $\chi_{i}$ form a basis for this space.

We shall use these ideas to prove that if $F$ has characteristic 0 , an $F$ representation is determined up to eqivalence by its character. To specify the representations, therefore, it is in principle enough to exhibit the characters.
8.3.7. Let $G$ be a finite group and let $F$ be a field of characteristic 0 . Then $F$-representations of $G$ with the same character are equivalent.

Proof. Let $\rho_{1}, \ldots, \rho_{h}$ be a complete set of inequivalent irreducible $F$-representations of $G$. Then by Maschke's Theorem any $F$-representation is equivalent to one of the form $\rho=t_{1} \rho_{1} \oplus \cdots \oplus t_{h} \rho_{h}$ where the $t_{i}$ are nonnegative integers and $t_{i} \rho_{i}$ means the direct sum of $t_{i}$ copies of $\rho_{i}$. Denote the characters of $\rho$ and $\rho_{i}$ by $\chi$ and $\chi_{i}$ respectively. Then $\chi=t_{1} \chi_{1}+\cdots+t_{h} \chi_{h}$. By 8.3.5 we have $\left\langle\chi, \chi_{i}\right\rangle=l_{i} t_{i}$ where $l_{i}=\left\langle\chi_{i}, \chi_{i}\right\rangle$, a positive integer. Bearing in mind that $F$ has characteristic 0 , we have $t_{i}=\left\langle\chi, \chi_{i}\right\rangle l_{i}^{-1}$. Thus the $t_{i}$, and hence $\rho$, are determined by $\chi$.

This result is false if $F$ has positive characteristic (Exercise 8.3.6).

## Algebraic Integers

In order to prove the next main result some simple facts about algebraic integers are needed.

In the first place, recall that an algebraic number field $F$ is a finite field extension of the rational field $\mathbb{Q}$. An algebraic integer in $F$ is an element which is the root of a monic polynomial with integral coefficients. It is a simple exercise to prove that $f$ in $F$ is an algebraic integer if and only if the subring generated by $f$ and $1_{F}$ is finitely generated as an abelian group.
8.3.8. The algebraic integers in an algebraic number field $F$ form a subring.

Proof. Let $f_{1}$ and $f_{2}$ be two algebraic integers in $F$. Then $f_{1}^{n}+l_{n-1} f_{1}^{n-1}+$ $\cdots+l_{1} f_{1}+l_{0}=0$ for certain integers $l_{i}$ and $f_{1}^{n} \in\left\langle 1, f_{1}, \ldots, f_{1}^{n-1}\right\rangle$ : a similar statement holds for $f_{2}$. It follows easily that the ring generated by $1, f_{1}$, and $f_{2}$ can be finitely generated as an abelian group. Hence the subrings generated by 1 and $f_{1} \pm f_{2}$ and by 1 and $f_{1} f_{2}$ are also finitely generated abelian groups (by 4.2.8). Consequently $f_{1} \pm f_{2}$ and $f_{1} f_{2}$ are algebraic integers.

### 8.3.9. A rational number which is an algebraic integer is an integer.

Proof. Let $m / n$ be an algebraic integer where $m$ and $n$ are relatively prime integers. Then $m / n$ is the root of some monic polynomial $t^{r}+l_{r-1} t^{r-1}+$ $\cdots+l_{1} t+l_{0}$ in $\mathbb{Z}[t]$, and consequently $m^{r}+l_{r-1} m^{r-1} n+\cdots+l_{1} m n^{r-1}+$ $l_{0} n^{r}=0$. But this implies that $n$ divides $m^{r}$, and hence that $n= \pm 1$.

We can now establish the fundamental theorem on the degrees of the irreducible representations. The principal step in the proof is the following lemma.
8.3.10. Let $G$ be a finite group and let $F$ be an algebraically closed field of characteristic 0 . Suppose that $\chi$ is an irreducible $F$-character of $G$ with degree $n$. If the element $g$ has $l$ conjugates in $G$, then $l((g) \chi) / n$ is an algebraic integer.

Proof. Let $K_{1}, \ldots, K_{h}$ denote the conjugacy classes of $G$ and let $k_{i}=$ $\sum_{x \in K_{i}} x$. We have already observed that $k_{1}, \ldots, k_{h}$ form an $F$-basis for $C$, the center of $F G$. Since $k_{i} k_{j} \in C$,

$$
\begin{equation*}
k_{i} k_{j}=\sum_{r=1}^{n} m_{i j}^{(r)} k_{r}, \tag{3}
\end{equation*}
$$

where $m_{i j}^{(r)}$ is the number of pairs $(x, y)$ such that $x \in K_{i}, y \in K_{j}$, and $x y$ equals a fixed element $z_{r}$ in $K_{r}$. (Notice that $m_{i j}^{(r)}$ does not depend on the choice of $z_{r}$ in $K_{r}$.)

Let $\rho: G \rightarrow \mathrm{GL}(M)$ be a representation with character $\chi$. In the obvious way extend $\rho$ and $\chi$ to $F G$. Then $k_{i}^{\rho} \in \operatorname{End}_{F G}(M)$, so that $k_{i}^{\rho}=f_{i} 1$ for some $f_{i}$ in $F$ by 8.1.5. Now $n f_{i}=\operatorname{trace}\left(k_{i}^{\rho}\right)=\left(k_{i}\right) \chi=l_{i} \chi^{(i)}$ where $l_{i}=\left|K_{i}\right|$ and $\chi^{(i)}$ is the value of $\chi$ on $K_{i}$. Hence $f_{i}=l_{i} \chi^{(i)} / n$.

Applying $\rho$ to (3) and using $k_{i}^{\rho}=f_{i} 1$, we get

$$
\begin{equation*}
f_{i} f_{j}=\sum_{r=1}^{h} m_{i j}^{(r)} f_{r} \tag{4}
\end{equation*}
$$

Fix $i$ and regard (4) as a system of $h$ homogeneous linear equations in the $f_{j}$ :

$$
\sum_{r=1}^{h}\left(f_{i} \delta_{j r}-m_{i j}^{(r)}\right) f_{r}=0, \quad j=1,2, \ldots, h .
$$

Now the $f_{j}$ cannot all equal 0 because $f_{1} \neq 0$ if $K_{1}=\{1\}$, so the linear system has a nontrivial solution. Hence the determinant of the $h \times h$ matrix
whose $(j, r)$ entry is $f_{i} \delta_{j r}-m_{i j}^{(r)}$ must vanish. This shows that $f_{i}$ is a root of a monic polynomial in $\mathbb{Z}[t]$, and hence is an algebraic integer.
8.3.11. Let $G$ be a finite group and let $F$ be an algebraically closed field of characteristic 0 . Then the degrees of the irreducible $F$-representations of $G$ divide the order of the group.

Proof. Let $\rho$ be an irreducible $F$-representation of $G$ and let $\chi$ be the character of $\rho$. We employ the notation of 8.3.10. Writing $|G|=m$ and $K_{i^{*}}$ for the conjugacy class $\left(K_{i}\right)^{-1}$, we have by 8.3.5

$$
\frac{m}{n}=\frac{1}{n} \sum_{x \in G}(x) \chi\left(x^{-1}\right) \chi=\frac{1}{n} \sum_{i=1}^{h} l_{i} \chi^{(i)} \chi^{\left(i^{*}\right)}
$$

Since $f_{i}=l_{i} \chi^{(i)} / n$, this becomes $m / n=\sum_{i=1}^{h} f_{i} \chi^{\left(i^{*}\right)}$. Now $\chi^{\left(i^{*}\right)}$ is the trace of an element of $G$ and as such is a sum of roots of unity in $F$. Since a root of unity is certainly an algebraic integer, we can apply 8.3.10 and 8.3.8 to conclude that $m / n$ is an algebraic integer. Finally 8.3 .9 shows that $m / n$ is an integer.

## The Character Table

Let $G$ be a finite group and $F$ an algebraically closed field whose characteristic does not divide $|G|$. Let $K_{1}, \ldots, K_{h}$ be the conjugacy classes of $G$ and $\chi_{1}, \ldots, \chi_{h}$ the irreducible $F$-characters. The value of $\chi_{i}$ on $K_{j}$ will be denoted by $\chi_{i}^{(j)}$. The values of the characters can be conveniently displayed in the character table of $G$.

|  | $K_{1}$ | $\cdots$ | $K_{h}$ |
| :---: | :---: | :---: | :---: |
| $\chi_{1}$ | $\chi_{1}^{(1)}$ | $\cdots$ | $\chi_{1}^{(h)}$ |
| $\vdots$ | $\vdots$ |  | $\vdots$ |
| $\chi_{h}$ | $\chi_{h}^{(1)}$ | $\cdots$ | $\chi_{h}^{(h)}$ |

The orthogonality properties of the characters may be translated into row and column orthogonality of the character table. Consider for example

$$
\sum_{x \in G}(x) \chi_{i}\left(x^{-1}\right) \chi_{j}=m \delta_{i j}
$$

where $m=|G|$, (see 8.3 .5 ). On writing $l_{i}=\left|K_{i}\right|$ and $K_{i^{*}}=\left(K_{i}\right)^{-1}$, this becomes

$$
\begin{equation*}
\sum_{r=1}^{h} l_{r} \chi_{i}^{(r)} \chi_{j}^{(r *)}=m \delta_{i j} \tag{5}
\end{equation*}
$$

which is referred to as orthogonality of rows.
Define $X$ and $Y$ to be the $h \times h$ matrices whose $(i, r)$ and $(r, j)$ entries are $\chi_{i}^{(r)}$ and $l_{r} \chi_{j}^{(r *)}$ respectively. Then (5) expresses the matrix equation
$X Y=m 1_{h}$. Hence $X$ is nonsingular. After conjugation by $X$ this becomes $Y X=m 1_{h}$. Taking $(r, s)$ entries of each side we arrive at the equation $\sum_{i=1}^{h} l_{r} l_{i}^{\left({ }^{(*)}\right.} \chi_{i}^{(s)}=m \delta_{r s}$. Now $l_{r}$ divides $m=|G|$, so $l_{r} \neq 0$ in $F$ and

$$
\begin{equation*}
\sum_{i=1}^{n} \chi_{i}^{\left(r^{*}\right)} \chi_{i}^{(s)}=\frac{m}{l_{r}} \delta_{r s}, \tag{6}
\end{equation*}
$$

which expresses orthogonality of columns.
Finally we specialize to the case $F=\mathbb{C}$, the field of complex numbers. Let $g \in G$ and let $\rho$ be a $\mathbb{C}$-representation of $G$. Now a characteristic root $f$ of $g^{\rho}$ is a complex root of unity; thus $f^{-1}=\bar{f}$, the complex conjugate. It follows that $\left(x^{-1}\right) \chi=\overline{(x) \chi}$ for any $\mathbb{C}$-character $\chi$. Equations (5) and (6) now become

$$
\begin{equation*}
\sum_{r=1}^{n} l_{r} \chi_{i}^{(r)} \bar{\chi}_{j}^{(r)}=m \delta_{i j} \quad \text { and } \quad \sum_{i=1}^{n} \bar{\chi}_{i}^{(r)} \chi_{i}^{(s)}=\frac{m}{l_{r}} \delta_{r s} . \tag{7}
\end{equation*}
$$

Example. Let $G$ be the quaternion group of order 8 with generators $a, b$ and the usual relations $a^{4}=1=b^{4}, a^{2}=b^{2}, a^{b}=a^{-1}$. We shall determine the character table of $G$ over $\mathbb{C}$.

The conjugacy classes of $G$ are $K_{1}=\{1\}, K_{2}=\left\{a^{2}\right\}, K_{3}=\left\{a, a^{-1}\right\}$, $K_{4}=\left\{b, b^{-1}\right\}, K_{5}=\left\{c, c^{-1}\right\}$ where $c=a b$. Hence the class number is 5 .

Let $\chi_{1}, \ldots, \chi_{5}$ be the irreducible characters, $\chi_{1}$ being the trivial character and $n_{i}$ the degree of $\chi_{i}$. We know from 8.2.3 and 8.3.11 that $\sum_{i=1}^{5} n_{i}^{2}=8$ and each $n_{i}$ divides 8 . It follows that one degree is 2 and the other four are 1 , say

$$
n_{1}=n_{2}=n_{3}=n_{4}=1 \quad \text { and } \quad n_{5}=2 .
$$

It is easy to determine the characters of degree 1 since they arise from homomorphisms of $G_{\mathrm{ab}}$, a 4-group, into the multiplicative group of $\mathbb{C}$. For example $a \mapsto+1, b \mapsto-1, c \mapsto-1$ is a representation of degree 1 with character values on $K_{1}, K_{2}, K_{3}, K_{4}, K_{5}$ equal to $1,1,1,-1,-1$ respectively: let this character be $\chi_{2}$. Two more nontrivial characters $\chi_{3}, \chi_{4}$ with degree 1 are obtained by cyclically permuting $a, b, c$.

To the extent of our present knowledge the character table has the form

|  | $K_{1}$ | $K_{2}$ | $K_{3}$ | $K_{4}$ | $K_{5}$ |
| :--- | :---: | :---: | ---: | ---: | ---: |
| $\chi_{1}$ | 1 | 1 | 1 | 1 | 1 |
| $\chi_{2}$ | 1 | 1 | 1 | -1 | -1 |
| $\chi_{3}$ | 1 | 1 | -1 | 1 | -1 |
| $\chi_{4}$ | 1 | 1 | -1 | -1 | 1 |
| $\chi_{5}$ | 2 | $x$ | $y$ | $z$ | $t$ |

Note that $\chi_{5}^{(1)}=2$ since $\chi_{5}$ has degree 2 . The values $x, y, z, t$ can be computed by means of column orthogonality. Applying the second equation of (7) with $r=1, s=2$, one obtains $1+1+1+1+2 x=0$ or $x=-2$. In a similar way we find that $y=z=t=0$ and the table is complete.

The irreducible representation of degree 2 arises from the well-known Pauli spin matrices:

$$
a \mapsto\left(\begin{array}{cc}
\sqrt{-1} & 0 \\
0 & -\sqrt{-1}
\end{array}\right), \quad b \mapsto\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \quad c \mapsto\left(\begin{array}{cc}
0 & \sqrt{-1} \\
\sqrt{-1} & 0
\end{array}\right) .
$$

We conclude this section with a condition for a representation to be irreducible.
8.3.12. Let $\chi$ be an $F$-character of a finite group $G$ where $F$ is an algebraically closed field of characteristic 0 . Then $\chi$ is irreducible if and only if $\langle\chi, \chi\rangle_{G}=$ 1.

Proof. Necessity of the condition has already been proved (8.3.5). Assume that $\langle\chi, \chi\rangle_{G}=1$. If $\chi_{1}, \ldots, \chi_{h}$ are the irreducible characters of $G$, we can write $\chi=l_{1} \chi_{1}+\cdots+l_{h} \chi_{h}$ where $l_{i}$ is a nonnegative integer by 8.3.3. Hence, using $\left\langle\chi_{i}, \chi_{j}\right\rangle=\delta_{i j}$, we obtain $1=\langle\chi, \chi\rangle_{G}=\sum_{i=1}^{h} l_{i}^{2}$, which implies that one of the $l_{i}$ equals 1 and all the others equal 0 . Thus $\chi=\chi_{i}$ for some $i$.

## Exercises 8.3

1. With the notation of the orthogonality relations (7) define $A$ to be the $h \times h$ matrix whose $(i, r)$ entry is $\sqrt{l_{r} / m} \chi_{i}^{(r)}$. Prove that $A$ is unitary, that is, $A(\bar{A})^{T}=$ 1.
2. Show that the degree of an irreducible $\mathbb{Q}$-representation need not divide the group order, and also that $\langle\chi, \chi\rangle$ need not be 1 if $\chi$ is a $\mathbb{Q}$-irreducible character.
3. Construct the character table of $A_{4}$ over $\mathbb{C}$.
4. Show that the character tables of $D_{8}$ and $Q_{8}$ over $\mathbb{C}$ are identical.
5. Use the Pauli spin matrices to construct an irreducible $\mathbb{Q}$-representation of $Q_{8}$ with degree 4 . Hence find all irreducible $\mathbb{Q}$-representations of $Q_{8}$.
6. Show that a representation of a finite group $G$ over a field of positive characteristic $p$ is not in general determined by its character even if $p \nmid|G|$.
7. Prove that the dimension of the vector space of all class functions of $G$ over $F$ equals the class number of $G$ (where $G$ is finite).
8. Prove that the number of real irreducible $\mathbb{C}$-characters of a finite group equals the number of conjugacy classes $K_{i}$ such that $K_{i}=K_{i *}\left(\equiv K_{i}^{-1}\right)$. [Hint: Consider the effect on the unitary matrix of Exercise 8.3 .1 of permutations $\chi_{i} \mapsto \bar{\chi}_{i}$ and $K_{i} \mapsto K_{i *}$ ]
9. (Burnside). Let $G$ be a finite group of odd order $m$ and class number $h$. Prove that $m \equiv h \bmod 16$. [Hint: Show first that the only real irreducible $\mathbb{C}$-character is the trivial one and then express $m$ as the sum of the squares of the degrees of the irreducible $\mathbb{C}$-representations.]
10. Assume that the finite group $G$ has a faithful $F$-representation of degree $n$ where $n$ is less than the smallest prime divisor of $|G|$ and $F$ is an algebraically closed field of characteristic 0 . Prove that $G$ is abelian.
11. Let $G$ be a simple group of order $m$ and let $p$ be a prime dividing $m$. If the class number of $G$ exceeds $m / p^{2}$, then the Sylow $p$-subgroups of $G$ are abelian. [Hint: Assume that $p^{2}$ divides $m$ and write $m$ as the sum of the squares of the degrees of the irreducible $\mathbb{C}$-representations.]
*12. Let $\chi_{1}, \ldots, \chi_{h}$ be the distinct irreducible characters of a finite group $G$ over an algebraically closed field whose characteristic does not divide $|G|$. If $\chi_{i}$ has degree $l_{i}$, prove that $\sum_{i} l_{i} \chi_{i}$ is the character of the right regular representation.

### 8.4. Tensor Products and Representations

Let $G$ be a group and $F$ a field. We consider two $F$-representations $\rho, \sigma$ of $G$ arising from (right) $F G$-modules $M, N$. The tensor product

$$
T=M \underset{F}{\otimes} N
$$

is a finite-dimensional vector space over $F$ with dimension $m n$ where $m$ and $n$ are the dimensions of $M$ and $N$. We make $T$ into a right $F G$-module via the rule

$$
(a \otimes b) g=(a g) \otimes(b g), \quad(a \in M, b \in N, g \in G)
$$

This is a well-defined action because $(a, b) \mapsto a g \otimes b g$ is bilinear. The module $T$ affords a representation $\tau$ of $G$ called the tensor product of $\rho$ and $\sigma$ which is written

$$
\tau=\rho \otimes \sigma
$$

The degree of $\tau$ is the product of the degrees of $\rho$ and $\sigma$. By definition of the tensor product of two linear transformations $(a \otimes b) g^{\tau}=a g^{\rho} \otimes b g^{\sigma}=$ $(a \otimes b)\left(g^{\rho} \otimes g^{\sigma}\right)$. Thus

$$
g^{\tau}=g^{\rho} \otimes g^{\sigma}, \quad g \in G
$$

Next we ask about the relation between the character of $\tau$ and those of $\rho$ and $\sigma$. Choose $F$-bases $\left\{a_{1}, \ldots, a_{m}\right\}$ and $\left\{b_{1}, \ldots, b_{n}\right\}$ for $M$ and $N$ respectively and recall that the $a_{i} \otimes b_{j}$ form a basis of $T$. Now

$$
\left(a_{i} \otimes b_{j}\right) g^{\tau}=a_{i} g^{\rho} \otimes b_{j} g^{\sigma}=\sum_{k=1}^{m}(g) \rho_{i k} a_{k} \otimes \sum_{l=1}^{n}(g) \sigma_{j l} b_{l}
$$

where $\left((g) \rho_{i k}\right)$ and $\left((g) \sigma_{j l}\right)$ are the matrices representing $g^{\rho}$ and $g^{\sigma}$. Therefore

$$
\left(a_{i} \otimes b_{j}\right) g^{\tau}=\sum_{k, l}\left((g) \rho_{i k}\right)\left((g) \sigma_{j l}\right)\left(a_{k} \otimes b_{l}\right)
$$

Hence $g^{\tau}$ is represented by the $m n \times m n$ matrix whose $(i, j: k, l)$ entry is $(g) \rho_{i k}(g) \sigma_{j l}$. The character of $\tau$ can now be found since

$$
\operatorname{trace}\left(g^{\tau}\right)=\sum_{i, j}(g) \rho_{i i}(g) \sigma_{j j}=\left(\operatorname{trace}\left(g^{\rho}\right)\right)\left(\operatorname{trace}\left(g^{\sigma}\right)\right)
$$

It follows that the character of $\rho \otimes \sigma$ equals the product of the characters of $\rho$ and $\sigma$. Here, of course, the product $\alpha \beta$ of functions $\alpha, \beta: G \rightarrow F$ is defined by $(g) \alpha \beta=((g) \alpha)((g) \beta)$.
8.4.1. Let $G$ be a group and $F$ a field. Then the sum and product of $F$ characters are $F$-characters. The set of all integral linear combinations of $F$-characters is a commutative ring (called the character ring).

Proof. That the sum of two characters equals the character of the direct sum of the corresponding representations is clear. The product of two characters is the character of the tensor product of the associated representations. The remaining statement is clear.

An element of the character ring is called a generalized character: usually a generalized character is not a character.

## Representations of Direct Products

Let $F$ be any field and let $G$ be a group expressed as a direct product $G=H \times K$. Let $\rho$ and $\sigma$ be $F$-representations of $H$ and $K$. Then a corresponding $F$-representation of $G$ may be constructed from $\rho$ and $\sigma$ by using tensor products.

Suppose that $\rho$ and $\sigma$ arise from an $F H$-module $M$ and an $F K$-module $N$ respectively. Form the tensor product

$$
T=M \underset{F}{\otimes} N
$$

and make $T$ into a right $F G$-module by the rule

$$
(a \otimes b)(x, y)=(a x) \otimes(b y)
$$

where $a \in M, b \in N, x \in H, y \in K$. Then $T$ affords an $F$-representation $\rho \# \sigma$ called the Kronecker (or outer tensor) product of $\rho$ and $\sigma$. The degree of $\rho \# \sigma$ equals the product of the degrees of $\rho$ and $\sigma$. Just as for the inner tensor product one can show that if $\rho$ has character $\chi$ and $\sigma$ has character $\psi$, the character $\varphi$ of $\rho \# \sigma$ is given by $(x, y) \varphi=(x) \chi(y) \psi$.
8.4.2. Let $F$ be an algebraically closed field and let $G=H \times K$.
(i) If $\rho$ and $\sigma$ are irreducible $F$-representations of $H$ and $K$, then $\rho \# \sigma$ is an irreducible F-representation of $G$.
(ii) Assume that $G$ is finite and the characteristic of $F$ does not divide the order of $G$. If $\left\{\rho_{1}, \ldots, \rho_{h}\right\}$ and $\left\{\sigma_{1}, \ldots, \sigma_{k}\right\}$ are complete sets of inequivalent irreducible $F$-representations of $H$ and $K$, then the $\rho_{i} \# \sigma_{r}, i=1, \ldots, h$, $r=1, \ldots, k$, form a complete set of inequivalent irreducible F-representations of $G$.

Proof. (i) Let $M$ and $N$ be right modules giving rise to $\rho$ and $\sigma$ and let $\left\{a_{1}, \ldots, a_{m}\right\}$ and $\left\{b_{1}, \ldots, b_{n}\right\}$ be $F$-bases of $M$ and $N$. Then $T=M \otimes_{F} N$ has the set of all $a_{i} \otimes b_{j}$ as a basis. For fixed integers $i, j, r, s$ define $\xi$ in $\operatorname{End}_{F}(M)$ and $\eta \in \operatorname{End}_{F}(N)$ by the rules $a_{k} \xi=\delta_{k i} a_{j}$ and $b_{l} \eta=\delta_{l r} b_{s}$. Now 8.1.8 shows that $H^{\rho}$ and $K^{\sigma}$ generate $\operatorname{End}_{F}(M)$ and $\operatorname{End}_{F}(N)$ respectively as vector spaces; hence we can write

$$
\xi=\sum_{x \in H} u_{x} x^{\rho} \quad \text { and } \quad \eta=\sum_{y \in K} v_{y} y^{\sigma}
$$

where $u_{x}, v_{y} \in F$. Then one setting $\zeta=\xi \otimes \eta$ we have

$$
\zeta=\sum_{x \in H} \sum_{y \in \mathbb{K}} u_{x} v_{y}\left(x^{\rho} \otimes y^{\sigma}\right)=\sum_{x \in H} \sum_{y \in K} u_{x} v_{y}(x, y)^{\tau}
$$

where $\tau=\rho \# \sigma$. However, by definition of $\xi$ and $\eta$,

$$
\left(a_{k} \otimes b_{l}\right) \zeta=a_{k} \xi \otimes b_{l} \eta=\delta_{k i} \delta_{l r}\left(a_{j} \otimes b_{s}\right) .
$$

Thus if we allow $i, j, r, s$ to vary, the resulting $\zeta$ 's will generate $\operatorname{End}_{F}(T)$. But all such $\zeta$ 's belong to the subspace $V=F\left(G^{\tau}\right)$, so $V=\operatorname{End}_{F}(T)$. Clearly this implies that $\tau$ is irreducible.
(ii) By (i) the $\rho_{i} \# \sigma_{r}$ are irreducible $F$-representations: we must show that no two of them are equivalent. Let $\rho_{i}$ have character $\chi_{i}$ and let $\sigma_{r}$ have character $\psi_{r}$. Then $\rho_{i} \# \sigma_{r}$ has character $\varphi_{i r}$ where $(x, y) \varphi_{i r}=(x) \chi_{i}(y) \psi_{r}$. Hence

$$
\begin{aligned}
\left\langle\varphi_{i r}, \varphi_{j s}\right\rangle_{G} & =\frac{1}{|H| \cdot|K|} \sum_{\substack{x \in H \\
y \in K}}(x) \chi_{i}(y) \psi_{r}\left(x^{-1}\right) \chi_{j}\left(y^{-1}\right) \psi_{s} \\
& =\left(\frac{1}{|H|} \sum_{x \in H}(x) \chi_{i}\left(x^{-1}\right) \chi_{j}\right)\left(\frac{1}{|K|} \sum_{y \in K}(y) \psi_{r}\left(y^{-1}\right) \psi_{s}\right) \\
& =\left\langle\chi_{i}, \chi_{j}\right\rangle_{H} \cdot\left\langle\psi_{r}, \psi_{s}\right\rangle_{K} \\
& =\delta_{i j} \delta_{r s},
\end{aligned}
$$

by 8.3.6. Therefore $\varphi_{i r} \neq \varphi_{j s}$ if $(i, r) \neq(j, s)$, and the $h k$ representations $\rho_{i} \# \sigma_{r}$ are inequivalent. But the total number of inequivalent irreducible $F$ representations of $G$ equals the class number of $G$, which clearly equals $h k$ (Exercise 1.6.4). Hence the $\rho_{i} \# \sigma_{r}$ constitute a complete set of inequivalent irreducible $F$-representations of $G$.

## Induced Representations

If $H$ is a subgroup of a group $G$ and $\rho$ is an $F$-representation of $G$, an $F$-representation of $H$ is obtained by simply restricting $\rho$ to $H$. A less trivial problem is to construct a representation of $G$ starting with a representation of $H$. This leads to the important concept of an induced representation, which is due to Frobenius.

Suppose that $G$ is a group and $H$ is a subgroup of $G$ with finite index $r$. Let there be given an $F$-representation $\rho$ of $H$ arising from a right $F H$ module $M$. We proceed to form the tensor product over $F H$,

$$
M^{G}=M \underset{F H}{\otimes} F G,
$$

wherein $F G$ is to be regarded as a left $F H$-module by means of left multiplication. So far $M^{G}$ is only an $F$-module. However $F G$ is also a right $F G$-module via right multiplication. Consequently $M^{G}$ becomes a right $F G$-module by means of the rule

$$
(a \otimes r) s=a \otimes(r s), \quad(a \in M \text { and } r, s \in F G)
$$

The $F H$-bilinearity of the map $(a, r) \mapsto a \otimes(r s)$ shows this action to be welldefined.

The right $F G$-module $M^{G}$ is called the induced module of $M$, and the $F$-representation which arises from $M$ is called the induced representation of $\rho$,

$$
\rho^{G} .
$$

If $\rho$ has character $\chi$, we shall write $\chi^{G}$ for the induced character, that is, the character of $\rho^{G}$.

We plan now to investigate the nature of the module $M^{G}$. Choosing a right transversal $\left\{t_{1}, \ldots, t_{r}\right\}$ to $H$ in $G$, we may write each element of $F G$ uniquely in the form $\sum_{i=1}^{r} u_{i} t_{i}$ with $u_{i}$ in $F H$. Hence there is a decomposition of $F G$ into left $F H$-modules $F G=(F H) t_{1} \oplus \cdots \oplus(F H) t_{r}$. By the distributive property of tensor products there is an $F$-isomorphism.

$$
\begin{equation*}
M^{G} \simeq M \underset{F H}{\otimes}\left((F H) t_{1}\right) \oplus \cdots \oplus \underset{F H}{\otimes} \underset{\underset{F}{ }}{\otimes}\left((F H) t_{r}\right) . \tag{8}
\end{equation*}
$$

By virtue of the equation $a \otimes u t_{i}=a u \otimes t_{i}$ where $u \in F H$, we can rewrite (8) as

$$
M^{G} \simeq M \otimes t_{1} \oplus \cdots \oplus M \otimes t_{r}
$$

Hence, if $\left\{a_{1}, \ldots, a_{n}\right\}$ is a basis of $M$ over $F$, the elements $a_{i} \otimes t_{j}, i=$ $1,2, \ldots, n, j=1,2, \ldots, r$, form a basis for $M^{G}$ over $F$. In particular

$$
\text { degree } \rho^{G}=(\text { degree } \rho) \cdot|G: H| \text {. }
$$

On the basis of these remarks the values of the induced character $\chi^{G}$ can be calculated.
8.4.3. Let $G$ be a finite group, $H$ a subgroup of $G$, and $F$ field whose characteristic does not divide the order of $H$. If $\chi$ is an F-character of $H$, the value of the induced character is given by

$$
(g) \chi^{G}=\frac{1}{|H|} \sum_{x \in G}\left(x g x^{-1}\right) \chi
$$

where it is understood that $\chi$ is zero on $G \backslash H$.

Proof. Let $\rho$ be an $F$-representation of $H$ with character $\chi$. Choose a basis $\left\{a_{1}, \ldots, a_{n}\right\}$ of the $F H$-module $M$ giving rise to $\rho$ and let $\left\{t_{1}, \ldots, t_{r}\right\}$ be a right transversal to $H$ in $G$. We have observed that the $a_{i} \otimes t_{j}$ form a basis of $M^{G}$. If $g \in G$, then $t_{j} g=x t_{k}$ for some $k$ and $x=t_{j} g t_{k}^{-1} \in H$. Hence

$$
\left(a_{i} \otimes t_{j}\right) g=a_{i} \otimes\left(t_{j} g\right)=a_{i} \otimes\left(x t_{k}\right)=\left(a_{i} x\right) \otimes t_{k} .
$$

As usual $\left((g) \rho_{i j}\right)$ is the matrix representing $g^{\rho}$; then

$$
\left(a_{i} \otimes t_{j}\right) g=\left(\sum_{l=1}^{n}(x) \rho_{i l} a_{l}\right) \otimes t_{k}=\sum_{l=1}^{n}\left(t_{j} g t_{k}^{-1}\right) \rho_{i l}\left(a_{l} \otimes t_{k}\right) .
$$

Now for given $j$ and $g$ there is precisely one $k$ such that $t_{j} g t_{k}^{-1} \in H$. Hence, with the convention that $\rho_{i l}$ is zero on $G \backslash H$, one has

$$
\left(a_{i} \otimes t_{j}\right) g=\sum_{l=1}^{n} \sum_{k=1}^{r}\left(t_{j} g t_{k}^{-1}\right) \rho_{i l}\left(a_{l} \otimes t_{k}\right) .
$$

This establishes that the $n r \times n r$ matrix representing $g^{\rho^{6}}$ has $(i, j: l, k)$ entry equal to $\left(t_{j} g t_{k}^{-1}\right) \rho_{i l}$. The character $\chi^{G}$ can now be computed.

$$
(g) \chi^{G}=\sum_{i=1}^{n} \sum_{j=1}^{r}\left(t_{j} g t_{j}^{-1}\right) \rho_{i i}=\sum_{j=1}^{r}\left(t_{j} g t_{j}^{-1}\right) \chi .
$$

Finally, if $z \in H$,

$$
\left(z t_{j} g\left(z t_{j}\right)^{-1}\right) \chi=\left(z\left(t_{j} g t_{j}^{-1}\right) z^{-1}\right) \chi=\left(t_{j} g t_{j}^{-1}\right) \chi
$$

since $\chi$ is a class function $H$. Hence

$$
(g) \chi^{G}=\frac{1}{|H|} \sum_{x \in G}\left(x g x^{-1}\right) \chi .
$$

## The Frobenius Reciprocity Theorem

The following theorem is used quite frequently in computations with induced characters.
8.4.4 (Frobenius). Let $G$ be a finite group and let $F$ be a field whose characteristic does not divide the order of G. Assume that $H$ is a subgroup of $G$ and that $\psi$ and $\chi$ are $F$-characters of $H$ and $G$ respectively. Then

$$
\left\langle\psi^{G}, \chi\right\rangle_{G}=\left\langle\psi, \chi_{H}\right\rangle_{H}
$$

where $\chi_{H}$ denotes the restriction of $\chi$ to $H$.
Proof. Let $|H|=l$ and $|G|=m$. Applying 8.4.3 we have

$$
\left\langle\psi^{G}, \chi\right\rangle_{G}=\frac{1}{m} \sum_{x \in G}(x) \psi^{G}\left(x^{-1}\right) \chi=\frac{1}{l m} \sum_{x \in G} \sum_{y \in G}\left(y x y^{-1}\right) \psi\left(x^{-1}\right) \chi .
$$

Since $\left(x^{-1}\right) \chi=\left(y x^{-1} y^{-1}\right) \chi$, this becomes

$$
\begin{aligned}
\left\langle\psi^{G}, \chi\right\rangle_{G} & =\frac{1}{\operatorname{lm}} \sum_{y \in G} \sum_{x \in G}\left(y x y^{-1}\right) \psi\left(y x^{-1} y^{-1}\right) \chi \\
& =\frac{1}{l m} \sum_{y \in G} \sum_{z \in G}(z) \psi\left(z^{-1}\right) \chi=\frac{1}{l} \sum_{z \in G}(z) \psi\left(z^{-1}\right) \chi .
\end{aligned}
$$

Now according to our convention $\psi$ vanishes on $G \backslash H$, so the final summation on $z$ may be restricted to $H$ and we obtain $\left\langle\psi^{G}, \chi\right\rangle_{G}=\left\langle\psi, \chi_{H}\right\rangle_{H}$.

## Permutation Representations

In 8.1 it was remarked that a permutation representation could be regarded as a linear representation over an arbitrary field. We shall now show that permutation representations arise as representations induced from the trivial representation of a subgroup.

In the following all representations are over an arbitrary field $F$ and $l(G)$ is the trivial representation of a group $G$.

### 8.4.5.

(i) If $H$ is a subgroup with finite index in a group $G$, then $(l(H))^{G}$ is a transitive permutation representation of $G$ with degree $|G: H|$.
(ii) If $\rho$ is a permutation representation of a group $G$ on a finite set and $k$ is the number of $G$-orbits, then $\rho$ is equivalent to $\imath\left(H_{1}\right)^{G} \oplus \cdots \oplus t\left(H_{k}\right)^{G}$ where the $H_{i}$ are point stabilizers in G. In particular, if $\rho$ is transitive, it is equivalent to some $l(H)^{G}$.

Proof. (i) The representation $l(H)$ arises from the trivial right $F H$-module $F$. Thus $l(H)^{G}$ arises from $F \otimes_{F H} F G$, which has an $F$-basis

$$
\left\{1 \otimes t_{i} \mid i=1,2, \ldots, r\right\}
$$

where $\left\{t_{1}, \ldots, t_{r}\right\}$ is a right transversal to $H$ in $G$. Let $g \in G$ and write $t_{i} g=h t_{j}$ where $h \in H$. Then $\left(1 \otimes t_{i}\right) g=1 \otimes\left(h t_{j}\right)=(1) h \otimes t_{j}=1 \otimes t_{j}$. In consequence $g$ permutes the $1 \otimes t_{i}$ in exactly the same way as it permutes the right cosets $H t_{i}$ : it therefore acts transitively. Hence $l(H)^{G}$ is a transitive representation with degree $r=|G: H|$.
(ii) Suppose that $\rho$ represents $G$ on the set $\{1,2, \ldots, n\}$. If $M$ is a vector space with basis $\left\{a_{1}, \ldots, a_{n}\right\}$ over $F$, the action $a_{i} g=a_{i g^{\circ}}$ makes $M$ into a right $F G$-module affording the linear representation $\rho$. Evidently $\rho=$ $\rho_{1} \oplus \cdots \oplus \rho_{k}$ where $\rho_{i}$ is transitive; thus we can assume that $\rho$ is transitive. Define $H$ to be the stabilizer of 1 in $G$ and put $i=1 t_{i}^{\rho}$, using transitivity. Then $\left\{t_{1}, \ldots, t_{n}\right\}$ is a right transversal to $H$ in $G$. If we define $\left(1 \otimes t_{i}\right) \alpha$ to be $a_{i}$, this yields $\alpha: F^{G} \rightarrow M$, an $F$-isomorphism from $F^{G}$ to $M$. Also, if $g \in G$ and $t_{i} g=h t_{j}$ with $h \in H$, then $a_{i} g=a_{1}\left(t_{i} g\right)=a_{j}=\left(1 \otimes t_{j}\right) \alpha=\left(\left(1 \otimes t_{i}\right) g\right) \alpha$. Thus $\alpha$ is an $F G$-isomorphism and $\rho$ is equivalent to $l(H)^{G}$.

## The Character of a Permutation Group

Let $G$ be a finite permutation group. Then $G$ has a natural linear representation over an arbitrary field $F$ and hence a natural $F$-character $\pi: G \rightarrow F$. Note that $(g) \pi$ has a simple interpretation: for if we represent $g$ by a permutation matrix $g^{*}$, then $(g) \pi=\operatorname{trace}\left(g^{*}\right)$, which is just the number of fixed points of the permutation $g$.

The following result shows how the permutation character may be used to construct irreducible characters of permutation groups.
8.4.6. Let $G$ be a finite permutation group with character $\pi$ over an algebraically closed field $F$ of characteristic 0 . Let $\chi_{1}(G)$ be the trivial $F$-character of $G$.
(i) The number of $G$-orbits equals $\left\langle\pi, \chi_{1}(G)\right\rangle_{G}$.
(ii) Let $G$ be transitive. If $H$ is a point stabilizer in $G$, the number of $H$-orbits equals $\langle\pi, \pi\rangle_{G}=\sum_{x \in G}((x) \pi)^{2}$.
(iii) Let $G$ be transitive. Then $G$ is 2-transitive if and only if $\pi=\chi_{1}(G)+\chi$ where $\chi$ is an irreducible $F$-character of $G$.

Proof. (i) Write $\pi=\pi_{1} \oplus \cdots \oplus \pi_{k}$ where $\pi_{i}$ is the character of a transitive permutation representation of $G$ and $k$ is the number of $G$-orbits. Then by 8.4.5 we have $\pi_{i}=\left(\chi_{1}\left(H_{i}\right)\right)^{G}$ for some point stabilizer $H_{i}$ in $G$. Therefore by 8.4.4

$$
\left\langle\pi, \chi_{1}(G)\right\rangle_{G}=\sum_{i=1}^{k}\left\langle\chi_{1}\left(H_{i}\right)^{G}, \chi_{1}(G)\right\rangle_{G}=\sum_{i=1}^{k}\left\langle\chi_{1}\left(H_{i}\right), \chi_{1}\left(H_{i}\right)\right\rangle_{H_{i}}=k
$$

since $\left(\chi_{1}(G)\right)_{H_{i}}=\chi_{1}\left(H_{i}\right)$. (See also Exercise 1.6 .2 for an elementary proof of (i).)
(ii) Let $H_{1}, \ldots, H_{n}$ be the point stabilizers in $G$; here of course $n$ is the degree of $G$. Now $\left(x^{-1}\right) \pi=(x) \pi$, so $\langle\pi, \pi\rangle_{G}=(1 /|G|) \sum_{x \in G}((x) \pi)^{2}$. Also, in the sum $\sum_{i=1}^{n} \sum_{x \in H_{i}}(x) \pi$ the number $(x) \pi$ is counted each time that $x$ occurs in an $H_{i}$. Since $x$ has exactly $(x) \pi$ fixed points, we deduce that this sum equals $\sum_{x \in G}((x) \pi)^{2}$. Hence

$$
\langle\pi, \pi\rangle_{G}=\frac{1}{|G|} \sum_{i=1}^{n} \sum_{x \in H_{i}}(x) \pi .
$$

Since $G$ is transitive, the $H_{i}$ are conjugate in $G$ and $\sum_{x \in H_{i}}(x) \pi$ is independent of $i$. If $s$ is the number of $H_{1}$-orbits, then $\sum_{x \in H_{1}}(x) \pi=s\left|H_{1}\right|$ by (i). Hence

$$
\langle\pi, \pi\rangle_{G}=\frac{1}{|G|}\left(n s\left|H_{1}\right|\right)=s
$$

(iii) Let $\chi_{1}, \chi_{2}, \ldots, \chi_{h}$ be the distinct irreducible $F$-characters of $G$ with $\chi_{1}=\chi_{1}(G)$. By 8.3 .3 we can write $\pi=\sum_{i} n_{i} \chi_{i}$ (with integral $n_{i} \geq 0$ ), and using 8.3.5 we obtain $\langle\pi, \pi\rangle_{G}=n_{1}^{2}+n_{2}^{2}+\cdots+n_{h}^{2}$. Now $n_{1}=\left\langle\pi, \chi_{1}\right\rangle_{G}=1$ by (i). Hence $s=1+n_{2}^{2}+\cdots+n_{h}^{2}$. Now by 7.1.1 the group $G$ is 2 -transitive if and
only if $H_{1}$ is transitive on $X \backslash\{a\}$ where $G$ acts on $X$ and $H_{1}$ is the stabilizer of $a$, that is, if and only if $s=2$. This occurs when exactly one $n_{i}$ equals 1 and $n_{j}=0$ if $j \geq 2$ and $j \neq i$. Consequently $\pi=\chi_{1}+\chi_{i}$.

Example. To illustrate the use of 8.4.6 in constructing irreducible representations let us consider the $\mathbb{C}$-representations of the symmetric group $S_{4}$. There are five conjugacy classes, corresponding to the different cycle types;

$$
\begin{gathered}
K_{1}:(*)(*)(*)(*), \quad K_{2}:(* *)(*)(*), \quad K_{3}:(* *)(* *) \\
K_{4}:(* * *)(*), \quad K_{5}:(* * * *)
\end{gathered}
$$

The natural permutation character $\pi$ has, of course, degree 4 and its values on the five conjugacy classes are $4,2,0,1,0$, as may be seen by counting fixed points. Since $G$ is 2-transitive, 8.4.6(iii) implies that there is an irreducible character $\chi_{2}=\pi-\chi_{1}$ : the values of $\chi_{2}$ are, therefore, 3,1 , $-1,0,-1$, and $\chi_{2}$ has degree 3 .

Now $G$ has a 2 -transitive permutation representation of degree 3 wherein its elements permute by conjugation the elements of $K_{3}=\{(1,2)(3,4)$, $(1,3)(2,4),(1,4)(2,3)\}$. Once again counting fixed points, we conclude that the corresponding permutation character $\sigma$ has values $3,1,3,0,1$. By 8.4.6 again we find an irreducible character $\chi_{3}$ with values $2,0,2,-1,0$; this has degree 2.

There is a nontrivial irreducible character of degree 1 , the sign character $\chi_{4}$ arising from the representation $x \mapsto \operatorname{sign} x$. The values of $\chi_{4}$ are $1,-1,1$, $1,-1$.

The remaining irreducible character $\chi_{5}$ has values which can be determined by use of the orthogonality relations (Equation (6)). The complete character table is

|  | $K_{1}$ | $K_{2}$ | $K_{3}$ | $K_{4}$ | $K_{5}$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $\chi_{1}$ | 1 | 1 | 1 | 1 | 1 |
| $\chi_{2}$ | 3 | 1 | -1 | 0 | -1 |
| $\chi_{3}$ | 2 | 0 | 2 | -1 | 0 |
| $\chi_{4}$ | 1 | -1 | 1 | 1 | -1 |
| $\chi_{5}$ | 3 | -1 | -1 | 0 | 1 |

Observe that $\chi_{5}=\chi_{2} \chi_{4}$.
The representations of $S_{n}$ have been extensively investigated-for details see [b55].

## Monomial Representations

An $F$-representation $\rho$ of a group $G$ is called monomial if $\rho=\rho_{1} \oplus \cdots \oplus \rho_{k}$ where $\rho_{i}$ is induced from a representation of degree 1 of a subgroup of $G$. For example, it follows from 8.4 .5 that every permutation representation is monomial.

In order to visualize a monomial representation we examine the associated matrix representation. Suppose that $\rho$ arises from an $F G$-module $M$ and that $M=M_{1} \oplus \cdots \oplus M_{k}$ where the $F G$-module $M_{i}$ gives rise to $\rho_{i}$. Then $M_{i}=N_{i}^{G}$ where $N_{i}$ is an $F H_{i}$-module of dimension 1 and the $H_{i}$ are subgroups of $G$. Write $N_{i}=F a_{i}$ and choose a right transversal $\left\{t_{j}^{(i)} \mid j=\right.$ $\left.1,2, \ldots, r_{i}\right\}$ to $H_{i}$ in $G$, so that the $a_{i} \otimes t_{j}^{(i)}, j=1,2, \ldots, r_{i}$, form a basis of $M_{i}$. Selecting $g$ from $G$, we write $t_{j}^{(i)} g=h t_{k}^{(i)}$ for a unique integer $k$ and element $h$ of $H$. Now $a_{i} h=c_{i j}^{(g)} a_{i}$ for some $c_{i j}^{(g)}$ in $F^{*}$ since $N_{i}=F a_{i}$; thus we have

$$
\left(a_{i} \otimes t_{j}^{(i)}\right) g=a_{i} \otimes\left(h t_{k}^{(i)}\right)=c_{i j}^{(g)}\left(a_{i} \otimes t_{k}^{(i)}\right) .
$$

The matrix representing $g^{\rho}$ with respect to the basis of all $a_{i} \otimes t_{j}^{(i)}$ has its $(i, j: i, k)$ entry equal to $c_{i j}^{(g)}$, and all other entries 0 . Thus $g^{\rho^{*}}$ has precisely one nonzero element in each row and in each column.

A matrix of this sort is called a monomial matrix; it is clearly a generalization of a permutation matrix.

## Groups whose Representations Are Monomial

A finite group $G$ is said to be an $\mathscr{M}$-group if, whenever $F$ is an algebraically closed field of characteristic not dividing $|G|$, every $F$-representation is monomial. By Maschke's Theorem $G$ is an $\mathscr{M}$-group if and only if all the irreducible representations are monomial. For example, by 8.1.6 all finite abelian groups are $\mathscr{M}$-groups.

The following result is helpful in connection with $\mathscr{M}$-groups.
8.4.7 (Blichfeldt). Let $G$ be a finite group, $F$ an algebraically closed field and $M$ a simple $F G$-module which affords a faithful representation of G. Assume that $G$ has a normal abelian subgroup $A$ not contained in the center of $G$. Then there exists a proper subgroup $H$ of $G$ and a simple FH-module $N$ such that $M$ and $N^{G}$ are FG-isomorphic.

Proof. By Clifford's Theorem (8.1.3) we may write $M=M_{1} \oplus \cdots \oplus M_{k}$ where $M_{i}$ is a direct sum of isomorphic simple $F A$-modules and $G$ permutes the $M_{i}$ transitively. By 8.1.6 the action of $A$ on $M_{i}$ is scalar. Should $k$ equal 1 , then $A \leq \zeta G$ because $G$ acts faithfully on $M$. Since this is contrary to hypothesis, $k>1$. Set $N=M_{1}$ and define $H=\{g \in G \mid N g=N\}$, the stabilizer of $N$ in $G$. In view of the transitivity of $G$ on the $M_{i}$ we have $|G: H|=k>1$ and $H<G$. Recall from 8.1.3 that $N$ is a simple $F H$-module.

By transitivity once again, $M_{i}=N g_{i}$ for some $g_{i}$ in $G$ and $\left\{g_{1}, \ldots, g_{k}\right\}$ is a right transversal to $H$ in $G$. Finally, if $a_{i} \in N$, the mapping $\sum_{i} a_{i} \otimes g_{i} \mapsto$ $\sum_{i} a_{i} g_{i}$ is an $F$-isomorphism from $N^{G}$ to $M$ which one easily verifies to be an $F G$-homomorphism.

The next result will furnish us with some examples of $\mathscr{M}$-groups.
8.4.8. Let $G$ be a finite group such that if $U \triangleleft V \leq G$, then either $V / U$ is abelian or it possesses a noncentral abelian normal subgroup. Then $G$ is an M-group.

Proof. Let $M$ be a simple $F G$-module where $F$ is an algebraically closed field whose characteristic does not divide $|G|$. It must be shown that $M$ is induced from a 1 -dimensional module. Let $\rho$ be the representation afforded by $M$ and set $K=$ Ker $\rho$. Suppose first that $K \neq 1$. Then $\bar{G}=G / K$ is an $\mathscr{M}$-group by induction on $|G|$. Since $K$ acts trivially on $M$, it is clear that $M$ is also an $F \bar{G}$-module. Hence there is a subgroup $\bar{H}$ of $\bar{G}$, a 1-dimensional $F \bar{H}$-module $N$, and an $F \bar{G}$-isomorphism $\theta: M \rightarrow N^{\bar{G}}$. Since $F \bar{G}$ is a right $F G$-module via right multiplication, $N^{\bar{G}}=N \otimes_{F \bar{H}} F \bar{G}$ becomes a right $F G$ module. One verifies at once that $\theta$ is an $F G$-isomorphism. Now write $\bar{H}=$ $H / K$ and note that $N$ is an $F H$-module. Finally $a \otimes K g \mapsto a \otimes g$ is an $F G$ isomorphism from $N^{\bar{G}}$ to $N^{G}$, and $M \simeq \simeq^{F G} N^{G}$.

We may therefore assume that $K=1$ and $\rho$ is faithful. We can also suppose that $G$ is not abelian, otherwise it is certainly an $\mathscr{M}$-group. Then by hypothesis there is a normal abelian subgroup of $G$ that is not contained in the center. Applying 8.4.7 we conclude that there is a proper subgroup $H$ and a simple $F H$-module $L$ such that $M \simeq^{F G} L^{G}$. The conditions on $G$ are inherited by $H$, so by induction $L \simeq^{F H} S^{H}$ where $S$ is a 1-dimensional $F T$ module and $T \leq H$. Hence $M \simeq L^{G} \simeq\left(S^{H}\right)^{G} \simeq S^{G}$, all isomorphisms being of right $F G$-modules, since $\left(S \otimes_{F T} F H\right) \otimes_{F H} F G \simeq S \otimes_{F T} F G$. (This property is called transitivity of induction-see Exercise 8.4.2.)
8.4.9 (Huppert). Let $G$ be a finite soluble group and assume that $G$ has a normal subgroup $N$ with abelian Sylow subgroups such that $G / N$ is supersoluble. Then $G$ is an $\mathscr{M}$-group.

Proof. Certainly we may assume that $G$ is not abelian. In view of 8.4 .8 it is sufficient to prove that $G$ has a noncentral normal abelian subgroup: for quotients of subgroups inherit the hypotheses on $G$. Suppose that every normal abelian subgroup is contained in the centre and let $A$ be a normal abelian subgroup which is maximal subject to $A \leq N$. Assuming that $A<$ $N$, we let $B / A$ be a minimal normal subgroup of $G / A$ contained in $N / A$. Since $G$ is soluble, $B / A$ is abelian, and $B$ is nilpotent because $A \leq \zeta G$. But $B \leq N$, so Sylow subgroups of $B$ are abelian, and by 5.2 .4 the group $B$ itself is abelian, which contradicts the maximality of $A$. It follows that $A=N$ and $N \leq \zeta G$.

Since $G / N$ is supersoluble, there is a series $N=G_{0}<G_{1}<\cdots<G_{n}=G$ such that $G_{i} \triangleleft G$ and $G_{i+1} / G_{i}$ is cyclic. Now $G$ is not abelian, so there is a least positive integer $i$ for which $G_{i} \not \leq \zeta G$. Then $G_{i-1} \leq \zeta G$, and, because $G_{i} / G_{i-1}$ is cyclic, $G_{i}$ is abelian. Therefore $G_{i} \leq \zeta G$ contrary to the choice of $i$.

The following corollaries of 8.4 .9 are worth noting. All finite supersoluble groups are $\mathscr{M}$-groups, as are all finite nilpotent groups in particular. Also all finite metabelian groups are $\mathscr{M}$-groups-to see this take $N$ in 8.4.9 to be $G^{\prime}$.

On the other hand, it is natural to ask what can be said of the structure of $\mathscr{M}$-groups in general. We shall prove just one result.

### 8.4.10 (Taketa). Every $\mathscr{M}$-group is soluble.

Proof. Assuming the theorem to be false, we choose an insoluble $\mathscr{M}$-group $G$ of least order. It is easy to see that a quotient group of an $\mathscr{M}$-group is also an $\mathscr{M}$-group. Thus every proper quotient group of $G$ is soluble, by minimality of $G$. Define $N$ to be the intersection of all the nontrivial normal subgroups of $G$. Then $G / N$ is surely soluble, so $N \neq 1$. Applying Exercise 8.1.4 we are able to find a faithful irreducible $\mathbb{C}$-representation $\rho$ of $G$; moreover we may assume that $\rho$ has been chosen of minimal degree, which will have to exceed 1 otherwise $G$ would be abelian. By hypothesis $\rho$ is monomial. Replacing each nonzero element of the monomial matrix $g^{\rho *}$ by 1 , we obtain a permutation matrix and so a permutation representation $\sigma$ of $G$. The degree of $\sigma$ equals that of $\rho$ and hence exceeds 1 . Now by Exercise 8.1.2 the representation $\sigma$ is reducible. Thus an irreducible component of $\sigma$ has smaller degree than $\rho$ and hence cannot be faithful. Since $N$ is contained in every nontrivial normal subgroup of $G$, it follows that $N$ is contained in $K=\operatorname{Ker} \sigma$. But, if $x \in K$, then $x^{\rho^{*}}$ is a diagonal matrix, which implies that $K^{\rho}$ is abelian. Since $K \simeq K^{\rho}$, it follows that $K$, and hence $N$, is abelian. Thus $G$ is soluble, which is a contradiction.

Example. Not every finite soluble group is an $\mathscr{M}$-group. Let $Q=\langle a, b, c\rangle$ be a quaternion group of order 8 , the three subgroups of order 4 being $\langle a\rangle$, $\langle b\rangle$, and $\langle c\rangle$. There is an automorphism $\tau$ of $Q$ which permutes $a, b, c$ cyclically and has order 3 . Define $G$ to be the semidirect product of $Q$ by $\langle\tau\rangle$. Then $G$ has order 24 and is soluble with derived length 3 : actually $G \simeq$ $\operatorname{SL}(2,3)$.

The following assignments determine a $\mathbb{C}$-representation of $G$ with degree 2,

$$
\begin{gathered}
a \mapsto\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right), \quad b \mapsto\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \quad c \mapsto\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right), \\
\tau \mapsto 2^{-1}(i-1)\left(\begin{array}{rr}
1 & -i \\
1 & i
\end{array}\right), \quad \text { where } \quad i=\sqrt{-1},
\end{gathered}
$$

as simple matrix calculations show. It is also clear that $\rho$ is faithful; hence $\rho$ is irreducible since otherwise $G$ would be abelian. If $\rho$ were monomial, it would have to be induced from a representation of a subgroup of index 2. However $G^{\prime}=Q$, so $\left|G_{a b}\right|=3$ and there are no subgroups of index 2 in $G$. Consequently $G$ is not an $\mathscr{M}$-group.

We conclude by mentioning a theorem of Dade which indicates that the structure of an $\mathscr{M}$-group can be very complex: every finite soluble group is isomorphic with a subgroup of an $\mathscr{M}$-group. Further results on $\mathscr{M}$-groups can be found in [b6].

## Exercises 8.4

1. Let $H$ and $K$ be subgroups of a finite group $G$. Let $\chi_{1}(H)$ and $\chi_{1}(K)$ denote the trivial characters of $H$ and $K$ over an algebraically closed field of characteristic 0 . Prove that $\left\langle\chi_{1}(H)^{G}, \chi_{1}(K)^{G}\right\rangle_{G}$ equals the number of $(H, K)$-double cosets.
2. Let $H \leq K \leq G$ where $G$ is finite. Let $M$ be an $F H$-module, where $F$ is any field. Show that $\left(M^{K}\right)^{G} \simeq^{F G} M^{G}$ (transitivity of induction).
3. (i) Show that every generalized character is a difference of characters; (ii) give an example of a generalized character that is not a character.
4. Let $G=D_{14}$ be the dihedral group of order 14 . By forming induced representations of the subgroup of order 7 construct the $\mathbb{C}$-character table of $G$.
5. Find three irreducible $\mathbb{C}$-characters of $A_{5}$ by using induced representations. Hence construct the character table with the aid of orthogonality relations.
6. Let $H$ be a subgroup with index $m$ in the finite group $G$. Let $F$ be an algebraically closed field of characteristic 0 . If $\chi$ is an irreducible $F$-character of $G$ with degree $n$, show that there is an irreducible $F$-character $\varphi$ with degree at least $n / m$. If $H$ is abelian, deduce that no irreducible $F$-character of $G$ has degree greater than $m$. [Hint: Let $\psi$ be an irreducible character of $H$ that is a direct summand of $\chi_{H}$ and consider $\left\langle\chi, \psi^{G}\right\rangle_{G}$.]
7. Let $G$ be a transitive finite permutation group with permutation character $\pi$. If $\chi$ is an irreducible $\mathbb{C}$-character, prove that its degree is at least $\langle\pi, \chi\rangle_{G}$.
8. Let $\chi$ be an irreducible $\mathbb{C}$-character of a finite group $G$ and let $K$ denote the kernel of the associated representation. If $\chi$ has degree $n$, prove that $(x) \chi=n$ if and only if $x \in K$.
9. Let $\chi$ be a faithful $\mathbb{C}$-character of the finite group $G$ with degree $n$. Denote by $r$ the number of distinct values assumed by $\chi$. Prove that each irreducible $\mathbb{C}$-character occurs as a direct summand of at least one power $\chi^{s}, s=0,1, \ldots, r-1$ (here $\chi^{0}$ is the trivial character). Deduce that the sum of the degrees of the irreducible $\mathbb{C}$-representations cannot exceed $\left(n^{r}-1\right) /(n-1)$. [Hint: Let $\psi$ be an irreducible $\mathbb{C}$-character and show that not every $\left\langle\chi^{s}, \psi\right\rangle_{G}$ can be 0.]

### 8.5. Applications to Finite Groups

Enough representation theory has been developed to prove three celebrated and powerful theorems about finite groups due to Burnside, Frobenius, and Wielandt. Each of these is a criterion for the nonsimplicity of a group.

We approach Burnside's theorem through a lemma.
8.5.1. Let $\rho$ be an irreducible representation of degree $n$ of a finite group $G$ over the complex field $\mathbb{C}$. Denote the character of $\rho$ by $\chi$. Suppose that $g$ is an element of $G$ with exactly $l$ conjugates and that $(l, n)=1$. Then either $(g) \chi=$ 0 or $g^{\rho}$ is scalar.

Proof. We saw in 8.3.10 that $l(g) \chi / n$ is an algebraic integer. Since $(l, n)=1$, there are integers $r$ and $s$ such that $1=r l+s n$. Hence by 8.3.8

$$
t=\frac{(g) \chi}{n}=\frac{r l(g) \chi}{n}+s(g) \chi
$$

is an algebraic integer.
Let $f_{1}, \ldots, f_{n}$ be the characteristic roots of $g^{\rho}$, so that $(g) \chi=f_{1}+\cdots+f_{n}$ and $|t|=\left|\sum_{i=1}^{n} f_{i}\right| / n$. Since each $f_{i}$ is a root of unity, $\left|f_{i}\right|=1$ and hence $|t| \leq$ 1. Suppose that the $f_{i}$ are not all equal; then $|t|=\left|\sum_{i=1}^{n} f_{i}\right| / n<1$. Let $\alpha$ be an automorphism of the field $\mathbb{Q}\left(f_{1}, \ldots, f_{n}\right)$; then the $f_{i}^{\alpha}$ are not all equal, so $\left|t^{\alpha}\right|<1$ in the same way. Thus the product $u$ of all the $t^{\alpha}$ satisfies $|u|<1$. However $u^{\alpha}=u$ for all automorphisms $\alpha$. By the fundamental theorem of Galois theory $u \in \mathbb{Q}$. But $u$ is an algebraic integer since $t$ is; thus $u$ is an integer by 8.3.9. Hence $u=0$ and therefore $t=0$, which shows that ( $g$ ) $\chi=$ 0 .

Finally, if the $f_{i}$ are all equal, then $g^{\rho}$ is scalar, as may be seen by applying Maschke's Theorem to the restriction of $\rho$ to $\langle g\rangle$.
8.5.2 (Burnside). If the finite group $G$ has a conjugacy class with exactly $p^{m}>1$ elements where $p$ is prime, then $G$ is not simple.

Proof. Assume that $G$ is simple-of course $G$ cannot be abelian. Let $g$ in $G$ have $p^{m}$ conjugates. Suppose that $\rho$ is a nontrivial irreducible $\mathbb{C}$-representation of $G$ with character $\chi$; assume $(g) \chi \neq 0$ and that $p$ does not divide the degree of $\chi$. Then it follows from 8.5.1 that $g^{\rho}$ is scalar and hence central in $G^{\rho}$. But $G$ is simple and $\rho$ is not the trivial representation, so $\operatorname{Ker} \rho=1$ and $G \simeq G^{\rho}$. Consequently $g=1$, which gives the contradiction $p^{m}=1$. Hence (g) $\chi=0$ for every nontrivial irreducible character $\chi$ whose degree is prime to $p$.

Let $\psi$ be the character of the right regular representation $\sigma$ of $G$. Then by Exercise 8.3.12 we can write $\psi=\sum_{i} l_{i} \chi_{i}$ where $\chi_{1}, \ldots, \chi_{h}$ are the distinct irreducible $\mathbb{C}$-characters of $G$ and $l_{i}$ is the degree of $\chi_{i}$. Thus $l_{1}=1$ if $\chi_{1}$ is the trivial character. It follows from the previous paragraph that $(g) \psi \equiv$ $1 \bmod p$. However $g^{\sigma}$ has no fixed points, which implies that $(g) \psi=0$ : we have reached a contradiction.

The famous solubility criterion of Burnside is now easily attained.
8.5.3 (The Burnside $p-q$ Theorem). If $p$ and $q$ are primes, a group of order $p^{m} q^{n}$ is soluble.

Proof. Suppose the theorem to be false and choose a counterexample $G$ of smallest order. If $N$ were a proper nontrivial normal subgroup, both $N$ and $G / N$ would be soluble by minimality of $G$; thus $G$ would be soluble. Consequently $G$ must be simple. Let $Q$ be a Sylow $q$-subgroup of $G$; then $Q \neq 1$ since certainly $G$ cannot be a $p$-group. Choose a nontrivial element $g$ in $\zeta Q$ (using 1.6.14). Then $\left|G: C_{G}(g)\right|$ equals a power of $p$ greater than 1 since $Q \leq$ $C_{G}(g) \neq G$. However, this is impossible by 8.5.2.

Remark. Wielandt and Kegel have proved that a finite group which is the product of two nilpotent subgroups is soluble. This represents a generalization of 8.5.3. For a proof see [b6].

## The Frobenius-Wielandt Theorems

8.5.4 (Wielandt). Suppose that $G$ is a finite group with subgroups $H$ and $K$ such that $K \triangleleft H$ and $H \cap H^{x} \leq K$ for all $x$ in $G \backslash H$. Let $N$ be the set of elements of $G$ which do not belong to any conjugate of $H \backslash K$. Then $N$ is a normal subgroup of $G$ such that $G=H N$ and $H \cap N=K$.

This is perhaps the most famous of all criteria for nonsimplicity, especially the case $K=1$, which is due to Frobenius.

Proof. (i) Observe that if $H=K$, then $N=G$ and the result is certainly true. We assume henceforth that $K<H$. Write $|H|=h,|K|=k$, and $|G|=m$.
(ii) It is sufficient to prove that $N$ is a subgroup; for suppose that this has been accomplished. Then $N \triangleleft G$ since clearly $g^{-1} N g=N$ for all $g$ in $G$. If $x \in N_{G}(H)$, one has $K<H=H \cap H^{x}$, whence $x \in H$ by the hypothesis and $H$ is self-normalizing. It follows that if $\left\{t_{1}, \ldots, t_{r}\right\}$ is a right transversal to $H$ in $G$, then $H^{t_{1}}, \ldots, H^{t_{r}}$ are the distinct conjugates of $H$. Since $H \cap H^{t_{i j} t_{j}^{-1}} \leq K$ if $i \neq j$, the subsets $(H \backslash K)^{t_{i}}$ are mutually disjoint. Now any $g$ in $G$ may be written in the form $h t_{i}$ with $h \in H$; thus $(H \backslash K)^{g}=(H \backslash K)^{t_{i}}$ since $K \triangleleft H$. Therefore $U=\bigcup_{g \in G}(H \backslash K)^{g}$ equals $\bigcup_{i=1}^{r}(H \backslash K)^{t_{i}}$, which has exactly $r(h-k)$ elements. Since $m=r h$, we obtain $|N|=|G|-|U|=r k$. Now $K \cap(H \backslash K)^{g}=\varnothing$; this is clear if $g \in H$, while if $g \notin H$, we have $K \cap(H \backslash K)^{g} \subseteq\left(\left(H^{g^{-1}} \cap H\right) \backslash K\right)^{g}$, which is empty because $H^{g^{-1}} \cap H \leq K$. Consequently $K \leq H \cap N$; but $H \cap N \leq K$ is clear, so $H \cap N=K$. Therefore $|H N|=|H| \cdot|N| /|H \cap N|=m=|G|$ and $G=H N$.
(iii) Introduction of character theory (all characters are over $\mathbb{C}$ ). Consider an irreducible nontrivial representation of $H$ which maps $K$ to 1 -such certainly exist since $K \triangleleft H$. Let $\psi$ be the character of the representation. Then $f=(1) \psi$ is the degree of $\psi$ and also $(x) \psi=f$ for all $x$ in $K$. We introduce a function $\varphi: H \rightarrow \mathbb{C}$ defined by

$$
\varphi=f \psi_{1}-\psi
$$

where $\psi_{1}$ is the trivial character of $H$. Then $\varphi$ is a class function on $H$ and $(x) \varphi=0$ for all $x$ in $K$. Define $\varphi^{*}: G \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
\varphi^{*}=f \psi_{1}^{G}-\psi^{G} ; \tag{9}
\end{equation*}
$$

this is a class function on $G$.
(iv) The restriction of $\varphi^{*}$ to $H$ equals $\varphi$. By 8.4 .3 and the definition of $\varphi^{*}$ we have

$$
\begin{equation*}
\text { (y) } \varphi^{*}=\frac{1}{h} \sum_{x \in G}\left(x y x^{-1}\right) \varphi \tag{10}
\end{equation*}
$$

where it is understood that $\psi_{1}$ and $\psi$ are 0 outside $H$. Let $y \in H$. If $\left(x y x^{-1}\right) \varphi \neq 0$, then $x y x^{-1}$ must belong to $H \backslash K$ since $\varphi$ is 0 on $G \backslash H$ and $K$. In this event $x y x^{-1} \in\left(H \cap H^{x^{-1}}\right) \backslash K$, so that $x \in H$. Hence $(y) \varphi^{*}=$ $(1 / h) \sum_{x \in H}\left(x y x^{-1}\right) \varphi=(y) \varphi$ since $\varphi$ is a class function on $H$.
(v) $\left\langle\varphi^{*}, \varphi^{*}\right\rangle_{G}=\langle\varphi, \varphi\rangle_{H}=f^{2}+1$. Since $\varphi$ is zero on $N$, so is $\varphi^{*}$ by (10). Therefore

$$
\begin{equation*}
\left\langle\varphi^{*}, \varphi^{*}\right\rangle_{G}=\frac{1}{m} \sum_{x \in G}(x) \varphi^{*}\left(x^{-1}\right) \varphi^{*}=\frac{1}{m} \sum_{x \in G}(x) \varphi^{*}\left(x^{-1}\right) \varphi^{*} . \tag{11}
\end{equation*}
$$

Now $\varphi^{*}$ is a class function on $G$, so $\left(x^{t_{i}}\right) \varphi^{*}=(x) \varphi^{*}=(x) \varphi$ if $x \in H$. Since $G \backslash N$ is the union of all the ( $H \backslash K)^{t_{i}}$, equation (11) becomes

$$
\left\langle\varphi^{*}, \varphi^{*}\right\rangle_{G}=\frac{|G: H|}{|G|} \sum_{x \in H}(x) \varphi \cdot\left(x^{-1}\right) \varphi=\langle\varphi, \varphi\rangle_{H}
$$

-keep in mind that $|G: H|$ is the number of conjugates of $H$ in $G$. Finally $\langle\varphi, \varphi\rangle_{H}=f^{2}+1$ by definition of $\varphi$.
(vi) $\psi$ is the restriction to $H$ of some irreducible character $\psi^{\prime}$ of $G$. Let $\chi_{1}, \ldots, \chi_{s}$ be the distinct irreducible characters of $G$, the trivial character being $\chi_{1}$. Since $\varphi^{*}$ is a class function, we can write $\varphi^{*}=\sum_{i=1}^{s} c_{i} \chi_{i}$ where $c_{i}=\left\langle\varphi^{*}, \chi_{i}\right\rangle_{G}=f\left\langle\psi_{1}^{G}, \chi_{i}\right\rangle_{G}-\left\langle\psi^{G}, \chi_{i}\right\rangle_{G}$, which is an integer (by 8.3.3). Moreover by the Frobenius Reciprocity Theorem (8.4.4)

$$
\begin{aligned}
c_{1} & =f\left\langle\psi_{1}^{G}, \chi_{1}\right\rangle_{G}-\left\langle\psi^{G}, \chi_{1}\right\rangle_{G} \\
& =f\left\langle\psi_{1}, \psi_{1}\right\rangle_{H}-\left\langle\psi, \psi_{1}\right\rangle_{H} \\
& =f
\end{aligned}
$$

since $\psi \neq \psi_{1}$. Also,

$$
\sum_{i=1}^{s} c_{i}^{2}=\left\langle\varphi^{*}, \varphi^{*}\right\rangle_{G}=f^{2}+1
$$

by (v). Therefore $\sum_{i=2}^{s} c_{i}^{2}=1$ and some $c_{i}= \pm 1$, all other $c_{j}$ 's being 0 if $j>1$. Thus $\varphi^{*}=f \chi_{1} \pm \chi_{i}$. Now (1) $\varphi^{*}=(1) \varphi=0$ by (iv), whence $0=$ $f \pm(1) \chi_{i}$. This shows that the negative sign is the correct one and (1) $\chi_{i}=f$. Therefore $\varphi^{*}=f \chi_{1}-\chi_{i}$. If $x \in H$, we have $(x) \chi_{i}=f-(x) \varphi^{*}=f-(x) \varphi=$ $(x) \psi$. Hence $\left(\chi_{i}\right)_{H}=\psi$ and we can take $\psi^{\prime}$ to be $\chi_{i}$.
(vii) Let $\Psi$ denote the set of all nontrivial irreducible characters of $H$ that are constant on $K$. Define $I=\bigcap \operatorname{Ker} \psi^{\prime}$, the intersection being formed
over all $\psi$ in $\Psi$ : here, of course, $\operatorname{Ker} \psi^{\prime}$ means the kernel of the associated representation. Clearly $I \triangleleft G$. We shall show that $I=N$, thus completing the proof.

Let $x \in N$ and $\psi \in \Psi$. Then $0=(x) \varphi^{*}$ where $\varphi^{*}$ is given by (9). Hence $(x) \psi^{\prime}=f$ since $\varphi^{*}=f \chi_{1}-\psi^{\prime}$. Let $\rho$ be the representation of $G$ with character $\psi^{\prime}$; then the characteristic roots of $x^{\rho}$, which are roots of unity, add up to $f$, the degree of $\rho$. Therefore these characteristic roots all equal 1. Applying Maschke's Theorem and 8.1.6 to $\left.\rho\right|_{\langle x\rangle}$, we conclude that $x^{\rho}=1$ and thus $x \in \operatorname{Ker} \rho$. Hence $x \in I$ and $N \subseteq I$.

Finally let $x \in H \backslash K$. Then there is a nontrivial irreducible representation $\sigma$ of $H$, constant on $K$, that does not map $x$ to 1 -otherwise by Maschke's Theorem $x K$ would belong to the kernel of the regular representation, which, of course, is faithful. If the character of $\sigma$ is $\psi$, then $x \notin \operatorname{Ker} \psi$, whence $x \notin \operatorname{Ker} \psi^{\prime}$ and $x \notin I$. Thus $I$ contains no element of $(H / K)^{g}$ for any $g$, from which it follows that $I \subseteq N$ and $I=N$.

## Frobenius Groups

The most important case of 8.5 .4 is when $K=1$.
8.5.5 (Frobenius). If $G$ is a finite group with a subgroup $H$ such that $H \cap H^{x}=1$ for all $x$ in $G \backslash H$, then $N=G \backslash \bigcup_{x \in G}(H \backslash 1)^{x}$ is a normal subgroup of $G$ such that $G=H N$ and $H \cap N=1$.

A group $G$ which has a proper nontrivial subgroup $H$ with the above property is called a Frobenius group. $H$ is called a Frobenius complement and $N$ the Frobenius kernel. We shall prove in Chapter 10 the important theorem of Thompson that $N$ is always nilpotent.

Frobenius groups arise in a natural way as transitive permutation groups-for example, we observed in 7.1 that the group $H(q)$ is a Frobenius group. In fact there is a characterization of Frobenius groups in terms of permutation groups.

### 8.5.6.

(i) If $G$ is a Frobenius group with complement $H$, the action of $G$ on the right cosets of $H$ yields a faithful representation of $G$ as a transitive nonregular permutation group in which no nontrivial element has more than one fixed point.
(ii) Let $G$ be a transitive but nonregular permutation group in which no nontrivial element has more than one fixed point. Then $G$ is a Frobenius group. The Frobenius kernel consists of 1 and all elements of $G$ with no fixed points.

Proof. (i) Suppose that $g$ in $G$ fixes two distinct right cosets $H x$ and $H y$. Then $H x g=H x$ and $H y g=H y$, equations which imply that $g \in H^{x} \cap H^{y}$. Since $y x^{-1} \notin H$, this yields $g=1$.
(ii) Let $G$ act on a set $X$. Choose $a$ from $X$ and write $H=\operatorname{St}_{G}(a)$. If $g \in$ $G \backslash H$, then $H \cap H^{g}$ consists of the elements of $G$ that fix the distinct points $a$ and $a g$. Hence $H \cap H^{g}=1$ and $G$ is a Frobenius group. The statement about the Frobenius kernel follows from the definition.

## Exercises 8.5

1. Prove the following generalization of the Burnside $p-q$ Theorem: a finite group with a nilpotent subgroup of prime-power index is soluble.
2. The center of a Frobenius group is always trivial.
3. The dihedral group $D_{2 n}$ is a Frobenius group if and only if $n$ is odd and $>1$.
4. Let $P$ be an extra-special group of exponent 7 and order $7^{3}$. Let $a$ and $b$ be generators and put $c=[a, b]$. The assignments $a \mapsto a^{2} c, b \mapsto b^{2}, c \mapsto c^{4}$ determine an automorphism of order 3. Show that the semidirect product $\langle\alpha\rangle \ltimes P$ is a Frobenius group with nonabelian kernel.
5. Let $G$ be a Frobenius group with kernel $N$. Prove that $C_{G}(x) \leq N$ for all $1 \neq x \in$ $N$.
6. If $G$ is a Frobenius group with kernel $N$, then $|G: N|$ divides $|N|-1$.
7. Let $G$ be a Frobenius group with kernel $N$. If $L \triangleleft G$, prove that either $L \leq N$ or $N \leq L$. [Hint: Assume that $L \not \approx N$ and show that $|N|$ divides $|L|$.]

## CHAPTER 9

## Finite Soluble Groups

The foundations of the theory of finite soluble groups were laid in an influential series of papers by P. Hall between 1928 and 1937. After 1950 the subject developed further thanks to the work of R.W. Carter, W. Gaschütz, B. Huppert, and others. This activity has resulted in a theory of great elegance. Here we can only present a small part of this theory; for a complete account see the recently published book [b19].

### 9.1. Hall $\pi$-Subgroups

Let $G$ be a group and let $\pi$ be a nonempty set of primes. A Sylow $\pi$ subgroup of $G$ is defined to be a maximal $\pi$-subgroup. While Sylow $\pi$-subgroups always exist, they are usually not conjugate if $\pi$ contains more than one prime.

A more useful concept is that of a Hall $\pi$-subgroup. If $G$ is a finite group, a $\pi$-subgroup $H$ such that $|G: H|$ is a $\pi^{\prime}$-number is called a Hall $\pi$-subgroup of $G$. It is rather obvious that every Hall $\pi$-subgroup is a Sylow $\pi$-subgroup. In general, however, $G$ need not contain any Hall $\pi$-subgroups. For example, a Hall $\{3,5\}$-subgroup of $A_{5}$ would have index 4 , but $A_{5}$ has no such subgroups (why?). We shall shortly see that in a finite soluble group Hall $\pi$-subgroups always exist and form a single conjugacy class. Notice that the terms "Hall $p$-subgroup" and "Sylow $p$-subgroup" are synonymous for finite groups in view of Sylow's Theorem.

The normal $\pi$-subgroups of a group $G$ play a special role. Suppose that $H$ and $K$ are $\pi$-subgroups and $K \triangleleft G$. Then clearly $H \cap K$ and $H K / K$ are $\pi$-groups, from which it follows that $H K$ is a $\pi$-group. Consequently the
subgroup generated by all the normal $\pi$-subgroups of $G$ is a $\pi$-group. This is the unique maximum normal $\pi$-subgroup of $G$; it is denoted by

$$
\mathrm{O}_{\pi}(G) .
$$

The following properties of this subgroup are useful.
9.1.1. Let $G$ be any group and $\pi$ a set of primes.
(i) If $H$ is a subnormal $\pi$-subgroup of $G$, then $H \leq \mathrm{O}_{\pi}(G)$.
(ii) $\mathrm{O}_{\pi}(G)$ is the intersection of all the Sylow $\pi$-subgroups of $G$.

Proof. (i) By hypothesis there is a series $H=H_{0} \triangleleft H_{1} \triangleleft \cdots \triangleleft H_{l}=G$. If $l \leq 1$, then $H \triangleleft G$ and $H \leq \mathrm{O}_{\pi}(G)$ by definition. Assuming that $l>1$, we have by induction on $l$ that $H \leq \mathrm{O}_{\pi}\left(H_{l-1}\right)$. But the latter subgroup is characteristic in $H_{l-1}$ and hence normal in $G$. Thus $\mathrm{O}_{\pi}\left(H_{l-1}\right) \leq \mathrm{O}_{\pi}(G)$ and $H \leq$ $\mathrm{O}_{\pi}(G)$.
(ii) Let $R=\mathrm{O}_{\pi}(G)$ and let $S$ be a Sylow $\pi$-subgroup of $G$. Then $R S$ is a $\pi$-group, by the argument of the paragraph preceding this proof; therefore $R \leq S$ by maximality of $S$. On the other hand, the intersection of all the Sylow $\pi$-subgroups is certainly normal in $G$, so it is contained in $R$.

In particular it follows that $\mathrm{O}_{\pi}(G)$ is contained in every Hall $\pi$-subgroup of $G$.

## The Schur-Zassenhaus Theorem

The following theorem must be reckoned as one of the truly fundamental results of group theory.
9.1.2 (Schur, Zassenhaus). Let $N$ be a normal subgroup of a finite group $G$. Assume that $|N|=n$ and $|G: N|=m$ are relatively prime. Then $G$ contains subgroups of order $m$ and any two of them are conjugate in $G$.

We pause to introduce a useful piece of terminology. If $H$ is a subgroup of a group $G$, a subgroup $K$ is called a complement of $H$ in $G$ if

$$
G=H K \quad \text { and } \quad H \cap K=1 .
$$

The reader will recognize that 9.1 .2 simply asserts that complements of $N$ exist and any two are conjugate. There is yet another formulation of 9.1.2: if $\pi$ is the set of prime divisors of $m$, then Hall $\pi$-subgroups of $G$ exist and any two are conjugate.

Proof of 9.1.2. (i) Case: $N$ abelian. Let $Q=G / N$. Since $N$ is abelian, it can be made into a $Q$-module via the well-defined action $a^{N g}=a^{g}$. From each coset $x$ in $Q$ we choose a representative $t_{x}$, so that the set $\left\{t_{x} \mid x \in Q\right\}$ is a
transversal to $N$ in $G$. Since $t_{x} t_{y}$ belongs to the $\operatorname{coset} t_{x} t_{y} N=t_{x y} N$, there is an element $c(x, y)$ of $N$ such that

$$
t_{x} t_{y}=t_{x y} c(x, y)
$$

By applying this equation and the associative law $\left(t_{x} t_{y}\right) t_{z}=t_{x}\left(t_{y} t_{z}\right)$ one obtains the relation

$$
\begin{equation*}
c(x y, z) \cdot c(x, y)^{z}=c(x, y z) \cdot c(y, z) \tag{1}
\end{equation*}
$$

which holds for all $x, y$, and $z$ in $Q$.
Next consider the element of $N$

$$
d(y)=\prod_{x \in Q} c(x, y) .
$$

Forming the product of the equations (1) over all $x$ in $Q$, we find that $d(z) \cdot d(y)^{z}=d(y z) \cdot c(y, z)^{m}$ because $N$ is abelian; thus

$$
\begin{equation*}
d(y z)=d(y)^{z} d(z) c(y, z)^{-m} \tag{2}
\end{equation*}
$$

Since $(m, n)=1$, there is an element $e(y)$ of $N$ such that $e(y)^{m}=d(y)^{-1}$, and (2) becomes $e(y z)^{-m}=\left(e(y)^{z} e(z) c(y, z)\right)^{-m}$. Hence

$$
e(y z)=e(y)^{z} e(z) c(y, z)
$$

We define $s_{x}$ to be $t_{x} e(x)$ and compute

$$
s_{y} s_{z}=t_{y} t_{z} e(y)^{z} e(z)=t_{y z} c(y, z) e(y)^{z} e(z)=t_{y z} e(y z)=s_{y z}
$$

Consequently the mapping $x \mapsto s_{x}$ is a homomorphism $\theta: Q \rightarrow G$. Now $s_{x}=$ 1 implies that $t_{x} \in N$ and $x=N=1_{Q}$. Hence $\theta$ is injective, $\operatorname{Im} \theta \simeq Q$, and $|\operatorname{Im} \theta|=m$.

Now suppose that $H$ and $H^{*}$ are two subgroups of order $m$. Then $G=H N=H^{*} N$ and $H \cap N=1=H^{*} \cap N$. Let $x$ in $Q$ map to $u_{x}$ and $u_{x}^{*}$ respectively under the canonical homomorphisms $Q=H N / N \rightarrow H$ and $Q=H^{*} N / N \rightarrow H^{*}$. Then $u_{x}^{*}=u_{x} a(x)$ where $a(x) \in N$. But $u_{x y}^{*}=u_{x}^{*} u_{y}^{*}=$ $u_{x} a(x) u_{y} a(y)=u_{x y} a(x)^{y} a(y)$, whence we deduce the relation

$$
\begin{equation*}
a(x y)=a(x)^{y} a(y) \tag{3}
\end{equation*}
$$

Define $b=\prod_{x \in Q} a(x)$. Forming the product of the equations (3) over all $x$ in $Q$, we obtain $b=b^{y} a(y)^{m}$. Since $(m, n)=1$, it is possible to write $b=c^{m}$ with $c$ in $N$. Then the preceding equation becomes $c=c^{y} a(y)$ or $a(y)=$ $c^{-y} c$. Therefore $u_{y}^{*}=u_{y} a(y)=u_{y} c^{-y} c=c^{-1} u_{y} c$, because $c^{-y}=\left(c^{-1}\right)^{u_{y}}$. Hence $H^{*}=c^{-1} H c$.
(ii) Existence-The general case. We use induction on $|G|$. Let $p$ be a prime dividing $|N|$ and $P$ a Sylow $p$-subgroup of $N$. Write $L=N_{G}(P)$ and $C=\zeta P$. Then $L \leq N_{G}(C)=M$, say, since $C$ is characteristic in $P$. By the Frattini argument (5.2.14) we have $G=L N$ and a fortiori $G=M N$. Let $N_{1}$ denote the normal subgroup $N \cap M$ of $M$ and observe that $\left|M: N_{1}\right|=$ $|G: N|=m$. We may apply the induction hypothesis to the group $M / C$ on
noting that $C \neq 1$. Let $X / C$ be a subgroup of $M / C$ with order $m$. Since $|X: C|=m$ is relatively prime to $|C|$, we can apply (i) to conclude that $X$ has a subgroup of order $m$.
(iii) Conjugacy-The case $G / N$ soluble. Denote by $\pi$ the set of prime divisors of $m$ and write $R=\mathrm{O}_{\pi}(G)$. Let $H$ and $K$ be two subgroups of $G$ both of which have order $m$. Then $R \leq H \cap K$ since $H$ and $K$ are Hall $\pi$-subgroups of $G$. Evidently we may pass to the group $G / R$. Observe that $\mathrm{O}_{\pi}(G / R)=1$, so we may as well suppose that $R=1$. Of course we can also assume that $m>1$, so that $N \neq G$.

Let $L / N$ be a minimal normal subgroup of $G / N$. Since the latter is soluble, $L / N$ is an elementary abelian $p$-group for some prime $p$ in $\pi$. Now $H \cap L$ is a Sylow $p$-subgroup of $L$ because $H \cap L \simeq(H \cap L) N / N \leq L / N$ and $|L: H \cap L|=|H L: H|$ is a $p^{\prime}$-number. The same is true of $K \cap L$. Thus Sylow's Theorem may be applied to give $H \cap L=(K \cap L)^{g}=K^{g} \cap L$ for some $g$ in $G$. Writing $S$ for $H \cap L$, we conclude that $S \triangleleft\left\langle H, K^{g}\right\rangle=J$, say.

Suppose that $J=G$, so that $S \triangleleft G$. Then, because $S$ is a $\pi$-group, $S \leq$ $R=1$; thus $L$ is a $p^{\prime}$-group. However this cannot be true since $L / N$ is a $p$-group. It follows that $J \neq G$. We can now use induction on $|G|$ to conclude that $H$ and $K^{g}$ are conjugate in $J$, whence we derive the conjugacy of $H$ and $K$.
(iv) Conjugacy-The case $N$ soluble. If $H$ and $K$ are subgroups of $G$ with order $m$, then $H N^{\prime} / N^{\prime}$ and $K N^{\prime} / N^{\prime}$ are conjugate by (i). Hence $H^{g} \leq K N^{\prime}$ for some $g$ in $G$. By induction on the derived length of $N$ we conclude that $H^{g}$ and $K$ are conjugate, being subgroups of order $m$ in the group $K N^{\prime}$. Hence $H$ and $K$ are conjugate.
(v) Conjugacy-The general case. Since the integers $m$ and $n$ are relatively prime, at least one of them is odd, and the Feit-Thompson Theorem (see the discussion following 5.4.1) implies that either $N$ or $G / N$ is soluble. The result now follows from (iii) and (iv).

Notice that the Feit-Thompson Theorem is only required to prove conjugacy, and then only if we do not know a priori that either $N$ or $G / N$ is soluble.

The following corollary of 9.1.2 is important.
9.1.3. With the notation of 9.1 .2 , let $m_{1}$ be a divisor of $m$. Then a subgroup of $G$ with order $m_{1}$ is contained in a subgroup of order $m$.

Proof. Let $H$ and $H_{1}$ be subgroup of $G$ with orders $m$ and $m_{1}$ respectively. Then $G=H N$ and $H_{1} N=\left(H_{1} N\right) \cap(H N)=\left(\left(H_{1} N\right) \cap H\right) N$, which shows that the order of $\left(H_{1} N\right) \cap H$ equals $\left|H_{1} N: N\right|=\left|H_{1}\right|=m_{1}$. By 9.1.2 we conclude that $H_{1}=\left(\left(H_{1} N\right) \cap H\right)^{g} \leq H^{g}$ for some $g$ in $G$; of course $\left|H^{g}\right|=m$.

## $\pi$-Separable Groups

Let $G$ be a finite group and let $\pi$ be a nonempty set of primes. Then $G$ is said to be $\pi$-separable if it has a series each factor of which is either a $\pi$ group or a $\pi^{\prime}$-group. For example, a finite soluble group is $\pi$-separable for all $\pi$ : to see this one simply refines the derived series by inserting the $\pi$ component of each factor. Notice that $\pi$-separability is identical with $\pi^{\prime}$ separability. It is also very easy to prove that every subgroup and every image of a $\pi$-separable group are likewise $\pi$-separable.

## The Upper $\pi^{\prime} \pi$-Series

If $G$ is an arbitrary group, the upper $\pi^{\prime} \pi$-series is generated by repeatedly applying $\mathrm{O}_{\pi^{\prime}}$ and $\mathrm{O}_{\pi}$. This is, then, the series

$$
1=P_{0} \triangleleft N_{0} \triangleleft P_{1} \triangleleft N_{1} \triangleleft \cdots \triangleleft P_{m} \triangleleft N_{m} \cdots
$$

defined by

$$
N_{i} / P_{i}=\mathrm{O}_{\pi^{\prime}}\left(G / P_{i}\right) \quad \text { and } \quad P_{i+1} / N_{i}=\mathrm{O}_{\pi}\left(G / N_{i}\right)
$$

It is somtimes convenient to write the first few terms $N_{0}, P_{1}, N_{1}, \ldots$ as

$$
\mathrm{O}_{\pi^{\prime}}(G), \quad \mathrm{O}_{\pi^{\prime} \pi}(G), \quad O_{\pi^{\prime} \pi \pi^{\prime}}(G), \ldots
$$

What we have here is a series of characteristic subgroups whose factors are alternately $\pi^{\prime}$-groups and $\pi$-groups.
9.1.4. Let $G$ be a finite $\pi$-separable group and let $1=H_{0} \triangleleft K_{0} \triangleleft H_{1} \triangleleft$ $K_{1} \triangleleft \cdots \triangleleft H_{m} \triangleleft K_{m}=G$ be a $\pi^{\prime} \pi$-series, that is, such that $K_{i} / H_{i}$ is a $\pi^{\prime}$ group and $H_{i+1} / K_{i}$ is $\pi$-group. Then $H_{i} \leq P_{i}$ and $K_{i} \leq N_{i}$ where $P_{i}$ and $N_{i}$ are terms of the upper $\pi^{\prime} \pi$-series of $G$. In particular, $N_{m}=G$.

Proof. Suppose that the inclusion $H_{i} \leq P_{i}$ has been proved-it is of course true if $i=0$. Then $K_{i} P_{i} / P_{i}$ is a subnormal $\pi^{\prime}$-subgroup of $G / P_{i}$, whence $K_{i} \leq$ $N_{i}$ by 9.1.1(i). Thus $H_{i+1} N_{i} / N_{i}$ is a subnormal $\pi$-subgroup of $G / N_{i}$ and $H_{i+1} \leq P_{i+1}$. The result now follows by induction.

It follows that a finite group $G$ is $\pi$-separable if and only if coincides with a term of its upper $\pi^{\prime} \pi$-series. Moreover the upper $\pi^{\prime} \pi$-series is a shortest $\pi^{\prime} \pi$-series; its length is termed the $\pi$-length of $G$

$$
l_{\pi}(G)
$$

We take note of a simple characterization of $\pi$-separable groups.
9.1.5. The following properties of the finite group $G$ are equivalent:
(i) $G$ is $\pi$-separable;
(ii) every principal factor of $G$ is a $\pi$ or a $\pi^{\prime}$-group;
(iii) every composition factor of $G$ is $a \pi$-group or a $\pi^{\prime}$-group.

Proof. (i) $\rightarrow$ (ii). If $G$ is $\pi$-separable, then so is every principal factor; but the latter are characteristically simple, so by 9.1.4 each one is either a $\pi$-group or a $\pi^{\prime}$-group.
(ii) $\rightarrow$ (iii). Simply refine a principal series to a composition series.
(iii) $\rightarrow$ (i). This is obvious.

## Hall $\pi$-Subgroups of $\pi$-Separable Groups

The most important property of $\pi$-separable groups is that Hall $\pi$-subgroups exist and are conjugate.
9.1.6 (P. Hall, Čunihin). Let the finite group $G$ be $\pi$-separable. Then every $\pi$-subgroup is contained in a Hall $\pi$-subgroup of $G$ and any two Hall $\pi$-subgroups are conjugate in $G$.

Proof. Since each $\pi$-subgroup is contained in a Sylow $\pi$-subgroup, it suffices to prove that a Sylow $\pi$-subgroup $P$ is a Hall $\pi$-subgroup and that all such subgroups are conjugate. This will be accomplished by induction on $|G|$, which we suppose greater than 1 . Let $R=\mathrm{O}_{\pi}(G)$ and assume first that $R \neq 1$. Then $R \leq P$ and by induction $P / R$ is a Hall $\pi$-subgroup of $G / R$. Of course it follows that $P$ is a Hall $\pi$-subgroup of $G$. If $Q$ is another Hall $\pi$-subgroup of $G$, then $P / R$ and $Q / R$ are conjugate, whence $P$ and $Q$ are conjugate.

Now assume that $R=1$. Since $G$ is $\pi$-separable and $G \neq 1$, we have $S=$ $\mathrm{O}_{\pi^{\prime}}(G) \neq 1$. Of course $P S / S$ is a $\pi$-group and by induction it is contained in a Hall $\pi$-subgroup $Q / S$ of $G / S$. By 9.1.3 the $\pi$-subgroup $P$ is contained in a Hall $\pi$-subgroup $P^{*}$ of $Q$. But $P$ is a Sylow $\pi$-subgroup, so $P=P^{*}$ and $P$ is a Hall $\pi$-subgroup of $Q$ and hence of $G$. If $P_{1}$ is any other Hall $\pi$-subgroup of $G$, then $P S / S$ and $P_{1} S / S$ are conjugate; for these are surely Hall $\pi$ subgroups of $G / S$. Thus $P_{1}^{g} \leq P S$ for some $g$ in $G$. But now the SchurZassenhaus Theorem may be applied to $P S$ to show that $P$ and $P_{1}^{g}$ are conjugate.

The most important case of 9.1 .6 is when $G$ is soluble: this is the original theorem of P. Hall and we shall restate it as
9.1.7 (P. Hall). If $G$ is a finite soluble group, then every $\pi$-subgroup is contained in a Hall $\pi$-subgroup of $G$. Moreover all Hall $\pi$-subgroups of are conjugate.

It is a remarkable fact that the converse of 9.1.7 holds: the existence of Hall $\pi$-subgroups for all $\pi$ implies solubility.
9.1.8 (P. Hall). Let $G$ be a finite group and suppose that for every prime $p$ there exists a Hall p'-subgroup. Then $G$ is soluble.

Proof. Assume that the theorem is false and let a counterexample $G$ of smallest order be chosen. Suppose that $N$ is a proper nontrivial normal subgroup of $G$. If $H$ is a Hall $p^{\prime}$-subgroup of $G$, it is evident that $H \cap N$ and $H N / N$ are Hall $p^{\prime}$-subgroups of $N$ and $G / N$ respectively. Therefore $N$ and $G / N$ are soluble groups by minimality of $G$. But this leads to the contradiction that $G$ is soluble. Consequently $G$ must be a simple group.

Write $|G|=p_{1}^{e_{1}} \cdots p_{k}^{e_{k}}$ where $e_{i}>0$ and $p_{1}, \ldots, p_{k}$ are distinct primes. Burnside's theorem (8.5.3) shows that $k>2$. Let $G_{i}$ be a Hall $p_{i}^{\prime}$-subgroup of $G$ and put $H=G_{3} \cap \cdots \cap G_{k}$. Then $\left|G: G_{i}\right|=p_{i}^{e_{i}}$. By 1.3.11 we have $|G: H|=\prod_{i=3}^{k} p_{i}^{e_{i}}$, whence $|H|=p_{1}^{e_{1}} p_{2}^{e_{2}}$ and $H$ is soluble, by Burnside's theorem once again. Let $M$ be a minimal normal subgroup of $H$; then $M$ is an elementary abelian $p$-group where $p=p_{1}$ or $p_{2}$, let us say the former. Now
 subgroup of $H$ and consequently $M \leq H \cap G_{2} \leq G_{2}$. Also $\left|H \cap G_{1}\right|=p_{2}^{e_{2}}$ by the same reasoning. Hence $G=\left(H \cap G_{1}\right) G_{2}$ by consideration of order. It follows that $M^{G}=M^{G_{2}} \leq G_{2}<G$, and $M^{G}$ is a proper nontrivial normal subgroup of $G$. This is a contradiction.

## Minimal Nonnilpotent Groups

Our next objective is a theorem of Wielandt asserting that if a finite group has a nilpotent Hall $\pi$-subgroup, then all Hall $\pi$-subgroups are conjugate. In order to prove this we need to have information about minimal nonnilpotent groups. Indeed knowledge of the structure of such groups is useful in many contexts.
9.1.9 (O.J. Schmidt). Assume that every maximal subgroup of a finite group $G$ is nilpotent but $G$ itself is not nilpotent. Then:
(i) $G$ is soluble;
(ii) $|G|=p^{m} q^{n}$ where $p$ and $q$ are unequal primes;
(iii) there is a unique Sylow $p$-subgroup $P$ and a Sylow $q$-subgroup $Q$ is cyclic. Hence $G=Q P$ and $P \triangleleft G$.

Proof. (i) Let $G$ be a counterexample of least order. If $N$ is a proper nontrivial normal subgroup, both $N$ and $G / N$ are soluble, whence $G$ is soluble. It follows that $G$ is a simple group.

Suppose that every pair of distinct maximal subgroups of $G$ intersects in 1. Let $M$ be any maximal subgroup: then certainly $M=N_{G}(M)$. If $|G|=$ $n$ and $|M|=m$, then $M$ has $n / m$ conjugates every pair of which intersect trivially. Hence the conjugates of $M$ account for exactly $(m-1) n / m=$ $n-n / m$ nontrivial elements. Since $m \geq 2$, we have $n-n / m \geq n / 2>(n-1) / 2$ : in addition it is clear that $n-n / m \leq n-2<n-1$. Since each nonidentity element of $G$ belongs to exactly one maximal subgroup, $n-1$ is the sum of integers lying strictly between $(n-1) / 2$ and $n-1$. This is plainly impossible.

It follows that there exist distinct maximal subgroups $M_{1}$ and $M_{2}$ whose intersection $I$ is nontrivial. Let $M_{1}$ and $M_{2}$ be chosen so that $I$ has maximum order. Write $N=N_{G}(I)$. Since $M$ is nilpotent, $I \neq N_{M_{1}}(I)$ by 5.2 .4 , so that $I<N \cap M_{1}$. Now $I$ cannot be normal in $G$; thus $N$ is proper and is contained in a maximal subgroup $M$. Then $I<N \cap M_{1} \leq M \cap M_{1}$, which contradicts the maximality of $|I|$.
(ii) Let $|G|=p_{1}^{e_{1}} \cdots p_{k}^{e_{k}}$ where $e_{i}>0$ and the $p_{i}$ are distinct primes. Assume that $k \geq 3$. If $M$ is a maximal normal subgroup, its index is prime since $G$ is soluble; let us say $|G: M|=p_{1}$. Let $P_{i}$ be a Sylow $p_{i}$-subgroup of $G$. If $i>1$, then $P_{i} \leq M$ and, since $M$ is nilpotent, it follows that $P_{i} \triangleleft G$; also the subgroup $P_{1} P_{i}$ cannot equal $G$ since $k \geq 3$. Hence $P_{1} P_{i}$ is nilpotent and thus $\left[P_{1}, P_{i}\right]=1$ (by 5.2.4). It follows that $N_{G}\left(P_{1}\right)=G$ and $P_{1} \triangleleft G$. This means that all Sylow subgroups of $G$ are normal, so $G$ is nilpotent. By this contradiction $k=2$ and $|G|=p_{1}^{e_{1}} p_{2}^{e_{2}}$. We shall write $p=p_{2}$ and $q=p_{1}$.
(iii) Let there be a maximal normal subgroup $M$ with index $q$. Then the Sylow $p$-subroup $P$ of $M$ is normal in $G$ and is evidently also a Sylow $p$ subgroup of $G$. Let $Q$ be a Sylow $q$-subgroup of $G$. Then $G=Q P$. Suppose that $Q$ is not cyclic. If $g \in Q$, then $\langle g, P\rangle \neq G$ since otherwise $Q \simeq G / P$, which is cyclic. Hence $\langle g, P\rangle$ is nilpotent and $[g, P]=1$. But this means that $[P, Q]=1$ and $G=P \times Q$, a nilpotent group. Hence $Q$ is cyclic.

## Wielandt's Theorem on Nilpotent Hall $\pi$-Subgroups

In an insoluble group Hall $\pi$-subgroups, even if they exist, may not be conjugate: for example, the simple group $\operatorname{PSL}(2,11)$ of order 660 has subgroups isomorphic with $D_{12}$ and $A_{4}$ : these are nonisomorphic Hall $\{2,3\}$-subgroups and they are certainly not conjugate. However the situation is quite different when a nilpotent Hall $\pi$-subgroup is present.
9.1.10 (Wielandt). Let the finite group $G$ possess a nilpotent Hall $\pi$-subgroup $H$. Then every $\pi$-subgroup of $G$ is contained in a conjugate of $H$. In particular all Hall $\pi$-subgroups of $G$ are conjugate.

Proof. Let $K$ be a $\pi$-subgroup of $G$. We shall argue by induction on $|K|$, which can be assumed greater than 1 . By the induction hypothesis a maxi-
mal subgroup of $K$ is contained in a conjugate of $H$ and is therefore nilpotent. If $K$ itself is not nilpotent, 9.1 .9 may be applied to produce a prime $q$ in $\pi$ dividing $|K|$ and a Sylow $q$-subgroup $Q$ which has a normal complement $L$ in $K$. Of course, if $K$ is nilpotent, this is still true by 5.2.4.

Now write $H=H_{1} \times H_{2}$ where $H_{1}$ is the unique Sylow $q$-subgroup of $H$. Since $L \neq K$, the induction hypothesis shows that $L \leq H^{g}=H_{1}^{g} \times H_{2}^{g}$ for some $g \in G$. Thus $L \leq H_{2}^{g}$ because $L$ is a $q^{\prime}$-group. Consequently $N=N_{G}(L)$ contains $\left\langle H_{1}^{g}, K\right\rangle$. Observe that $\left|G: H_{1}\right|$ is not divisible by $q$; hence $H_{1}^{g}$ is a Sylow $q$-subgroup of $N$ and by Sylow's Theorem $Q \leq\left(H_{1}^{G}\right)^{x}$ for some $x \in N$. But $L=L^{x}$ and, using $L \leq H_{2}^{g}$, we obtain

$$
K=Q L=Q L^{x} \leq H_{1}^{g x} H_{2}^{g x}=H^{g x},
$$

as required.

## Exercises 9.1

1. Let $G$ be a Frobenius group with kernel $K$. Prove that every complement of $K$ in $G$ is a Frobenius complement and that all Frobenius complements of $K$ are conjugate in $G$ (see Exercise 8.5.6).
*2. Let $N \triangleleft G$ and suppose that $|G: N|=m$ is finite and $N$ is an abelian group in which every element is uniquely expressible as an $m$ th power. Prove that $N$ has a complement in $G$ and all such complements are conjugate. [Hint: See the proof of 9.1.2.]
2. Let $G$ be a countable locally finite group (i.e., finitely generated subgroups are finite). Suppose that $N \triangleleft G$ and that elements of $N$ and $G / N$ have coprime orders. Prove that $N$ has a complement in $G$. Show also that not all the complements need be conjugate by considering the direct product of a countable infinity of copies of $S_{3}$.
3. If $H$ is a subnormal subgroup of a group $G$, prove that $\mathrm{O}_{\pi}(H)=H \cap \mathrm{O}_{\pi}(G)$.
4. Let $H$ and $K$ be $\pi$-separable subgroups of a finite group $G$. If $H$ is subnormal in $G$, prove that $\langle H, K\rangle$ is $\pi$-separable.
5. If $p$ divides the order of a finite soluble group $G$, prove that there is a maximal subgroup whose index is a power of $p$. Show that this is false for insoluble groups.
6. Let $G$ be a finite soluble group whose order has exactly $k$ prime divisors where $k>1$. Prove that there is a prime $p$ and a Hall $p^{\prime}$-subgroup $H$ such that $|G| \leq$

7. Let $G$ be a finite soluble group whose order has at least three distinct prime divisors. If every Hall $p^{\prime}$-subgroup of $G$ is nilpotent, show that $G$ is nilpotent. [Hint: Prove that each Sylow subgroup is normal.]
8. (Wielandt). If a finite group $G$ has three soluble subgroups $H_{1}, H_{2}, H_{3}$ with their indices coprime in pairs, then $G$ is soluble. [Hint: Use induction on the order of $G$. Assume $H_{1} \neq 1$ and choose a minimal normal subgroup $N$ of $H_{1}$ : show that $N^{G}$ is contained in either $H_{2}$ or $H_{3}$.]
9. A finite group in which every subgroup is either subnormal or nilpotent is soluble. [Use 9.1.9.]
10. Let $G=P Q$ be a finite minimal nonnilpotent group with the notation of 9.1.9. Derive the following information about $G$ :
(a) Frat $Q \leq \zeta G$.
(b) $P=[P, Q]$ and Frat $P \leq \zeta(G)$, so $P$ is nilpotent of class at most 2 .
(c) If $p$ is odd, $P^{p}=1$, while $P^{4}=1$ if $p=2$ [Hint: Prove that $[a, x]^{p}=1$ or $[a, x]^{4}=1$ where $a \in P$ and $\left.x \in Q.\right]$
11. (Itô). Let $G$ be a group of odd order. If every minimal subgroup lies in the center, prove that $G$ is nilpotent. [Use Exercise 9.1.11.]
12. (Itô). Let $G$ be a group of odd order. If every minimal subgroup of $G^{\prime}$ is normal in $G$, prove that $G^{\prime}$ is nilpotent and $G$ is soluble.
*14. Let $N$ be a minimal normal subgroup of a finite soluble group $G$ such that $N=C_{G}(N)$. Prove that $N$ has a complement in $G$ and all such complements are conjugate. [Hint: Let $L / N$ be minimal normal in $G / N$. Show that $N$ has a complement $X$ in $L$ and argue that $N_{G}(X)$ is a complement of $N$ in G.]

### 9.2. Sylow Systems and System Normalizers

Let $G$ be a finite group and let $p_{1}, \ldots, p_{k}$ denote the distinct prime divisors of $|G|$. Suppose that $Q_{i}$ is a Hall $p_{i}^{\prime}$-subgroup of $G$. Then the set $\left\{Q_{1}, \ldots, Q_{k}\right\}$ is called a Sylow system of $G$. It is a direct consequence of 9.1.7 and 9.1.8 that a finite group has a Sylow system if and only if it is soluble.

A Sylow system determines a set of permutable Sylow subgroups of $G$ in the following manner.
9.2.1. Let $\left\{Q_{1}, \ldots, Q_{k}\right\}$ be a Sylow system of the finite soluble group $G$.
(i) If $\pi$ is any set of primes, then $\bigcap_{p_{i} \neq \pi} Q_{i}$ is a Hall $\pi$-subgroup of $G$. In particular $P_{i}=\bigcap_{j \neq i} Q_{j}$ is a Sylow $p_{i}$-subgroup of $G$.
(ii) The Sylow subgroups $P_{1}, \ldots, P_{k}$ are permutable in pairs, that is, $P_{i} P_{j}=$ $P_{j} P_{i}$.
 $H=\bigcap_{p_{i} \notin \pi} Q_{i}$ has index equal to $\prod_{p_{i} \notin \pi} p_{i}^{e_{i}}$, which shows that $H$ is a Hall $\pi$-subgroup of $G$. Applying this result to $\pi=\left\{p_{i}, p_{j}\right\}, i \neq j$, we conclude that $K=\bigcap_{k \neq i, j} Q_{k}$ is a Hall $\pi$-subgroup with order $p_{i}^{e_{i}} p_{j}^{e_{j}}$, containing $P_{i}$ and $P_{j}$. Since $\left|P_{i} P_{j}\right|=p_{i}^{e_{i}} p_{j}^{e_{j}}$, it follows that $P_{i} P_{j}=K=P_{j} P_{i}$.

A set of mutually permutable Sylow subgroups, one for each prime dividing the group order, is called a Sylow basis. By 9.2.1, if $\mathscr{2}=$ $\left\{Q_{1}, \ldots, Q_{k}\right\}$ is a Sylow system of finite soluble group $G$, there is a corresponding Sylow basis $\mathscr{Q}^{*}=\left\{P_{1}, \ldots, P_{k}\right\}$ given by $P_{i}=\bigcap_{j \neq i} Q_{j}$. In fact the converse holds: each Sylow basis determines a Sylow system.
9.2.2. If $G$ is a finite soluble group, the function $\mathscr{2} \mapsto \mathscr{Q}^{*}$ is a bijection between the set of Sylow systems and the set of Sylow bases of $G$.

Proof. Let $\mathscr{P}=\left\{P_{1}, \ldots, P_{k}\right\}$ be any Sylow basis of $G$ and define $Q_{i}=$ $\prod_{j \neq i} P_{j}$. Since the $P_{j}$ are permutable, $Q_{i}$ is a subgroup. From its order we can tell that $Q_{i}$ is a Hall $p_{i}^{\prime}$-subgroup. Hence $\mathscr{P}_{*}=\left\{Q_{1}, \ldots, Q_{k}\right\}$ is a Sylow system of $G$. Finally one easily verifies that

$$
\bigcap_{i \neq k} \prod_{j \neq i} P_{j}=P_{k} \quad \text { and } \quad \prod_{k \neq i} \bigcap_{j \neq k} Q_{j}=Q_{i}
$$

so that $\mathscr{P} \mapsto \mathscr{P}_{*}$ and $\mathscr{2} \mapsto \mathscr{Q}^{*}$ are inverse mappings.
Two Sylow systems $\left\{Q_{1}, \ldots, Q_{k}\right\}$ and $\left\{\bar{Q}_{1}, \ldots, \bar{Q}_{k}\right\}$ of $G$ are said to be conjugate if there is an element $g$ of $G$ such that $Q_{i}^{g}=\bar{Q}_{i}$ for $i=1,2, \ldots, k$. Conjugacy of two Sylow bases is defined in the same way.
9.2.3 (P. Hall). In a finite soluble group $G$ any two Sylow systems are conjugate, as are any two Sylow bases.

Proof. Denote by $\mathscr{S}_{i}$ the set of all Hall $p_{i}^{\prime}$-subgroups of $G$. Then $G$ acts on $\mathscr{S}_{i}$ by conjugation and 9.1 .7 shows that this action is transitive. Consequently $\left|\mathscr{S}_{i}\right|=\left|G: N_{G}\left(Q_{i}\right)\right|$ where $Q_{i} \in \mathscr{S}_{i}:$ it follows that $\left|\mathscr{S}_{i}\right|$ divides $\left|G: Q_{i}\right|$ and equals a power of $p_{i}$. Now $G$ also acts by conjugation on the set $\mathscr{S}=$ $\mathscr{S}_{1} \times \cdots \times \mathscr{S}_{k}$ of all Sylow systems. An element of $G$ fixes $\left(Q_{1}, \ldots, Q_{k}\right)$ if and only if it normalizes each $Q_{i}$. Thus the stabilizer of $\left(Q_{1}, \ldots, Q_{k}\right)$ in $G$ is the intersection of all the $N_{G}\left(Q_{i}\right)$, which has index equal to $\prod_{i=1}^{k}\left|\mathscr{S}_{i}\right|=|\mathscr{S}|$. But this means that $G$ acts transitively on $\mathscr{S}$, which is just to say that any two Sylow systems are conjugate. Applying the mapping $\mathscr{Q} \mapsto \mathscr{Q}^{*}$ and using 9.2.2 we deduce the corresponding result for Sylow bases.

## System Normalizers

Let $\left\{Q_{1}, \ldots, Q_{k}\right\}$ be a Sylow system of a finite soluble group $G$. The subgroup

$$
N=\bigcap_{i=1}^{k} N_{G}\left(Q_{i}\right)
$$

is called a system normalizer of $G$. We shall see that these subgroups have many remarkable properties. Notice that if $\left\{P_{1}, \ldots, P_{k}\right\}$ is the corresponding Sylow basis, an element of $G$ normalizes every $Q_{i}$ if and only if it normalizes every $P_{i}$ : this in on account of the relation between the $P_{i}$ and the $Q_{i}$ (see 9.2.1 and 9.2.2). Hence

$$
N=\bigcap_{i=1}^{k} N_{G}\left(P_{i}\right) .
$$

and the system normalizers can also be obtained from Sylow bases.
9.2.4. In a finite soluble group the system normalizers are nilpotent and any two are conjugate.

Proof. Let $\left\{P_{1}, \ldots, P_{k}\right\}$ be a Sylow basis giving rise to a system normalizer $N$. Now $\left|N: N \cap P_{i}\right|=\left|N P_{i}: P_{i}\right|$ divides $\left|G: P_{i}\right|$ since $P_{i} \triangleleft N P_{i}$. Hence $N \cap P_{i}$ is a Sylow $p_{i}$-subgroup of $N$. Also $N \cap P_{i} \triangleleft N$. It follows from 5.2.4 that $N$ is nilpotent. The conjugacy of the system normalizers is a direct consequence of the conjugacy of the Sylow systems.

## Covering and Avoidance

Suppose that $G$ is a group and let $K \triangleleft H \leq G$ and $L \leq G$. Then $L$ is said to cover $H / K$ if $H L=K L$, or equivalently, if $H=K(H \cap L)$. On the other hand, if $H \cap L=K \cap L$, that is, if $H \cap L \leq K$, then $L$ is said to avoid $H / K$.
9.2.5. Let $G$ be a finite soluble group and let $H / K$ be a principal factor of $G$ which is a p-group. Let $M \triangleleft G$ and denote by $Q$ a Hall p'-subgroup of $M$. Then $N_{G}(Q)$ covers or avoids $H / K$ according as $M$ centralizes $H / K$ or not.

Proof. Denote $N_{G}(Q)$ by $L$. First of all suppose that $M$ centralizes $H / K$, so that $[H, M] \leq K$. Now $Q^{H}=Q[H, Q]$ by 5.1.6 and, because $Q \leq M$, it follows that $Q^{H} \leq Q(K \cap M)$. If $x \in H$, then $Q$ and $Q^{x}$ are clearly Hall $p^{\prime}$ subgroups of $Q(K \cap M)$ and 9.1 .7 shows that they are conjugate, say $Q^{x}=$ $Q^{y}$ for some $y$ in $K \cap M$. Hence $x y^{-1} \in L$ and $x \in L K=K L$, which shows that $L$ covers $H / K$.

Now suppose that $M$ does not centralize $H / K$ and write $C=C_{G}(H / K)$; then $D \equiv C \cap M<M$ and consequently there is a principal factor $E / D$ of $G$ such that $E \leq M$; thus $E \not \leq C$. Now $E / D$ acts via conjugation on $H / K$. If $E / D$ were a $p$-group, the natural semidirect product $(E / D) \ltimes(H / K)$ would be a finite $p$-group and hence nilpotent, which would imply that $[H, E] K<H$ and thus $[H, E] \leq K$ : however this is false because $E \not \leq C$. Therefore the principal factor $E / D$ is a $p^{\prime}$-group, from which we deduce that $E \leq D Q$ : for $Q$ is a Hall $p^{\prime}$-subgroup of $M$. It follows that

$$
[H \cap L, E] \leq[H \cap L, D Q] \leq[H \cap L, D][H \cap L, Q] \leq K
$$

for $D \leq C$, while $[H \cap L, Q] \leq H \cap L \cap Q \leq K$ since $H / K$ is a $p$-group. Thus $(H \cap L) K / K \leq C_{H / K}(E K / K)$; now the latter is $G$-admissible and not equal to $H / K$ because $E \not \leq C$. Since $H / K$ is a principal factor, $C_{H / K}(E K / K)$ is trivial, so $H \cap L \leq K$ and $L$ avoids $H / K$.

This result is the stepping stone to a fundamental covering and avoidance property of system normalizers.
9.2.6 (P. Hall). If $N$ is a system normalizer of a finite soluble group $G$, then $N$ covers the central principal factors and avoids the noncentral principal factors of $G$.

Proof. Let $1=G_{0}<G_{1}<\cdots<G_{n}=G$ be a principal series of $G$. Let the system normalizer $N$ arise from a Sylow system $\left\{Q_{1}, \ldots, Q_{k}\right\}$ and put $N_{i}=$ $N_{G}\left(Q_{i}\right)$, so that $N=N_{1} \cap \cdots \cap N_{k}$.

According to 9.2 .5 (with $G$ in place of $M$ ), the subgroup $N_{i}$ covers the central $p_{i}$-principal factors and avoids the noncentral $p_{i}$-principal factors (here $Q_{i}$ is a Hall $p_{i}^{\prime}$-subgroup). Hence $N$ certainly avoids the noncentral principal factors. Now $\left|G_{j+1} N_{i}: G_{j} N_{i}\right|$ equals 1 or $\left|G_{j+1}: G_{j}\right|$ according to whether $N_{i}$ covers or avoids $G_{j+1} / G_{j}$. It follows that $\left|G: N_{i}\right|$ equals the product of the orders of the noncentral $p_{i}$-principal factors. Since the $\left|G: N_{i}\right|$ are relatively prime, $|G: N|$ equals the product of the orders of all the noncentral principal factors. This implies that $|N|$ equals the product of the orders of the central principal factors. But $|N|$ equals the product of all the indices $\left|G_{j+1} \cap N: G_{j} \cap N\right|$ where $G_{j+1} / G_{j}$ is central; for $N$ avoids noncentral factors. Hence $\left|G_{j+1} \cap N: G_{j} \cap N\right|=\left|G_{j+1}: G_{j}\right|$ if $G_{j+1} / G_{j}$ is central: this implies that $G_{j+1}=G_{j}\left(G_{j+1} \cap N\right)$ and $N$ covers $G_{j+1} / G_{j}$.

An interesting corollary of 9.2 .6 is the fact that the order of a system normalizer equals the product of the orders of all the central factors in a principal series.

As an application of the covering-avoidance property of system normalizers, we shall prove a theorem on the existence of complements.
9.2.7 (Gaschütz, Schenkman, Carter). Let $G$ be a finite soluble group and denote by $L$ the smallest term of the lower central series of $G$. If $N$ is any system normalizer in $G$, then $G=N L$. If in addition $L$ is abelian, then also $N \cap L=1$ and $N$ is a complement of $L$.

Proof. Form a principal series of $G$ through $L$ by refining $1 \triangleleft L \triangleleft G$. Since $G / L$ is nilpotent, principal factors "above" $L$ will be central and hence are covered by $N$ (by 9.2.6). Therefore $G=N L$.

Now assume that $L$ is a abelian. Then it is sufficient to prove that no principal factor of $G$ "below" $L$ is central: for by 9.2.6 the system normalizer $N$ will avoid such factors and $N \cap L$ will be trivial. We shall accomplish this by induction on $|L|>1$. By the induction hypothesis it suffices to show that $L \cap \zeta G=1$.

If $C=C_{G}(L)$, then $L \leq C<G$ since $L=[L, G] \neq 1$. Hence $G / C$ is nilpotent; we now choose a nontrivial element $g C$ from the center of $G / C$, noting that $[L,[g, G]]=1$. We deduce from this relation and one of the fundamental commutator identities that if $a \in L$ and $x \in G$, then

$$
[a, g]^{x}=\left[a^{x}, g^{x}\right]=\left[a^{x},\left[x, g^{-1}\right] g\right]=\left[a^{x}, g\right] .
$$

Hence the mapping $\theta: L \rightarrow L$ defined by $a^{\theta}=[a, g]$ is a nonzero $G$-endomorphism of $L$, and $\operatorname{Ker} \theta \triangleleft G$. Since $L \cap \zeta G \leq \operatorname{Ker} \theta$, we may assume $\operatorname{Ker} \theta \neq 1$, so that $(L / \operatorname{Ker} \theta) \cap \zeta(G / \operatorname{Ker} \theta)$ is trivial by induction. Also $L / \operatorname{Ker} \theta \simeq^{G} L^{\theta}$, from which it follows that $L^{\theta} \cap \zeta G=1$. Now $1 \neq L^{\theta} \triangleleft G$ and $\left(L / L^{\theta}\right) \cap \zeta\left(G / L^{\theta}\right)$ is trivial by induction. Therefore $L \cap \zeta G=1$, as required.
9.2.8. Let $N$ be a system normalizer of a finite soluble group $G$. Then $N_{G}$, the core of $N$ in $G$, equals the hypercenter of $G$ and the normal closure of $N$ equals $G$ itself.

Proof. Let $H$ be the hypercenter of $G$ and refine the series $1 \triangleleft H \triangleleft G$ to a principal series. By 9.2.6 every central principal factor is covered by $N$, so $H \leq N$ and hence $H \leq N_{G}=K$, say. If $H \neq K$, there is a principal factor $L / H$ where $L \leq K$. Now since $L / H$ cannot be central, it is avoided by $N$. But $L \leq K \leq N$, from which it follows that $L=H$, a contradiction.

If the normal closure $N^{G}$ were proper, it would lie inside a maximal normal subgroup of $G$, say $M$. But $G / M$ is abelian since $G$ is soluble. Hence $N$ covers $G / M$ and $G=M N=M$, which cannot be true.

Since $N^{G}$ is generated by conjugates of $N$, we deduce from 9.2.8 the following fact.
9.2.9. A finite soluble group is generated by its system normalizers.

## Abnormal Subgroups

A subgroup $H$ of a group $G$ is called abnormal if $g \in\left\langle H, H^{g}\right\rangle$ for all $g$ in $G$. For example, it is simple to show that a nonnormal maximal subgroup is always abnormal. Abnormality is a strong form of nonnormality which leads to an interesting characterization of system normalizers.

Important examples of abnormal subgroups are the Sylow normalizers.
9.2.10. Let $N$ be a normal subgroup of the finite group $G$ and let $P$ be a Sylow p-subgroup of $N$. Then $N_{G}(P)$ is abnormal in $G$.

Proof. Let $H=N_{G}(P)$ and put $K=\left\langle H, H^{g}\right\rangle$ where $g$ is some element of $G$. Now $P$ and $P^{g}$ are conjugate in $K \cap N$ since they are Sylow $p$-subgroups of that group. Therefore $P^{g}=P^{x}$ for some $x$ in $K \cap N$, and $g x^{-1} \in H$. It follows that $g \in K$, as requred.

An abnormal subgroup $H$ always coincides with its normalizer: for if $g \in$ $N_{G}(H)$, then $g \in\left\langle H, H^{g}\right\rangle=H$. Now it is obvious that any subgroup of $G$ that contains an abnormal subgroup is itself abnormal. Consequently every
subgroup that contains $H$ is also self-normalizing. In fact the converse of this statement is true for finite soluble groups.
9.2.11 (Taunt). Let $G$ be a finite soluble group and let $H$ be a subgroup. Then $H$ is abnormal in $G$ if and only if every subgroup containing $H$ coincides with its normalizer in $G$.

For the proof we require a simple lemma.
9.2.12. Let $G$ be a finite group and let $H \leq G$ and $N \triangleleft G$. If $H$ is abnormal in $H N$ and $H N$ is abnormal in $G$, then $H$ is abnormal in $G$.

Proof. If $g \in G$, then $g \in\left\langle H N,(H N)^{g}\right\rangle=N\left\langle H, H^{g}\right\rangle$; thus $g=x y$ where $x \in N$ and $y \in\left\langle H, H^{g}\right\rangle$. Now $x \in\left\langle H, H^{x}\right\rangle$ since $H$ is abnormal in $H N$. Hence $x \in\left\langle H, H^{g y^{-1}}\right\rangle \leq\left\langle H, H^{g}\right\rangle$ since $y \in\left\langle H, H^{g}\right\rangle$. Finally $g \in\left\langle H, H^{g}\right\rangle$ as required.

Proof of 9.2.11. Only the sufficiency of the condition is in question: assume that $H$ satisfies the condition. We shall prove that $H$ is abnormal in $G$ by induction on $|G|>1$. If $N$ is a minimal normal subgroup of $G$, the hypothesis on $H$ is inherited by $H N / N$, with the result that $H N / N$ is abnormal in $G / N$ by induction. Obviously this means that $H N$ is abnormal in $G$. If $H N \neq G$, then $H$ is abnormal in $H N$, by induction once again, and the desired conclusion follows from 9.2.12. Finally, suppose that $H N=G$. Then, since $N$ is abelian, $H \cap N=1$; we may apply 5.4.2 to show that $H$ is maximal in $G$. However $H=N_{G}(H)$ by hypothesis, so $H$ is abnormal in $G$.

## System Normalizers and Abnormality

The aim of the rest of this section is to explore the relationship between abnormality and system normalizers, the principal theorem (9.2.15) being a characterization of system normalizers. For the latter we shall need two preliminary results.
9.2.13. Let $M$ be a nonnormal maximal subgroup of a finite soluble group $G$ and let $|G: M|=p^{m}$. If $Q$ is a Hall $p^{\prime}$-subgroup of $M$, then $N_{G}(Q) \leq M$.

Proof. In the first place $|G: M|$ is indeed a power of a prime $p$ by 5.4.3. Induct on $|G|>1$. If the core of $M$ in $G$-call it $K$-is nontrivial, then $N_{G / K}(Q K / K) \leq M / K$ by induction, which surely implies that $N_{G}(Q) \leq M$. Henceforth we suppose that $K=1$. Choose a minimal normal subgroup $N$ of $G$; then $N \nsubseteq M$, so that $G=M N$ and $M \cap N \triangleleft G$. (Keep in mind that $N$ must be abelian because $G$ is soluble.) It follows that $M \cap N=1$ and $|N|=$ $|G: M|=p^{m}$.

Let $N_{1}$ be minimal normal in $M$ and suppose that $N_{1}$ is a $p$-group. Then $N N_{1}$ is a $p$-group and hence is nilpotent; thus $\left[N, N_{1}\right]<N$. But [ $\left.N, N_{1}\right] \triangleleft$ $M N=G$, so $\left[N, N_{1}\right]=1$ and $1 \neq N_{1} \triangleleft M N=G$. However, since $M$ has trivial core, this is impossible. It follows that $N_{1}$ has order prime to $p$ and in consequence $N_{1} \leq Q$. Writing $L$ for $N_{G}(Q)$, we argue that $N_{1}^{L} \leq N_{1}^{M N}=$ $N_{1}^{N} \leq N_{1} N$. Therefore $N_{1}^{L} \leq\left(N_{1} N\right) \cap Q=N_{1}$ and $L \leq N_{G}\left(N_{1}\right)$. The latter subgroup equals $M$ since $N_{1} \triangleleft M$ and $M$ is maximal: thus $L \leq M$.
9.2.14. If $M$ is a nonnormal maximal subgroup of a finite soluble group $G$, then every system normalizer of $M$ contains a system normalizer of $G$.

Proof. Let $\left\{Q_{1}, \ldots, Q_{k}\right\}$ be a Sylow system of $G$ where $Q_{i}$ is a Hall $p_{i}^{\prime}-$ subgroup of $G$. The index of $M$ is $G$ is a prime power, say $p_{1}^{m}$. Since a Hall $p_{1}^{\prime}$-subgroup of $M$ is also a Hall $p_{1}^{\prime}$-subgroup of $G$, we may assume that $Q_{1} \leq M$. If $i>1$, the indices $|G: M|$ and $\left|G: Q_{i}\right|$ are relatively prime and we conclude from Exercise 1.3 .8 that $G=M Q_{i}$. Hence $\left|M: M \cap Q_{i}\right|=\left|G: Q_{i}\right|$, which is a power of $p_{i}$. It follows that $M \cap Q_{i}$ is a Hall $p_{i}^{\prime}$-subgroup of $M$ and that $\left\{Q_{1}=M \cap Q_{1}, M \cap Q_{2}, \ldots, M \cap Q_{k}\right\}$ is a Sylow system of $M$. Since $N_{G}\left(Q_{1}\right) \leq M$ by 9.2.13,

$$
\bigcap_{i=1}^{k} N_{G}\left(Q_{i}\right)=\bigcap_{i=1}^{k} N_{M}\left(Q_{i}\right) \leq \bigcap_{i=1}^{k} N_{M}\left(M \cap Q_{i}\right) .
$$

Hence some system normalizer of $G$ is contained in one of $M$. The required result follows from the conjugacy of the system normalizers of $M$.

## Subabnormal Subgroups

A subgroup $H$ of a group $G$ is said to be subabnormal in $G$ if there is a finite chain of subgroups $H=H_{0}<H_{1}<\cdots<H_{n}=G$ such that $H_{i}$ is abnormal in $H_{i+1}$. Subabnormality is a weaker property than abnormality. Our interest in subabnormality stems from the next theorem.
9.2.15 (P. Hall). The system normalizers of a finite soluble group $G$ are precisely the minimal subabnormal subgroups of $G$.

Proof. Firstly it will be established that every subabnormal subgroup $H$ contains a system normalizer of $G$. By definition there is a chain $H=$ $H_{0}<H_{1}<\cdots<H_{s}=G$ such that $H_{i}$ is abnormal in $H_{i+1}$. Since additional terms can be inserted in the chain without disturbing abnormality, we may assume that $H_{i}$ is maximal in $H_{i+1}$. Of course $H_{i}$ is not normal in $H_{i+1}$. Thus 9.2.14 implies that each system normalizer of $H_{i}$ contains one of $H_{i+1}$, and surely $H$ contains a system normalizer of $G$.

To complete the proof it is sufficient to prove that every system normalizer is subabnormal. If $G$ is nilpotent, the only system normalizer is $G$ itself:
for this reason we shall suppose that $G$ is not nilpotent. Choose a principal series of $G$ and let $H$ be the smallest nonnilpotent term in the series. If $K$ is the preceding term, then $K$ is nilpotent and, of course, $H / K$ is a principal factor of $G$ with order $p^{k}$, say, where $p$ is prime. If $P$ is a Sylow $p$-subgroup of $H$, then $H=P K$ and $P$ cannot be normal in $H$; otherwise the latter would be nilpotent in view of 5.2.8. Thus $L=N_{G}(P) \neq G$; note that $L$ is abnormal in $G$ by 9.2.10. Also the Frattini argument (5.2.14) implies that $G=L H=$ $L P K=L K$.

We show next that any system normalizer $N$ of $L$ is automatically a system normalizer of $G$. By induction on $|G|$ we have that $N$ is subabnormal in $L$ and hence in $G$. Applying the result of the first paragraph, we conclude that $N$ contains a system normalizer of $G$. Since system normalizers of $G$, being conjugate, have the same order, it suffices to prove that $N$ is contained in a system normalizer of $G$.

Let $N$ arise from the Sylow system $\left\{Q_{1}, \ldots, Q_{k}\right\}$ of $L$. Writing $K_{i}$ for the unique Hall $p_{i}^{\prime}$-subgroup of the nilpotent group $K$, we observe that $K_{i} \triangleleft G$ and $Q_{i}^{*} \equiv Q_{i} K_{i}$ is a $p_{i}^{\prime}$-group. Also $\left|G: Q_{i}^{*}\right|=\left|L K: Q_{i} K_{i}\right|$ is a power of $p_{i}$ since both $\left|L: Q_{i}\right|$ and $\left|K: K_{i}\right|$ are powers of $p_{i}$. Therefore $Q_{i}^{*}$ is a Hall $p_{i}^{\prime}$-subgroup of $G$ and $\left\{Q_{1}^{*}, \ldots, Q_{k}^{*}\right\}$ is a Sylow system of $G$-with corresponding system normalizer $N^{*}$, let us say. Since $N_{L}\left(Q_{i}\right) \leq N_{G}\left(Q_{i}^{*}\right)$, we obtain $N \leq N^{*}$ as required.

Finally, $N$ is subabnormal in $L$, which is abnormal in $G$; hence $N$ is subabnormal in $G$. This completes the proof since all system normalizers of $G$ are conjugate.

## Exercises 9.2

1. Locate the system normalizers of the groups $S_{3}, A_{4}, S_{4}, \operatorname{SL}(2,3)$.
2. Let $G$ be a finite soluble group and let $\pi$ be the set of prime divisors of $|G|$. Let $\pi=\pi_{1} \cup \pi_{2} \cup \cdots \cup \pi_{k}$ be any partition of $\pi$. Prove that there exists a set of pairwise permutable Hall $\pi_{i}$-subgroups, $i=1,2, \ldots, k$.
3. (P. Hall). Let $G$ be a finite soluble group of order $\prod_{i=1}^{k} p_{i}^{e_{i}}$, where the $p_{i}$ are distinct primes. Prove that the order of Out $G$ divides the number $\prod_{i=1}^{k} m_{i} p_{i}^{d_{i}\left(e_{i}-d_{i}\right)}$, where $m_{i}=\left|\operatorname{GL}\left(d_{i}, p_{i}\right)\right|$ and $d_{i}$ is the minimal number of generators of a Sylow $p_{i}$-subgroup of $G$. [Hint: Let $\mathscr{S}$ be a Sylow basis of $G$ and let $\gamma \in$ Aut $G$ : now consider $\mathscr{S}^{\gamma}$.]
4. Show that the last part of 9.2.7 need not be true if $L$ is nonabelian.
5. Let $G$ be a finite soluble group in which the last term $L$ of the lower central series is abelian. Prove that every complement of $L$ is a system normalizer.
6. Give an example of a subabnormal subgroup that is not abnormal.
7. Let $G$ be a finite soluble group which is not nilpotent but all of whose proper quotients are nilpotent. Denote by $L$ the last term of the lower central series. Prove the following statements:
(a) $L$ is minimal normal in $G$;
(b) $L$ is an elementary abelian $p$-group;
(c) there is a complement $X \neq 1$ of $L$ which acts faithfully on $L$;
(d) the order of $X$ is not divisible by $p$.
8. Suppose that $X \neq 1$ is a finite nilpotent $p^{\prime}$-group that acts faithfully on a simple $F X$-module $L$ where $F=\mathrm{GF}(p)$. Prove that every proper quotient of $G=X \ltimes L$ is nilpotent but $G$ is not nilpotent.
9. Let $G$ be a finite soluble group which is not abelian but all of whose proper quotients are abelian. Prove that either $G$ is generalized extra-special (see Exercise 5.3.8) or $G$ is isomorphic with a subgroup of $H(q)$ where $q>2$ (see 7.1).

## 9.3. p-Soluble Groups

If $\pi$ is a set of primes, a finite group $G$ is called $\pi$-soluble if it has a series whose factors are $\pi$-groups or $\pi^{\prime}$-groups and if the $\pi$-factors are soluble. Equivalently we could have said that each composition factor is either a $\pi$-group or a $\pi^{\prime}$-group and in the former case has prime order. (The reader should supply a proof.) $\pi$-solubility is, therefore, a strong form of $\pi$ separability. Evidently all finite soluble groups are $\pi$-soluble. Of particular importance is $p$-solubility (which is the same as $p$-separability), a concept introduced in 1956 by P. Hall and G. Higman [a80] in a paper of great significance for finite group theory.

The following result is basic.
9.3.1. If $G$ is a $\pi$-separable group, then $C_{G}\left(\mathrm{O}_{\pi^{\prime} \pi}(G) / \mathrm{O}_{\pi^{\prime}}(G)\right) \leq \mathrm{O}_{\pi^{\prime} \pi}(G)$.

Proof. Clearly we can assume that $\mathrm{O}_{\pi^{\prime}}(G)=1$ and prove that $C_{G}\left(\mathrm{O}_{\pi}(G)\right) \leq$ $\mathrm{O}_{\pi}(G)$. Put $P=\mathrm{O}_{\pi}(G)$ and $C=C_{G}(P)$. Then $P \cap C=\zeta P \triangleleft G$, so that $\zeta P \leq$ $\mathrm{O}_{\pi}(C)$. Also $\mathrm{O}_{\pi}(C) \leq P \cap C=\zeta P$, and it follows that $\zeta P=\mathrm{O}_{\pi}(C)$. If $C \not \leq P$, then $\mathrm{O}_{\pi}(C)=\zeta P<C$. Since $C$ is $\pi$-separable, there exists a characteristic subgroup $L$ of $C$ such that $\mathrm{O}_{\pi}(C)<L$ and $L / \mathrm{O}_{\pi}(C)$ is a $\pi^{\prime}$-group. By the Schur-Zassenhaus Theorem (9.1.2) there is a subgroup $K$ such that $L=$ $K\left(\mathrm{O}_{\pi}(C)\right)$ and $K \cap \mathrm{O}_{\pi}(C)=1$. In fact $L=K \times \mathrm{O}_{\pi}(C)$ because $K \leq C$ and $C$ centralizes $\mathrm{O}_{\pi}(G)$. It follows that $K$ is normal in $G$, being the unique Sylow $\pi^{\prime}$-subgroup of $L$. Thus $K \leq \mathrm{O}_{\pi^{\prime}}(G)=1$ and $L=\mathrm{O}_{\pi}(C)$, in contradiction to the choice of $L$.
9.3.2 (Hall-Higman). Let $G$ be a p-soluble group such that $\mathrm{O}_{p^{\prime}}(G)=1$. If $P$ denotes $\mathrm{O}_{p}(G)$, then conjugation leads to a faithful representation of $G / P$ as a group of linear transformations of the vector space $P /$ Frat $P$.

Proof. Recall that Frat $P=P^{\prime} P^{p}$ by 5.3.2, so that $P /$ Frat $P$ is a vector space over $\mathbb{Z}_{p}$. Thus $C=C_{G}\left(P /\right.$ Frat $P$ ) contains $P$. If $D=C_{G}(P)$, then $D \leq C$ and $C / D$ is a $p$-group by 5.3.3. Also $D \leq \mathrm{O}_{p}(G)$ by 9.3 .1 , so $C$ is a $p$-group. Since $C \triangleleft G$, it follows that $C=P$.

## p-Nilpotent Groups

A finite group $G$ is said to be $p$-nilpotent (where $p$ is a prime) if it has a normal Hall $p^{\prime}$-subgroup, that is, if $\mathrm{O}_{p^{\prime} p}(G)=G$. Obviously every finite nilpotent group is $p$-nilpotent; conversely a finite group which is $p$-nilpotent for all $p$ is nilpotent, as the reader should check.

The product of all the normal $p$-nilpotent subgroups of a finite group is clearly $\mathrm{O}_{p^{\prime} p}(G)$ : this is the maximum normal $p$-nilpotent subgroup of $G$ and we shall also write it

$$
\operatorname{Fit}_{p}(G),
$$

the $p$-Fitting subgroup.
The following characterization of $\mathrm{Fit}_{p}(G)$ is analogous to an already proven characterization of Fit $G$-see 5.2.9.
9.3.3. If $G$ is a finite group, then $\mathrm{Fit}_{p}(G)$ equals the intersection of the centralizers of the principal factors of $G$ whose orders are divisible by $p$.

Proof. Let $H$ be a normal $p$-nilpotent subgroup of $G$ and let $N$ be a minimal normal subgroup of $G$ whose order is divisible by $p$. Assume that $[H, N] \neq 1$. Then $H \cap N \neq 1$ and thus $N \leq H$. Now $N \nsubseteq \mathrm{O}_{p^{\prime}}(H)$, so that $N \cap \mathrm{O}_{p^{\prime}}(H)=1$. Hence $N$ is a $p$-group. Also $C_{H}(N) \geqq \mathrm{O}_{p^{\prime}}(H)$ and $\bar{H}=$ $H / C_{H}(N)$ is a $p$-group. The natural semidirect product $\bar{H} \ltimes N$ is a $p$-group, so it is nilpotent and $[H, N]<N$. This implies that $[H, N]=1$ since $N$ is minimal normal in $G$. It follows by induction on $|G|$ that $H$ centralizes every principal factor whose order is divisible by $p$.

Now let $C$ be the intersection of the centralizers of the principal factors whose orders are divisible by $p$. Then $\mathrm{Fit}_{p}(G) \leq C$ by the previous paragraph. We are required to prove that $C$ is $p$-nilpotent. Let $N$ be minimal normal in $G$. Then by induction on the group order $C N / N \simeq C / C \cap N$ is $p$-nilpotent. We may therefore assume that $C \cap N \neq 1$, so that $N \leq C$ and $C / N$ is $p$-nilpotent. If $N$ is a $p^{\prime}$-group, it is obvious that $C$ is $p$-nilpotent. Suppose that $p$ divides $|N|$; then $[N, C]=1$ and $N \leq \zeta C$. It follows that $N$ is a $p$-group. Let $M / N=\mathrm{O}_{p^{\prime}}(C / N)$ : clearly $C / M$ is a $p$-group. Because $N \leq$ $\zeta M$ we can apply 9.1.2 to show that $M$ has a normal Hall $p^{\prime}$-subgroup $L$. But $C / L$ is a $p$-group, so $C$ is $p$-nilpotent.

Another analogue of a result on nilpotency is next (see 5.2.15).
9.3.4. Let $G$ be a finite group and assume that Frat $G \leq N \triangleleft G$ and $N /$ Frat $G$ is $p$-nilpotent. Then $N$ is $p$-nilpotent. Hence $\operatorname{Fit}_{p}(G / \operatorname{Frat} G)=\operatorname{Fit}_{p}(G) /$ Frat $G$.

Proof. Let $F=$ Frat $G$ and write $\mathrm{O}_{p^{\prime}}(N / F)=Q / F$. Since $\mathrm{O}_{p^{\prime}}(F)$ can be factored out if necessary, we may assume that $F$ is a $p$-group. By 9.1.2 there is a subgroup $H$ such that $Q=H F$ and $H \cap F=1$ : here of course $H$ is a $p^{\prime}$-group. If $g \in G$, then $H$ and $H^{g}$ are conjugate in $Q$, by 9.1.2 again: hence
$H^{g}=H^{x}$ for some $x$ in $Q$ and $g x^{-1} \in L=N_{G}(H)$. It follows that $G=L Q=$ $L F$. However $F$ consists of nongenerators by 5.2.12. Consequently $G=L$ and $H \triangleleft G$. Since $N / H$ is obviously a $p$-group, $N$ is $p$-nilpotent.

In Chapter 10 we shall establish important criteria for a group to be $p$-nilpotent due to Frobenius and Thompson.

## The $p$-Length of a $p$-Soluble Group

Recall that if $G$ is a $p$-soluble group, the $p$-length $l_{p}(G)$ is the length of the upper $p^{\prime} p$-series. We wish to relate this invariant to other invariants of $G$ such as the nilpotent class of the Sylow $p$-subgroups. To begin with two simple lemmas will be established.
9.3.5. If $G$ is a finite group and $p$ is a prime dividing $|G|$, then $p$ also divides $\mid G:$ Frat $G \mid$.

Proof. Assume that $\mid G:$ Frat $G \mid$ is not divisible by $p$; then a Sylow $p$ subgroup $P$ of $G$ is contained in Frat $G$. Since the latter is nilpotent, $P \triangleleft G$. By 9.1.2 there is a subgroup $H$ such that $G=H P$ and $H \cap P=1$. But, since $P \leq$ Frat $G$, it follows that $G=H$ and $P=1$, which contradicts the fact that $p$ divides $|G|$.
9.3.6. If $G$ is a $p$-soluble group, $l_{p}(G)=l_{p}(G / F r a t ~ G)$.

Proof. If $F$ denotes Frat $G$, then it is obvious that $l_{p}(G / F) \leq l_{p}(G)$. If $l_{p}(G / F)=0$, then $p$ does not divide $|G: F|$ and 9.3 .5 shows that $p$ cannot divide $|G|$ : hence $l_{p}(G)=0$. Suppose that $l_{p}(G / F)>0$ : now $\mathrm{Fit}_{p}(G / F)=$ $\mathrm{Fit}_{p}(G) / F$ by 9.3.4, that is, $\mathrm{O}_{p^{\prime} p}(G / F)=\mathrm{O}_{p^{\prime} p}(G) / F \neq 1$. From this it follows that the upper $p^{\prime} p$-series of $G$ and $G / F$ have same length.

The fundamental theorem on $p$-length can now be established.
9.3.7 (Hall-Higman). Let $G$ be a p-soluble group.
(i) $l_{p}(G) \leq c_{p}(G)$ where $c_{p}(G)$ is the nilpotent class of a Sylow $p$-subgroup.
(ii) $l_{p}(G) \leq d_{p}(G)$ where $d_{p}(G)$ is the minimum number of generators of a Sylow p-subgroup.
(iii) $l_{p}(G) \leq s_{p}(G)$ where $s_{p}(G)$ is the maximum rank of a p-principal factor of $G$.

Proof. (i) If $c_{p}(G)=0$, then of course $G$ is a $p^{\prime}$-group and $l_{p}(G)=0$ : suppose that $c_{p}(G)>0$ and proceed by induction on $c_{p}(G)$. Let $P$ be a Sylow $p$-subgroup of $G$. Then $P \mathrm{O}_{p^{\prime}}(G) / \mathrm{O}_{p^{\prime}}(G)$ is a Sylow $p$-subgroup of $G / \mathrm{O}_{p^{\prime}}(G)$,
so it contains $\mathrm{O}_{p^{\prime} p}(G) / \mathrm{O}_{p^{\prime}}(G)$. Therefore $\zeta P$ centralizes $\mathrm{O}_{p^{\prime} p}(G) / \mathrm{O}_{p^{\prime}}(G)$ and 9.3.1 shows that $\zeta P \leq \mathrm{O}_{p^{\prime} p}(G)$. From this it follows that $c_{p}\left(G / \mathrm{O}_{p^{\prime} p}(G)\right) \leq$ $c_{p}(G)-1$; consequently $l_{p}\left(G / \mathrm{O}_{p^{\prime} p}(G)\right) \leq c_{p}(G)-1$. Finally

$$
l_{p}(G)=l_{p}\left(G / \mathrm{O}_{p^{\prime} p}(G)\right)+1
$$

so the desired inequality follows.
(ii) The proof employs induction on $d=d_{p}(G)$. Notice that $d=0$ is to be interpreted as $P=1$, so that $l_{p}(G)=0$ in this case. Let $l_{p}(G)>0$. Evidently we may assume that $\mathrm{O}_{p^{\prime}}(G)=1$. Let $P_{1}=\mathrm{O}_{p}(G)$; then $P_{1} \leq P$.

Suppose that $P_{1} \leq$ Frat $P$. Then $P_{1} \leq$ Frat $G$ by 5.2 .13 , which leads to $l_{p}(G /$ Frat $G) \leq l_{p}\left(G / P_{1}\right)=l_{p}(G)-1$, in contradiction to 9.3.6. Therefore $P_{1} \not \leq$ Frat $P$.

By the Burnside Basis Theorem (5.3.2) $d$ equals the minimum number of generators of $P /$ Frat $P$, so this group has order $p^{d}$. Now $\operatorname{Frat}\left(P / P_{1}\right)$ contains (Frat $P$ ) $P_{1} / P_{1}$. Thus the Frattini quotient group of $P / P_{1}$ is an image of $P /($ Frat $P) P_{1}$ and its order is at most $p^{d-1}$. Application of the induction hypothesis to $G / P_{1}$ yields $l_{p}\left(G / P_{1}\right) \leq d-1$ and hence $l_{p}(G) \leq d$.
(iii) Let $s=s_{p}(G)$. If $s$ were 0 , then $G$ would be a $p^{\prime}$-group and $l \equiv l_{p}(G)$ would equal 0 ; therefore we assume $s>0$. Let $H / K$ be a $p$-principal factor of $G$; then $H / K$ has order $p^{n}$ where $n \leq s$. Now $G / C_{G}(H / K)$ is isomorphic with a subgroup of $\operatorname{Aut}(H / K)$ and $\operatorname{Aut}(H / K) \simeq \operatorname{GL}(n, p)$ (see Exercise 1.5.11). The set of (upper) unitriangular matrices in $\operatorname{GL}(n, p)$ is a Sylow $p$-subgroup and its nilpotent class is equal to $n-1$ (Exercise 5.1.11): it follows that $\gamma_{n} P$ centralizes $H / K$. Therefore $\gamma_{s} P$ centralizes every $p$-principal factor and $\gamma_{s} P \leq \operatorname{Fit}_{p}(G)=\mathrm{O}_{p^{\prime} p}(G)$ by 9.3.3. By (i) we have

$$
l_{p}\left(G / \mathrm{O}_{p^{\prime} p}(G)\right) \leq c_{p}\left(G / \mathrm{O}_{p^{\prime} p}(G)\right) \leq s-1
$$

from which it follows immediately that $l_{p}(G) \leq s$.
An application of 9.3 .7 to the restricted Burnside Problem is given in 14.2.

## p-Soluble Groups of $p$-Length at Most 1

A finite $p$-soluble group $G$ has $p$-length at most 1 if and only if $\mathrm{O}_{p^{\prime} p p^{\prime}}(G)=$ $G$. For example, a $p$-nilpotent group has $p$-length $\leq 1$. The next objective is a result of Huppert that characterizes soluble groups of $p$-length $\leq 1$ in terms of their Sylow bases. This theorem is preceded by two preliminary results.
9.3.8. Let $G$ be a p-soluble group and suppose that every proper image of $G$ has $p$-length $\leq k$ while $l_{p}(G)>k$. Then:
(i) Frat $G=1$;
(ii) $\mathrm{Fit}_{p}(G) \equiv \mathrm{O}_{p^{\prime} p}(G)=N$ is an elementary abelian p-group; this is also the unique minimal normal subgroup of $G$;
(iii) $N=C_{G}(N)$ and $N$ has a complement in $G$.

Proof. (i) follows at once from the equation $l_{p}(G /$ Frat $G)=l_{p}(G)$ (see 9.3.6).
(ii) and (iii). Clearly $\mathrm{O}_{p^{\prime}}(G)=1$, so $N$ is a $p$-group. Also Frat $N \leq$ Frat $G=1$ by 5.2 .13 , which shows that $N$ is elementary abelian. Now if $N_{1}$ and $N_{2}$ are nontrivial normal subgroups of $G$ such that $N_{1} \cap N_{2}=1$, then $G / N_{1}$ and $G / N_{2}$ both have $p$-length $\leq k$ and the mapping $g \mapsto\left(g N_{1}, g N_{2}\right)$ is a monomorphism of $G$ into $G / N_{1} \times G / N_{2}$; however this implies that $l_{p}(G) \leq$ $k$. It follows that $G$ has a unique minimal normal subgroup $L$ and $L \leq N$. Since Frat $G=1$, there is a maximal subgroup $M$ which fails to contain $L$. Thus $G=M L$ and $M \cap L \triangleleft M L$ since $L$ is abelian. Consequently $M \cap L=$ 1 and $M$ is a complement of $L$ in $G$. Also $N=N \cap(M L)=(N \cap M) L$, and $N \cap M \triangleleft G$ since both $M$ and $L$ normalize $N \cap M$. If $N \cap M \neq 1$, then $L \leq$ $N \cap M \leq M$, in contradiction to the choice of $M$. Therefore $N \cap M=1$ and $N=L$.

Finally, suppose that $C=C_{G}(N)$ is strictly larger than $N$. Then $C=$ $C \cap(M N)=(C \cap M) N$ and $1 \neq C \cap M \triangleleft G$. However this implies that $N \leq C \cap M$, which is impossible.

It turns out that the property of having $p$-length at most 1 is closely connected with a curious permutability property of the Sylow $p$-subgroups of $G$. This is already indicated by the next result.
9.3.9. Let $G$ be a finite p-soluble group. Let $P$ be a Sylow $p$-subgroup and $Q$ a Hall $p^{\prime}$-subgroup of G. If $P^{\prime} Q=Q P^{\prime}$, then $l_{p}(G) \leq 1$.

Proof. Let $G$ be a counterexample to the assertion with least possible order. Since the hypothesis is inherited by images, every proper image of $G$ has $p$-length $\leq 1$. This is our opportunity to make use of 9.3 .8 . Thus $N=\operatorname{Fit}_{p}(G)$ is a $p$-group and $N \leq P$. Therefore $N \cap\left(P^{\prime} Q\right)=N \cap P^{\prime} \triangleleft P$. But $N \cap\left(P^{\prime} Q\right) \triangleleft P^{\prime} Q$ and by examination of order $G=P Q$; hence $N \cap P^{\prime} \triangleleft G$. Now, according to 9.3.8, the subgroup $N$ is the unique minimal normal subgroup of $G$, so either $N \cap P^{\prime}=1$ or $N \leq P^{\prime}$. In the first case [ $\left.N, P^{\prime}\right]=1$ because $N \leq P$; therefore $P^{\prime} \leq C_{G}(N)=N$, by 9.3.8(iii). This leads to the successive conclusions $P^{\prime}=1, c_{p}(G) \leq 1$, and $l_{p}(G) \leq 1$ via 9.3.7. It follows that the other possibility $N \leq P^{\prime}$ must prevail. Consequently $N \leq$ Frat $P$. Applying 5.2.13(i) we conclude that $N \leq$ Frat $G$. But Frat $G=1$ by 9.3 .8 , so $N=1$, a contradiction.

We come now to the criterion referred to above.
9.3.10 (Huppert). Let $G$ be a finite soluble group and let $\left\{P_{1}, \ldots, P_{k}\right\}$ be a Sylow basis of $G$.
(i) If $P_{i}^{\prime} P_{j}=P_{j} P_{i}^{\prime}$ for all $i$ and $j$, then $l_{p}(G) \leq 1$ for all $p$.
(ii) Conversely if $l_{p}(G) \leq 1$, every characteristic subgroup of $P_{i}$ is permutable with every characteristic subgroup of $P_{j}$ : in particular $P_{i}^{\prime} P_{j}=P_{j} P_{i}^{\prime}$.

Proof. (i) Let $Q_{j}$ be a Hall $p_{j}^{\prime}$-subgroup arising from the given Sylow basis (as in 9.2.2); thus $Q_{j}=\prod_{k \neq j} P_{k}$. Hence $P_{j}^{\prime}$ surely permutes with $Q_{j}$ by the hypothesis, and $l_{p}(G) \leq 1$ by 9.3.9.
(ii) Write $H=P_{i} P_{j}$, where $i \neq j$, keeping in mind that $P_{i}$ and $P_{j}$ permute since they belong to a Sylow basis. Clearly $l_{p}(H) \leq l_{p}(G) \leq 1$, which shows that the upper $p_{j}^{\prime} p_{j}$-series of $H$ has the form $1 \triangleleft N \triangleleft N P_{j} \triangleleft H$ where $N$ and $H / N P_{j}$ are $p_{j}^{\prime}$-groups. Let $K_{j}$ be characteristic in $P_{j}$. Since the natural homomorphism $P_{j} \rightarrow N P_{j} / N$ is an isomorphism, it follows that $N K_{j} / N$ is characteristic in $N P_{j} / N$, and hence that $N K_{j} \triangleleft H$. Now $N \leq P_{i}$, so $P_{i} K_{j}=P_{i}\left(N K_{j}\right)$ is a subgroup. By 1.3.13 we deduce that $P_{i} K_{j}=K_{j} P_{i}=L$, say. Now $l_{p}(H) \leq 1$ and $P_{i}$ and $K_{j}$ are respectively a Sylow $p_{i}$ - and a Sylow $p_{j}$-subgroup of $L$. If $K_{i}$ is a characteristic subgroup of $P_{i}$, then $K_{i} K_{j}=K_{j} K_{i}$ by what has already been proved.

## Exercises 9.3

1. A finite group is nilpotent if and only if it is $p$-nilpotent for all $p$.
2. Give an example of a finite group that is $p$-nilpotent and $q$-nilpotent for two distinct prime divisors $p, q$ of its order, but is not nilpotent.
3. A finite group is soluble if and only if it is $p$-soluble for all $p$.
4. A finite group is $p$-nilpotent if and only if every principal factor of order divisible by $p$ is central.
5. A finite group is $p$-soluble of $p$-length $\leq 1$ if and only if the group induces a $p^{\prime}$-group of automorphisms in every principal factor whose order is divisible by $p$.
6. Let $G$ be a finite $p$-soluble group with $\mathrm{O}_{p^{\prime}}(G)=1$. Prove that $C_{G}(P /$ Frat $P)=P$ where $P=\mathrm{O}_{p}(G)$. Deduce that $|G|$ is bounded by a function of $|P|$.
7. Let $G$ be a finite $p$-soluble group. Prove that $G$ has an abelian Sylow $p$-subgroup if and only if $l_{p}(G) \leq 1$ and $\mathrm{O}_{p^{\prime} p}(G) / \mathrm{O}_{p^{\prime}}(G)$ is abelian.

### 9.4. Supersoluble Groups

During the exposition of basic properties of supersoluble groups in Chapter 5 it was shown that a maximal subgroup of a supersoluble group has prime index. Our object in this section is to prove that for finite groups the con-
verse of this statement is true, a result due to Huppert. We begin with an auxiliary result which is of independent interest.
9.4.1 (P. Hall). If every maximal subgroup of a finite group $G$ has index a prime or the square of a prime, then $G$ is soluble.

Proof. Let $N$ be a minimal normal subgroup of $G$ and denote by $p$ the largest prime divisor of $|N|$. Let $P$ be a Sylow $p$-subgroup of $N$ and put $L=N_{G}(P)$. If $L=G$, then $P \triangleleft G$ and $G / P$ is soluble by induction on $|G|$; hence $G$ is soluble. Thus we may assume that $L<G$ and choose a maximal subgroup $M$ which contains $L$. Then according to the hypothesis $|G: M|=$ $q$ or $q^{2}$ for some prime $q$. By the Frattini argument $G=N L=N M$ and $|G: M|=|N: N \cap M|$, from which we deduce that $q$ divides $|N|$ and consequently $q \leq p$.

Next, the conjugates of $P$ in $G$ account for all the Sylow $p$-subgroups of $N$; therefore $|G: L| \equiv 1 \bmod p$ by Sylow's Theorem. For the same reason $|M: L| \equiv 1 \bmod p$ and it follows that $|G: M| \equiv 1 \bmod p$. Now $q \not \equiv 1 \bmod p$ because $q \leq p$, so we are left with only one possibility, $|G: M|=q^{2} \equiv$ $1 \bmod p$ and thus $q \equiv-1 \bmod p$. However this is possible only if $p=3$ and $q=2$. Thus $|N: N \cap M|=4$ and consequently $N$ has as an image some nontrivial subgroup of $S_{4}$ (see 1.6.6). Hence $N>N^{\prime}$ and $N^{\prime}=1$ by minimality. Thus $N$ is abelian, while $G / N$ is soluble by induction. Finally, we conclude that $G$ is soluble.

We shall also need two results of a more elementary character.
9.4.2. Let $N$ be a minimal normal subgroup of the finite soluble group $G$ and let $N \leq L \triangleleft G$. Assume that $L / N$ is p-nilpotent but $L$ is not. Then $N$ has a complement in $G$.

Proof. Suppose first that $N \leq$ Frat $G=F$. Then $L F / F$ is $p$-nilpotent. However, by 9.3.4 this implies that $L F$, and hence $L$, is $p$-nilpotent. Thus there exists a maximal subgroup $M$ not containing $N$. Then $G=M N$ and $M \cap N \triangleleft G$ since $N$ is abelian. Hence $M \cap N=1$.
9.4.3. Let $G$ be an irreducible abelian subgroup of $\operatorname{GL}(n, p)$. Then $G$ is a cyclic group of order $m$ where $n$ is the smallest positive integer such that $p^{n} \equiv$ $1 \bmod m$.

Proof. Let us identify $G$ with a group of linear transformations of an $n$ dimensional vector space $V$ over $F_{p}=\mathrm{GF}(p)$. Then $V$ is a simple module over $R=F_{p} G$. Choose any nonzero vector $v$ from $V$. Then $r \mapsto v r$ is an $R$ module homomorphism from $R$ onto $V$, the kernel $I$ being a maximal ideal since $R / I \simeq V$. Hence $F=R / I$ is a finite field of order $p^{n}$. Now the mapping $g \mapsto g+I$ is a monomorphism $\theta$ from $G$ to $F^{*}$. Consequently $G$ is cyclic.

Also $m=|G|$ divides $p^{n}-1$ and $p^{n} \equiv 1 \bmod m$. Let $n_{1}$ be a smaller positive integer than $n$. Since the equation $t^{p^{n_{1}}}=t$ has only $p^{n_{1}}$ solutions in $F$ and since $G^{\theta}$ generates $F$, we must have $g^{p^{n_{1}}} \neq g$ for some $g$ in $G$. Hence $p^{n_{1}} \not \equiv$ $1 \bmod m$.

We come now to the principal theorem of this section.
9.4.4 (Huppert). Let $G$ be a finite group. If every maximal subgroup has prime index, then $G$ is supersoluble.

Proof. In the first place 9.4 .1 assures us that $G$ is at least soluble. We assume that $|G|>1$ and employ induction on $|G|$. Let $N$ be a minimal normal subgroup of $G$; then $G / N$ is supersoluble by the induction hypothesis, and $N$ is an elementary abelian $p$-group, say of order $p^{n}$. Our task is to prove that $n=1$.

Let $L / N=\mathrm{O}_{p^{\prime} p}(G / N)$, so $L / N$ is $p$-nilpotent. Assume that $L$ is not $p$ nilpotent. Then by 9.4 .2 there is a subgroup $X$ such that $G=X N$ and $X \cap N=1$. Thus $|G: X|=|N|=p^{n}$. But it is clear that $X$ is maximal in $G$, whence it follows that $n=1$.

Now assume that $L$ is p-nilpotent. Consider a $p$-principal factor $H / K$ of $G$ such that $N \leq K$. Since $G / N$ is supersoluble, $|H: K|=p$ and thus $G / C_{G}(H / K)$ is abelian with order dividing $p-1$. If $g$ is any element of $G$, then $g^{p-1}$ centralizes every $p$-principal factor of $G / N$. Applying 9.3.3 we conclude that $g^{p-1} \in L$. Also $G^{\prime} \leq L$ for the same reason, so $G / L$ is abelian with order dividing $p-1$.

Next $[N, L] \triangleleft G$, so either $N=[N, L]$ or $[N, L]=1$; in the former event, since $L$ is $p$-nilpotent and thus $L / \mathrm{O}_{p^{\prime}}(L)$ is nilpotent, we should have $N \leq \mathrm{O}_{p^{\prime}}(L)$ and $N=1$. It follows that $[N, L]=1$ and $L \leq C_{G}(N)$. Thus $\bar{G}=G / C_{G}(N)$ is abelian with exponent dividing $p-1$. It is also isomorphic with an irreducible subgroup of $\operatorname{GL}(n, p)$. We deduce from 9.4.3 that $\bar{G}$ is cyclic of order $m$ where $n$ is the smallest positive integer such that $p^{n} \equiv 1 \bmod m$. However $m$ divides $p-1$, so in fact $p \equiv 1 \bmod m$ and $n=1$.

Note the following consequence of Huppert's theorem.
9.4.5. If $G$ is a finite group and $G / F r a t G$ is supersoluble, then $G$ is supersoluble.

## EXERCISES 9.4

1. Let $G$ be a finite soluble group which is not supersoluble but all whose proper quotients are supersoluble. Establish the following facts (without using 9.4.4).
(a) The Fitting subgroup $F$ is an elementary abelian $p$-group of order $>p$.
(b) $F$ is the unique minimal normal subgroup of $G$.
(c) $G=X F$ and $X \cap F=1$ where the supersoluble subgroup $X$ acts faithfully on $F$.
(d) Frat $G=1$.
2. Deduce Huppert's Theorem (9.4.4) from Exercise 9.4.1.
3. Let $G$ be a finite soluble group. Assume that every quotient group $G$ with $p$ length at most 2 is supersoluble for all primes $p$. Prove that $G$ is supersoluble.
4. Let $G$ be a finite group. Prove that $G$ is supersoluble if and only if for every proper subgroup $H$ there is a chain of subgroups $H=H_{0}<H_{1}<\cdots<H_{l}=G$ with each index $\left|H_{i+1}: H_{i}\right|$ a prime.

### 9.5. Formations

A class of finite groups $\mathfrak{F}$ is said to be a formation $\dagger$ if every image of an $\mathfrak{F}$-group is an $\mathfrak{F}$-group and if $G / N_{1} \cap N_{2}$ belongs to $\mathfrak{F}$ whenever $G / N_{1}$ and $G / N_{2}$ belong to $\mathfrak{F}$. A comparison of this definition with the characterization of varieties in 2.3.5 might suggest that a formation be thought of as a kind of finite analogue of a variety. (However formations are not in general closed will respect to forming subgroups.)

Examples of formations are readily found. The classes of finite groups, finite soluble groups, finite nilpotent groups, and finite supersoluble groups are all formations.

A formation $\mathfrak{F}$ is said to be saturated if a finite group $G \in \mathscr{F}$ whenever $G /$ Frat $G \in \mathfrak{F}$. Obviously the class of all finite groups is saturated. The nilpotency of Frat $G$ implies that finite soluble groups from a saturated formation. The other two formations mentioned above are also saturated in view of 5.2.15 and 9.4.5.

## Locally Defined Formations

We shall describe an important method of constructing saturated formations. For each prime $p$ let $\mathfrak{F}_{p}$ be a formation or the empty set. Define $\mathfrak{F}$ to be the class of all groups $G$ with following property: if $H / K$ is a principal factor of $G$ whose order is divisible by $p$, then $G / C_{G}(H / K)$ belongs to $\mathfrak{F}_{p}$.

It is clear that the class $\mathfrak{F}$ is closed with respect to forming images. If $G / N_{1}$ and $G / N_{2}$ belong to $\mathfrak{F}$ and $N_{1} \cap N_{2}=1$, a principal factor of $G$ is $G$-isomorphic with a principal factor of $G / N_{1}$ or of $G / N_{2}$. This is a consequence of the Jordan-Hölder Theorem. The validity of the centralizer property is now apparent. Thus $\mathfrak{F}$ is in fact a formation. $\mathfrak{F}$ is said to be locally defined by the $\mathfrak{F}_{p}$. For example, we see that the class of groups of order 1 is locally defined by taking every $\mathfrak{F}_{p}$ to be empty.
9.5.1 (Gaschütz). If $\mathfrak{F}$ is locally defined by formations $\mathfrak{\mathscr { y }}_{p}$, then $\mathfrak{F}$ is a saturated formation.

Proof. Let $G$ be a group such that $G / F r a t ~ G \in \mathscr{F}$ : we have to show that $G \in \mathfrak{F}$. Let $P$ denote the intersection of the centralizers of those principal factors of $G /$ Frat $G$ whose orders are divisible by the prime $p$; then $G / P \in$ $\mathfrak{F}_{p}$ by definition of $\mathfrak{F}$. Now $P /$ Frat $G=\operatorname{Fit}_{p}(G /$ Frat $G)=\operatorname{Fit}_{p}(G) /$ Frat $G$ by 9.3.3 and 9.3.4. Thus $P=\operatorname{Fit}_{p}(G)$ and 9.3.3 shows that $P$ centralizes every principal factor of $G$ whose order involves $p$. If $H / K$ is such a principal factor, then $C_{G}(H / K) \geq P$ and therefore $G / C_{G}(H / K) \in \mathscr{F}_{p}$. It now follows that $G \in \mathfrak{F}$.

Remark. P. Schmid [a185] has proved that every saturated formation is locally defined. Thus all saturated formations can be constructed in the above manner.

Examples. Let $\mathfrak{F}$ be the formation locally defined by formations $\mathfrak{F}_{p}$ where $p$ is prime.
(i) If each $\mathfrak{F}_{p}$ is the class of unit groups, then $\mathfrak{F}$ is the class of finite nilpotent groups.
(ii) If $q$ is a fixed prime, define $\mathfrak{F}_{q}$ to be the class of all unit groups and if $p \neq q$, let $\mathfrak{F}_{p}$ be the class of all finite groups. Then $\mathfrak{F}$ is the class of finite groups in which every principal factor with order divisible by $q$ is central. By 9.3.3 this is just the class of finite $q$-nilpotent groups.
9.5.2. Let $\mathfrak{F}$ be a saturated formation and let $N$ be a minimal normal subgroup of the finite soluble group $G$. Assume that $G / N \in \mathfrak{F}$ but $G \notin \mathfrak{F}$. Then $N$ has $a$ complement in $G$ and all such complements are conjugate.

Proof. If $N \leq$ Frat $G$, then $G /$ Frat $G \in \mathfrak{F}$, whence $G \in \mathfrak{F}$ because $\mathfrak{F}$ is saturated. This is incorrect, so there exists a maximal subgroup $M$ not containing $N$. Then $G=M N$ and $M \cap N \triangleleft G$ since $N$ is abelian. Hence $M \cap N=1$.

For the second part, let $K_{1}$ and $K_{2}$ be two complements of $N$ in $G$. Then $K_{1}$ and $K_{2}$ are maximal subgroups of $G$ by 5.4.2. Write $C$ for the core of $K_{1}$ in $G$. Then surely $C \cap N=1$ and, since $G \notin \mathfrak{F}$, it follows that $G / C \notin \mathfrak{F}$. If $C \notin K_{2}$, then $G=C K_{2}$ and $G / C \simeq K_{2} / C \cap K_{2} \in \mathfrak{F}$ because $K_{2} \simeq G / N \in \mathfrak{F}$. By this contradiction $C \leq K_{2}$. Consequently $K_{1} / C$ and $K_{2} / C$ are complements of $N C / C$ in $G / C$. Moreover $G / N C \in \mathfrak{F}$ and $G / C \notin \mathscr{F}$, while $N \simeq^{G}$ $N C / C$, so that $N C / C$ is minimal normal in $G / C$. Now if $C$ is nontrivial, we can apply induction on the group order to $G / C$, concluding that $K_{1} / C$ and $K_{2} / C$-and hence $K_{1}$ and $K_{2}$-are conjugate. If $C=1$, then $C_{K_{1}}(N)=1$ and therefore $N=C_{G}(N)$. Now we may apply Exercise 9.1.14 to obtain the result.

## $\mathfrak{F}$-Covering Subgroups

If $\mathfrak{F}$ is a formation and $G$ is a finite group, let

$$
G_{\mathfrak{F}}
$$

denote the intersection of all normal subgroups $N$ such that $G / N \in \mathfrak{F}$. Then $G / G_{\mathfrak{F}} \in \mathscr{F}$ and this is the largest $\mathfrak{F}$-quotient of $G$.

A subgroup $H$ of $G$ is called an $\mathfrak{F}$-covering subgroup if $H \in \mathscr{F}$ and if $S=$ $S_{\mathfrak{F}} H$ for all subgroups $S$ that contain $H$ : of course this equation asserts that $H$ covers $S / S_{\mathfrak{F}}$ and hence every $\mathfrak{F}$-quotient of $S$. It will turn out that $\mathfrak{F}$ covering subgroups exist and are conjugate whenever $G$ is soluble and $\mathfrak{F}$ is saturated. Before proving this we shall record two simple facts about $\mathfrak{F}$ covering subgroups.
9.5.3. Let $G$ be a finite group, $H \leq G$ and $N \triangleleft G$. Let $\mathfrak{F}$ be a formation.
(i) If $H$ is an $\mathfrak{F}$-covering subgroup of $G$, then $H N / N$ is an $\mathfrak{F}$-covering subgroup of $G / N$.
(ii) If $H_{1} / N$ is an $\mathfrak{F}$-covering subgroup of $G / N$ and $H$ is an $\mathfrak{y}$-covering subgroup of $H_{1}$, then $H$ is an $\mathfrak{F}$-covering subgroup of $G$.

Proof. (i) Let $H N / N \leq S / N \leq G / N$ and put $R_{1} / N=(S / N)_{\mathfrak{F}}$ and $R=S_{\mathfrak{F}}$; then $R N / N \leq R_{1} / N$. Hence

$$
(H N / N)\left(R_{1} / N\right) \geq(H R) N / N=S / N,
$$

which implies that $H N / N$ is an $\mathfrak{F}$-covering subgroup of $G / N$.
(ii) First of all observe that $H_{1}=H N$ because $H_{1} / N \in \mathscr{F}$ and $H \leq H_{1}$. Assume that $H \leq S \leq G$ and put $R=S_{\mathfrak{F}}$. Obviously $H_{1} / N$ is an $\mathfrak{y}$-covering subgroup of $S N / N$ and $S N / R N \in \mathfrak{F}$; therefore $S N=H_{1} R N=H R N$ and $S=S \cap(H R N)=(H R)(S \cap N)$. In addition $S \cap H_{1}=S \cap(H N)=H(S \cap N)$, so $\left(S \cap H_{1}\right) R=S$. Consequently $S \cap H_{1} / R \cap H_{1} \simeq S / R \in \mathfrak{F}$. Since $H$ is an $\mathfrak{F}$-covering subgroup of $S \cap H_{1}$, it follows that $S \cap H_{1}=H\left(R \cap H_{1}\right)$ and hence that $S=\left(S \cap H_{1}\right) R=H R$, as we wanted to show.

We come now to the fundamental theorem on $\mathfrak{y}$-covering subgroups which yields numerous families of conjugate subgroups in a finite soluble group.
9.5.4 (Gaschütz). Let $\mathfrak{F}$ be a formation.
(i) If every finite group has an $\mathfrak{F}$-covering subgroup, then $\mathfrak{F}$ is saturated.
(ii) If $\mathfrak{F}$ is saturated, every finite soluble group $G$ possesses $\mathfrak{F}$-covering subgroups and any two of these are conjugate in $G$.

Proof. (i) Let $G$ be a finite group such that $G /$ Frat $G \in \mathfrak{F}$. If $H$ is an $\mathfrak{F}^{-}$ covering subgroup of $G$, then $G=H($ Frat $G)$, which implies that $G=H$ by the nongenerator property of Frat $G$. Thus $G \in \mathscr{F}$ and $\mathfrak{F}$ is saturated.
(ii) This part will be established by induction on $|G|$. If $G \in \mathfrak{F}$, then $G$ is evidently the only $\mathfrak{F}$-covering subgroup, so we shall exclude this case. Choose a minimal normal subgroup $N$ of $G$. Then by induction $G / N$ has an $\mathfrak{F}$-covering subgroup $H_{1} / N$.

Suppose first that $G / N \notin \mathfrak{F}$, so that $H_{1} \neq G$. By induction $H_{1}$ has an $\mathfrak{F}$-covering subgroup $H$. We deduce directly from 9.5 .3(ii) that $H$ is an $\mathfrak{F}^{-}$ covering subgroup of $G$. Now let $H_{1}$ and $H_{2}$ be two $\mathfrak{F}$-covering subgroups of $G$. By 9.5 .3(i) the subgroups $H_{1} N / N$ and $H_{2} N / N$ are $\mathfrak{y}$-covering subgroups of $G / N$, whence they are conjugate, say $H_{1} N=H_{2}^{g} N$ where $g \in G$. Now $H_{1} N \neq G$ because $G / N \notin \mathfrak{F}$. Hence $H_{1}$ and $H_{2}^{g}$, as $\mathfrak{F}$-covering subgroups of $H_{1} N$, are conjugate, which implies that $H_{1}$ and $H_{2}$ are conjugate.

Finally, assume that $G / N \in \mathscr{F}$. Then 9.5 .2 shows that there is a complement $K$ of $N$ in $G$. Moreover $K$ must be maximal in $G$ since $N$ is minimal normal. Since $G / N \in \mathfrak{F}$, we have $G_{\mathfrak{F}}=N$ and $G=K G_{\mathfrak{Y}}$. Therefore, since $K$ is maximal in $G$, it is an $\mathfrak{y}$-covering subgroup of $G$. If $H$ is another such subgroup, then $G=H N$, while $H \cap N=1$ since $N$ is abelian. Applying 9.5.2 we conclude that $H$ and $K$ are conjugate.

There is a simple but useful application of 9.5.4.
9.5.5. Let $\mathfrak{F}$ be a saturated formation and $G$ a finite soluble group. If $N \triangleleft G$ then each $\mathfrak{F}$-covering subgroup of $G / N$ has the form $H N / N$ where $H$ is an $\mathfrak{F}$-covering subgroup of $G$.

Proof. Let $K / N$ be an $\mathfrak{F}$-covering subgroup of $G / N$ and let $H_{1}$ be one of $G$. Then $H_{1} N / N$ is an $\mathfrak{\mathscr { y }}$-covering subgroup of $G / N$, so $H_{1} N / N$ is conjugate to $K / N$ by 9.5.4. Hence $K=\left(H_{1} N\right)^{g}=H_{1}^{g} N$ for some $g$ in $G$. Define $H$ to be $H_{1}^{g}$.

## $\mathfrak{F}$-Projectors

Let $\mathfrak{F}$ be a formation. A subgroup $H$ of a finite group $G$ is called an $\mathfrak{F}$ projector if $H N / N$ is maximal $\mathfrak{F}$-subgroup of $G / N$ whenever $N \triangleleft G$.

There is a close connection between $\mathfrak{F}$-covering subgroups and $\mathfrak{F}$-projectors, as the next theorem indicates.
9.5.6 (Hawkes). Let $\mathfrak{F}$ be a formation and let $G$ be a finite soluble group.
(i) Every $\mathfrak{F}$-covering subgroup of $G$ in an $\mathfrak{F}$-projector.
(ii) If $\mathfrak{F}$ is saturated, every $\mathfrak{F}$-projector of $G$ is an $\mathfrak{F}$-covering subgroup.

Before commencing the proof we must establish an auxiliary result.
9.5.7 (Carter-Hawkes). Let $\mathfrak{F}$ be a saturated formation and $G$ a finite soluble group. If $H$ is an $\mathfrak{F}$-subgroup such that $G=H(F i t G)$, then $H$ is contained in an $\mathfrak{y}$-covering subgroup of $G$.

Proof. Let us argue by induction on $|G|>1$. Obviously we may assume that $G \notin \mathfrak{F}$. Let $N$ be a minimal normal subgroup of $G$. Then $H N / N$ inherits the hypotheses on $H$, so by induction it is contained in some $\mathfrak{F}$-covering subgroup of $G / N$. The latter will by 9.5 .5 be of the form $K N / N$ where $K$ is an $\mathfrak{y}$-covering subgroup of $G$. Consequently $H \leq K N$.

Suppose that $K N<G$. Then by induction hypothesis $H$ is contained in some $\mathfrak{F}$-covering subgroup $M$ of $K N$. But evidently $K$ is an $\mathfrak{F}$-covering subgroup of $K N$ and as such is conjugate to $M$. This shows $M$ to be an $\mathfrak{F}$ covering subgroup of $G$.

We may therefore assume that $K N=G$. Let $F=$ Fit $G$. Now $N \leq F$ since $G$ is soluble, and indeed $N \leq \zeta F$ because $1 \neq N \cap \zeta F \triangleleft G$. Therefore $K \cap F \triangleleft K N=G$. If $K \cap F \neq 1$, we can apply the induction hypothesis to $G / K \cap F$, concluding that $H \leq T$ where $T / K \cap F$ is an $\mathfrak{\mathscr { y }}$-covering subgroup of $G / K \cap F$. Thus $T_{\mathfrak{F}} \leq K$. Also $T$ covers $G /(K \cap F) N \in \mathscr{F}$, so $G=T N$ and $T / T \cap N \simeq K / K \cap N \in \mathfrak{F}$. Thus $T_{\mathfrak{F}} \leq K \cap N$. But $K \cap N=1$ since the alternative is $N \leq K$, which leads to $G=K \in \mathfrak{F}$. Therefore $T_{\mathfrak{F}}=1$ and $T \in \mathfrak{F}$. It is now clear that $T$ is an $\mathfrak{F}$-covering subgroup of $G$.

Consequently we can assume that $K \cap F=1$. Hence $F=(K N) \cap F=N$. Then $G=H N$ and $H$ is maximal in $G$ : for $H \neq G$ since $G \notin \mathfrak{F}$. Finally $G_{\tilde{\mathscr{F}}}=$ $N$ since $G / N \in \mathscr{F}$. Hence $G=H G_{\mathfrak{F}}$ and $H$ itself is an $\mathfrak{F}$-covering subgroup of $G$.

Proof of 9.5.6. (i) Let $H$ be an $\mathfrak{F}$-covering subgroup of $G$ and let $N \triangleleft G$. If $H N \leq K$ and $K / N \in \mathscr{F}$, then $H$ covers $K / N$ and $K=H N$. Hence $H N / N$ is a maximal $\mathfrak{F}$-subgroup of $G / N$ and $H$ is an $\mathfrak{F}$-projector.
(ii) We shall argue by induction on $|G|>1$. Assume that $H$ is an $\mathfrak{y}$-projector of $G$ and let $N$ be a minimal normal subgroup of $G$. Then one easily verifies that $H N / N$ is an $\mathfrak{F}$-projector of $G / N$. By induction hypothesis $H N / N$ is an $\mathfrak{F}$-covering subgroup of $G / N$.

By 9.5.5 we can write $M=H N=H^{*} N$ where $H^{*}$ is an $\mathfrak{y}$-covering subgroup of G. Since $N$ is abelian, it is contained in Fit $M$, and $M=$ $H($ Fit $M)=H^{*}($ Fit $M)$. By 9.5 .7 there is an $\mathfrak{F}$-covering subgroup $\bar{H}$ of $M$ containing $H$. But $H$ is a maximal $\mathfrak{F}$-subgroup of $G$ by the projector property, so $H=\bar{H}$. But $H^{*}$ is clearly an $\mathfrak{F}$-covering subgroup of $M$. It follows now from 9.5 .4 that $H$ and $H^{*}$ are conjugate in $M$. Obviously this means that $H$ is an $\mathfrak{F}$-covering subgroup of $G$.

## Carter Subgroups

The most important instance of the preceding theory is when $\mathfrak{F}$ is the class of finite nilpotent groups. Then $\mathfrak{F}$-covering subgroups and $\mathfrak{F}$-projectors coincide and form a single conjugacy class of self-normalizing nilpotent subgroups in any finite soluble group. The existence of these subgroups was first established by R.W. Carter in 1961.

A Carter subgroup of a group is defined to be a self-normalizing nilpotent subgroup.
9.5.8 (Carter). Let $G$ be a finite soluble group.
(i) The Carter subgroups of $G$ are precisely the covering subgroups (or projectors) for the formation of finite nilpotent groups.
(ii) Carter subgroups are abnormal in $G$.

Proof. (i) Let $\mathfrak{M}$ be the formation of finite nilpotent groups and let $H$ be an $\mathfrak{R}$-covering subgroup of $G$. Suppose that $H<N_{G}(H)$. Then there is a subgroup $K$ such that $H \triangleleft K$ and $K / H$ has prime order. Now $K=H R$ where $R=K_{\Re}$. However $R \leq H$, so $K=H$, a contradiction which shows that $H=N_{G}(H)$. Since $H \in \mathfrak{N}$, it is a Carter subgroup.

Conversely, let $H$ be a Carter subgroup of $G$ and suppose that $H \leq S \leq$ $G$. Write $R=S_{\mathfrak{N}}$ and assume that $H R<S$. Then there is a maximal subgroup $M$ of $S$ containing $H R$. Since $S / R \in \mathfrak{M}$, we have $M \triangleleft S$. Induction on the group order shows that $H$ is an $\mathfrak{M}$-covering subgroup of $M$. If $x \in S$, then $H^{x}$ is also an $\mathfrak{M}$-covering subgroup of $M$ and it is conjugate to $H$ in $M$ by 9.5.4. It follows that $S \leq N_{G}(H) M=H M=M$, which is false, indicating that $H$ is an $\mathfrak{N}$-covering subgroup of $G$.
(ii) Again let $H$ be a Carter subgroup. If $H \leq K \leq G$, then in fact $K=$ $N_{G}(K)$ by the argument of the first paragraph. That $H$ is abnormal in $G$ is now a consequence of 9.2.11.

Since a Carter subgroup of $G$ is abnormal, it has a subgroup which is minimal with respect to being subabnormal in $G$. Remembering that the minimal subabnormal subgroups are precisely the system normalizers (9.2.15), we derive the following result.
9.5.9. In a finite soluble group every Carter subgroup contains a system normalizer.

In general the system normalizers are properly contained in the Carter subgroups (Exercise 9.5.8). However in the case of finite soluble groups of small nilpotent length quite a different situation prevails.
9.5.10 (Carter). Let $G$ be a finite soluble group of nilpotent length at most 2. Then the system normalizers coincide with the Carter subgroups of $G$.

Proof. By hypothesis there exists a normal nilpotent subgroup $M$ such that $G / M$ is nilpotent. If $N$ is a system normalizer of $G$, then $N$ covers every central principal factor by 9.2 .6 and we have $G=N M$. Denote by $p_{1}, \ldots, p_{k}$ the distinct prime divisors of $|G|$. Let $N_{i}$ and $M_{i}$ be the unique Sylow $p_{i}^{\prime}-$ subgroups of the nilpotent groups $N$ and $M$ respectively. Then $Q_{i}=M_{i} N_{i}$
is a Hall $p_{i}^{\prime}$-subgroup of $G$ since $G=N M$. Thus $\left\{Q_{1}, \ldots, Q_{k}\right\}$ is a Sylow system of $G$. Now $M_{i} \triangleleft G$; hence $N$ normalizes $Q_{i}$ and $N \leq N_{G}\left(Q_{i}\right)$ for all i. Since all system normalizers have the same order, being conjugate, it follows that $N=\bigcap_{i=1}^{k} N_{G}\left(Q_{i}\right)$. If $g$ normalizes $N$, it also normalizes $N_{i}$ and hence $Q_{i}$. Thus $g \in N$ and $N$ is self-normalizing, which means that $N$ is a Carter subgroup. Since system normalizers and Carter subgroups are conjugate, the theorem follows.

## Fitting Classes and $\mathfrak{F}$-Injectors

A natural dualization of the theory of formations was given by Fischer, Gaschütz, and Hartley ([a47]) in 1967. A class of finite groups $\mathfrak{F}$ is called a Fitting class if it is closed with respect to forming normal subgroups and normal products of its members. For example, finite soluble groups and finite nilpotent groups form Fitting classes while finite supersoluble groups do not (see Exercise 5.4.6).

A subgroup $H$ of a finite group $G$ is called an $\mathfrak{W}$-injector if $H \cap S$ is a maximal $\mathfrak{F}$-subgroup of $S$ whenever $S$ is a subnormal subgroup of $G$. Thus an $\mathfrak{F}$-injector is the natural dual of an $\mathfrak{F}$-projector.

The analogue of 9.5.4 asserts that if $\mathfrak{F}$ is any Fitting class, every finite soluble group contains a unique conjugacy class of $\mathfrak{F}$-injectors. (No extra hypothesis on $\mathfrak{F}$ corresponding to saturation is required.) When $\mathfrak{F}$ is the class of finite nilpotent groups, it turns out that the $\mathfrak{F}$-injectors are precisely the maximal nilpotent subgroups which contain the Fitting subgroup. These usually differ from the $\mathfrak{F}$-projectors, that is, from the Carter subgroups.

## Exercises 9.5

1. Give an example of a formation of finite soluble groups that is not subgroup closed. [Hint: Let $\mathfrak{F}$ be the class of finite soluble groups $G$ such that no $G$ principal factor in $G^{\prime}$ is central in $G$.]
2. If $\mathfrak{F}$ is a formation and $H$ is an $\mathfrak{F}$-covering subgroup of a finite group $G$, then $H$ is a maximal $\mathfrak{F}$-subgroup.
3. Let $\mathfrak{F}$ be a formation containing all groups of prime order. If $H$ is a subgroup which contains an $\mathfrak{F}$-covering subgroup of a finite group $G$, then $G=N_{G}(H)$. Deduce that if $G$ is soluble, then $\mathfrak{F}$-covering subgroups are abnormal in $G$.
4. Show that every formation which is locally defined by formations $\mathfrak{F}_{p}$ satisfies the hypothesis of Exercise 9.5.3.
5. Prove that a finite soluble group has a set of conjugate abnormal supersoluble subgroups. Need all abnormal supersoluble subgroups be conjugate?
6. Identify the Carter subgroups of groups $S_{3}, A_{4}$, and $S_{4}$.
7. Prove that $S_{5}$ has Carter subgroups all of which are conjugate, but that $A_{5}$ has no Carter subgroups.
8. Give an example of a finite soluble group in which the Carter subgroups are not system normalizers.
9. Let $G$ be a finite soluble group with abelian Sylow subgroups. Prove that each Carter subgroup contains exactly one system normalizer.
10. If $G$ is a finite soluble group of nilpotent length $\leq 2$, prove that every subabnormal subgroup is abnormal.
11. A group is called imperfect if it has no nontrivial perfect quotient groups. Prove that finite imperfect groups form a saturated formation.

## CHAPTER 10

## The Transfer and Its Applications

The subject of this chapter is one of the basic techniques of finite group theory, the transfer homomorphism. Since the kernel of this homomorphism has abelian quotient group, it is especially useful in the study of insoluble groups. It will be seen that this technique underlies many deep and important theorems about finite groups.

### 10.1. The Transfer Homomorphism

Let $G$ be a group, possibly infinite, and let $H$ be a subgroup with finite index $n$ in $G$. Choosing a right transversal $\left\{t_{1}, \ldots, t_{n}\right\}$ to $H$ in $G$, we have $H t_{i} g=H t_{(i) g}$ with $g \in G$, where the mapping $i \mapsto(i) g$ is a permutation of the set $\{1,2, \ldots, n\}$. Thus $t_{i} g t_{(i) g}^{-1} \in H$ for all $g$ in $G$.

Suppose that $\theta: H \rightarrow A$ is a given homomorphism from $H$ to some abelian group $A$. Then the transfer of $\theta$ is the mapping

$$
\theta^{*}: G \rightarrow A
$$

defined by the rule

$$
x^{\theta^{*}}=\prod_{i=1}^{n}\left(t_{i} x t_{(i) x}^{-1}\right)^{\theta} .
$$

Since $A$ is abelian, the order of the factors in the product is irrelevant.
10.1.1. The mapping $\theta^{*}: G \rightarrow A$ is a homomorphism which does not depend on the choice of transversal.

Proof. Let us first establish independence of the transversal. Let $\left\{t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right\}$ be another right transversal to $H$ in $G$ and suppose that $H t_{i}=H t_{i}^{\prime}$ and
$t_{i}^{\prime}=h_{i} t_{i}$ with $h_{i}$ in $H$. Then, if $x \in G$,

$$
t_{i}^{\prime} x t_{(i) x}^{\prime-1}=h_{i}\left(t_{i} x t_{(i) x}^{-1}\right) h_{(i) x}^{-1},
$$

and therefore, since $A$ is commutative,

$$
\begin{equation*}
\prod_{i=1}^{n}\left(t_{i}^{\prime} x t_{(i) x}^{\prime-1}\right)^{\theta}=\prod_{i=1}^{n}\left(t_{i} x t_{(i) x}^{-1}\right)^{\theta} \cdot \prod_{i=1}^{n} h_{i}^{\theta} h_{(i) x}^{-\theta} . \tag{1}
\end{equation*}
$$

Now as $i$ runs over the set $\{1,2, \ldots, n\}$, so does $(i) x$, from which it follows that the second factor in (1) is trivial. Hence the uniqueness of $\theta^{*}$ is established.

Next, if $x$ and $y$ are elements of $G$, we calculate that

$$
\begin{aligned}
(x y)^{\theta^{*}} & =\prod_{i=1}^{n}\left(t_{i} x y t_{(i) x y}^{-1}\right)^{\theta} \\
& =\prod_{i=1}^{n}\left(t_{i} x t_{(i) x}^{-1}\right)^{\theta}\left(t_{(i) x} y t_{(i) x y}^{-1}\right)^{\theta} \\
& =\prod_{i=1}^{n}\left(t_{i} x t_{(i) x}^{-1}\right)^{\theta} \cdot \prod_{j=1}^{n}\left(t_{j} y t_{(j) y}^{-1}\right)^{\theta} \\
& =x^{\theta^{*}} y^{\theta^{*}}
\end{aligned}
$$

and $\theta^{*}$ is a homomorphism as claimed.

## Computing $\theta^{*}$

We continue the notation used above. The value of $\theta^{*}$ at $x$ can often be effectively computed by making an appropriate choice of transversal; this choice will not affect $\theta^{*}$ by 10.1.1.

Consider the permutation of the set of right cosets $\left\{H t_{1}, \ldots, H t_{n}\right\}$ produced by right multiplication by $x \in G$. A typical $\langle x\rangle$-orbit will have the form

$$
\begin{equation*}
\left(H s_{i}, H s_{i} x, \ldots, H s_{i} x^{l_{i}-1}\right) \tag{2}
\end{equation*}
$$

here $x^{l_{i}}$ is the first positive power of $x$ such that $H s_{i} x^{l_{i}}=H s_{i}$, and of course $\sum_{i=1}^{k} l_{i}=n$. The elements $s_{i} x^{j}, i=1, \ldots, k, j=1, \ldots, l_{i}-1$ form a right transversal to $H$. Using this transversal we calculate $x^{\theta^{*}}$. Since $H s_{i} x^{l_{i}}=H s_{i}$, the contribution of the orbit (2) to $x^{\theta^{*}}$ is

$$
\left(\left(s_{i} x\right)\left(s_{i} x\right)^{-1} \cdots\left(s_{i} x^{l_{i}-1}\right)\left(s_{i} x^{l_{i}-1}\right)^{-1}\left(s_{i} x^{l_{i}} s_{i}^{-1}\right)\right)^{\theta}
$$

which reduces to $\left(s_{i} x^{l_{i}} s_{i}^{-1}\right)^{\theta}$. Therefore

$$
x^{\theta^{*}}=\prod_{i=1}^{k}\left(s_{i} x^{l_{i}} s_{i}^{-1}\right)^{\theta} .
$$

We shall give this important formula the status of a lemma.
10.1.2. Let the $x$-orbits of the set of right cosets of $H$ in $G$ be

$$
\left(H s_{i}, H s_{i} x, \ldots, H s_{i} x^{l_{i}-1}\right),
$$

$i=1, \ldots$, $k$. If $\theta: H \rightarrow A$ is a homomorphism into an abelian group, then

$$
x^{\theta^{*}}=\prod_{i=1}^{k}\left(s_{i} x^{l_{i}} s_{i}^{-1}\right)^{\theta}
$$

## Transfer into a Subgroup

The most important case of the transfer arises when $\theta$ is the natural homomorphism from $H$ to $H_{\mathrm{ab}}$, that is, $x^{\theta}=H^{\prime} x$. In this case $\theta^{*}: G \rightarrow H_{\mathrm{ab}}$ is referred to as the transfer of $G$ into $H$.

Two cases of special interest are when $H$ is central in $G$ and when $H$ is a Sylow subgroup of $G$. We consider the central case first.
10.1.3 (Schur). Let $H$ be a subgroup of the center of a group $G$ and suppose that $|G: H|=n$ is finite. Then the transfer $\tau$ of $G$ into $H$ is the mapping $x \mapsto x^{n}$. Hence this mapping is an endomorphism of $G$.

Proof. Continuing the notation of 10.1 .2 , we note that $s_{i} x^{l_{i} s_{i}^{-1}} \in H$ since it is a product of elements of $H$. It follows that $x^{l_{i}} \in H$ and hence that $s_{i} x^{l_{i}} S_{i}^{-1}=x^{l_{i}}$. Finally $x^{\tau}=\prod_{i=1}^{k} x^{l_{i}}=x^{n}$.

We pause to mention a corollary of 10.1 .3 which will be important in the study of finiteness properties of a group that refer to conjugates (Chapter 14).
10.1.4 (Schur). If $G$ is a group whose center has finite index $n$, then $G^{\prime}$ is finite and $\left(G^{\prime}\right)^{n}=1$.

Proof. Let $C=\zeta G$ and write $G / C=\left\{C g_{1}, \ldots, C g_{n}\right\}$. For any $c_{i}$ in $C$ we have, on account of the fundamental commutator identities, the equality $\left[c_{i} g_{i}, c_{j} g_{j}\right]=\left[g_{i}, g_{j}\right]$, which implies that $G^{\prime}$ is generated by the $\binom{n}{2}$ elements $\left[g_{i}, g_{j}\right], i<j$. Since $G^{\prime} / G^{\prime} \cap C \simeq G^{\prime} C / C$, which is finite, we deduce from 1.6.11 that $G^{\prime} \cap C$ is a finitely generated abelian group. From 10.1.3 we know that the mapping $x \mapsto x^{n}$ is a homomorphism from $G$ to $C$, and since $C$ is abelian, $G^{\prime}$ must be contained in the kernel; therefore $\left(G^{\prime}\right)^{n}=1$. That $G^{\prime} \cap C$, and hence $G^{\prime}$, is finite is now a consequence of 4.2.9.

## Transfer into a Sylow p-Subgroup

If $P$ is a Sylow $p$-subgroup of a finite group $G$ and $\tau: G \rightarrow P_{a b}$ is the transfer, then $G / \operatorname{Ker} \tau$ is an abelian $p$-group. With this in mind we define

$$
G^{\prime}(p)
$$

to be the intersection of all normal subgroups $N$ such that $G / N$ is an abelian $p$-group. Thus $G / G^{\prime}(p)$ is the largest abelian $p$-quotient of $G$.
10.1.5. Let $\tau: G \rightarrow P_{\mathrm{ab}}$ be the transfer of a finite group $G$ into a Sylow psubgroup $P$. Then $G^{\prime}(p)$ is the kernel of $\tau$ and $P \cap G^{\prime}$ is the kernel of the restriction of $\tau$ to $P$.

Proof. Write $K$ for Ker $\tau$. In the first place $G^{\prime}(p) \leq K$ because $G / K$ is an abelian $p$-group.

Decompose the set of right cosets of $P$ into $x$-orbits as in 10.1 .2 ; then in the notation of that result

$$
x^{\tau}=P^{\prime} \prod_{i=1}^{k} s_{i} x^{l_{i}} s_{i}^{-1}
$$

Now $G=P G^{\prime}(p)$, so we may choose the $s_{i}$ to lie in $G^{\prime}(p)$. On the basis of this equation we may write $x^{\tau}=P^{\prime} x^{n} c$ where $n=|G: P|$ and $c \in G^{\prime}(p)$. Thus $x \in K$ implies that $x^{n} \in P^{\prime} G^{\prime}(p)=G^{\prime}(p)$. It follows that $K / G^{\prime}(p)$ is a $p^{\prime}$-group, a conclusion which can only mean that $K=G^{\prime}(p)$.

Finally $P \cap \operatorname{Ker} \tau=P \cap G^{\prime}(p)=P \cap G^{\prime}$ since $G^{\prime}(p) / G^{\prime}$ is a $p^{\prime}$-group.
It follows from 10.1 .5 that $\operatorname{Im} \tau \simeq G / G^{\prime}(p)$ : obviously the latter is isomorphic with the Sylow $p$-subgroup of $G_{a b}$, that is, with $P G^{\prime} / G^{\prime}$. Hence

$$
\begin{equation*}
\operatorname{Im} \tau \simeq P / P \cap G^{\prime} \tag{3}
\end{equation*}
$$

## Groups with an Abelian Sylow $p$-Subgroup

These ideas may be applied with particular advantage in the presence of an abelian Sylow $p$-subgroup.
10.1.6. Let the finite group $G$ have an abelian Sylow $p$-subgroup $P$ and let $N$ denote $N_{G}(P)$. Then $P=C_{P}(N) \times[P, N]$. Moreover, if $\tau: G \rightarrow P$ is the transfer, $\operatorname{Im} \tau=C_{P}(N)$ and $P \cap \operatorname{Ker} \tau=[P, N]$.

Proof. As in 10.1.2 we can write $x^{\tau}=\prod_{i=1}^{k} s_{i} x^{l_{i}} s_{i}^{-1}$. Let $x \in P$ and write $y$ for $x^{l_{i}}$. Then $y$ and $y^{s_{i}^{-1}}$ both belong to $P$. Since $P$ is abelian, the subgroup $C=C_{G}\left(y^{s_{\imath}^{-1}}\right)$ contains $\left\langle P, P^{s_{i}^{-1}}\right\rangle$, and by Sylow's Theorem $P$ and $P^{s_{i}^{-1}}$ are conjugate in $C$, say, $P^{s_{i}^{-1}}=P^{c}$ where $c \in C$. Thus $r_{i}=s_{i}^{-1} c^{-1} \in N$. Since $y^{s_{i}^{-1}}=y^{r_{i}}$, we compute that

$$
\begin{equation*}
x^{\tau}=\prod_{i=1}^{k}\left(x^{l_{i}}\right)^{r_{i}}=x^{n} d \tag{4}
\end{equation*}
$$

where $n=|G: P|$ and $d=\prod_{i=1}^{k}\left[x^{l_{i}}, r_{i}\right] \in[P, N]$. It follows successively that $x^{n} \in P^{\tau}[P, N]$ and $P=P^{\tau}[P, N]$ because $(n, p)=1$. Suppose next that
$x^{\tau} \in \operatorname{Ker} \tau$ where $x \in P$; then $1=\left(x^{\tau}\right)^{\tau}=\left(x^{\tau}\right)^{n}$ because $\left(G^{\prime}\right)^{\tau}=1$. Consequently $x^{\tau}=1$ and $P^{\tau} \cap \operatorname{Ker} \tau=1$. Since $G=P G^{\prime}(p)$, and thus $\operatorname{Im} \tau=P^{\tau}$, we have $P=(\operatorname{Im} \tau) \times[P, N]$.

Next we claim that $\operatorname{Im} \tau \triangleleft N$. For if $x \in P$ and $y \in N$, then

$$
\left(x^{\tau}\right)^{y}=\prod_{i=1}^{n}\left(t_{i} x t_{(i) x}^{-1}\right)^{y}=\prod_{i=1}^{n} t_{i}^{y} x^{y}\left(t_{(i) x}^{y}\right)^{-1}
$$

where $\left\{t_{1}, \ldots, t_{n}\right\}$ is any right transversal to $P$. But $\left\{t_{1}^{y}, \ldots, t_{n}^{y}\right\}$ is also a right transversal because $y \in N_{G}(P)$. Thus $\left(x^{\tau}\right)^{y}=\left(x^{y}\right)^{\tau}$-see also Exercise 10.1.14. Hence $\operatorname{Im} \tau \triangleleft N$.

We deduce that $[\operatorname{Im} \tau, N] \leq \operatorname{Im} \tau \cap[P, N]=1$ and $\operatorname{Im} \tau \leq C_{P}(N)$. On the other hand, if $x \in C_{P}(N)$, then (4) shows that $x^{\tau}=x^{n}$, which yields $x \in \operatorname{Im} \tau$ and $C_{P}(N) \leq \operatorname{Im} \tau$. Hence $C_{P}(N)=\operatorname{Im} \tau$. Finally $[P, N] \leq$ $P \cap \operatorname{Ker} \tau$, and also $|P: P \cap \operatorname{Ker} \tau|=\left|P^{\tau}\right|=|P:[P, N]|$ since $P=P^{\tau} \times$ $[P, N]$. Therefore $P \cap \operatorname{Ker} \tau=[P, N]$.
10.1.7 (Taunt). Let $G$ be a finite group all of whose Sylow subgroups are abelian. Then $G^{\prime} \cap \zeta G=1$ and $\zeta G$ is the hypercenter of $G$.

Proof. Let $p$ be a prime and $P$ a Sylow $p$-subgroup of $G$. Then

$$
\left(G^{\prime} \cap \zeta G\right) \cap P \leq C_{P}\left(N_{G}(P)\right) \cap\left(P \cap G^{\prime}\right)=1
$$

by 10.1 .5 and 10.1.6. Since this is true for every prime, it follows that $G^{\prime} \cap \zeta G=1$. Finally $\left[\zeta_{2} G, G\right] \leq G^{\prime} \cap \zeta G=1$ and therefore $\zeta G=\zeta_{2} G$.

The following useful result is an easy consequence of 10.1.6.
10.1.8 (Burnside). If for some prime p a Sylow p-subgroup $P$ of a finite group $G$ lies in the center of its normalizer, then $G$ is p-nilpotent.

Proof. By hypothesis $P$ is abelian and $P=C_{P}\left(N_{G}(P)\right)$. We deduce at once from 10.1.6 that $P \cap \operatorname{Ker} \tau=1$ where of course $\tau: G \rightarrow P$ is the transfer. This means that $\operatorname{Ker} \tau$ is a $p^{\prime}$-group, which in turn implies that $G$ is $p$-nilpotent since $G / \operatorname{Ker} \tau \simeq \operatorname{Im} \tau$, a $p$-group.

While much more powerful criteria for $p$-nilpotence are available, as the following sections will show, 10.1.8 provides significant information about the orders of finite simple groups.
10.1.9. Let $p$ be the smallest prime dividing the order of the finite group $G$. Assume that $G$ is not p-nilpotent. Then the Sylow p-subgroups of $G$ are not cyclic. Moreover $|G|$ is divisible by $p^{3}$ or by 12 .

Proof. Let $P$ be a Sylow $p$-subgroup of $G$ and write $N$ and $C$ for the normalizer and centralizer of $P$ respectively. Then $C \neq N$ by 10.1.8. Now $N / C$ is isomorphic with subgroup of Aut $P$, by 1.6.13. If $P$ is cyclic, then $P \leq C$
and $N / C$ has order dividing $p-1$ by 1.5 .5 . However $p$ is the smallest prime divisor of $|G|$, so we are forced to the contradiction $N=C$. Hence $P$ is not cyclic.

Next suppose that $p^{3}$ does not divide $|G|$. Then $P$ must be an elementary abelian $p$-group of order $p^{2}$ by 1.6 .15 and the noncyclicity of $P$. Hence Aut $P \simeq \operatorname{GL}(2, p)$, which has order $\left(p^{2}-1\right)\left(p^{2}-p\right)$. Since $C \geq P$, it follows that $|N: C|$ divides $(p-1)^{2}(p+1)$, which, if $p$ were odd, would yield a smaller prime divisor of $|G|$ than $p$. Hence $p=2$ and $|N: C|=3$, so that $|G|$ is divisible by 12 .

If $G$ is a finite simple group of composite order, then 10.1.9 tells us that $|G|$ is divisible by 12 or the cube of the smallest prime dividing the order of G. However by the Feit-Thompson Theorem this smallest prime is actually
2. So in fact the order of $G$ is divisible by either 8 or 12. In addition the Sylow 2-subgroups of $G$ cannot be cyclic. For a more precise result see Exercise 10.3.1.

## Finite Groups with Cyclic Sylow Subgroups

We have developed sufficient machinery to classify all finite groups having cyclic Sylow subgroups. The definitive result is
10.1.10 (Hölder, Burnside, Zassenhaus). If $G$ is a finite group all of whose Sylow subgroups are cyclic, then $G$ has a presentation

$$
G=\left\langle a, b \mid a^{m}=1=b^{n}, b^{-1} a b=a^{r}\right\rangle
$$

where $r^{n} \equiv 1(\bmod m), m$ is odd, $0 \leq r<m$, and $m$ and $n(r-1)$ are coprime.
Conversely in a group with such a presentation all Sylow subgroups are cyclic.

This means that a finite group whose Sylow subgroups are cyclic is an extension of one cyclic group by another; such groups are called metacyclic. In particular the group is supersoluble.
Proof of 10.1.10. (i) Assume that all the Sylow subgroups of $G$ are cyclic. If $G$ is abelian, then, being the direct product of its Sylow subgroups, $G$ is cyclic and has a presentation of the required sort with $m=1$. Thus we may assume that $G$ is not abelian.

Let $p$ denote the smallest prime divisor of $|G|$. Then, according to 10.1.9, the group $G$ is $p$-nilpotent and $G / \mathrm{O}_{p^{\prime}}(G)$ is a $p$-group. By induction on the group order $G$ is soluble; let $d$ be the derived length. Then $G^{(d-1)}$ is abelian and therefore cyclic, from which it follows that $\operatorname{Aut}\left(G^{(d-1)}\right)$ is abelian. However this means that $G^{\prime}$ centralizes $G^{(d-1)}$, which, if $d>2$, gives the contradiction $G^{(d-1)} \leq\left(G^{\prime}\right)^{\prime} \cap \zeta\left(G^{\prime}\right)=1$ by 10.1.7. So it has been proved that $d=2$ and $G$ is metabelian. Hence $G / G^{\prime}$ and $G^{\prime}$ are cyclic groups.

If $Q$ is a Sylow $q$-subgroup of $G$, then 10.1.6 implies that either $Q \leq G^{\prime}$ or $Q \cap G^{\prime}=1$ : for $Q$, being cyclic, does not admit a nontrivial direct decomposition. Hence $q$ cannot divide both $m=\left|G^{\prime}\right|$ and $n=\left|G: G^{\prime}\right|$; consequently these integers are coprime.

Let $G^{\prime}=\langle a\rangle$ and $G / G^{\prime}=\left\langle b_{1} G^{\prime}\right\rangle$. The order of $b_{1}$ must be expressible in the form $m_{1} n$ where $m_{1}$ divides $m$. Now $b=b_{1}^{m_{1}}$ has order $n$ and $b G^{\prime}$ generates $G / G^{\prime}$ because $\left(m_{1}, n\right)=1$. Therefore $G=\langle a, b\rangle$. Also $a^{b}=a^{r}$ where the integer $r$ satisfies $r^{n} \equiv 1 \bmod m$ and $1<r<m$. Suppose that there is a prime $q$ dividing $m$ and $r-1$. Then $r \equiv 1 \bmod q$ and if $a_{1}=a^{m / q}$, we should have $\left|a_{1}\right|=q$ and $a_{1}^{b}=a_{1}^{r}=a_{1}$, whence $a_{1} \in G^{\prime} \cap \zeta G=1$ by 10.1.7; but this would mean that $|a|=m / q$, a contradiction which shows that $(m, r-1)=1$. Since ( $m, r$ ) $=1$, it follows that $m$ is odd.
(ii) Conversely assume that $G$ has the given presentation and that $P$ is a Sylow $p$-subgroup. Then $\langle a\rangle \triangleleft G$ and $G$ is finite of order $m n$, while either $P \leq\langle a\rangle$ or $P \cap\langle a\rangle=1$ since $(m, n)=1$. In either case $P$ is cyclic.

Prominent among the groups with cyclic Sylow subgroups are the groups with square-free order: such groups are therefore classified by 10.1.10.

## Exercises 10.1

1. Let $H \leq K \leq G$ where $G$ is finite. Denote the transfer of $G$ into $K$ by $\tau_{G, K}$. Prove that $\tau_{G, K} \tau_{K, H}=\tau_{G, H}$ (with a slight abuse of notation).
2. If $G$ is a group whose center has finite index $n$, prove that $\left|G^{\prime}\right|$ divides $n^{n\left[\log _{2} n\right]-n+2}$. [Hint: Use Exercise 1.3.4.]
*3. If $G / \zeta G$ locally finite $\pi$-group (that is, finitely generated subgroups are finite $\pi$ groups), prove that $G^{\prime}$ is a locally finite $\pi$-group.
3. If $G$ is a simple group of order $p^{2} q r$ where $p, q, r$ are primes, prove that $G \simeq A_{5}$. [Hint: $|G|$ is divisible by 12.]
4. There are no perfect groups of order 180 , (so a nonsimple perfect group of order $\leq 200$ has order 1 or 120 -see Exercise 5.4.4).
5. Let $H$ be a $p^{\prime}$-group of automorphisms of a finite abelian $p$-group $A$. Prove that $A=[A, H] \times C_{A}(H)$. If $H$ acts trivially on $A[p]$, prove that $H=1$.
6. Let $N$ be a system normalizer of a finite soluble group $G$ which has abelian Sylow subgroups. Prove that $G=N G^{\prime}$ and $N \cap G^{\prime}=1$.
7. (Taunt). Let $G$ be a finite soluble group with abelian Sylow subgroups. If $L \triangleleft G$ and $L$ is abelian, prove that $L=\left(L \cap G^{\prime}\right) \times(L \cap \zeta G)$. Deduce that $L=$ $(L \cap \zeta G) \times\left(L \cap \zeta G^{\prime}\right) \times \cdots \times\left(L \cap \zeta G^{(d-1)}\right)$ where $d$ is the derived length of $G$. [Hint: Let $N$ be a system normalizer. Apply Exercise 10.1.7 and show that $L \cap N=L \cap \zeta G$.
8. Let $G(m, n, r)$ be a finite group with cyclic Sylow subgroups in the notation of 10.1.10. Prove that $G(m, n, t) \simeq G(\bar{m}, \bar{n}, \bar{r})$ if and only if $m=\bar{m}, n=\bar{n}$ and $\langle r+m \mathbb{Z}\rangle=\langle\bar{r}+m \mathbb{Z}\rangle$ in $\mathbb{Z}_{m}^{*}$.
9. How many nonisomorphic groups are there of order 210 ?
10. Let $G$ be a finite group with cyclic Sylow subgroups. Prove that every subnormal subgroup of $G$ is normal.
11. (Burnside). Let $n$ be a positive integer. Prove that every group of order $n$ is cyclic if and only if $(n, \varphi(n))=1$ where $\varphi$ is the Eulerian function.
12. What conditions on the integer $n$ will ensure that all groups of order $n$ are abelian?
13. Let $H$ be a subgroup of finite index in a group $G$. If $\tau$ is the transfer of $G$ into $H$ and $y \in N_{G}(H)$, prove that $\left(x^{\tau}\right)^{y}=\left(x^{y}\right)^{\tau}$ for all $x$ in $G$.
14. Let $G$ be a group, $H$ a subgroup with finite index in $G$, and $A$ any abelian group. Then restriction to $H$ yields a homomorphism Res: $\operatorname{Hom}(G, A) \rightarrow \operatorname{Hom}(H, A)$. The corestriction map $\operatorname{Cor}: \operatorname{Hom}(H, A) \rightarrow \operatorname{Hom}(G, A)$ is defined by $\theta \mapsto \theta^{*}$ where $\theta^{*}$ is the transfer of $\theta$. Prove that Cor is a homomorphism and that Res $\circ$ Cor is multiplication by $|G: H|$ in $\operatorname{Hom}(G, A)$.

### 10.2. Grün's Theorems

Two important and powerful transfer theorems due to O . Grün will be proved in this section. These theorems provide us with more useful expressions for the kernel and image of the transfer into a Sylow subgroup.
10.2.1 (Grün's First Theorem). Let $G$ be a finite group and let $P$ be a Sylow p-subgroup of $G$. If $N=N_{G}(P)$ and $\tau: G \rightarrow P_{a b}$ is the transfer, then

$$
P \cap \operatorname{Ker} \tau=P \cap G^{\prime}=\left\langle P \cap N^{\prime}, P \cap\left(P^{\prime}\right)^{g} \mid g \in G\right\rangle .
$$

Proof. In the first place $P \cap \operatorname{Ker} \tau=P \cap G^{\prime}$ by 10.1.5. Define $D$ to be the subgroup generated by $P \cap N^{\prime}$ and all $P \cap\left(P^{\prime}\right)^{g}$ with $g \in G$. Then certainly $D \leq P \cap G^{\prime}$ and $D \triangleleft P$. What we must prove is that $P \cap G^{\prime} \leq D$. Assuming this to be false, let us choose an element $u$ of least order in $\left(P \cap G^{\prime}\right) \backslash D$.

We shall calculate $u^{\tau}$ by a refinement of the method of 10.1.2. First of all decompose $G$ into $(P, P)$-double cosets $P x_{j} P, j=1,2, \ldots, s$. Now a double coset $P x P$ is a union of cosets of the form $P x y, y \in P$, and the latter are permuted transitively by right multiplication by elements of $P$. Hence the number of cosets of the form $P x y, y \in P$, with $P x$ fixed, divides $|P|$ and equals a power of $p$, say $p^{t}$. Under right multiplication by $u$ the cosets $P x y$ fall into orbits of the form

$$
\begin{equation*}
\left(P x y_{i}, P x y_{i} u, \ldots, P x y_{i} u^{p^{m_{i}-1}}\right), \quad i=2, \ldots, r \tag{5}
\end{equation*}
$$

where $y_{i} \in P$ and $u^{p^{m_{i}}}$ is the smallest positive power of $u$ such that $P x y_{i} u^{p^{m_{i}}}=P x y_{i}$. These orbits are to be labeled so that $m_{1} \leq m_{2} \leq \cdots \leq m_{r}$. Replacing $x$ by $x y_{1}$, we can suppose $y_{1}=1$. The elements $x y_{i} u^{j}, i=1$,
$2, \ldots, r, j=0,1, \ldots, p^{m_{i}}-1$ form part of a right transversal to $P$ which may be used to compute $u^{\tau}$.

Let us calculate the contribution of the $u$-orbit (5) to $u^{\tau}$. This is $P^{\prime} v_{i}$ where

$$
\begin{equation*}
v_{i}=x y_{i} u^{p^{m_{i}}} y_{i}^{-1} x^{-1}=\left(u^{p^{m_{i}}}\left[u^{p^{m_{i}}}, y_{i}^{-1}\right]\right)^{x^{-1}}, \tag{6}
\end{equation*}
$$

an element of $P$. Taking $i=1$ we deduce that $\left(u^{p^{m_{1}}}\right)^{x^{-1}} \in P$ since $y_{1}=1$. Now $m_{1} \leq m_{i}$ by our ordering, so $\left(u^{p^{m_{i}}}\right)^{x^{-1}} \in P$ for all $i$ and it follows from (6) that $c=\left[u^{p_{i}}, y_{i}^{-1}\right]^{x^{-1}} \in P$. In addition $c \in\left(P^{\prime}\right)^{x-1}$, which means that $c \in D$. Consequently $v_{i} \equiv\left(u^{p^{m_{i}}}\right)^{x^{-1}} \bmod D$. The total contribution to $u^{\tau}$ of the double coset $P x P$ is therefore $P^{\prime} w(x)$ where

$$
\begin{equation*}
w(x)=\prod_{i=1}^{r} v_{i} \equiv\left(u^{p^{t}}\right)^{x^{-1}} \quad \bmod D \tag{7}
\end{equation*}
$$

since $\sum_{i=1}^{r} p^{m_{i}}=p^{t}$.
Now suppose that $t>0$. Since $w(x) \in P$, we have $\left(u^{p^{t}}\right)^{x^{-1}} \in P \cap \operatorname{Ker} \tau$ by (7), and by minimality of $|u|$ we obtain $\left(u^{p^{t}}\right)^{x^{-1}} \in D$. For the same reason $u^{p^{t}} \in D$. Thus we certainly have $w(x) \equiv 1 \equiv u^{p^{t}} \bmod D$.

If, on the other hand, $t=0$, then $P x P=P x$, which is equivalent to $x \in N$. Hence $P x P$ contributes $P^{\prime} x u x^{-1}=P^{\prime} u\left[u, x^{-1}\right]$ to $u^{\tau}$ : of course $\left[u, x^{-1}\right] \in$ $P \cap N^{\prime} \leq D$. Again we have $w(x) \equiv u^{p^{t}} \bmod D$.

Thus $\prod_{j=1}^{s} w\left(x_{j}\right) \equiv u^{l} \bmod D$ where $l=\sum_{j=1}^{s} p^{t_{j}}$ and $p^{t_{j}}$ is the number of cosets $P x_{j} y$ in $P x_{j} P$. Then $l=|G: P|$, the total number of right cosets of $P$ in $G$. Since $u \in P \cap G^{\prime}$, we have $u^{\tau}=P^{\prime} \leq D$. Hence $u^{l} \in D$, which yields $u \in D$ since $p$ does not divide $l$.

The next result illustrates the usefulness of Grün's theorem.
10.2.2 (Wong). Suppose that $G$ is a finite group which has a Sylow 2-subgroup $P$ with a presentation $\left\langle a, b \mid a^{2 n}=1=b^{2}, a^{b}=a^{1+2^{n-1}}\right\rangle$ where $n>2$. Then $G$ is 2 -nilpotent and, in particular, $G$ cannot be simple.

Proof. Let $N$ denote $N_{G}(P)$. The Schur-Zassenhaus Theorem implies that there is a subgroup $Q$ such that $N=Q P$ and $Q \cap P=1$; of course $Q$ has odd order. However $Q / C_{Q}(P)$ is isomorphic with a subgroup of Aut $P$ and by Exercises 5.3 .5 the latter is a 2 -group. Thus we are forced to conclude that $Q=C_{Q}(P)$ and $N=Q \times P$.

Applying 10.2.1 we have

$$
P \cap G^{\prime}=\left\langle P \cap N^{\prime}, P \cap\left(P^{\prime}\right)^{q} \mid g \in G\right\rangle .
$$

Now $P \cap N^{\prime}=P \cap\left(Q^{\prime} \times P^{\prime}\right)=\left\langle a^{2^{n-1}}\right\rangle$, a group of order 2, which allows us to conclude that $P \cap G^{\prime}$ is generated by elements of order 2 . Since all the elements of $P$ with order 2 belong to $P_{0}=\left\langle a^{2 n-1}, b\right\rangle$, it follows that $P \cap G^{\prime} \leq P_{0}$.

Let $L / G^{\prime}$ be the odd component of $G_{\mathrm{ab}}$ and set $S=\left\langle a^{2}, b\right\rangle L$, evidently a normal subgroup of $G$. Now $P \cap S=\left\langle a^{2}, b\right\rangle(P \cap L)$ and $P \cap L=$ $P \cap G^{\prime} \leq P_{0}$, from which it follows that $P \cap S=\left\langle a^{2}, b\right\rangle=P_{1}$, say. $P_{1}$ is a Sylow 2-subgroup of $S$ since $S \triangleleft G$.

From the presentation one sees that $P_{1}$ is abelian: indeed it is the direct product of a cyclic group of order $2^{n-1}>2$ and a group of order 2. Consequently Aut $P_{1}$ is a 2-group by Exercise 1.5.13. The argument of the first paragraph now shows that $P_{1}$ is a direct factor of $N_{S}\left(P_{1}\right)$ and we deduce from 10.1.8 that $S$ is 2-nilpotent. Since $|G: S| \leq 2$, the same holds for $G$.

There has been much work on the classification of finite simple groups of composite order according to the nature of their Sylow 2-subgroups. It was remarked above that the Sylow 2-subgroups of such a group cannot be cyclic; of course 10.2.2 excludes a further set of 2-groups.

For example, we mention that Brauer and Suzuki have shown that a (generalized) quaternion group $Q_{2^{n}}$ cannot be the Sylow 2-subgroup of a finite simple group. In another investigation Gorenstein and Walter have proved that $\operatorname{PSL}\left(2, p^{m}\right), p \neq 2$, and $A_{7}$ are the only finite simple groups to have a dihedral Sylow 2-subgroup. The proofs of these results are difficult and cannot be discussed here. For more information on these questions consult [b26].

## Weak Closure and $p$-Normality

If $H$ and $K$ are subgroups of a group, then $H$ is said to be weakly closed in $K$ if $H \leq K$ and if $H^{g} \leq K$ always implies that $H=H^{g}$. Otherwise stated $H$ is weakly closed in $K$ if $K$ contains $H$ but no other conjugate of $H$.

If $P$ is a Sylow $p$-subgroup of $G$ and if the center of $P$ is weakly closed in $P$, then $G$ is said to be $p$-normal. Among $p$-normal groups are groups with abelian Sylow p-subgroups and groups in which distinct Sylow p-subgroups have trivial intersection.
10.2.3 (Grün's Second Theorem). Let the finite group $G$ be p-normal and let $P$ be a Sylow p-subgroup of $G$. If $L=N_{G}(\zeta P)$, then $P \cap G^{\prime}=P \cap L^{\prime}$ and $G / G^{\prime}(p) \simeq L / L^{\prime}(p)$.

Proof. In the first place $G / G^{\prime}(p) \simeq P / P \cap G^{\prime}$ by 10.1 .5 and (3). In addition, since $P \leq L$, the subgroup $P$ is a Sylow $p$-subgroup of $L$ and $L / L^{\prime}(p) \simeq$ $P / P \cap L^{\prime}$. The theorem will therefore follow should we succeed in proving that $P \cap G^{\prime}=P \cap L^{\prime}$. What is more, by Grün's First Theorem it suffices to show that $P \cap N^{\prime} \leq P \cap L^{\prime}$ and $P \cap\left(P^{\prime}\right)^{g} \leq P \cap L^{\prime}$ for all $g$ in $G$, where $N=N_{G}(P)$. Since $\zeta P$ is characteristic in $P$, it is certainly true that $N \leq L$ and $P \cap N^{\prime} \leq P \cap L^{\prime}$. Thus we can concentrate on $I=P \cap\left(P^{\prime}\right)^{g}$.

Let $P_{0}=\zeta P$ and $M=N_{G}(I)$. Then $P_{0} \leq M$ and $P_{0}^{g} \leq M$ since $P_{0}^{g}=\zeta\left(P^{g}\right)$. Let $P_{1}$ and $P_{2}$ be Sylow $p$-subgroups of $M$ containing $P_{0}$ and $P_{0}^{g}$ respectively. Then of course $P_{1}=P_{2}^{h}$ for some $h$ in $M$. Now $P_{1} \leq P^{x}$ for some $x$ in $G$ and $P_{0} \leq P_{1} \leq P^{x}$, so that $P_{0}$ and $P_{0}^{x^{-1}}$ are both contained in $P$. By p-normality $P_{0}=P_{0}^{x^{-1}}$. In addition $P_{0}^{g h} \leq P_{2}^{h}=P_{1} \leq P^{x}$, so that $P_{0}^{g h}=P_{0}^{x}=$ $P_{0}$ by $p$-normality again. Thus $g h \in L$. It now follows that $I=I^{h}=$ $P^{h} \cap\left(P^{\prime}\right)^{g h} \leq L^{\prime}$ since $P \leq L$. Finally $I \leq P \cap L^{\prime}$ as required.

## Exercises 10.2

1. Show that 10.2 . 2 does not hold if $n=2$.
2. Let $P$ be a finite 2 -group such that Aut $P$ is a 2 -group and $P$ cannot be generated by elements of order dividing $\left|P^{\prime}\right|$. Prove that there is no finite simple group whose Sylow 2-subgroups are isomorphic with $P$. Give some examples. [Hint: Apply Grün's First Theorem.]
3. Prove that a $p$-nilpotent group is $p$-normal.
4. Let $G$ be a finite $p$-normal group. If $P$ is a Sylow $p$-subgroup and $L=N_{G}(\zeta P)$, prove that $L \cap G^{\prime}(p)=L^{\prime}(p)$.

### 10.3. Frobenius's Criterion for $p$-Nilpotence

Here we derive a useful criterion for $p$-nilpotence, describing in the sequel some of its many applications. The following technical lemma is used in the proof.
10.3.1 (Burnside). Let $P_{1}$ and $P_{2}$ be Sylow p-subgroups of a finite group $G$. Suppose that $H$ is a subgroup of $P_{1} \cap P_{2}$ which is normal in $P_{1}$ but not in $P_{2}$. Then there exists a p-subgroup $M$, a prime $q \neq p$ and a $q$-element $g$ such that $H \leq M$ and $g \in N_{G}(M) \backslash C_{G}(M)$.

Proof. Write $K=N_{P_{2}}(H)$ and assume that $P_{2}$ has been chosen so that $K$ is maximal subject to $P_{2} \not \leq N_{G}(H)$. Since $K \leq N_{G}(H)$ and $P_{1}$ is a Sylow $p$ subgroup of $N_{G}(H)$, there is an $x$ in $N_{G}(H)$ such that $K \leq P_{1}^{x}$ by Sylow's Theorem. Now $H \triangleleft P_{1}$ implies that $H \triangleleft P_{1}^{x}$, which indicates that we may replace $P_{1}$ by $P_{1}^{x}$ without disturbing the hypotheses. Hence we can assume that $K \leq P_{1}$, so that $K \leq P_{1} \cap P_{2} \leq K$ and $K=P_{1} \cap P_{2}$. Since $P_{1} \neq P_{2}$, it follows that $K<P_{1}$ and $K<P_{2}$.

Apply the normalizer condition to $P_{i}, i=1,2$ : then $K<N_{i} \leq P_{i}$ where $N_{i}=N_{P_{i}}(K)$. Hence $K \triangleleft L=\left\langle N_{1}, N_{2}\right\rangle$. Notice that $L$ cannot normalize $H$ because, if it did, $N_{2}$ would be contained in $N_{P_{2}}(H)=K$.

Next $N_{1}$ is contained in a Sylow $p$-subgroup of $L$, which in turn is contained in some Sylow $p$-subgroup $P_{3}$ of $G$. Then $K<N_{1} \leq N_{P_{3}}(H)$; this, in
view of the maximality of $K$, implies that $P_{3}$ normalizes $H$. It follows that there is a Sylow $p$-subgroup of $L$ which normalizes $H$.

Combining the results of the last two paragraphs we conclude that there exist a prime $q \neq p$ and a Sylow $q$-subgroup $Q$ of $L$ such that $Q$ does not normalize $H$. Let $g \in Q \backslash N_{G}(H)$ and put $M=H^{\langle g\rangle}$. Since $H \triangleleft K \triangleleft L$ and $Q \leq L$, we see that $M$ is a $p$-group. Obviously $g \in N_{G}(M)$, but $g \notin C_{G}(M)$ since $g \notin C_{G}(H)$.
10.3.2 (Frobenius). A finite group $G$ is p-nilpotent if and only if every $p$ subgroup is centralized by the $p^{\prime}$-elements in its normalizer.

Proof. Assume that $G$ is $p$-nilpotent and that $P$ is a $p$-subgroup. Then all the $p^{\prime}$-elements belong to $\mathrm{O}_{p^{\prime}}(G)$, and we have $\left[\mathrm{O}_{p^{\prime}}(G) \cap N_{G}(P), P\right] \leq$ $P \cap \mathrm{O}_{p^{\prime}}(G)=1$, which establishes the necessity of our condition.

Conversely assume that the condition is satisfied in $G$ and let $P$ be a Sylow $p$-subgroup. The $p$-nilpotence of $G$ will be established by induction on $|G|$; of course we may suppose that $|G| \neq 1$ and $|P| \neq 1$. Write $C=\zeta P$ and $L=N_{G}(C)$. Then $1 \neq C \triangleleft L$ and $P / C$ is a Sylow $p$-subgroup of $L / C$. We verify easily that $L / C$ inherits the condition imposed on $G$; therefore $L / C$ has a normal Hall $p^{\prime}$-subgroup $Q / C$. By the Schur-Zassenhaus Theorem there is a complement $M$ of $C$ in $Q$. But since $M$ normalizes $C$ and is a $p^{\prime}$-group, it centralizes $C$; thus $Q=M \times C$. Evidently $|L: M|$ is a power of $p$, and in addition $M$ is characteristic in $Q$ and hence normal in $L$. From these properties there follows the equality $L=P M$. Consequently $P \cap L^{\prime} \leq$ $P \cap\left(P^{\prime} M\right)=P^{\prime}$ and $P \cap L^{\prime}=P^{\prime}$.

By 10.3.1 and the hypothesis a normal subgroup of a Sylow $p$-subgroup of $G$ is normal in every Sylow $p$-subgroup that contains it. It follows that every Sylow subgroup containing $C$ is itself contained in $L$. But $L=P M$ and both $P$ and $M$ centralize $C$, so that $C \leq \zeta L$. Combining this with the previous sentence we conclude that $C$ lies in the centre of every Sylow $p$ subgroup which contains it, a property that is manifestly equivalent to weak closure of $C$ in $P$, that is, to $p$-normality of $G$.

We are now in a position to apply Grün's Second Theorem, concluding that $P \cap G^{\prime}=P \cap L^{\prime}$. But we have seen that $P \cap L^{\prime}=P^{\prime}$, so in fact $P^{\prime}=$ $P \cap G^{\prime}$, which is a Sylow $p$-subgroup of $G^{\prime}$ and hence of $G^{\prime}(p)$. If $G^{\prime}(p)$ were equal to $G$, it would follow that $P=P^{\prime}$ and $P=1$, contrary to assumption. Thus $G^{\prime}(p)$ is a proper subgroup and by induction on $|G|$ it is $p$-nilpotent, which implies at once the $p$-nilpotence of $G$.

## Applications of Frobenius's Theorem

10.3.3 (Itô). Let $G$ be a finite group which is not p-nilpotent but whose maximal subgroups are p-nilpotent. Then $G$ has a normal Sylow p-subgroup $P$ such that $|G: P|$ is a power of a prime $q \neq p$. Moreover every maximal subgroup of $G$ is nilpotent.

Proof. Since $G$ is not $p$-nilpotent, 10.3.2 shows that there exist a $p$-subgroup $P$, a prime $q \neq p$ and an element $g$ of order $q^{m}$ such that $g$ normalizes but does not centralize $P$. Now $\langle g, P\rangle$ cannot be $p$-nilpotent, by 10.3.2 again. Consequently $G=\langle g, P\rangle$ and $P \triangleleft G$. Hence $|G: P|=|g|=q^{m}$ and $P$ is a Sylow $p$-subgroup.

Let $H$ be any maximal subgroup of $G$. Since $H$ is $p$-nilpotent, $H / \mathrm{O}_{p^{\prime}}(H)$ is nilpotent. In addition $H / H \cap P$ is nilpotent while $P \cap \mathrm{O}_{p^{\prime}}(H)=1$. It follows that $H$ is nilpotent.

Thus it emerges that a finite minimal non- $p$-nilpotent group is a minimal nonnilpotent group. Further structural properties can therefore be deduced from Exercise 9.1.11.
10.3.3 has, in turn, application to groups whose proper subgroups are supersoluble.
10.3.4 (Huppert). If every maximal subgroup of a finite group $G$ is supersoluble, then $G$ is soluble.

Proof. Assume that $G$ is insoluble and let $p$ be the smallest prime dividing $|G|$. If $G$ is $p$-nilpotent, then $\mathrm{O}_{p^{\prime}}(G) \neq G$, so that $\mathrm{O}_{p^{\prime}}(G)$ is supersoluble. Since $G / \mathrm{O}_{p^{\prime}}(G)$ is a $p$-group, the solubility of $G$ follows. Hence $G$ is not $p$-nilpotent. On the other hand, a maximal subgroup of $G$ is supersoluble and hence p-nilpotent by 5.4 .8 . However 10.3 .3 shows that $G$ must be soluble.

A good deal of structural information about finite minimal nonsupersoluble groups is available: for details see [b6] (and also Exercise 10.3.10).

On the basis of 10.3.4 an interesting characterization of finite supersoluble groups pertaining to maximal chains may be established. Here by a maximal chain in a group $G$ we mean a chain of subgroups $1=M_{0}<M_{1}<$ $\cdots<M_{m}=G$ such that $M_{i}$ is maximal in $M_{i+1}$ for each $i$.
10.3.5 (Iwasawa). A finite group $G$ is supersoluble if and only if all maximal chains in $G$ have the same length.

Proof. First let $G$ be supersoluble. Since a maximal subgroup of a supersoluble group has prime index, the length of any maximal chain in $G$ equals the number $d$ of prime divisors of $|G|$, including multiplicities.

Conversely, assume that $G$ has the chain property but is not supersoluble. Let $G$ be chosen of least order among such groups. Since subgroups inherit the chain property, $G$ is a minimal nonsupersoluble group, so by 10.3.4 it is soluble. Therefore a composition series of $G$ is a maximal chain and the length of each maximal chain equals the composition length, which is just $d$, the number of prime divisors of $|G|$.

By 9.4.4 there exists a maximal subgroup $M$ whose index is composite. On refinement of the chain $1<M<G$ there results a maximal chain whose length is less than $d$, a contradiction.

## Exercises 10.3

1. If $G$ is a finite simple group of even order, then $|G|$ is divisible by 12,16 , or 56 .
2. If $G$ is a finite simple group whose order is divisible by 16 , prove that $|G|$ is divisible by $32,48,80$, or 112 .
3. A subgroup $H$ is said to be pronormal in a group $G$ if for all $g$ in $G$ the subgroups $H$ and $H^{g}$ are conjugate in $\left\langle H, H^{g}\right\rangle$. If $H$ is pronormal and subnormal in $G$, show that $H \triangleleft G$.
4. Let $G$ be a finite group and let $p$ be the smallest prime dividing $|G|$. If every $p$-subgroup is pronormal in $G$, then $G$ is $p$-nilpotent. [Hint: Use Frobenius's criterion and Exercise 10.3.3.]
5. (J.S. Rose). Let $G$ be a finite group and $p$ a prime. Prove that every $p$-subgroup is pronormal in $G$ if and only if each $p$-subgroup is normal in the normalizer of any Sylow $p$-subgroup that contains it. [Hint: Use and prove the result: if $H \triangleleft P$ and $H^{g} \triangleleft P$ where $P$ is a Sylow $p$-subgroup of the finite group $G$, then $H$ and $H^{g}$ are conjugate in $N_{G}(P)$.]
6. Show that Exercise 10.3 .4 does not hold for arbitrary primes $p$.
7. Let $P$ be a Sylow $p$-subgroup of a finite group $G$. If $N_{G}(H)=P$ whenever $H$ is a nontrivial abelian subgroup of $P$, prove that $G$ is $p$-nilpotent. [Hint: Prove that $P \cap P^{g}=1$ if $g \in G \backslash P$.]
8. Let $P$ be a Sylow $p$-subgroup of a finite group $G$. Prove that $G$ is $p$-nilpotent if and only if $N_{G}(H)$ is $p$-nilpotent whenever $1 \neq H \leq P$.
9. If $G$ is a finite group in which every minimal $p$-subgroup is contained in the centre of $G$, then $G$ is $p$-nilpotent provided $p>2$.
10. (K. Doerk). Let $G$ be a finite minimal nonsupersoluble group. Prove that $G$ is $p$-nilpotent for some $p$ dividing $|G|$.

### 10.4. Thompson's Criterion for $p$-Nilpotence

The subject of this section is a very powerful condition for $p$-nilpotence due to Thompson which has important application to Frobenius groups. A major role is played by a rather curious subgroup that can be formed in any finite $p$-group $P$. We define

$$
J(P)
$$

to be the subgroup generated by all abelian subgroups of $P$ with maximal rank. Obviously $J(P)$ is characteristic in $P$.
10.4.1 (Thompson). Let $G$ be a finite group, $p$ an odd prime and $P$ a Sylow p-subgroup of $G$. Then $G$ is p-nilpotent if and only if $N_{G}(J(P))$ and $C_{G}(\zeta P)$ are p-nilpotent.

Proof. (i) Of course it is only the sufficiency of the conditions that is in question. We assume henceforth that $N_{G}(J(P))$ and $C_{G}(\zeta P)$ are $p$-nilpotent but $G$ itself is not $p$-nilpotent. Furthermore let $G$ be a group of smallest order with these properties. Observe that any proper subgroup containing $P$ inherits the conditions on $G$ and is therefore $p$-nilpotent.

The proof is broken up into a series of reductions, each one of itself being fairly straightforward.
(ii) $\mathrm{O}_{p^{\prime}}(G)=1$.

Suppose that on the contrary $T=\mathrm{O}_{p^{\prime}}(G) \neq 1$ and write $\bar{G}=G / T$ and $\bar{P}=P T / T$. Our immediate object is to show that the conditions on $G$ apply to $\bar{G}$. Certainly $\bar{P}$ is a Sylow $p$-subgroup of $\bar{G}$ isomorphic with $P$ via the natural homomorphism $x \mapsto x T$. From this we deduce that $J(\bar{P})=J(P) T / T$. If $x T \in N_{\bar{G}}(J(\bar{P}))$, then $J(P)^{x} T=J(P) T$, from which it follows by Sylow's Theorem that $J(P)^{x}=J(P)^{y}$ for some $y$ in $T$; thus $x \in N_{G}(J(P)) T$. Consequently $N_{\bar{G}}(J(\bar{P}))$ is contained in $N_{G}(J(P)) T / T$, which shows the former to be $p$-nilpotent.

Now we must examine $C_{\bar{G}}(\zeta \bar{P})$. Clearly $\zeta \bar{P}=(\zeta P) T / T$, so that if $x T \in$ $C_{\bar{G}}(\zeta \bar{P})$, then $(\zeta P)^{x} T=(\zeta P) T$; just as in the previous paragraph, $x \in N_{G}(\zeta P) T$. Clearly we can assume that $x \in N_{G}(\zeta P)$. Then $[\zeta P, x] \leq T \cap \zeta P=1$ and $x \in C_{G}(\zeta P)$. Consequently $C_{\bar{G}}(\zeta \bar{P})=C_{G}(\zeta P) T / T$ is $p$-nilpotent.

Finally the minimality of $G$ allows us to conclude that $\bar{G}$ is $p$-nilpotent, which implies at once that $G$ is $p$-nilpotent.
(iii) We introduce the set $\mathscr{S}$ of all nontrivial $p$-subgroups whose normalizer in $G$ is not $p$-nilpotent. $\mathscr{S}$ is not empty, otherwise the normalizer of every nontrivial $p$-subgroup would be $p$-nilpotent, which in view of the Frobenius criterion (10.3.2) would imply the $p$-nilpotence of $G$.

The set $\mathscr{S}$ is partially ordered by means of a relation $<$ defined in the following manner. If $H_{1}, H_{2} \in \mathscr{S}$, then $H_{1} \ll H_{2}$ means that either

$$
\begin{equation*}
\left|N_{G}\left(H_{1}\right)\right|_{p}<\left|N_{G}\left(H_{2}\right)\right|_{p} \tag{i}
\end{equation*}
$$

or
(ii) $\left|N_{G}\left(H_{1}\right)\right|_{p}=\left|N_{G}\left(H_{2}\right)\right|_{p} \quad$ and $\quad\left|H_{1}\right|<\left|H_{2}\right|$.

Here $n_{p}$ denotes the largest power of $p$ dividing $n$.
Choose an element $H$ of $\mathscr{S}$ which is maximal with respect to this partial ordering and write

$$
N=N_{G}(H) .
$$

If $P_{0}$ is a Sylow $p$-subgroup of $N$, then $H \leq P_{0}$ since $H \triangleleft N$. Replacing $P$ if necessary by a suitable conjugate, we may suppose that $P_{0} \leq P$ and thus $H \leq P$. Also $P_{0} \leq P \cap N$, so that $P_{0}=P \cap N$ since $P_{0}$ is a Sylow $p$-subgroup of $N$.
(iv) $H=\mathrm{O}_{p}(G)$ and $\bar{G}=G / H$ is p-nilpotent.

We shall first establish the fact that $N$ satisfies the conditions on $G$. Since $H \leq P$, we have $[\zeta P, H]=1$ and $\zeta P \leq N$, which implies that $\zeta P \leq$ $P_{0} \cap C_{G}\left(P_{0}\right)=\zeta P_{0}$ because $P_{0}=P \cap N$. In consequence $C_{N}\left(\zeta P_{0}\right) \leq C_{G}(\zeta P)$, which demonstrates that $C_{N}\left(\zeta P_{0}\right)$ is $p$-nilpotent.

Let us now examine $N_{N}\left(J\left(P_{0}\right)\right)$. If $P_{0}$ were equal to $P$, this normalizer would certainly be $p$-nilpotent. Assuming that $P_{0}<P$, we invoke the normalizer condition to produce a subgroup $P_{1}$ normalizing $P$ such that $P_{0}<$ $P_{1} \leq P$. Since $J\left(P_{0}\right)$ is characteristic in $P_{0}$, it is normal in $P_{1}$ and thus $P_{1} \leq N_{G}\left(J\left(P_{0}\right)\right)$, which shows that $\left|N_{G}\left(J\left(P_{0}\right)\right)\right|_{p}>\left|P_{0}\right|=|N|_{p}$. By maximality of $H$ in $\mathscr{S}$ the group $N_{G}\left(J\left(P_{0}\right)\right)$ must be p-nilpotent, whence so is $N_{N}\left(J\left(P_{0}\right)\right)$.

If $N \neq G$, then $N$ is $p$-nilpotent by minimality of $G$. But this contradicts the fact that $H \in \mathscr{S}$. Hence $N=G$ and $H \triangleleft G$, which leads at once to $H \leq \mathrm{O}_{p}(G)$. Suppose that $P_{2} / H$ is a nontrivial normal subgroup of $P / H$. Then $P \leq N_{G}\left(P_{2}\right)$, from which it follows that $\left|N_{G}\left(P_{2}\right)\right|_{p}=|P|=|N|_{p}$ : also $|H|<\left|P_{2}\right|$, of course. Once again maximality of $H$ in $\mathscr{S}$ enters the argument, forcing $N_{G}\left(P_{2}\right)$ to be $p$-nilpotent. This makes it clear that $P_{2}$ cannot be normal in $G$; since $H \leq \mathrm{O}_{p}(G) \leq P$, it follows that $H=\mathrm{O}_{p}(G)$.

Observe that $\bar{P}=P / H \neq 1$ since $P$ cannot be normal in $G$. On applying the preceding discussion to $P_{2} / H=J(\bar{P})$ we obtain the $p$-nilpotence of $N_{\bar{G}}\left(J(\bar{P})\right.$ ). In a similar manner, taking $P_{2} / H$ to be $\zeta(\bar{P})$ we find that $N_{G}(\zeta P)$ is $p$-nilpotent, and since $C_{\bar{G}}(\zeta \bar{P}) \leq N_{G}(\zeta P) / H$, the $p$-nilpotence of $C_{\bar{G}}(\zeta \bar{P})$ follows. Finally $|\bar{G}|<|G|$, so $\bar{G}$ is $p$-nilpotent by minimality of $|G|$.

In the sequel we shall write

$$
K=\mathrm{O}_{p p^{\prime}}(G)
$$

so that $G / K$ is a $p$-group. Also a "bar" will always denote a quotient group modulo $H$.
(v) $P$ is maximal in $G$ and $C_{G}(H) \leq H$.

Since $C_{G}(\zeta P)$ is $p$-nilpotent, it is proper and lies inside a maximal subgroup $M$. Then $P \leq C_{G}(\zeta P) \leq M$, so that $M$ is $p$-nilpotent by (i). We have to prove that $P=M$, or equivalently that $U \equiv \mathrm{O}_{p^{\prime}}(M)=1$. Now $U \triangleleft M$ and also $H \triangleleft G$ and $H \leq P \leq M$, so we have $[U, H] \leq U \cap H=1$ and $U \leq C_{G}(H)$. In addition $U \leq K$ because $G / K$ is a $p$-group, and therefore $U \leq C_{K}(H)$.

Now consider $C_{K}(H)$. Clearly $H \cap C_{K}(H)=\zeta H$, from which it follows that $C_{K}(H) / \zeta H$ is a $p^{\prime}$-group and $\zeta H$ has a complement $X$ in $C_{K}(H)$. However $\zeta H$ is obviously contained in the centre of $C_{K}(H)$, so that in fact $C_{K}(H)=\zeta H \times X$. Here $X=\mathrm{O}_{p^{\prime}}\left(C_{K}(H)\right) \triangleleft G$ because $C_{K}(H) \triangleleft G$. However $\mathrm{O}_{p^{\prime}}(G)=1$ by (ii); thus $X=1$ and $C_{K}(H)=\zeta H$, a $p$-group. It therefore follows that $U=1$ as required.

Finally $\left|C_{G}(H): C_{K}(H)\right|$ is a power of $p$ because $|G: K|$ is. Since $C_{K}(H)=$ $\zeta H$ by the last paragraph, $C_{G}(H)$ is a $p$-group. Hence $C_{G}(H) \leq \mathrm{O}_{p}(G)=H$.
(vi) $\bar{K}$ is a nontrivial elementary abelian $q$-group, $q \neq p$.

In the first place $K$ cannot equal $H$, otherwise $G$ would be a $p$-group and a fortiori p-nilpotent. Choose a prime $q$ dividing $|K: H|$; then certainly $q \neq p$. If $Q$ is a Sylow $q$-subgroup of $K$, the Frattini argument applies to give $G=N_{G}(Q) K$, from which it follows that $\left|G: N_{G}(Q) H\right|$ divides $|K: H|$ and is prime to $p$; thus $N_{G}(Q) H$ contains a Sylow $p$-subgroup of $G$, let us say $P^{g}$. Then $P \leq N_{G}\left(Q^{g^{-1}}\right) H$ and, since $Q$ may be replaced by $Q^{g^{-1}}$, we can in fact assume that $P \leq N_{G}(Q) H$.

Let $Q_{0}$ denote the subgroup generated by all the elements of order $q$ in the center of $Q$. Since $Q_{0}$ is characteristic in $Q$, it is normal in $N_{G}(Q)$, which implies that $Q_{0} H \triangleleft N_{G}(Q) H$. It follows that $\left(Q_{0} H\right) P=Q_{0} P$ is a subgroup since we agreed that $P \leq N_{G}(Q) H$ in the last paragraph. Furthermore $G=Q_{0} P$ since $P$ is maximal in $G$, from which we deduce that $Q=$ $Q \cap\left(Q_{0} P\right)=Q_{0}$, thus showing $Q$ to be elementary abelian.

Finally $K=K \cap(Q P)=Q(K \cap P)=Q H$ since $K=\mathrm{O}_{p p^{\prime}}(G)$; therefore

$$
\begin{equation*}
K=Q H \quad \text { and } \quad \bar{K} \simeq Q . \tag{8}
\end{equation*}
$$

(vii) $C_{G}(\bar{K})=K$.

Of course $C_{G}(\bar{K}) \geq K$ by (vi). Now $\bar{K}$ has a normal complement in $C_{\bar{G}}(\bar{K})$ a fact that shows $C_{\bar{G}}(\bar{K})$ to be the direct product of $\bar{K}$ and $P_{1} / H=\mathrm{O}_{p}\left(C_{\bar{G}}(\bar{K})\right)$. It follows that $P_{1} \triangleleft G$ and since $P_{1}$ is a $p$-group, $P_{1}=H$, which yields the desired equality.
(viii) At this point one must observe that $J(P)$ cannot be contained in $H$; for if it were, since $H \leq P$, we should have $J(P)=J(H) \triangleleft G$, thus forcing $G=N_{G}(J(P))$ to be $p$-nilpotent. Consequently there is an abelian subgroup $A$ of $P$ with maximal rank which is not contained in $H$. Then $[K, A] \nsubseteq H$; for otherwise $A \leq K$ by (vii), which would imply that $A \leq P \cap K=H$. Since $K=Q H$, it follows that $[Q, A] \not \ddagger H$.

(ix) $P=A H$ and $\bar{Q}=\bar{K}$ is minimal normal in $\bar{Q} \bar{A}$.

Notice that $\bar{Q}=\bar{K} \triangleleft \bar{G}$ and that $\bar{Q}$ is an abelian Sylow $q$-subgroup of $\bar{Q} \bar{A}$ in view of (vi). Applying 10.1.6 to the group $\bar{Q} \bar{A}$ we obtain a direct decomposition

$$
\begin{equation*}
\bar{Q}=C_{\bar{Q}}(\bar{Q} \bar{A}) \times[\bar{Q}, \bar{Q} \bar{A}]=C_{\bar{Q}}(\bar{A}) \times[\bar{Q}, \bar{A}] . \tag{9}
\end{equation*}
$$

We have observed in (viii) that $[Q, A] \nsubseteq H$; thus $[\bar{Q}, \bar{A}] \neq 1$ and we can choose $Q_{1}$ such that $Q_{1} \leq Q$ and $\bar{Q}_{1}$ is a minimal normal subgroup of $\bar{Q} \bar{A}$ contained in $[\bar{Q}, \bar{A}]$. It is necessary to prove that $\bar{Q}_{1}=\bar{Q}$.

To accomplish this we consider the subgroup

$$
R=\left\langle H, A, Q_{1}\right\rangle=Q_{1}^{A} A H=Q_{1} A H
$$

with a view to showing that it satisfies the conditions on $G$. We recognize $A H$ as a Sylow $p$-subgroup of $R$ : for it is surely a $p$-group while $A H \leq R \leq$ $A K$ and $|A K: A H|$ is prime to $p$.

We shall prove first of all that $N_{R}(A H)=A H$. If this is false, the group $A H$ is normalized by some element $u$ of $Q_{1} \backslash H$; this element must satisfy $[A, u] \leq(A H) \cap K$ since $u \in Q_{1} \leq K$. Therefore $[A, u] \leq H$ and $u H \in C_{\bar{Q}}(\bar{A})$. This means that $u H$ belongs to both $C_{\bar{Q}}(\bar{A})$ and $[\bar{Q}, \bar{A}]$ since $\bar{Q}_{1} \leq[\bar{Q}, \bar{A}]$, which contradicts (9). Next let $x \in N_{R}(J(A H)$ ). Obviously $A \leq J(A H)$, so we have $A^{x} \leq J(A H) \leq A H$ and $x \in N_{R}(A H)=A H$. Consequently $N_{R}(J(A H))=$ $A H$, a $p$-group and hence certainly $p$-nilpotent.

Now consider $C_{R}\left(\zeta(A H)\right.$ ). Since $H \leq P$, we have $\zeta P \leq C_{G}(H) \leq H$ by (v). Also $A \leq P$, which implies that $\zeta P \leq \zeta(A H)$ and $C_{R}(\zeta(A H)) \leq C_{R}(\zeta P)$. Since the latter is $p$-nilpotent, so is $C_{R}(\zeta(A H))$.

If $R \neq G$, the minimality of $|G|$ leads to the $p$-nilpotence of $R$; thus $R / \mathrm{O}_{p^{\prime}}(R)$ is a $p$-group. But $\mathrm{O}_{p^{\prime}}(R)$ centralizes $H$ by 10.3.2 and $C_{R}(H) \leq H$ by (v); therefore $R$ is a $p$-group and $Q_{1}=1$, which is contrary to the choice of $Q_{1}$.

Hence $G=R=Q_{1} A H$, which implies that $\bar{Q} \leq \bar{Q}_{1} \bar{A}$. Thus $\bar{Q}=\bar{Q}_{1}$, as claimed. Finally $P=A H$ : for $A H$ has been seen to be a Sylow $p$-subgroup of $R=G$.
(x) $\bar{A}$ is cyclic.

We see from (ix) that $\bar{K}$ is a simple $F_{q} \bar{A}$-module where $F_{q}=G F(q)$. Also $\bar{A}$ acts faithfully on $\bar{K}$ by (vii). Applying 9.4.3. we conclude that $\bar{A}$ is cyclic.
(xi) Write $D=\zeta H$ and consider the group $Q D$. Obviously $D$ is an abelian Sylow $p$-subgroup of $Q D$ and $D \triangleleft Q D$. Thus 10.1.6 yields the decomposition

$$
\begin{equation*}
D=C_{D}(Q D) \times[D, Q D]=C_{D}(Q) \times[D, Q] . \tag{10}
\end{equation*}
$$

Suppose that $[D, Q]=1$; then $Q \leq C_{G}(D) \leq C_{G}(\zeta P)$ since $\zeta P \leq C_{G}(H)=D$ by (v). Now $C_{G}(\zeta P)=P$ since $P$ is maximal and $C_{G}(\zeta P)$ cannot equal $G$. There results the contradiction $Q=1$, which shows that $[D, Q] \neq 1$.

Now define $V$ as the subgroup generated by all elements of order $p$ in $[D, Q]$. Notice that $[D, Q]=[D, Q H]=[D, K] \triangleleft G$, so that $V \triangleleft G$. Of course $V$ is an elementary abelian $p$-group.
(xii) $|V| \leq p^{2}$.

Let $A_{0}=A \cap H$. Since $A / A_{0}$ is cyclic by (x), we have $r(A)-r\left(A_{0}\right) \leq 1$. Also $A_{0} V$ is abelian because $V \leq \zeta H$. In view of $A_{0} V \leq P$ and the maximality of $A$ we have $r\left(A_{0} V\right) \leq r(A)$. It is easy to show that $r\left(A_{0} V\right)=$ $r\left(A_{0}\right)+r(V)-r\left(A_{0} \cap V\right)$, using the fact that $V$ is elementary. Hence $r(V)-$ $r\left(A_{0} \cap V\right) \leq r(A)-r\left(A_{0}\right) \leq 1$. This implies that $r\left(V / A_{0} \cap V\right) \leq 1$ and $V / A_{0} \cap V$ is cyclic. If $1 \neq x \in Q$, then $V / A_{0}^{x} \cap V$ is cyclic, by conjugation. Now suppose that $r(V) \geq 3$; then $A_{0} \cap A_{0}^{x} \cap V \neq 1$ and $I=A \cap A^{x} \cap V \neq 1$. If $A^{x} \leq P=A H$, we should have $x \in N_{G}(A H)=N_{G}(P)=P$ by maximality of $P$, and $x=1$. Thus $A^{x} \nless P$ and $G=\left\langle P, A^{x}\right\rangle=\left\langle H, A, A^{x}\right\rangle$, which leads to $I \leq \zeta G$. But then $I \leq C_{D}(Q) \cap[D, Q]=1$ by (10), a contradiction.
(xiii) The final step.

We begin by showing that $C_{G}(V)=H$. Obviously $H \leq C_{G}(V) \triangleleft G$, and if $H \neq C_{G}(V)$, then $C_{G}(V)$ is not a $p$-group. Hence $Q \cap C_{G}(V) \neq 1$, which implies that $H<C_{K}(V) \leq K$. Now $C_{K}(V) \triangleleft G$ since $V \triangleleft G$, and yet $\bar{K}$ is a minimal normal subgroup of $\bar{Q} \bar{A}$ by (ix). Hence $K=C_{K}(V)$. However this yields $V \leq C_{D}(Q) \cap[D, Q]=1$, which is certainly false. Consequently $C_{G}(V)=H$.

This result tells us that $\bar{G}$ is isomorphic with a group of automorphisms of $V$, and hence in view of (xii) with a subgroup of $\operatorname{GL}(2, p)$. Now $\operatorname{SL}(2, p)$ is normal and has index $p-1$ in GL $(2, p)$, indicating that all $p$-elements of $\operatorname{GL}(2, p)$ lie in $\operatorname{SL}(2, p)$. However $P$ is maximal in $G$, so we may be sure that $G$, and hence $\bar{G}$, is generated by $p$-elements. Consequently $\bar{G}$ is isomorphic with a subgroup of $\operatorname{SL}(2, p)$.

Recall from 3.2.7 that $|\operatorname{SL}(2, p)|=(p-1) p(p+1)$. Thus $|\bar{K}|=q^{m}$ divides $(p-1)(p+1)$. Suppose that $q>2$, so that $q$ cannot divide both $p-1$ and $p+1$. Now $q^{m} \equiv 1 \bmod p$ by (ix) and 9.4.3, which implies that $q^{m} \geq p+1$ and $q^{m}=p+1$. Since $p$ is an odd prime by hypothesis, $p+1$ is even and $q=2$. But an easy matrix calculation-see Exercise 10.4.2-reveals that $\operatorname{SL}(2, p)$ has precisely one element of order 2 , namely $-1_{2}$, which is in the centre. Since $\bar{K}$ is elementary abelian, $\bar{K} \leq \zeta(\bar{G})$ and (vii) gives $K=G$ and hence $A \leq H$, contrary to the choice of $A$, which is our final contradiction.

Example. Thompson's theorem is not true if $p=2$. For let $G=S_{4}$ and let $P$ be a Sylow 2 -subgroup. Then $P$ is a dihedral group of order 8 and it is easy to see that for this group $J(P)=P$ and $N_{G}(J(P))=P$; in addition $C_{G}(\zeta P)=$ $P$. Of course $P$ is 2-nilpotent but $G$ does not have this property: indeed $\mathrm{O}_{2^{\prime}}(G)=1$.

## Groups with a Nilpotent Maximal Subgroup

In Chapter 9 we proved the theorem of Schmidt that a finite group whose maximal subgroups are all nilpotent is soluble. We shall use Thompson's criterion to establish a notable improvement of Schmidt's theorem which applies to groups in which a single maximal subgroup is nilpotent.
10.4.2 (Thompson). If a finite group $G$ has a nilpotent maximal subgroup $M$ of odd order, then $G$ is soluble.

Proof. As usual we suppose the theorem false and choose for $G$ a counterexample of smallest order. If $M$ contains a nontrivial normal subgroup $N$ of $G$, then $G / N$ is soluble by minimality of $|G|$ : therefore $G$ is soluble, $N$ being nilpotent. Hence the core of $M$ in $G$ must be 1 .

Choose a prime $p$ dividing $|M|$ and let $P_{0}$ be the unique Sylow $p$-subgroup of $M$. Then $P_{0}$ is contained in a Sylow $p$-subgroup $P$ of $G$. Since $M$ is
maximal and $P_{0}$ is not normal in $G$, it must be true that $N_{G}\left(P_{0}\right)=M$, which implies that $N_{P}\left(P_{0}\right)=P \cap M=P_{0}$. By the normalizer condition $P_{0}=P$, which means that $|G: M|$ is prime to $p$ and $M$ is a Hall $\pi$-subgroup where $\pi$ is the set of prime divisors of $|M|$.

We aim next to show that Thompson's theorem is applicable to $G$. Since $J(P)$ is characteristic in $P$, it is normal in $M$. Now $J(P)$ cannot be normal in $G$, so it follows that $N_{G}(J(P))=M$. For exactly the same reason $C_{G}(\zeta P)=M$. Thus 10.4.1 assures us that $G$ is $p$-nilpotent for every prime $p$ in $\pi$. Defining $L$ to be the intersection of all $\mathrm{O}_{p^{\prime}}(G)$ for $p$ in $\pi$, we see that $L$ is a $\pi^{\prime}$-group and $G / L$ a $\pi$-group. Since $M$ is a Hall $\pi$-subgroup, it follows that $G=M L$ and $M \cap L=1$.

Let $Q$ be any Sylow subgroup of $L$. Then $G=N_{G}(Q) L$ by the Frattini argument. The Schur-Zassenhaus Theorem provides us with a complement of $N_{L}(Q)$ in $N_{G}(Q)$, say $N_{G}(Q)=X N_{L}(Q)$. This gives $G=X N_{L}(Q) L=X L$, so that $X$ is another complement of $L$ in $G$ and $X=M^{g}$ for some $g$ by the conjugacy part of the Schur-Zassenhaus Theorem. It follows that $X$ is a maximal subgroup and $Q \triangleleft X Q=G$. Hence every Sylow subgroup of $L$ is normal and so $L$ is nilpotent. Since $G / L \simeq M$, it follows that $G$ is soluble.

In fact 10.4 .2 is false if the maximal subgroup possesses elements of order 2; for the simple group $\operatorname{PSL}(2,17)$ has a maximal subgroup of dihedral type $D_{16}$. However Deskins and Janko have proved that 10.4 .2 remains true if the Sylow 2-subgroup is allowed to have class at most 2. For details see [b6].

## Exercises 10.4

1. Let $G$ be a finite group whose order is not divisible by 6. Let $P$ be a Sylow $p$-subgroup of $G$. Prove that $G$ is $p$-nilpotent if and only if $N_{G}(J(P))$ and $C_{G}(\zeta P)$ are both $p$-nilpotent.
2. If $p$ is an odd prime, prove that the only element of order 2 in $\operatorname{SL}(2, p)$ is $-1_{2}$. Deduce that a Sylow 2-subgroup of $\operatorname{SL}(2, p)$ is a generalized quaternion group and that a Sylow 2-subgroup of $\operatorname{PSL}(2, p)$ is dihedral. [Hint: Apply 5.3.6.]
3. Let $P$ be a Sylow 2-subgroup of $G=\operatorname{PSL}(2,17)$. Show that $P \simeq D_{16}$ and that $P=N_{G}(P)$. Show also that $N_{G}(J(P))=P=C_{G}(\zeta P)$. Thus the $p$-nilpotence of $N_{G}(J(P))$ and $C_{G}(\zeta P)$ does not imply the solubility of $G$. (Remark: $P$ is actually maximal in $G$.)
4. Assume that the finite group $G$ has a nilpotent maximal subgroup $M$. If Fit $G=1$, prove that $M$ is a Hall $\pi$-subgroup of $G$ for some $\pi$.
5. Let $M$ be a maximal subgroup of a finite group $G$. Assume that each subgroup of $M$ is normal in $M$. Prove that $G$ cannot be simple unless its order is a prime.

### 10.5. Fixed-Point-Free Automorphisms

An automorphism $\alpha$ of a group $G$ is said to have a fixed point $g$ in $G$ if $g^{\alpha}=g$; thus $C_{G}(\alpha)$ is the set of all fixed points of $\alpha$. If $C_{G}(\alpha)=1$, and 1 is the only fixed point of $\alpha$, then $\alpha$ is called fixed-point-free. A subgroup $H$ of Aut $G$ is said to be fixed-point-free if every nontrivial element of $H$ is fixed-point-free.

We shall make use of Thompson's criterion for $p$-nilpotency to prove an important theorem about groups with a fixed-point-free automorphism of prime order: this can then be applied to the structure of Frobenius groups.

The following lemma collects together the most elementary properties of fixed-point-free automorphisms.
10.5.1. Let $\alpha$ be be a fixed-point-free automorphism of a finite group $G$ and let $\alpha$ have order $n$.
(i) If $(i, n)=1$, then $\alpha^{i}$ is also fixed-point-free.
(ii) The mapping $-1+\alpha$ which sends $x$ to $x^{-1+\alpha}=x^{-1} x^{\alpha}$ is a permutation of $G$.
(iii) $x$ and $x^{\alpha}$ are conjugate if and only if $x=1$.
(iv) $x^{1+\alpha+\cdots+\alpha^{n-1}}=1$ for all $x$ in $G$.

Proof. (i) holds because $\alpha$ is a power of $\alpha^{i}$.
(ii) If $x^{-1+\alpha}=y^{-1+\alpha}$, then $\left(x y^{-1}\right)^{\alpha}=x y^{-1}$ and $x=y$. Since $G$ is finite, $-1+\alpha$ is a permutation.
(iii) Suppose that $x^{\alpha}=x^{g}$ for some $g$ in $G$. By (ii) it is possible to write $g=y^{-1+\alpha}$ for some $y$ in G. It follows that $x^{\alpha}=x^{g}=y^{-\alpha}\left(y x y^{-1}\right) y^{\alpha}$ and hence that $\left(y x y^{-1}\right)^{\alpha}=y x y^{-1}$. Therefore $y x y^{-1}=1$ and $x=1$.
(iv) Let $z=x^{1+\alpha+\cdots+\alpha^{n-1}}$; then $z^{\alpha}=x^{\alpha+\alpha^{2}+\cdots+\alpha^{n-1}+1}=z^{x}$. Thus $z=1$ by (iii).
10.5.2. If $\alpha$ is a fixed-point-free automorphism of a finite group $G$, then for each prime $p$ there is a Sylow $p$-subgroup $P$ such that $P^{\alpha}=P$.

Proof. Let $P_{0}$ be any Sylow $p$-subgroup. Then $P_{0}^{\alpha}=P_{0}^{g}$ for some $g$ in $G$. Applying 10.5.1(ii), we may write $g=h^{-1+\alpha}$ for a suitable $h$ : now let $P=$ $P_{0}^{h^{-1}}$. Then

$$
P^{\alpha}=\left(P_{0}^{h^{-1}}\right)^{\alpha}=\left(P_{0}^{\alpha}\right)^{h^{-\alpha}}=\left(P_{0}^{g}\right)^{-h^{-1}} h_{0}^{h^{-1}}=P .
$$

10.5.3. Let $H$ be a group of automorphisms of a finite abelian group $A$. Suppose that $H$ is the semidirect product $\langle\sigma\rangle \ltimes M$ where $\sigma \beta$ is fixed-point-free of prime order $p$ for every $\beta$ in $M$. Assume also that $|A|$ and $|M|$ are coprime. Then $M=1$.

Proof. Let $a \in A$ and $\beta \in M$. Then $a^{1+\sigma \beta+\cdots+(\sigma \beta)^{p^{-1}}}=1$ by 10.5.1. Taking the product of these equations for all $\beta$ in $M$ and remembering that $A$ is abelian, we obtain

$$
\begin{equation*}
1=\prod_{\beta \in M} \prod_{i=0}^{p-1} a^{(\sigma \beta)^{i}}=a^{|M|} \prod_{i=1}^{p-1} \prod_{\beta \in M} a^{(\sigma \beta)^{i}} . \tag{11}
\end{equation*}
$$

We claim that if $i$ is a fixed integer satisfying $1 \leq i<p-1$, the elements $(\sigma \beta)^{i}, \beta \in M$, are all different. For suppose that $(\sigma \beta)^{i}=(\sigma \bar{\beta})^{i}$; then $\sigma \beta \in\langle\sigma \bar{\beta}\rangle$ since $(i, p)=1$ and $(\sigma \beta)^{p}=1$. Thus $\sigma \beta=(\sigma \bar{\beta})^{j}$ where $1 \leq j<p$; however this implies that $j=1$ and $\beta=\bar{\beta}$ because $\langle\sigma\rangle \cap M=1$ and $\sigma$ has order $p$. This establishes our claim. Hence these elements $(\sigma \beta)^{i}$ account for all the elements $\sigma^{i} \beta$, (i being fixed). Therefore
so that (11) yields

$$
\prod_{\beta \in M} a^{(\sigma \beta)^{i}}=\prod_{\beta \in M} a^{\sigma^{i} \beta},
$$

$$
a^{-|M|}=\prod_{i=1}^{p-1} \prod_{\beta \in M} a^{\sigma^{i \beta}} .
$$

But the right-hand side of this last equation is clearly fixed by each element of $M$; since $(|a|,|M|)=1$, we deduce that $a$ is fixed by each such element. Because $a$ was an arbitrary element of $A$, we conclude that $M=1$.

We come now to the principal theorem of this section.
10.5.4 (Thompson). Let $G$ be a finite group and let $p$ be a prime. If $G$ has $a$ fixed-point-free automorphism $\alpha$ of order $p$, then $G$ is nilpotent.

Proof. Assume that the theorem is false and let $G$ be a counterexample of minimal order. We see from 10.5 .1 (ii) that $-1+\alpha$ is surjective on $G / \zeta G$, so the hypotheses on $G$ are inherited by $G / \zeta G$. Hence $\zeta G=1$. The plan of attack is first to deal with the case where $G$ is soluble, then to use Thompson's criterion to reduce the general case.
(i) Case G soluble.

Let $1 \neq A \triangleleft G$ and let $A$ be minimal subject to $A^{\alpha}=A$. Since $\left(A^{\prime}\right)^{\alpha}=A^{\prime}$, we see that $A$ is abelian and, since $\left(A^{q}\right)^{\alpha}=A^{q}$, that $A$ is an elementary $q$-group for some prime $q$. Now $G$ cannot be a $q$-group because it is not nilpotent, so there exists a prime $r$ different from $q$ dividing $|G|$. Also 10.5.2 tells us that $G$ has an $\alpha$-admissible Sylow $r$-subgroup $R$. Observe that $r \neq p$ otherwise $\alpha$ would have a fixed point in $R$ since $\langle\alpha\rangle \ltimes R$ would be nilpotent.

If $A R \neq G$, then, since $(A R)^{\alpha}=A R$, the minimality of $|G|$ forces $A R$ to be nilpotent and thus $R \leq C_{G}(A)$ because $(|A|,|R|)=1$. Should this be true for all $r \neq q$, the group $\bar{G}=G / C_{G}(A)$, and hence $\bar{G} \ltimes A$, would be a $q$-group and thus nilpotent, leading to the contradiction $A \cap \zeta G \neq 1$. Consequently $G=A R$ for some $r \neq q$.

Let $\sigma$ be the restriction of $\alpha$ to $A$ and let $M$ denote the group of automorphisms of $A$ that arise from conjugation by elements of $R$. Then
$H=\langle\sigma, M\rangle=\langle\sigma\rangle \ltimes M \leq$ Aut $A$. We shall show that the conditions of 10.5.3 are met in $H$.

Let $g \in R$ and let $g^{\tau} \in M$ be the automorphism induced by conjugation by $g$ in $A$. We claim that $\sigma g^{\tau}$ is conjugate to $\sigma$ in Aut $A$; this will show that $\sigma g^{\tau}$ is a fixed-point-free automorphism of order $p$. Since $\alpha^{-1}$ is fixed-pointfree on $R$, we can find an $r$ in $R$ such that $g^{\alpha^{-1}}=r^{-1+\alpha^{-1}}$; hence $g=r^{-\alpha+1}$. The automorphism $\left(r^{\tau}\right)^{-1} \sigma r^{\tau}$ sends $a \in A$ to $b=r^{-1}\left(r a r^{-1}\right)^{\sigma} r$. Now $\left(r a r^{-1}\right)^{\sigma}=$ $\left(r a r^{-1}\right)^{\alpha}=r^{\alpha} a^{\sigma} r^{-\alpha}$, so that $b=r^{-1+\alpha} a^{\sigma} r^{-\alpha+1}=g^{-1} a^{\sigma} g$. Hence $\left(r^{\tau}\right)^{-1} \sigma r^{\tau}=\sigma g^{\tau}$ as required.

We may now apply 10.5 .3 to show that $M=1$, that is, $[A, R]=1$. However this gives the contradiction $1 \neq A \leq \zeta G$ since $G=A R$.
(ii) Case G insoluble.

Let $q$ be an odd prime dividing $|G|$. By 10.5 .2 there is a Sylow $q$-subgroup $Q$ such that $Q^{\alpha}=Q$. Hence $J(Q)^{\alpha}=J(Q)$, which implies that $N_{G}(J(Q))$ is $\alpha$-admissible. If $J(Q) \triangleleft G$, then $G / J(Q)$ would be nilpotent and $G$ soluble, which by (i) cannot be the case. Therefore $N_{G}(J(Q))$ is a proper subgroup, and, being $\alpha$-admissible, it is nilpotent. For similar reasons $C_{G}(\zeta Q)$ is nilpotent. Thompson's criterion now shows that $G$ is $q$-nilpotent and $G / \mathrm{O}_{q^{\prime}}(G)$ a $q$-group. Since $\mathrm{O}_{q^{\prime}}(G)$ is proper and $\alpha$-admissible, it is nilpotent and $G$ is soluble.

In addition rather precise information is available concerning the structure of a fixed-point-free automorphism group.
10.5.5. Let $H$ be a fixed-point-free group of automorphisms of a finite group $G$. Then every subgroup of $H$ with order $p q$ where $p$ and $q$ are primes is cyclic. The Sylow $p$-subgroups of $H$ are cyclic if $p$ is odd and cyclic or generalized quaternion if $p=2$.

Proof. Let $S$ be a noncyclic subgroup of $H$ with order $p q$. Then by Exercise 1.6.13 there is a normal Sylow subgroup, say $Q$ of order $q$, and clearly $S=Q P$ where $P$ is a subgroup of order $p$. By 10.5 .4 the group $G$ is nilpotent: let $R$ be a nontrivial Sylow $r$-subgroup of $G$. Clearly $R^{S}=R$. Also, if $r=q$, then $Q \ltimes R$ would be nilpotent and have nontrivial center, which would prevent $H$ from being fixed-point-free. Therefore $r \neq q$. Let $P=\langle\alpha\rangle$ and let $\beta \in Q$; then $|\alpha \beta|$ cannot equal $p q$ since $|S|=p q$ and $S$ is not cyclic; thus $|\alpha \beta|=p$. Now $\alpha \beta$ is fixed-point-free, so we may apply 10.5 .3 to $S$ as a group of automorphisms of $\zeta R$, obtaining at once the contradiction $[\zeta R, Q]=1$. The structure of the Sylow subgroups is now a direct consequence of 5.3.6.

Example. There is a finite nonnilpotent group with a fixed-point-free automorphism of order 4 . Let $A=\langle a\rangle \times\langle b\rangle$ be an elementary abelian 7-group of order 49, and let $X=\langle x\rangle$ be a cyclic group of order 3. The assignments $a \mapsto a^{2}$ and $b \mapsto b^{4}$ determine an automorphism of $A$ with order 3. Thus
there is a corresponding semidirect product $G=X \ltimes A$; this is a metabelian group of order 147. One easily verifies that the assignments $a \mapsto b, b \mapsto a^{-1}$, $x \mapsto x^{-1}$ determine an automorphism of $G$ with order 4 . A typical element $g$ of $G$ will have the form $x^{i} a^{j} b^{k}$ where $0 \leq i<3$ and $0 \leq j, k<7$, and $g$ is mapped by $\alpha$ to $x^{-i} b^{j} a^{-k}$. Thus $g$ is a fixed point if and only if $i=j=k=0$, that is, $g=1$. Hence $\alpha$ is fixed-point-free, but $G$ is not nilpotent.

## Frobenius Groups

Recall from Chapter 8 that a group $G$ is a Frobenius group if it has a proper nontrivial subgroup $H$ such that $H \cap H^{g}=1$ for all $g$ in $G \backslash H$. By 8.5.5 there is a Frobenius kernel, that is, a normal subgroup $K$ such that $G=H K$ and $H \cap K=1$.

The following fundamental theorem on Frobenius groups is a consequence of the main results of this section.
10.5.6. Let $G$ be a finite Frobenius group with kernel $K$ and complement $H$. Then:
(i) K is nilpotent (Thompson);
(ii) the Sylow $p$-subgroups of $H$ are cyclic if $p>2$ and cyclic or generalized quaternion if $p=2$ (Burnside).

Proof. Let $1 \neq h \in H$ and suppose that $k^{h}=k$ where $k \in K$. Then $1 \neq h^{k}=$ $k \in H \cap H^{k}$, whence $k \in H \cap K=1$ by definition of a Frobenius group. Hence conjugation by $h$ in $K$ induces a fixed-point-free automorphism in $K$. It follows immediately from 10.5 .4 that $K$ is nilpotent. Since $C_{H}(K)=1$, the group $H$ is a fixed-point-free group of automorphisms of $K$. The second statement is now a consequence of 10.5.5.

## Exercises 10.5

1. A finite group has a fixed-point-free automorphism of order 2 if and only if it is abelian and has odd order.
2. Let $G$ be a finite group with a fixed-point-free automorphism $\alpha$ of order 3. Prove that $[x, y, y]=1$ for all $x, y$ in $G$. [For the structure of such groups see 12.3.6. Hint: Show first that $\left[x, x^{\alpha}\right]=1$ and then prove that $\left[x^{y}, x^{\alpha}\right]=1$ for all $x, y$.]
3. Let $\alpha$ be a fixed-point-free automorphism of a finite group $G$. If $\alpha$ has order a power of a prime $p$, then $p$ does not divide $|G|$. If $p=2$, infer via the FeitThompson Theorem that $G$ is soluble.
4. If $X$ is a nontrivial fixed-point-free group of automorphisms of a finite group $G$, then $X \ltimes G$ is a Frobenius group.
5. Let $G$ be a finite Frobenius group with Frobenius kernel $K$. If $|G: K|$ is even, prove that $K$ is abelian and has odd order.
6. Suppose that $G$ is a finite group with trivial center. If $G$ has a nonnormal abelian maximal subgroup $A$, prove that $G=A N$ and $A \cap N=1$ for some elementary abelian $p$-subgroup $N$ which is minimal normal in $G$. Show also that $A$ must be cyclic of order prime to $p$. [Hint: Prove that $A \cap A^{x}=1$ if $x \in G \backslash A$.]
7. If a finite group $G$ has an abelian maximal subgroup, then $G$ is soluble with derived length at most 3.
8. A finite Frobenius group has a unique Frobenius kernel, namely Fit G. Deduce that all Frobenius complements are conjugate (see Exercise 9.1.1).
9. If a finite Frobenius group $G$ has a Frobenius complement of odd order, then $G$ is soluble. (Do not use the Feit-Thompson Theorem.)
10. Let $P$ be a nonabelian group of order $7^{3}$ and exponent 7 . Find a fixed-point-free automorphism of $P$ with order 3. Hence construct a Frobenius group with nonabelian Frobenius kernel.

## CHAPTER 11

## The Theory of Group Extensions

The object of extension theory is to show how a group can be constructed from a normal subgroup and its quotient group. In this subject concepts from homological algebra arise naturally and contribute greatly to our understanding of it. The necessary homological machinery, including the definitions of the (co)homology groups, is presented in 11.2.

The classical theory of group extensions was developed by O. Hölder and $O$. Schreier while the homological implications of the theory were first recognized by S. Eilenberg and S. MacLane. Much of the version presented here is due to K.W. Gruenberg.

### 11.1. Group Extensions and Covering Groups

If $N$ and $G$ are arbitrary groups, an extension of $N$ by $G$ is, in familiar parlance, a group $E$ possessing a normal subgroup $M$ such that $M \simeq N$ and $E / M \simeq G$. For our purposes it is best to be rather more specific. By a group extension of $N$ by $G$ we shall mean a short exact sequence of groups and homomorphisms

$$
1 \longrightarrow N \xrightarrow{\mu} E \xrightarrow{\varepsilon} G \longrightarrow 1 .
$$

The main features here are firstly that $\mu$ is injective and $\varepsilon$ surjective, and secondly that $\operatorname{Im} \mu=\operatorname{Ker} \varepsilon=M$ say. Thus $M \simeq N$ and $E / M \simeq G$, so $E$ is an extension of $N$ by $G$ in the original sense. The group $N$ is called the kernel of the extension.

For the sake of brevity let us agree to write $\rightarrow$ to denote a monomorphism and $\rightarrow$ an epimorphism. The above extension becomes in this
notation

$$
N \xrightarrow{\mu} E \xrightarrow{\varepsilon} G .
$$

Extensions of $N$ by $G$ always exists. For example, we may form the semidirect product $E=G \ltimes_{\xi} N$ corresponding to a homomorphism $\xi: G \rightarrow$ Aut $N$. Define $a^{\mu}=(1, a)$ and $(g, a)^{\varepsilon}=g$ where $a \in N, g \in G$. Then

$$
N \xrightarrow{\mu} E \xrightarrow{\varepsilon} G
$$

is an extension of $N$ by $G$.

## Morphisms of Extensions

By a morphism from $N \stackrel{\mu}{\longrightarrow} E \xrightarrow{\varepsilon} G$ to $\bar{N} \xrightarrow{\bar{\mu}} \bar{E} \xrightarrow{\bar{\varepsilon}} \bar{G}$ is meant a triple of homomorphisms $(\alpha, \beta, \gamma)$ such that the following diagram commutes:


We mention that the collection of all group extensions of $N$ by $G$ and morphisms between them is a category, although this will play no part in the sequel.

Certain types of morphisms are of special interest, foremost among them equivalences; these are morphisms of the form $(1, \beta, 1)$ from $N \rightarrow E \rightarrow G$ to $N \mapsto \bar{E} \rightarrow G$. A more general type of morphism is an isomorphism; this is a morphism of the form $(\alpha, \beta, 1)$ from $N \rightharpoondown E \rightarrow G$ to $\bar{N} \mapsto \bar{E} \rightarrow G$ where $\alpha$ is an isomorphism of groups. It is easy to see that $\beta$ too must be an isomorphism. It is clear that equivalence and isomorphism of extensions are equivalence relations.

## Couplings

Let $N \stackrel{\mu}{\longrightarrow} E \xrightarrow{\varepsilon} G$ be an extension. By choosing a transversal to $M=\operatorname{Im} \mu=$ Ker $\varepsilon$ in $E$ one obtains a function $\tau: G \rightarrow E$ called a transversal function. Thus if $x \in E$, the coset representative of $x M$ is $\left(x^{\varepsilon}\right)^{\tau}$. Usually $\tau$ will not be a homomorphism—a fact that makes extension theory interesting. But $\tau$ will always have the property

$$
\tau \varepsilon=1
$$

Conversely any function $\tau$ with this property determines a transversal to $M$ in $G$, namely the set $\left\{g^{\tau} \mid g \in G\right\}$.

We associate with each $g$ in $G$ the operation of conjugation by $g^{\tau}$ in $M$. Since $M \simeq N$, this leads to an automorphism $g^{\lambda}$ of $N$ described by the rule

$$
\begin{equation*}
\left(a^{g^{\lambda}}\right)^{\mu}=\left(g^{\tau}\right)^{-1} a^{\mu}\left(g^{\tau}\right), \quad(a \in N, g \in G) . \tag{1}
\end{equation*}
$$

In this way we obtain a function $\lambda: G \rightarrow$ aut $N$.
To what extent does $\lambda$ depend upon the choice of transversal function $\tau$ ? If $\tau^{\prime}$ is another transversal function, then $g^{\tau}$ and $g^{\tau^{\prime}}$ differ by an element of $M$. Consequently, if $\tau^{\prime}$ leads to a function $\lambda^{\prime}: G \rightarrow$ Aut $N$, then $g^{\lambda}$ and $g^{\lambda^{\prime}}$ differ by an inner automorphism of $N$, as one can see from (1). Hence $g^{\lambda}(\operatorname{Inn} N)=g^{\lambda^{\prime}}(\operatorname{Inn} N)$, which makes it reasonable to define a function

$$
\chi: G \rightarrow \text { Out } N
$$

by the rule

$$
\begin{equation*}
g^{\chi}=g^{\lambda}(\operatorname{Inn} N) ; \tag{2}
\end{equation*}
$$

here $\chi$ does not depend on the transversal function. What is more, $\chi$ is $a$ homomorphism because $\left(g_{1} g_{2}\right)^{\tau} \equiv g_{1}^{\tau} g_{2}^{\tau} \bmod M$.
 $\chi: G \rightarrow$ Out $N$ which arises from conjugation in $\operatorname{Im} \mu$ by elements of $E$. If $G$ and $N$ are arbitrary groups, we shall refer to a homomorphism $\chi: G \rightarrow$ Out $N$ as a coupling of $G$ to $N$, whether or not it arises from an extension.

If $C$ is the center of $N$, a coupling $\chi$ of $G$ to $N$ gives rise to a $G$-module $\dagger$ structure of $C$, namely $a^{g}=a^{g^{x}}$; this action is well-defined because $\operatorname{Inn} N$ acts trivially on $C$. In the very important case where $N$ is abelian, the coupling $\chi: G \rightarrow$ Aut $N$ prescribes a $G$-module structure for $N$.

### 11.1.1. Equivalent extensions have the same coupling.

Proof. Let $(1, \theta, 1)$ be an equivalence from $N \stackrel{\mu}{\longrightarrow} E \xrightarrow{\ell} G$ to $N \hookrightarrow \bar{E} \rightarrow G$; then there is a commutative diagram

(Here the left and right vertical maps are identity functions.) Let $\chi$ and $\bar{\chi}$ be the respective couplings of the two extensions. Choose a transversal function $\tau: G \rightarrow E$ for $N \rightarrow E \rightarrow G$. Then $\bar{\tau}=\tau \theta$ is a transversal function for the second extension: this is because $\bar{\tau} \bar{\varepsilon}=\tau(\theta \bar{\varepsilon})=\tau \varepsilon=1$ by commutativity of (3).
$\dagger$ In order to assign a $\mathbb{Z} G$-module structure to an abelian group $M$ it is enough to prescribe the action of the elements of $G$. We shall therefore treat the terms " $G$-module" and $\mathbb{Z} G$-module" as synonymous.

Let us use $\tau$ and $\bar{\tau}$ to compute the couplings $\chi$ and $\bar{\chi}$. In the first place $g^{x}=g^{\lambda}(\operatorname{Inn} N)$ and $g^{\bar{x}}=g^{\bar{\lambda}}(\operatorname{Inn} N)$ where $\lambda: G \rightarrow$ Aut $N$ and $\bar{\lambda}: G \rightarrow$ Aut $N$ arise from $\tau$ and $\bar{\tau}$ as in (1). Applying $\theta$ to (1) and keeping in mind that $\mu \theta=\bar{\mu}$, by (3), we obtain $\left(a^{g^{\lambda}}\right)^{\bar{\mu}}=\left(g^{\bar{\tau}}\right)^{-1} a^{\bar{\mu}}\left(g^{\bar{\tau}}\right)=\left(a^{g^{\bar{\lambda}}}\right)^{\bar{\mu}}$. Hence $g^{\lambda}=g^{\bar{\lambda}}$ and $g^{\chi}=g^{\bar{x}}$, which shows that $\chi=\bar{\chi}$.

The principal aims of the theory of group extensions may be summarized as follows:
(i) to decide which couplings of $G$ to $N$ give rise to an extension of $N$ by $G$;
(ii) to construct all extensions of $N$ by $G$ with given coupling $\chi$;
(iii) to decide when two such extensions are equivalent (or possibly isomorphic).

We shall see that these goals can, in principle at least, be attained with the aid of cohomology.

## Split Extensions

An extension $N \stackrel{\mu}{\mapsto} E \stackrel{\varepsilon}{\longrightarrow} G$ is said to split if there exists a transversal function $\tau: G \rightarrow E$ which is a homomorphism. For example, the semidirect product extension $N \mapsto G \ltimes N \rightarrow G$ is split because $g \mapsto(g, 1)$ is a transversal function which is a homomorphism.

In fact this example is entirely typical of split extensions. For suppose that $N \stackrel{\mu}{\longrightarrow} E \xrightarrow{\varepsilon} G$ splits via a homomorphism $\tau: G \rightarrow E$. Write $X=E^{\varepsilon \tau}=G^{\tau}$. Since $\tau \varepsilon=1$, we have $\left(x^{-\varepsilon \tau} x\right)^{\varepsilon}=x^{-\varepsilon} x^{\varepsilon}=1$, so that $x^{-\varepsilon \tau} x \in M=\operatorname{Ker} \varepsilon$ and $E=X M$. In addition $X \cap M=1$ because $x^{\varepsilon \tau} \in M$ implies that $1=\left(x^{\varepsilon \tau}\right)^{\varepsilon}=$ $x^{\varepsilon}$. Hence $E=X \ltimes M \simeq G \ltimes N$; this shows that every split extension is a semidirect product extension.

## Complements and Derivations

Consider a split extension $N \mapsto E \rightarrow G$, which can without loss be taken to be a semidirect product extension; thus $E=G \ltimes N$. Recall from 9.1 that a subgroup $X$ with the properties $X N=E$ and $X \cap N=1$ is called a complement of $N$ in $E$. Of course $G$ itself-or indeed any conjugate of $G$-is a complement. It is an important problem to decide whether every complement is conjugate to $G$.

We shall show that complements of $N$ in $E$ correspond to certain functions from $G$ to $N$ known as derivations. If $X$ is any complement, each $g$ in $G$ has a unique expression of the form $g=x a^{-1}$ where $x \in X$ and $a \in N$ : define $\delta=\delta_{X}: G \rightarrow N$ by $g^{\delta}=a$. Thus $g g^{\delta} \in X$. Let $g_{i} \in G, i=1,2$; then $X$ contains the element $\left(g_{1} g_{1}^{\delta}\right)\left(g_{2} g_{2}^{\delta}\right)$, which equals $g_{1} g_{2}\left(g_{1}^{\delta}\right)^{g_{2}} g_{2}^{\delta}$, so that the
function $\delta$ has the property

$$
\begin{equation*}
\left(g_{1} g_{2}\right)^{\delta}=\left(g_{1}^{\delta}\right)^{g_{2}} g_{2}^{\delta} \tag{4}
\end{equation*}
$$

Quite generally, if $N$ is any $G$-operator group, a function $\delta: G \rightarrow N$ is called a derivation (or 1-cocycle) from $G$ to $N$ if (4) holds for all $g_{i}$ in $G$. Notice the simple consequences of (4)

$$
\begin{equation*}
1^{\delta}=1 \quad \text { and } \quad\left(g^{-1}\right)^{\delta}=\left(\left(g^{\delta}\right)^{g^{-1}}\right)^{-1} \tag{5}
\end{equation*}
$$

The set of all derivations from $G$ to $N$ is written

$$
\operatorname{Der}(G, N) \quad \text { or } \quad Z^{1}(G, N) .
$$

Thus far we have associated a derivation with each complement. Conversely, suppose that $\delta: G \rightarrow N$ is a derivation. Then there is a corresponding complement to $N$ in $G$ given by $X_{\delta}=\left\{g g^{\delta} \mid g \in G\right\}$. It follows easily from (4) and (5) that $X_{\delta}$ is a subgroup. Clearly $E=X_{\delta} N$ and $X_{\delta} \cap N=1$, so $X_{\delta}$ is in fact a complement.

It should be apparent to the reader that $X \mapsto \delta_{X}$ and $\delta \mapsto X_{\delta}$ are inverse mappings. Thus we can state the following result.
11.1.2. The mapping $X \mapsto \delta_{X}$ is a bijection from the set of all complements of $N$ in $E=G \ltimes N$ to $\operatorname{Der}(G, N)$.

## Inner Derivations

Let us now assume that $N$ is abelian, so that $N$ is a $G$-module. We shall write $A$ instead of $N$.

There is a natural rule of addition for derivations, namely $a^{\delta_{1}+\delta_{2}}=a^{\delta_{1}} a^{\delta_{2}}$. It is quite routine to check that $\delta_{1}+\delta_{2}$ is a derivation; notice however that the commutativity of $A$ is essential here. Further, with this binary operation $\operatorname{Der}(G, A)$ becomes an additive abelian group.

If $a \in A$, we define a function $\delta(a): G \rightarrow A$ by the rule

$$
g^{\delta(a)}=[g, a]=a^{-g+1} .
$$

The commutator identity $\left[g_{1} g_{2}, a\right]=\left[g_{1}, a\right]^{g_{2}}\left[g_{2}, a\right]$ tells us at once that $\delta(a)$ is a derivation. Such derivations are called inner (or 1-coboundaries), the subset of inner derivations being written

$$
\operatorname{Inn}(G, A) \quad \text { or } \quad B^{1}(G, A)
$$

Now $\left[g, a b^{-1}\right]=[g, b]^{-1}[g, a]$ since $A$ is abelian. Therefore $\delta\left(a b^{-1}\right)=$ $\delta(a)-\delta(b)$ and consequently $\operatorname{Inn}(G, A)$ is a subgroup of $\operatorname{Der}(G, A)$.

The significance of the inner derivations is that they determine complements which are conjugate to $G$.
11.1.3. If $A$ is a right $G$-module, there is a bijection between the set of conjugacy classes of complements of $A$ in $G \ltimes A$ and the quotient group $\operatorname{Der}(G, A) / \operatorname{Inn}(G, A)$ in which the conjugacy class of $G$ corresponds to $\operatorname{Inn}(G, A)$.

Proof. Suppose that $X$ and $Y$ are conjugate complements. Then $X=Y^{y_{1} a}=$ $Y^{a}$ for some $y_{1} \in Y, a \in A$. If $g \in G$, then $g g^{\delta_{X}} \in X$ where $\delta_{X}$ is the derivation arising from $X$. Then $g g^{\delta_{x}}=y^{a}$ for some $y$ in $Y$. Now $y^{a}=y[y, a]$, so $g g^{\delta_{X}}=y[y, a]$, which shows that $[y, a]=[g, a]=g^{\delta(a)}$ because $A$ is abelian. Therefore $g\left(g^{\delta_{X}} g^{-\delta(a)}\right)=y \in Y$. Consequently $\delta_{Y}=\delta_{X}-\delta(a)$ and $\delta_{X} \equiv \delta_{Y}$ $\bmod (\operatorname{Inn}(G, A))$. Reversing the argument one can show that if $\delta_{Y}=\delta_{X}-\delta(a)$, then $g g^{\delta_{X}}=\left(g g^{\delta_{r}}\right)^{a}$, so that $X=Y^{a}$. This completes the proof.

Thus all complements of $A$ in $G \ltimes A$ are conjugate if and only if the $\operatorname{group} \operatorname{Der}(G, A) / \operatorname{Inn}(G, A)$ is trivial. We shall see later that this quotient group can be interpreted as the first degree cohomology group $H^{1}(G, A)$.

## Factor Sets and Extensions with Abelian Kernel

Before proceeding with the general theory of extensions we shall consider the special case of extensions with abelian kernel.

Consider an extension

$$
A \gg \xrightarrow{\mu} E \xrightarrow{\varepsilon} G
$$

where $A$ is an abelian group, written additively; let $\chi: G \rightarrow$ Aut $A$ be the coupling of the extension. Then $\chi$ prescribes a $G$-module structure for $A$ by conjugation; this is given by $\left(a x^{\ell}\right) \mu=x^{-1}(a \mu) x$ where $x \in E, a \in A$.

As the first step in the analysis of the extension, we choose a transversal function $\tau$ : $G \rightarrow E$; thus $\tau \varepsilon=1$. Now $\tau$ may not be a homomorphism, but we can write for $x, y$ in $G$

$$
x^{\tau} y^{\tau}=(x y)^{\tau}((x, y) \phi) \mu,
$$

where $(x, y) \phi \in A$, since $x^{\tau} y^{\tau}$ and $(x y)^{\tau}$ belong to the same coset of $\operatorname{Ker} \varepsilon=$ $\operatorname{Im} \mu$. Thus we have a function

$$
\phi: G \times G \rightarrow A ;
$$

this is subject to a restriction because of the associative law $x^{\tau}\left(y^{\tau} z^{\tau}\right)=$ $\left(x^{\tau} y^{\tau}\right) z^{\tau}$. Substituting for products like $x^{\tau} y^{\tau}$, we obtain the fundamental equation

$$
\begin{equation*}
(x, y z) \phi+(y, z) \phi=(x y, z) \phi+(x, y) \phi \cdot z, \tag{6}
\end{equation*}
$$

which holds for all $x, y, z$ in $G$. A function $\phi: G \times G \rightarrow A$ satisfying (6) is traditionally called a factor set; the homological term is a 2 -cocycle, and we
shall write

$$
Z^{2}(G, A)
$$

for the set of all 2 -cocycles of $G$ with coefficients in the $G$-module $A$. Notice that $Z^{2}(G, A)$ has the structure of an abelian group where the group operation is defined by $(x, y) \phi_{1}+\phi_{2}=(x, y) \phi_{1}+(x, y) \phi_{2}$.

The first thing we need to know is the extent to which the factor set $\phi$ depends on the choice of transversal function $\tau$. Suppose that $\tau^{\prime}$ is another such function for the extension $A \stackrel{\mu}{\rightarrow} E \xrightarrow{\bullet} G$, leading to a factor set $\phi^{\prime}$, say. Then $x^{\tau} y^{\tau}=(x y)^{\tau}((x, y) \phi) \mu$ and $x^{\tau^{\tau^{\prime}}} y^{\tau^{\prime}}=(x y)^{\tau^{\prime}}\left((x, y) \phi^{\prime}\right) \mu$. Now $x^{\tau^{\prime}}$ and $x^{\tau^{\prime}}$ belong to the same coset of $\operatorname{Ker} \varepsilon=\operatorname{Im} \mu$. Consequently we can write $x^{\tau^{\prime}}=x^{\tau}((x) \psi) \mu$ for some $(x) \psi \in A$. Substitute for $x^{\tau^{\tau^{\prime}}} y^{\tau^{\prime}}$ and $(x y)^{\tau^{\prime}}$ in the equation defining $(x, y) \phi^{\prime}$. On rearranging the terms and comparing them with the equation for $(x, y) \phi$, we quickly find that

$$
(x, y) \phi=(x, y) \phi^{\prime}+(x y) \psi-(x) \psi \cdot y-(y) \psi
$$

for $x, y, z$ in $G$. Now define $\psi^{*}: G \times G \rightarrow A$ by the rule

$$
(x, y) \psi^{*}=(y) \psi-(x y) \psi+(x) \psi \cdot y .
$$

Then $\phi^{\prime}=\phi+\psi^{*}$, so that $\psi^{*} \in Z^{2}(G, A)$. The 2-cocycle $\psi^{*}$ is of a special kind called a 2 -coboundary ( $n$-cocycles and $n$-coboundaries are introduced in 11.3).

It is easy to see that the 2 -coboundaries $\psi^{*}$ form a subgroup of $Z^{2}(G, A)$ : this is written

$$
B^{2}(G, A) .
$$

What we have shown is that $\phi$ and $\phi^{\prime}$ belong to the same coset of $B^{2}(G, A)$. Thus the extension determines a unique element $\phi+B^{2}(G, A)$ of the group

$$
Z^{2}(G, A) / B^{2}(G, A) .
$$

This group will appear later as the cohomology group of degree 2 .

## Constructing Extension from Factor Sets

The next step is to start with a $G$-module $A$ and a factor set $\phi: G \times G \rightarrow A$, and to show how to construct an extension of $A$ by $G$ which induces the given $G$-module structure of $A$, and which, for a suitable transversal function, has $\phi$ as factor set.

Let $E(\phi)$ be the set product $G \times A$. A binary operation on $E(\phi)$ is defined by the rule

$$
(x, a)(y, b)=(x y, a y+b+(x, y) \phi) .
$$

It is straightforward to verify that this operation is associative, using the factor set condition (6). Observe that if we put $y=1=z$ in (6), there results $(x, 1) \phi=(1,1) \phi$, which is therefore independent of $x$. Using this fact one
verifies that $(1,-(1,1) \phi)$ is an identity element for the semigroup $E(\phi)$. Also $(x, a)$ in $E(\phi)$ has as its inverse the element

$$
\left(x^{-1},-a x^{-1}-(1,1) \phi-\left(x, x^{-1}\right) \phi\right)
$$

as one verifies using the operation on $E(\phi)$. Therefore $E(\phi)$ is a group.
Finally we can form an extension

$$
A \gg \xrightarrow{\mu} E(\phi) \xrightarrow{\varepsilon} G
$$

by defining $a \mu=(1, a-(1,1) \phi)$ and $(x, a)^{\varepsilon}=x$. For clearly $\operatorname{Ker} \varepsilon=$ $\{(1, a) \mid a \in A\}=\operatorname{Im} \mu$. A simple calculation reveals that

$$
(x, 0)^{-1}(1, a-(1,1) \phi)(x, 0)=(1, a x-(1,1) \phi)
$$

(for this one needs $(1, x) \phi=(1,1) \phi \cdot x$, and also the identity (6) with $y=x^{-1}$ and $z=x$ ). This equation shows that the extension induces the given $G$ module structure in $A$.

It is clear that the assignment $x \mapsto(x, 0)$ is a transversal function $\tau$ for the extension; calculating with the group operation, we find that $x^{\tau} y^{\tau}=$ $(x y)^{\tau}((x, y) \phi) \mu$. Thus $\phi$ is indeed the factor set for the extension when the transversal function $\tau$ is used.

## Equivalence

So far we have seen how to pass from extensions to factor sets and from factor sets back to extensions. Now we wish to decide when two extensions are equivalent by looking at their factor sets.

Let $A$ be a fixed $G$-module and consider two extensions of $A$ by $G$ realizing this module structure,

$$
A \xrightarrow{\mu_{i}} E_{i} \xrightarrow{\varepsilon_{1}} G, \quad(i=1,2) .
$$

Choose transversal functions $\tau_{i}$ and let the resulting factor sets be $\phi_{i}$.
First of all, suppose that the two extensions are equivalent, and that the diagram

commutes where $\theta$ is an isomorphism. Now $\overline{\tau_{2}}=\tau_{1} \theta$ is a transversal function for the second extension because $\overline{\tau_{2}} \varepsilon_{2}=\tau_{1} \theta \varepsilon_{2}=\tau_{1} \varepsilon_{1}=1$. Applying $\theta$ to the equation $x^{\tau_{1}} y^{\tau_{1}}=(x y)^{\tau_{1}}\left((x, y) \phi_{1}\right) \mu_{1}$, we obtain $x^{\overline{\tau_{2}}} y^{\overline{\tau_{2}}}=$ $(x y)^{\tau_{2}}\left((x, y) \phi_{1}\right) \mu_{2}$, so that $\overline{\tau_{2}}$ determines the factor set $\phi_{1}$ for the second extension. Therefore $\phi_{1}+B^{2}(G, A)=\phi_{2}+B^{2}(G, A)$ since $\overline{\tau_{2}}$ and $\tau_{2}$ determine factor sets belonging to the same coset of $B^{2}(G, A)$.

Conversely, assume that $\phi_{1}+B^{2}(G, A)=\phi_{2}+B^{2}(G, A)$; then $\phi_{1}=\phi_{2}+$ $\psi^{*}$ for some $\psi: G \rightarrow A$. We aim to show that the two extensions are equivalent. To this end define $\theta: E_{1} \rightarrow E_{2}$ by

$$
\left(x^{\tau_{1}}\left(a \mu_{1}\right)\right)^{\theta}=x^{\tau_{2}}(a+(x) \psi) \mu_{2},
$$

$(x \in G, a \in A)$. Then a routine calculation shows that $\theta$ is a homomorphism. One verifies easily that $\mu_{1} \theta=\mu_{2}$-here one has to note that $1^{\tau_{1}}=(1,1) \phi_{1}$ since $1^{\tau_{1}} 1^{\tau_{1}}=1^{\tau_{1}}(1,1) \phi_{1}$. Finally it is clear that $\varepsilon_{1}=\theta \varepsilon_{2}$.

It follows that $\theta$ fits into a commutative diagram


Thus $\theta$ is an isomorphism and the two extensions are equivalent. These conclusions are summarized in the following result.
11.1.4. Let $G$ be a group and $A$ a $G$-module. Then there is a bijection between the set of equivalence classes of extensions of $A$ by $G$ inducing the given module structure and the group $Z^{2}(G, A) / B^{2}(G, A)$. Moreover the split extension corresponds to $B^{2}(G, A)$.

In particular, every extension of $A$ by $G$ is equivalent to one of the constructed extensions $A \hookrightarrow E(\phi) \rightarrow G$.

This concludes our discussion of extensions with abelian kernel, which is essentially Schreier's original treatment. Next we shall show how general extensions may be constructed starting from a presentation of the quotient group.

## Introduction of Covering Groups

Let $N$ and $G$ be given groups and let $\chi: G \rightarrow$ Out $N$ be some coupling of $G$ to $N$. We are going to show how all extensions of $N$ by $G$ with coupling $\chi$-if any exist-may be constructed as images of a "covering group."

To start things off we must choose a presentation of $G$

$$
R \ggg \xrightarrow{\pi} G .
$$

Here, of course, $F$ is a free group and $R=\operatorname{Ker} \pi$. Denote by $v$ : Aut $N \rightarrow$ Out $N$ the natural homomorphism with kernel Inn $N$. By 2.1.6 a free group has the projective property; hence there is a lifting of $\pi \chi: F \rightarrow$ Out $N$, that is,
a homomorphism $\xi: F \rightarrow$ Aut $N$ making the diagram

commute. Thus $\xi v=\pi \chi$. Now $R^{\xi \nu}=\left(R^{\pi}\right)^{\chi}=1$, so $R^{\xi} \leq \operatorname{Ker} v=\operatorname{Inn} N$. Let $\bar{\xi}: R \rightarrow$ Aut $N$ be the restriction of $\xi$ to $R$.

By the Nielson-Schreier Theorem (6.1.1) the group $R$ is a free group. So it too has the projective property. Hence there is a homomorphism $\eta: R \rightarrow N$ such that $\eta \tau=\bar{\xi}$

where $\tau$ : Aut $N \rightarrow N$ is the conjugation homomorphism. It follows that the diagram

is commutative.
Using the function $\xi: F \rightarrow$ Aut $N$, we form the semidirect product

$$
S=F \ltimes_{\xi} N .
$$

This is the covering group from whose quotient groups extensions of $N$ by $G$ will be formed.
11.1.5. Let $N$ and $G$ be given groups, let $\chi: G \rightarrow$ Out $N$ be a coupling of $G$ to $N$ and let $R \hookrightarrow F \rightarrow G$ be a fixed presentation of $G$. Write $S=F \ltimes_{\xi} N$ where $\xi: F \rightarrow$ Aut $N$ is a lifting of $\chi$ as in (7).
(i) Every extension of $N$ by $G$ with coupling $\chi$ is equivalent to an extension $N \mapsto S / M \rightarrow G$ where $M$ is a normal subgroup of $S$ such that $M N=$ $M \times N=R N$.
(ii) Conversely every such normal subgroup $M$ gives rise to an extension $N \mapsto S / M \rightarrow G$ with coupling $\chi$.

Proof. Suppose first of all that $M \triangleleft S$ satisfies $M N=M \times N=R N$. Let $\bar{\mu}: N \rightarrow S / M$ and $\bar{\varepsilon}: S / M \rightarrow G$ be the natural mappings, $a^{\bar{\mu}}=a M$ and
$(f a M)^{\bar{\varepsilon}}=f^{\pi},(a \in N, f \in F)$; then there is an extension

$$
\begin{equation*}
N \xrightarrow{\bar{\mu}} S / M \xrightarrow{\bar{\varepsilon}} G \tag{8}
\end{equation*}
$$

For $N^{\bar{\mu}}=M N / M=R N / M=\operatorname{Ker} \bar{\varepsilon}$. Denote the coupling of this extension by $\bar{\chi}$. To calculate $g^{\bar{\chi}}$ choose $f$ from $F$ so that $f^{\pi}=g$ and conjugate by $f$ in $S / M$. This produces the automorphism $f^{\xi}$ of $N$ since $S=F \ltimes_{\xi} N$. By commutativity of (7) we have

$$
g^{\bar{\chi}}=f^{\xi}(\operatorname{Inn} N)=f^{\xi \nu}=f^{\pi \chi}=g^{\chi}
$$

Hence $\chi=\bar{\chi}$ and (8) has coupling $\chi$. Thus (ii) has been established.
It remains to prove that an extension $N \stackrel{\mu}{\longrightarrow} E \stackrel{\varepsilon}{\longrightarrow} G$ with coupling $\chi$ is equivalent to an extension of type (8). To establish this we begin by using once again the projective property of free groups, this time to construct a homomorphism $\gamma: F \rightarrow E$ such that $\gamma \varepsilon=\pi$.


Now $\left(R^{\gamma}\right)^{\varepsilon}=R^{\pi}=1$, so $R^{\gamma} \leq \operatorname{Ker} \varepsilon=N^{\mu}$. Thus we obtain a commutative picture

where $\kappa$ is defined by $\left(r^{\kappa}\right)^{\mu}=r^{\gamma}$ and the right hand mapping is the identity function. Define $x^{\lambda}$ to be the automorphism of $N$ that arises from conjugation by $x$ in $\operatorname{Im} \mu$; thus $\left(a^{x^{\lambda}}\right)^{\mu}=x^{-1} a^{\mu} x,(a \in N, x \in E)$. Then $\lambda: E \rightarrow$ Aut $N$ is surely a homomorphism. Since the coupling $\chi$ arises from conjugation in $N$,

$$
\varepsilon \chi=\lambda v
$$

Therefore $\gamma \lambda v=(\gamma \varepsilon) \chi=\pi \chi=\xi v$; here we have used the commutativity of (7) and (9). Since Ker $v=\operatorname{Inn} N$, the elements $x^{\gamma \lambda}$ and $x^{\xi}$ differ by an inner automorphism of $N$, say $\left(n_{x}^{\mu}\right)^{\lambda}, n_{x} \in N$, and

$$
\begin{equation*}
x^{\xi}=x^{\gamma \lambda}\left(n_{x}^{\mu}\right)^{\lambda}=\left(x^{\gamma} n_{x}^{\mu}\right)^{\lambda} \tag{10}
\end{equation*}
$$

for all $x \in E$.
Now choose a set of free generators $X$ of $F$. Then there is a homomorphism $\sigma: F \rightarrow E$ such that $x^{\sigma}=x^{\gamma} n_{x}^{\mu}$ for all $x$ in $X$. With this $\sigma$ one has $x^{\sigma \varepsilon}=\left(x^{\gamma} n_{x}^{\mu}\right)^{\varepsilon}=x^{\gamma \varepsilon}=x^{\pi}$ by (9). Therefore

$$
\pi=\sigma \varepsilon
$$

Next we extend $\sigma$ to $\sigma^{*}: S \rightarrow E$ by means of the rule $(f a)^{\sigma^{*}}=f^{\sigma} a^{\mu},(f \in F$, $a \in N$ ). To show that this $\sigma^{*}$ is actually homomorphic it suffices to check that $\left(a^{x}\right)^{\sigma^{*}}=\left(a^{\sigma^{*}}\right)^{x^{\sigma^{*}}}$ for all $x \in X, a \in N$. Now $\left(a^{x}\right)^{\sigma^{*}}=\left(a^{x}\right)^{\mu}=\left(a^{x^{5}}\right)^{\mu}$ since $\xi: F \rightarrow$ Aut $N$ specifies the action of $F$ on $N$. Further $x^{\xi}=\left(x^{\gamma} n_{x}^{\mu}\right)^{\lambda}=x^{\sigma \lambda}$ by (10) and the definition of $\sigma$. Thus $\xi=\sigma \lambda$. It follows that $\left(a^{x}\right)^{\sigma^{*}}=\left(a^{a^{\alpha \lambda}}\right)^{u}=$ $\left(x^{\sigma}\right)^{-1} a^{\mu} x^{\sigma}=\left(a^{\sigma^{*}}\right)^{x^{*}}$, as required.

The homomorphism $\sigma^{*}: S \rightarrow E$ is surjective because $E=F^{\gamma} N^{\mu}$. We shall use $M=\operatorname{Ker} \sigma^{*}$ to construct an extension of type (8). Suppose that $f a \in M$ where $f \in F, a \in N$. Then $f^{\sigma} \in N^{\mu}$ by definition of $\sigma^{*}$; hence $f^{\pi}=f^{\sigma \varepsilon}=1$ and $f \in R$. Also $a^{\mu}=\left(f^{\sigma}\right)^{-1}$. It follows that

$$
M=\left\{r a \mid r \in R, a \in N, a^{\mu}=\left(r^{\sigma}\right)^{-1}\right\}
$$

Therefore $M N=R N$. Moreover, if $r a \in M \cap N$, then $r \in F \cap N=1$; hence $M N=M \times N$.

Defining $a^{\bar{\mu}}$ to be $a M$ and $(f a M)^{\bar{\varepsilon}}$ to be $f^{\pi}$ we obtain an extension

$$
N \xrightarrow{\bar{\mu}} S / M \xrightarrow{\bar{\varepsilon}} G .
$$

To show that this is equivalent to the extension we started with, consider the natural isomorphism $\theta: S / M \rightarrow E$ defined by $(s M)^{\theta}=s^{\sigma^{*}}$. The diagram

is commutative. For $a^{\bar{\mu} \theta}=(a M)^{\theta}=a^{\sigma^{*}}=a^{\mu}$ and $(f a M)^{\theta^{\varepsilon}}=(f a)^{\sigma^{*} \varepsilon}=$ $\left(f^{\sigma} a^{\mu}\right)^{\varepsilon}=f^{\sigma \varepsilon}$; but $\sigma \varepsilon=\pi$, so $(f a M)^{\theta_{\varepsilon}}=f^{\pi}=(f a M)^{\bar{\varepsilon}}$. This completes the proof.

What the preceding discussion has achieved is to reduce the study of extensions to that of certain normal subgroups of covering groups. There may of course be no such normal subgroups, reflecting the fact that extensions with a prescribed coupling do not always exist. However, if $N$ is abelian, $\operatorname{Inn} N=1$ and $R^{\xi}=1$ by (7). Thus $[R, N]=1$ and $R N=R \times N$, so that $R$ is a candidate for $M$. The corresponding extension $N \mapsto S / R \rightarrow G$ is equivalent to the split extension $N \mapsto G \ltimes N \rightarrow G$.

## Theory of Covering Groups

We propose to study covering groups in a somewhat more general context. The outcome will be a classification of equivalence classes of extensions with given coupling.

Let there be given groups $N$ and $U$ together with a homomorphism $\xi: U \rightarrow$ Aut $N$, enabling us to form the semidirect product or covering group

$$
S=U \ltimes_{\xi} N
$$

The center of $N$ shall be denoted by $C$. Let $V$ be a normal subgroup of $U$ such that

$$
[C, V]=1
$$

The product $V N$ is denoted by $L$.
We are interested in the (possibly empty) set

$$
\mathscr{M}=\mathscr{M}(U, V, N, \xi)
$$

of all normal subgroups $M$ of $S$ with the property

$$
M N=M \times N=L
$$

The relative position of these subgroups is indicated in the accompanying diagram


Each $M$ in $\mathscr{M}$ determines an extension

$$
\begin{equation*}
N \xrightarrow{\mu} S / M \xrightarrow{\varepsilon} U / V \tag{11}
\end{equation*}
$$

where $a^{\mu}=a M$ and $(u a M)^{\varepsilon}=u V,(a \in N, u \in U)$.
What is the relevance of this set $\mathscr{M}$ to our previous considerations? The normal subgroups $M$ that occur in 11.1.5 are precisely the elements of $\mathscr{M}(F, R, N, \xi)$ : notice that $[\zeta N, R]=1$ because $R^{\xi} \leq \operatorname{Im} N$. Thus we are motivated to ask when two extensions of type (11) are equivalent.

## The Action of $\operatorname{Hom}_{U}(V, C)$ on $\mathscr{M}$

If $\varphi \in \operatorname{Hom}_{U}(V, C)$, so that $\varphi$ is a $U$-operator homomorphism from $V$ to $C$, define $\varphi^{\prime}: L \rightarrow L$ by the rule

$$
\begin{equation*}
(v a)^{\varphi^{\prime}}=v\left(a v^{\varphi}\right), \quad(v \in V, a \in N) \tag{12}
\end{equation*}
$$

It is easy to check that $\varphi^{\prime}$ is a homomorphism using the fact that $v^{\varphi}$ belongs to $C$ and $[C, V]=1$. The inverse of $\varphi^{\prime}$ is clearly $(-\varphi)^{\prime}$, so $\varphi^{\prime}$ is an automorphism of $L$. Furthermore $\varphi^{\prime}$ is a $U$-automorphism because $\varphi$ is a $U$ homomorphism.

Now suppose that $M \in \mathscr{M}$. Clearly $L=L^{\varphi^{\prime}}=M^{\varphi^{\prime}} \times N^{\varphi^{\prime}}=M^{\varphi^{\prime}} \times N$; also $M^{\varphi^{\prime}} \triangleleft U$. In other words $M^{\varphi^{\prime}} \in \mathscr{M}$ and $\operatorname{Hom}_{U}(V, C)$ acts on the set $\mathscr{M}$. Concerning this action we shall prove the following fact.
11.1.6. If $\mathscr{M}=\mathscr{M}(U, V, N, \xi)$ is not empty, the group $\operatorname{Hom}_{U}(V, C)$ acts regularly on this set.

Proof. Suppose first that $M^{\varphi^{\prime}}=M$ where $M \in \mathscr{M}$ and $\varphi \in \operatorname{Hom}_{U}(V, C)$. If $\varphi^{\prime} \neq 1$, then $\varphi \neq 0$, and there is an element $v$ of $V$ such that $v^{\varphi} \neq 1$. On writing $v=x a$ with $x \in M$ and $a \in N$, we see that $M$ must contain $x^{\varphi^{\prime}}=$ $\left(v a^{-1}\right)^{\varphi^{\prime}}=v a^{-1} v^{\varphi}=x v^{\varphi}$; from this it follows that $v^{\varphi} \in M \cap C=1$, a contradiction. It remains to prove transitivity.

Choose $M_{1}$ and $M_{2}$ from $\mathscr{M}$. For each $v$ in $V$ there are expressions $v=x_{i} a_{i}, i=1,2$, where $x_{i} \in M_{i}, a_{i} \in N$. Define a function $\varphi: V \rightarrow N$ by writing $v^{\varphi}=a_{1} a_{2}^{-1}$. Now $a_{1}$ and $a_{2}$ induce the same automorphism in $N$ as $v$ since $\left[M_{i}, N\right]=1$; hence $v^{\varphi} \in C$. It is obvious that $\varphi$ is a homomorphism: indeed $\varphi \in \operatorname{Hom}_{U}(V, C)$ because $\left(v^{u}\right)^{\varphi}=a_{1}^{u} a_{2}^{-u}=\left(v^{\varphi}\right)^{u}$ if $u \in U$.

To complete the proof we verify that $M_{1}^{\phi^{\prime}}=M_{2}$. We choose $x$ from $M_{1}$, writing it in the form $x=v a,(v \in V, a \in N)$. Now $v=m_{i} a_{i}, i=1$, 2, where $m_{i} \in M_{i}, a_{i} \in N$. Since $x=m_{1} a_{1} a$, we have $a_{1} a=m_{1}^{-1} x \in M_{1} \cap N=1$; thus $a_{1}=a^{-1}$. Consequently $x^{\varphi^{\prime}}=(v a)^{\varphi^{\prime}}=v a v^{\varphi}=v a a_{1} a_{2}^{-1}=m_{2} \in M_{2}$. Hence $M_{1}^{\varphi^{\prime}} \leq M_{2}$. Since $M_{1}^{\varphi^{\prime}} \in \mathscr{M}$, it follows that $M_{2}=M_{2} \cap\left(M_{1}^{\varphi^{\prime}} \times N\right)=M_{1}^{\varphi^{\prime}}$.

## Equivalences Classes in $\mathscr{M}(U, V, N, \xi)$

In view of our interest in equivalence of group extensions the following definition is a natural one. Two elements $M_{1}$ and $M_{2}$ of $\mathscr{M}$ are said to be equivalent if the corresponding group extensions $N \leftrightarrows S / M_{i} \rightarrow U / V, i=1,2$, are equivalent. Obviously this is an equivalence relation on $\mathscr{M}$. But what are the equivalence classes? In attempting to answer this question one finds that derivations arise in an essential way.

Suppose that $\delta: U \rightarrow C$ is a derivation; denote its restriction to $V$ by $\bar{\delta}$. Since $[V, C]=1$, the defining property of derivations yields $\left(v_{1} v_{2}\right)^{\delta}=v_{1}^{\delta} v_{2}^{\delta}$, ( $v_{i} \in V$ ); in short $\bar{\delta}: V \rightarrow C$ is a homomorphism. If $u \in U$ and $v \in V$, then by (4) and (5)

$$
\begin{aligned}
\left(u^{-1} v u\right)^{\delta}=\left(\left(u^{-1}\right)^{\delta}\right)^{v u}(v u)^{\delta} & =\left(\left(u^{\delta}\right)^{u^{-1} v u}\right)^{-1}\left(v^{\delta}\right)^{u} u^{\delta} \\
& =\left(u^{\delta}\right)^{-1}\left(v^{\delta}\right)^{u} u^{\delta}=\left(v^{\delta}\right)^{u}
\end{aligned}
$$

It follows that $\left(v^{u}\right)^{\bar{\delta}}=\left(v^{\bar{\delta}}\right)^{u}$, so that $\bar{\delta} \in \operatorname{Hom}_{U}(V, C)$. It should be clear to the reader that the restriction mapping $\delta \mapsto \bar{\delta}$ is a homomorphism

$$
\operatorname{Der}(U, C) \rightarrow \operatorname{Hom}_{U}(V, C)
$$

This provides us with a natural action of $\operatorname{Der}(U, C)$ on $\mathscr{M}$ in which $M^{\delta}=M^{\bar{\delta}}$.
11.1.7. If $\mathscr{M}$ is not empty, the equivalence classes of $\mathscr{M}=\mathscr{M}(U, V, N, \xi)$ are precisely the $\operatorname{Der}(U, C)$-orbits.

Proof. Suppose that $M_{1}$ and $M_{2}$ are equivalent elements of $\mathscr{M}$; then there is a homomorphism $\theta$ making the diagram

commutative. We shall find a $\delta$ in $\operatorname{Der}(U, C)$ such that $M_{1}^{\delta}=M_{2}$.
Let $u \in U$ : then by commutativity of the right-hand square $\left(u M_{1}\right)^{\theta}$ maps to $u V$. Hence $\left(u M_{1}\right)^{\theta}=u c M_{2}$ where $c \in N$ is unique. In fact $c \in \zeta N=C$. For if $a \in N$, we have $\left(a^{u} M_{1}\right)^{\theta}=a^{u} M_{2}$ by commutativity of the left-hand square in the diagram; thus $a^{u} M_{2}=\left(\left(u M_{1}\right)^{\theta}\right)^{-1}\left(a M_{1}\right)^{\theta}\left(u M_{1}\right)^{\theta}$, which becomes $a^{u} M_{2}=a^{u c} M_{2}$ on substituting $u c M_{2}$ for $\left(u M_{1}\right)^{\theta}$ and $a M_{2}$ for $\left(a M_{1}\right)^{\theta}$. Hence $\left(a^{u}\right)^{-1} a^{u c} \in M_{2} \cap N=1$, which yields $\left(a^{u}\right)^{c}=a^{u}$. Since this is valid for all $a$ in $N$, we conclude that $c \in C$.

The equation $\left(u M_{1}\right)^{\theta}=u u^{\delta} M_{2}$ therefore determines a function $\delta: U \rightarrow C$. Now $\theta$ is a homomorphism, so

$$
\left(u_{1} u_{1}^{\delta} M_{2}\right)\left(u_{2} u_{2}^{\delta} M_{2}\right)=\left(u_{1} u_{2}\right)\left(u_{1} u_{2}\right)^{\delta} M_{2}
$$

which shows that $\left(u_{1} u_{2}\right)^{\delta}=\left(u_{1}^{\delta}\right)^{u_{2}}\left(u_{2}\right)^{\delta}$-remember here that $M_{2} \cap C=1$. Thus $\delta \in \operatorname{Der}(U, C)$.

The next point to settle is that $\delta$ maps $M_{1}$ to $M_{2}$ under the action described above. Denote the restriction of $\delta$ to $V$ by $\bar{\delta}$. If $x \in V$, then $\left(x M_{1}\right)^{\theta}=x x^{\delta} M_{2}=x^{\bar{\delta}^{\prime}} M_{2}$ by definition of $\bar{\delta}^{\prime}$ see (12)). This also holds if $x \in N$ since in that case $\left(x M_{1}\right)^{\theta}=x M_{2}$ and $x^{\bar{\delta}^{\prime}}=x$. Thus $\left(x M_{1}\right)^{\theta}=x^{\bar{\delta}^{\prime}} M_{2}$ is true for all $x$ in $L=V N$. If $x \in M_{1}$, it follows that $x^{\bar{\delta}^{\prime}} \in M_{2}$ and $M_{1}^{\bar{\delta}^{\prime}}=M_{2}$.

Conversely, assume that there is a $\delta$ in $\operatorname{Der}(U, C)$ such that $M_{1}^{\bar{\delta}^{\prime}}=M_{2}$. Let us show that $M_{1}$ and $M_{2}$ are equivalent. Define $\theta: S / M_{1} \rightarrow S / M_{2}$ by the rules $\left(u M_{1}\right)^{\theta}=u u^{\delta} M_{2}$ and $\left(a M_{1}\right)^{\theta}=a M_{2}$ where $u \in U, a \in N$. It is simple to check that $(1, \theta, 1)$ is an equivalence from $N \mapsto S / M_{1} \rightarrow U / V$ to $N \mapsto S / M_{2} \rightarrow U / V$.

We are now able to give a description of the equivalence classes of $\mathscr{M}$.
11.1.8. There is a bijection between the set of equivalence classes of $\mathscr{M}=$ $\mathscr{M}(U, V, N, \xi)$ and the cokernel of the restriction homomorphism $\operatorname{Der}(U, C) \rightarrow$ $\operatorname{Hom}_{U}(V, C)$, provided that $\mathscr{M}$ is not empty.

Proof. Denote the image of the restriction map by $I$. Let $M_{0}$ be any fixed element of $\mathscr{M}$. If $M$ is any other element of $\mathscr{M}$, there is a unique $\varphi_{M} \in$ $\operatorname{Hom}_{U}(V, C)$ such that $M=M_{0}^{\varphi_{M}^{\prime}}$; this is by 11.1.6. Suppose that $\bar{M}$ is equivalent to $M$. Then $\bar{M}=M^{\bar{\delta}^{\prime}}$ where $\delta \in \operatorname{Der}(U, C)$ by 11.1.7. Therefore $M_{0}^{\varphi_{\bar{M}}^{\prime}}=$ $M_{0}^{\varphi_{M}^{\prime} \bar{\delta}^{\prime}}=M_{0}^{\left(\varphi_{M}+\bar{\delta}\right)^{\prime}}$ since $\alpha^{\prime} \beta^{\prime}=(\alpha+\beta)^{\prime}$ by definition (12). It follows from the regularity of the action of $\operatorname{Hom}_{U}(V, C)$ that $\varphi_{\bar{M}}^{\prime}=\left(\varphi_{M}+\bar{\delta}\right)^{\prime}$, where $\varphi_{\bar{M}}=\varphi_{\underline{M}}+\bar{\delta}$ or $\varphi_{\bar{M}} \equiv \varphi_{M} \bmod I$. Conversely this congruence implies that $M$ and $\bar{M}$ are equivalent by reversal of the argument.

From 11.1.5 and 11.1.8 it follows that there is a bijection between the set of equivalence classes of extensions of $N$ by $G$ with coupling $\chi$ and the group

$$
\begin{equation*}
\operatorname{Coker}\left(\operatorname{Der}(F, \zeta N) \rightarrow \operatorname{Hom}_{F}(R, \zeta N)\right) \tag{13}
\end{equation*}
$$

provided that such extensions exist: here of course $R \mapsto F \rightarrow G$ is any fixed presentation of $G$. We shall see later that the group (13) can be identified with the second degree cohomology group $H^{2}(G, \zeta N)$.

## Exercises 11.1

1. If $(\alpha, \beta, \gamma)$ is a morphism of extensions and $\alpha$ and $\gamma$ are group isomorphisms, prove that $\beta$ is an isomorphism.
2. Let $(\alpha, \theta, 1)$ be an isomorphism from $N \mapsto E \rightarrow G$ to $\bar{N} \mapsto \bar{E} \rightarrow G$. If these extensions have couplings $\chi$ and $\bar{\chi}$ respectively, prove that $\bar{\chi}=\chi \alpha^{\prime}$ where $\alpha^{\prime}$ : Out $N \rightarrow$ Out $\bar{N}$ is induced by $\alpha: N \rightarrow \bar{N}$.
3. Let $G$ be a group. Prove that $G$ is free if and only if every extension by $G$ splits. [Hint: Use the Nielson-Schreier Theorem.]
4. Find two isomorphic extensions of $\mathbb{Z}_{3}$ by $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ which are not equivalent.
5. Let $A \stackrel{\mu}{\xrightarrow{\varepsilon}} E \xrightarrow{\varepsilon} G$ be a group extension with abelian kernel $A$ and $G=\langle g\rangle$ cyclic of order $n$. Let $g=x^{\varepsilon}$ with $x \in E$. A transversal function $\tau: G \rightarrow E$ is defined by $\left(g^{i}\right)^{\tau}=x^{i}$ for $0 \leq i<n$. Prove that the values of the corresponding factor set $\phi$ are

$$
\left(g^{i}, g^{j}\right) \phi=\left\{\begin{array}{ll}
0 & \text { if } i+j<n \\
a & \text { if } i+j \geq n
\end{array} \quad \text { where } \quad a=x^{n} \in \operatorname{Ker} \varepsilon\right.
$$

6. Every extension $N \stackrel{\mu}{\longrightarrow} E \stackrel{\varepsilon}{\rightarrow} G$ is isomorphic with an extension of the form $M \stackrel{l}{\mapsto} E \stackrel{\varepsilon}{\rightarrow} G$ in which $M=\operatorname{Im} \mu$ and $l$ is inclusion.
7. Show that there are eight equivalence classes of extensions of $\mathbb{Z}_{2}$ by $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. How many nonisomorphic groups do these give rise to?
8. Let $G$ be an infinite cyclic group and let $N$ be any group. If $\chi: G \rightarrow$ Out $N$ is a coupling, prove that some extension of $N$ by $G$ realizes $\chi$. Using the obvious presentation $1 \mapsto G \rightarrow G$, show that there is a unique equivalence class of extensions of $N$ by $G$ with coupling $\chi$ and that these extensions are split.
9. Let $G=\langle x\rangle$ be a cyclic group with finite order $n$ and let $N$ be any group. Suppose that $\chi: G \rightarrow$ Out $N$ is a coupling that gives rise to extensions of $N$ by $G$. Prove that there is a bijection between equivalence classes of extensions of $N$ by $G$ with coupling $\chi$ and $\operatorname{Ker} \kappa / \operatorname{Im} v$ : here $v$ and $\kappa$ are the respective endomorphisms $a \mapsto a^{1+x+\cdots x^{n-1}}$ and $a \mapsto[a, x]$ of $A=\zeta N$. (The action of $x$ on $A$ comes from $\chi$.) Show also that each such extension is an image of a split extension of $N$ by an infinite cyclic group.
10. Find all equivalence classes of extensions of $Q_{8}$ by $\mathbb{Z}_{2}$. Identify the groups which arise in this way.
11. Let $N$ and $G$ be arbitrary groups. For each $x$ in $G$ let $N_{x}$ be a group isomorphic with $N$ via a map $a \mapsto a_{x}$. Write $B=\mathrm{Cr}_{x \in G} N_{x}$, the cartesian product. If $\mathbf{b} \in B$ and $g \in G$, define $\mathbf{b}^{g}$ by the rule $\left(\mathbf{b}^{g}\right)_{x}=b_{x g^{-1}}$. Show that this action of $G$ on $B$ leads to a semidirect product $W=G \ltimes B$. (Here $W$ is called the standard complete wreath product $N \approx G$ and $B$ is the base group of $W$ ).
12. (Kalužnin-Krasner) Let $N \stackrel{\mu}{\xrightarrow{\varepsilon}} G \xrightarrow{\varepsilon}$ be any group extension and denote by $W$ the standard complete wreath product $N \approx G$. Prove that $E$ is isomorphic with a subgroup of $W$, so that $W$ contains an isomorphic copy of every extension of $N$ by G. [Hint: Choose a transversal function $\tau: G \rightarrow E$ for the extension. Define $\gamma: E \rightarrow W$ as follows. If $x \in E$, let $x^{\gamma}=x^{\varepsilon} b(x)$ where $b(x)$ is the element of the base group of $W$ given by $\left.(b(x))_{g}=\left(\left(g x^{-\varepsilon}\right)^{\tau} x\left(g^{\tau}\right)^{-1}\right)^{\mu^{-1}}.\right]$

### 11.2. Homology Groups and Cohomology Groups

The purpose of this section is to define the homology and cohomology groups by means of projective resolutions. This material will be familiar to those readers who have experienced a first course in homological algebra: they may proceed directly to 11.3 .

## Complexes

Let $R$ be a ring with identity. A right $R$-complex $\mathbf{C}$ is a sequence of right $R$-modules and homomorphisms

$$
\cdots \longrightarrow C_{n+1} \xrightarrow{\hat{\partial}_{n+1}} C_{n} \xrightarrow{\partial_{n}} C_{n-1} \longrightarrow \cdots, \quad(n \in \mathbb{Z}),
$$

infinite in both directions, such that $\partial_{n+1} \partial_{n}=0$, that is to say, $\operatorname{Im} \partial_{n+1} \leq$ Ker $\partial_{n}$ for all $n$. The homology $H(\mathbf{C})$ of the complex $\mathbf{C}$ is the sequence of $R$-modules

$$
H_{n} \mathbf{C}=\operatorname{Ker} \partial_{n} / \operatorname{Im} \partial_{n+1}, \quad(n \in \mathbb{Z})
$$

which are usually referred to as the homology groups of $\mathbf{C}$. Thus $\mathbf{C}$ is exact if and only if all the homology groups vanish.

By a morphism $\gamma$ from an $R$-complex $\mathbf{C}$ to an $R$-complex $\overline{\mathbf{C}}$ is meant a sequence of $R$-homomorphisms $\gamma_{n}: C_{n} \rightarrow \bar{C}_{n}$ such that the diagram

commutes. Define $\gamma_{n}^{\prime}: H_{n} \mathbf{C} \rightarrow H_{n} \overline{\mathbf{C}}$ by the rule $\left(a+\operatorname{Im} \partial_{n+1}\right) \gamma_{n}^{\prime}=a \gamma_{n}+\operatorname{Im} \bar{\partial}_{n+1}$ where $a \in \operatorname{Ker} \partial_{n}$. Notice that $a \gamma_{n} \in \operatorname{Ker} \bar{\partial}_{n}$ because $a \gamma_{n} \bar{\partial}_{n}=a \partial_{n} \gamma_{n-1}=0$ by commutativity of the diagram; also $\gamma_{n}^{\prime}$ is well-defined since $\left(\operatorname{Im} \partial_{n+1}\right) \gamma_{n}=$ $\operatorname{Im}\left(\gamma_{n+1} \bar{\partial}_{n+1}\right) \leq \operatorname{Im} \bar{\partial}_{n+1}$. Clearly $\gamma_{n}^{\prime}$ is an $R$-homomorphism. We state this basic observation as a lemma.
11.2.1. A morphism $\gamma: \mathbf{C} \rightarrow \overline{\mathbf{C}}$ of $R$-complexes induces homomorphisms $\gamma_{n}^{\prime}: H_{n} \mathbf{C} \rightarrow H_{n} \overline{\mathbf{C}}$ of homology groups.

It is clear how to define a left $R$-complex of left $R$-modules. Most results will be proved for right complexes, but they are, of course, valid for left complexes by corresponding proofs.

## Homotopy

We wish to introduce a way of comparing morphisms between complexes $\mathbf{C}$ and $\overline{\mathbf{C}}$. Two such morphisms $\gamma$ and $\xi$ are said to be homotopic if there exist $R$-homomorphisms $\sigma_{n}$ : $C_{n} \rightarrow \bar{C}_{n+1}$ such that

$$
\gamma_{n}-\xi_{n}=\sigma_{n} \bar{\partial}_{n+1}+\partial_{n} \sigma_{n-1}
$$

for all $z \in \mathbb{Z}$. This may be thought of as a sort of partial commutativity of the diagram

-check the commutativity statements for the two middle triangles. It is very easy to verify that homotopy is an equivalence relation.

The following fact plays a central role in the proof of the uniqueness of homology and cohomology groups.
11.2.2. If $\gamma: \mathbf{C} \rightarrow \overline{\mathbf{C}}$ and $\xi: \overline{\mathbf{C}} \rightarrow \mathbf{C}$ are morphisms of $R$-complexes such that $\gamma \xi$ and $\xi \gamma$ are homotopic to identity morphisms, then $\gamma_{n}^{\prime}: H_{n} \mathbf{C} \rightarrow H_{n} \overline{\mathbf{C}}$ is an isomorphism for all integers $n$.

Proof. By hypothesis there are $R$-homomorphisms $\sigma_{n}$ : $C_{n} \rightarrow C_{n+1}$ such that $\gamma_{n} \xi_{n}-1=\sigma_{n} \partial_{n+1}+\partial_{n} \sigma_{n-1}$. If $a \in \operatorname{Ker} \partial_{n}$, then $a \gamma \xi=a+a \sigma_{n} \partial_{n+1} \equiv a \bmod$ $\operatorname{Im} \partial_{n+1}$. Therefore $a \gamma \xi+\operatorname{Im} \partial_{n+1}=a+\operatorname{Im} \partial_{n+1}$, which is just to say that $\gamma_{n}^{\prime} \xi_{n}^{\prime}=1$. Similarly $\xi_{n} \gamma_{n}^{\prime}=1$, so that $\xi_{n}^{\prime}$ is the inverse of $\gamma_{n}^{\prime}$.

## Free and Projective Modules

Free $R$-modules are defined in exactly the same way as free abelian groups, or free groups for that matter. An $R$-module $M$ is said to be free on a set $X$ if there is a mapping $l: X \rightarrow M$ such that, given a function $\alpha: X \rightarrow N$ with $N$ any $R$-module, there is a unique homomorphism $\beta: M \rightarrow N$ such that $\alpha=\imath \beta$. Thus the diagram

commutes. The mapping $l$ is necessarily injective: usually we take it to be inclusion, so that $X \subseteq M$.

The following statements are proved in precisely the same way as for abelian groups: a right $R$-module is free if and only if it is a direct sum of copies of $R_{R}$, the ring $R$ regarded as a right $R$-module by multiplication. Every $R$-module is an image of a free-module (see 2.3.8 and 2.3.7).

An $R$-module $M$ is said to be projective if, given an $R$-homomorphism $\alpha: M \rightarrow N$ and an $R$-epimorphism $\varepsilon: L \rightarrow N$, there is an $R$-homomorphism $\beta: M \rightarrow L$ such that $\alpha=\beta \varepsilon$, that is to say, the diagram

commutes. Every free module is projective (see the proof of 4.2.4). A projective module is not in general free, but merely a direct summand of a free module (see Exercise 11.2.6).

A complex is said to be free if all of its modules are free, and projective if all of its modules are projective.

## Resolutions

A complex $\mathbf{C}$ is called positive if $C_{n}=0$ for $n<0$ : the complex is then written $\cdots \rightarrow C_{2} \rightarrow C_{1} \rightarrow C_{0} \rightarrow 0$. Let $M$ be a right $R$-module. By a right $R$ resolution of $M$ is meant a positive right $R$-complex $\mathbf{C}$ and an epimorphism $\varepsilon: C_{0} \rightarrow M$ such that

$$
\cdots \longrightarrow C_{2} \xrightarrow{\hat{\partial}_{2}} C_{1} \xrightarrow{\hat{\partial}_{1}} C_{0} \xrightarrow{\varepsilon} M \longrightarrow 0
$$

is exact. We may abbreviate the resolution to $\mathbf{C} \xrightarrow{\ell} M$. The resolution is said to be free (projective) if $\mathbf{C}$ is free (projective).

### 11.2.3. Every $R$-module has a free $R$-resolution.

Proof. Let $M$ be any $R$-module. Then there exists an epimorphism $\varepsilon: C_{0} \rightarrow M$ with $C_{0}$ is free. Likewise there exists a homomorphism $\partial_{1}: C_{1} \rightarrow C_{0}$ where $\operatorname{Im} \partial_{1}=\operatorname{Ker} \varepsilon$ and $C_{1}$ is free. So far we have an exact sequence $C_{1} \xrightarrow{\partial_{1}} C_{0} \xrightarrow{\varepsilon}$ $M \rightarrow 0$. Clearly this procedure can be repeated indefinitely to produce a free resolution of $M$.
11.2.4. Let $\mathbf{P} \xrightarrow{\varepsilon} M$ and $\overline{\mathbf{P}} \xrightarrow{\bar{c}} \bar{M}$ be two projective $R$-resolutions. If $\alpha: M \rightarrow \bar{M}$ is an $R$-homomorphism, there is a morphism $\pi: \mathbf{P} \rightarrow \overline{\mathbf{P}}$ such that $\pi_{0} \bar{\varepsilon}=\varepsilon \alpha$. Moreover any two such $\pi$ 's are homotopic.


Proof. Since $P_{0}$ is projective and $\bar{\varepsilon}$ surjective, there is a homomorphism $\pi_{0}: P_{0} \rightarrow \bar{P}_{0}$ such that $\pi_{0} \bar{\varepsilon}=\varepsilon \alpha$.


Suppose that we have constructed homomorphisms $\pi_{i}: P_{i} \rightarrow \bar{P}_{i}$, for $i=1,2$, $\ldots, n$, such that $\pi_{i} \bar{\partial}_{i}=\partial_{i} \pi_{i-1}$. Then we have $\partial_{n+1} \pi_{n} \bar{\partial}_{n}=\partial_{n+1} \partial_{n} \pi_{n-1}=0$, so that $\operatorname{Im}\left(\partial_{n+1} \pi_{n}\right) \subseteq \operatorname{Ker} \bar{\delta}_{n}=\operatorname{Im} \bar{\partial}_{n+1}$. By projectivity of $P_{n+1}$ there exists a homomorphism $\pi_{n+1}: P_{n+1} \rightarrow \bar{P}_{n+1}$ such that $\pi_{n+1} \bar{\partial}_{n+1}=\partial_{n+1} \pi_{n}$, as one can
see from the diagram


Hence the following diagram is commutative:


Consequently we have defined recursively a morphism $\pi: \mathbf{P} \rightarrow \overline{\mathbf{P}}$ with the right property.

Now suppose that $\pi^{\prime}: \mathbf{P} \rightarrow \overline{\mathbf{P}}$ is another such morphism. Let $\rho: \mathbf{P} \rightarrow \overline{\mathbf{P}}$ be the morphism given by $\rho_{n}=\pi_{n}-\pi_{n}^{\prime}$. Then the following diagram commutes -ignore the diagonal maps for the present:


Since $\rho_{0} \bar{\varepsilon}=0$, we have $\operatorname{Im} \rho_{0} \leq \operatorname{Ker} \bar{\varepsilon}=\operatorname{Im} \bar{\partial}_{1}$. By projectivity of $P_{0}$ there exists a homomorphism $\sigma_{0}: P_{0} \rightarrow \bar{P}_{1}$ such that $\sigma_{0} \bar{\partial}_{1}=\rho_{0}$. Suppose that homomorphisms $\sigma_{i}: P_{i} \rightarrow \bar{P}_{i+1}$ have been constructed in such a way that $\rho_{i}=\partial_{i} \sigma_{i-1}+\sigma_{i} \bar{\partial}_{i+1}$ for $i=0,1, \ldots, n$. (Refer now to the diagram.) This is true when $i=0$ if we interpret $\sigma_{-1}$ as 0 . Now

$$
\begin{aligned}
\left(\rho_{n+1}-\partial_{n+1} \sigma_{n}\right) \bar{\partial}_{n+1} & =\partial_{n+1} \rho_{n}-\partial_{n+1} \sigma_{n} \bar{\partial}_{n+1} \\
& =\partial_{n+1}\left(\partial_{n} \sigma_{n-1}+\sigma_{n} \bar{\partial}_{n+1}\right)-\partial_{n+1} \sigma_{n} \bar{\partial}_{n+1} \\
& =0 .
\end{aligned}
$$

Hence $\operatorname{Im}\left(\rho_{n+1}-\partial_{n+1} \sigma_{n}\right) \leq \operatorname{Ker} \bar{\partial}_{n+1}=\operatorname{Im} \bar{\partial}_{n+2}$. The projectivity of $P_{n+1}$ yields a homomorphism $\sigma_{n+1}: P_{n+1} \rightarrow \bar{P}_{n+2}$ such that $\sigma_{n+1} \bar{\partial}_{n+2}=\rho_{n+1}-$ $\partial_{n+1} \sigma_{n}$, or $\rho_{n+1}=\partial_{n+1} \sigma_{n}+\sigma_{n+1} \bar{\partial}_{n+2}$ as required. Thus the $\sigma_{n}$ have been constructed for all $n$, and $\pi$ and $\pi^{\prime}$ are homotopic by definition.

## The Homology Groups $H_{n}(G, M)$

Let $G$ be any group and $M$ any right $G$-module (that is to say, right $\mathbb{Z} G$ module). Consider the additive group of integers $\mathbb{Z}$ regarded as a trivial left
$G$-module; this means that elements of $G$ operate on $\mathbb{Z}$ like the identity map. By 11.2.3 there is a left projective resolution $\mathbf{P} \rightarrow \mathbb{Z}$. By tensoring each module of $\mathbf{P}$ with $M$ over $\mathbb{Z} G$ and taking the natural induced maps we obtain a complex of $\mathbb{Z}$-modules

$$
\cdots \longrightarrow M \otimes_{\mathbb{Z} G} P_{n+1} \xrightarrow{\hat{\sigma}_{n+1}^{\prime}} M \otimes_{\mathbb{Z} G} P_{n} \xrightarrow{\partial_{n}^{\prime}} M \otimes_{\mathbb{Z} G} P_{n-1} \longrightarrow \cdots
$$

which we call $M \otimes_{\mathbb{Z} G} \mathbf{P}$ : here of course $(a \otimes b) \partial_{n}^{\prime}=a \otimes\left(b \partial_{n}\right), a \in M, b \in P_{n}$. This complex will usually not be exact. Define the $n$th homology group of $G$ with coefficients in $M$ to be the abelian group

$$
H_{n}(G, M)=H_{n}\left(M \otimes_{\mathbb{Z} G} \mathbf{P}\right) .
$$

Since $\mathbb{Z}$ has many projective resolutions, the following remark is essential.
11.2.5. Up to isomorphism the homology groups $H_{n}(G, M)$ are independent of the projective resolution $\mathbf{P} \rightarrow \mathbb{Z}$.

Proof. Let $\mathbf{P} \xrightarrow{\imath} \mathbb{Z}$ and $\overline{\mathbf{P}} \stackrel{\bar{\varepsilon}}{\rightarrow} \mathbb{Z}$ be two left projective $\mathbb{Z} G$-resolutions of $\mathbb{Z}$. Applying 11.2.4 with $1: \mathbb{Z} \rightarrow \mathbb{Z}$ for $\alpha$, we obtain a morphism $\pi: \mathbf{P} \rightarrow \overline{\mathbf{P}}$ such that $\pi_{0} \bar{\varepsilon}=\varepsilon$. Similarly there is a morphism $\bar{\pi}: \overline{\mathbf{P}} \rightarrow \mathbf{P}$ such that $\bar{\pi}_{0} \varepsilon=\bar{\varepsilon}$. Then $\pi \bar{\pi}: \mathbf{P} \rightarrow \mathbf{P}$ has the property $\left(\pi_{0} \bar{\pi}_{0}\right) \varepsilon=\varepsilon$; of course so does the identity morphism 1: $\mathbf{P} \rightarrow \mathbf{P}$. It follows from 11.2.4 that $\pi \bar{\pi}$ is homotopic to 1 ; the same is true of $\bar{\pi} \pi$. We deduce that $\pi^{\prime} \bar{\pi}^{\prime}$ and $\bar{\pi}^{\prime} \pi^{\prime}$ are homotopic to identity morphisms where $\pi^{\prime}: M \otimes_{\mathbb{Z} G} \mathbf{P} \rightarrow M \otimes_{\mathbb{Z} G} \overline{\mathbf{P}}$ and $\bar{\pi}^{\prime}: M \otimes_{\mathbb{Z} G} \overline{\mathbf{P}} \rightarrow M \otimes_{\mathbb{Z} G} \mathbf{P}$ are the natural induced morphisms in which $(a \otimes b) \pi_{n}^{\prime}=a \otimes\left(b \pi_{n}\right)$ and $(a \otimes b) \bar{\pi}_{n}^{\prime}=a \otimes\left(b \pi_{n}\right)$. Finally 11.2.2 shows that the map $\pi_{n}^{\prime}$ induces an isomorphism

$$
H_{n}\left(M \otimes_{\mathbb{Z} G} \mathbf{P}\right) \rightarrow H_{n}\left(M \otimes_{\mathbb{Z} G} \overline{\mathbf{P}}\right) .
$$

## The Cohomology Groups $H^{n}(G, M)$

Let $G$ be any group and $M$ any right $G$-module. Let $\mathbf{P} \xrightarrow{\ell} \mathbb{Z}$ be a right projective $\mathbb{Z} G$-resolution of $\mathbb{Z}$. Form the new complex $\operatorname{Hom}_{G}(\mathbf{P}, M)$, that is, $\cdots \longrightarrow \operatorname{Hom}_{G}\left(P_{n-1}, M\right) \xrightarrow{\delta^{n}} \operatorname{Hom}_{G}\left(P_{n}, M\right) \xrightarrow{\delta^{n+1}}{ }^{\operatorname{Hom}}{ }_{G}\left(P_{n+1}, M\right) \longrightarrow \cdots$
where $\delta^{n}$ is defined in the natural way, by composition; thus ( $\left.\alpha\right) \delta^{n}=\partial_{n} \alpha$ where $\alpha \in \operatorname{Hom}_{G}\left(P_{n-1}, M\right)$. Each $\operatorname{Hom}_{G}\left(P_{n}, M\right)$ is a $\mathbb{Z}$-module. Now the complex $\operatorname{Hom}_{G}(\mathbf{P}, M)$ will usually be inexact. The $n$th cohomology group of $G$ with coefficients in $M$ is the abelian group

$$
H^{n}(G, M)=H_{n}\left(\operatorname{Hom}_{G}(\mathbf{P}, M)\right) .
$$

Just as for homology we can prove independence of the resolution.
11.2.6. Up to isomorphism the cohomology groups $H^{n}(G, M)$ are independent of the projective resolution $\mathbf{P} \rightarrow M$.

When a projective resolution of $\mathbb{Z}$ is known, the homology and cohomology groups may be read off from the following result.
11.2.7. Let $G$ be a group and $M$ a $G$-module. Suppose that $\mathbf{P} \rightarrow \mathbb{Z}$ is a projective $\mathbb{Z} G$-resolution of $\mathbb{Z}$, and denote $\operatorname{Im}\left(\partial_{n}: P_{n} \rightarrow P_{n-1}\right)$ by $J_{n}$.
(i) If $\mathbf{P}$ is a left complex and $M$ is a right $G$-module, there is an exact sequence

$$
0 \longrightarrow H_{n}(G, M) \longrightarrow M \otimes_{\mathbb{Z} G} J_{n} \longrightarrow M \otimes_{\mathbb{Z} G} P_{n-1} .
$$

(ii) If $\mathbf{P}$ is a right complex and $M$ is a right $G$-module, there is an exact sequence

$$
\operatorname{Hom}_{G}\left(P_{n-1}, M\right) \longrightarrow \operatorname{Hom}_{G}\left(J_{n}, M\right) \longrightarrow H^{n}(G, M) \longrightarrow 0 .
$$

Proof. (i) Let $v: P_{n} \rightarrow J_{n}$ be the obvious mapping $a \mapsto a \partial_{n}$, and let $t: J_{n} \rightarrow P_{n-1}$ be inclusion. Then we have the commutative picture with an exact row

$$
P_{n+1} \xrightarrow{\partial_{n+1}} P_{n} \xrightarrow{v} J_{n} \longrightarrow 0
$$

Tensor each module with $M$, keeping in mind the right exactness property of tensor products. We obtain an induced commutative diagram with an exact row.


Thus $\operatorname{Ker} v^{\prime}=\operatorname{Im} \partial_{n+1}^{\prime}$. We claim that $\left(\operatorname{Ker} \partial_{n}^{\prime}\right) v^{\prime}=\operatorname{Ker} \imath^{\prime}$. If $a \in \operatorname{Ker} \partial_{n}^{\prime}$, then $0=a \partial_{n}^{\prime}=a v^{\prime} \imath^{\prime}$ by commutativity of the second diagram. Thus $a v^{\prime} \in \operatorname{Ker} i^{\prime}$. Conversely let $b \in \operatorname{Ker} t^{\prime}$ and write $b=c v^{\prime}$ where $c \in M \otimes_{\mathbb{Z} G} P_{n}$. Then $0=b \imath^{\prime}=c v^{\prime} \imath^{\prime}=c \partial_{n}^{\prime}$, so $c \in \operatorname{Ker} \partial_{n}^{\prime}$ and $b \in\left(\operatorname{Ker} \partial_{n}^{\prime}\right) v^{\prime}$. Hence $v^{\prime}$ induces an isomorphism from $\operatorname{Ker} \partial_{n}^{\prime} / \operatorname{Im} \partial_{n+1}^{\prime}$ to $\operatorname{Ker} i^{\prime}$. But $H_{n}(G, M)=$ Ker $\partial_{n}^{\prime} / \operatorname{Im} \partial_{n+1}^{\prime}$, so we obtain an isomorphism of $H_{n}(G, M)$ with

$$
\operatorname{Ker}\left(l^{\prime}: M \otimes_{\mathbb{Z} G} J_{n} \longrightarrow M \otimes_{\mathbb{Z} G} P_{n-1}\right),
$$

as called for.
(ii) The proof is similar.

Remark: Left modules versus right modules
It is also possible to define $H_{n}(G, M)$ as $H_{n}(\mathbf{P} \otimes M)$ where $\mathbf{P}$ is a right projective resolution and $M$ is a left module. Similarly $H^{n}(G, M)$ may be
defined to be $H_{n}(\operatorname{Hom}(\mathbf{P}, M))$ where $\mathbf{P}$ is a left projective resolution and $M$ is a left module. Up to isomorphism the same groups are obtained. The basis for this is the fact that any left module $A$ over a group $G$ can be regarded as a right module $A^{\prime}$ over $G$ by means of the rule $a g=g^{-1} a$ ( $a \in A, g \in G$ ); for details see Exercises 11.2.10 and 11.2.11.

## Exercises 11.2

(In the first five exercises $R$ is a ring with identity.)
*1. Prove that a right $R$-module is free if and only if it is a direct sum of copies of $R_{R}$.
*2. Any $R$-module is an image of a free $R$-module.
*3. Free modules are projective.
4. Consider an extension of $R$-modules, that is, an exact sequence of $R$-modules and $R$-homomorphisms $0 \rightarrow A \xrightarrow{\mu} B \xrightarrow{\varepsilon} C \rightarrow 0$.
(a) Prove that there is an $R$-homomorphism $\gamma: C \rightarrow B$ such that $\gamma \varepsilon=1$ if and only if $\operatorname{Im} \mu=\operatorname{Ker} \varepsilon$ is a direct summand of $B$.
(b) Prove that there is an $R$-homomorphism $\beta: B \rightarrow A$ such that $\mu \beta=1$ if and only if $\operatorname{Im} \mu=\operatorname{Ker} \varepsilon$ is a direct summand of $B$.
(The extension is said to split if these equivalent properties hold.)
5. Prove that the following properties of an $R$-module $M$ are equivalent:
(a) $M$ is projective.
(b) Every extension $0 \rightarrow A \rightarrow B \rightarrow M \rightarrow 0$ splits.
(c) $M$ is a direct summand of a free $R$-module.
6. Use Exercise 11.2.5 to give an example of a projective module that is not free.
7. If $R$ is a principal ideal domain, prove that every projective $R$-module is free.
8. Let $M$ be a free $G$-module and let $H \leq G$. Prove that $M$ is a free $H$-module.
9. Prove 11.2.6.
10. Prove 11.2.7(ii).
11. Let $\mathbf{P}$ be a right $G$-complex and let $M$ be a left $G$-module. If $A$ is a left (right) $G$-module, let $A^{\prime}$ be the corresponding right (left) $G$-module where $a g=g^{-1} a$ (or $\left.g a=a g^{-1}\right)$. Prove that $H_{n}\left(\mathbf{P} \otimes_{\mathbb{Z} G} M\right) \simeq H_{n}\left(M^{\prime} \otimes_{\mathbb{Z} G} \mathbf{P}^{\prime}\right)$ where $\mathbf{P}^{\prime}$ is the complex whose modules are $P_{n}^{\prime}$.
12. If $\mathbf{P}$ is a left $G$-complex and $M$ is a left $G$-module, prove that $H_{n}\left(\operatorname{Hom}_{\mathbb{Z} G}(\mathbf{P}, M)\right) \simeq$ $H_{n}\left(\operatorname{Hom}_{\mathbb{Z} G}\left(\mathbf{P}^{\prime}, M^{\prime}\right)\right)$ in the notation of the previous exercise.

### 11.3. The Gruenberg Resolution

Naturally 11.2 .7 is of little value until we have some explicit method of writing down a projective $\mathbb{Z} G$-resolution of $\mathbb{Z}$. There is a way of doing this whenever a presentation of the group $G$ is given.

## Augmentation Ideals

Let $G$ be any group. Then there is an obvious epimorphism of abelian groups

$$
\varepsilon: \mathbb{Z} G \rightarrow \mathbb{Z}
$$

such that $g \mapsto 1$ for all $g$ in $G$ : this is known as the augmentation of $\mathbb{Z} G$. It is easy to check that $\varepsilon$ is a ring homomorphism. Thus the kernel of $\varepsilon$ is an ideal of $\mathbb{Z} G$; this ideal, which is of great importance, is denoted by

$$
I_{G}
$$

the augmentation ideal of $\mathbb{Z} G$. Obviously $I_{G}$ consists of all $r=\sum_{g \in G} n_{g} g$ such that $\sum_{g \in G}\left(n_{g}\right)=0$. Now such an $r$ can be rewritten in the form $r=$ $\sum_{1 \neq g \in G} n_{g}(g-1)$; conversely any such $r$ has coefficient sum equal to 0 , so it belongs to $I_{G}$. Thus

$$
I_{G}=\langle g-1 \mid 1 \neq g \in G\rangle,
$$

the additive group generated by all the $g-1 \neq 0$. Indeed it is easy to see that $I_{G}$ is a free abelian group with the set $\{g-1 \mid 1 \neq g \in G\}$ as basis.

The following property of the augmentation ideal of a free group is fundamental.
11.3.1. If $F$ is a free group on a set $X$, then $I_{F}$ is free as a right $F$-module on the set $\bar{X}=\{x-1 \mid x \in X\}$.

Proof. Let $\alpha: \bar{X} \rightarrow M$ be a mapping to some $F$-module $M$. By definition of a free module it suffices to prove that $\alpha$ extends to an $F$-homomorphism $\beta: I_{F} \rightarrow M$.

First of all let $\alpha^{\prime}: F \rightarrow F \ltimes M$ be the group homomorphism which sends $x$ in $X$ to $(x,(x-1) \alpha)$. To each $f$ in $F$ there correspond $f_{1}$ in $F$ and $a$ in $M$ such that $f^{\alpha^{\prime}}=\left(f_{1}, a\right)$. Now it is clear from the definition of $\alpha^{\prime}$ that $f_{1}=f$. Thus a function $\delta: F \rightarrow M$ is determined by the equation $f^{\alpha^{\prime}}=\left(f, f^{\delta}\right)$. Next for any $f_{1}, f_{2}$ in $F$ we have

$$
\left(f_{1} f_{2}\right)^{\alpha^{\prime}}=f_{1}^{\alpha^{\prime}} f_{2}^{\alpha^{\prime}}=\left(f_{1}, f_{1}^{\delta}\right)\left(f_{2}, f_{2}^{\delta}\right)=\left(f_{1} f_{2},\left(f_{1}^{\delta}\right) f_{2}+f_{2}^{\delta}\right),
$$

in view of the additive nature of $M$. Hence $\left(f_{1} f_{2}\right)^{\delta}=\left(f_{1}^{\delta}\right) f_{2}+f_{2}^{\delta}$, so that $\delta: F \rightarrow M$ is a derivation.

Keeping in mind that $I_{F}$ is free as an abelian group on the set $\{f-1 \mid 1 \neq$ $f \in F\}$, we construct a homomorphism $\beta: I_{F} \rightarrow M$ of abelian groups by writing $(f-1) \beta=f^{\delta}$. Now $(x-1) \beta=x^{\delta}=(x-1) \alpha$ because $x^{\alpha^{\prime}}=$ $(x,(x-1) \alpha)$; thus $\beta$ is an extension of $\alpha$ to $I_{F}$. Finally $\beta$ is an $F$ homomorphism because

$$
\begin{aligned}
\left((f-1) f_{1}\right) \beta=\left(\left(f f_{1}-1\right)-\left(f_{1}-1\right)\right) \beta & =\left(f f_{1}-1\right) \beta-\left(f_{1}-1\right) \beta \\
& =\left(f f_{1}\right)^{\delta}-f_{1}^{\delta}=\left(f^{\delta}\right) f_{1} \\
& =(f-1) \beta f_{1} .
\end{aligned}
$$

As an application of 11.3.1 let us prove that the homology and cohomology groups of a free group vanish in dimensions greater than 1.
11.3.2. If $F$ is a free group and $M$ is any $F$-module, then $H^{n}(F, M)=0=$ $H_{n}(F, M)$ for all $n>1$.

Proof. By 11.3.1 the complex $\cdots \rightarrow 0 \rightarrow 0 \rightarrow I_{F} \rightarrow \mathbb{Z} F \xrightarrow{\varepsilon} \mathbb{Z}$ is a free $\mathbb{Z} F$ resolution of $\mathbb{Z}$. Using this resolution and the definitions of $H_{n}(F, M)$ and $H^{n}(F, M)$ we obtain the result.

## Relative Augmentation Ideals

Let $G$ be any fixed group and suppose that $N$ is a normal subgroup of $G$. The assignment $g \mapsto g N$ determines an epimorphism of abelian groups from $\mathbb{Z} G$ to $\mathbb{Z}(G / N)$ which is easily seen to be a ring homomorphism. Let its kernel be denoted by

$$
\bar{I}_{N} .
$$

This may be thought of as a generalization of the augmentation ideal since $\bar{I}_{G}=I_{G}$.

Let $I$ denote the ideal $I_{N}(\mathbb{Z} G)=(\mathbb{Z} G) I_{N}$; then clearly $I \leq \bar{I}_{N}$. We regard $\mathbb{Z} G / I$ as a $G$-module via right multiplication. If $x \in N, g \in G$ and $r \in \mathbb{Z} G$, then $(r+I) g x=r g+I$ since $x-1 \in I$. We may therefore turn $\mathbb{Z} G / I$ into a $G / N$-module via the rule $(r+I) g N=r g+I$. It follows that $\bar{I}_{N}$ must act trivially on $\mathbb{Z} G / I$, or $\bar{I}_{N} \leq I$. There results the equalities

$$
\bar{I}_{N}=I_{N}(\mathbb{Z} G)=(\mathbb{Z} G) I_{N} .
$$

Hence $\bar{I}_{N}$ is the right ideal of $\mathbb{Z} G$ generated by all $x-1$ where $1 \neq x \in N$.
The next result generalizes 11.3.1.
11.3.3. Let $R$ be a normal subgroup of a free group $F$. If $R$ is free on $X$, then $\bar{I}_{R}$ is free as a right $F$-module on $\{x-1 \mid x \in X\}$.

Proof. Suppose that $\sum_{x \in X}(x-1) a_{x}=0$ where $a_{x} \in \mathbb{Z} F$. Choose a transversal $T$ to $R$ in $F$; then $\mathbb{Z} F=\operatorname{Dr}_{t \in T}(\mathbb{Z} R) t$, so we may write $a_{x}=\sum_{t \in T} b_{x, t} t$ where $b_{x, t} \in \mathbb{Z} R$. Hence $\sum_{t \in T}\left(\sum_{x \in X}(x-1) b_{x, t}\right) t=0$. Obviously this means that $\sum_{x \in X}(x-1) b_{x, t}=0$ for every $t$. Since $I_{R}$ is free on the set of all $x-1$ by 11.3.1, it follows that $b_{x, t}=0$.

One final preparatory lemma is needed.
11.3.4. Let $R \hookrightarrow F \xrightarrow{\pi} G$ be a presentation of a group $G$. Suppose that $S$ and $T$ are right ideals of $\mathbb{Z} F$ that are free as $F$-modules on $X$ and $Y$ respectively. Then:
(i) $S / S \bar{I}_{R}$ is free as a G-module on $\left\{x+S \bar{I}_{R} \mid x \in X\right\}$;
(ii) $S T$ is free as an $F$-module on $\{x y \mid x \in X, y \in Y\}$ provided that $T$ is a 2sided ideal.

Proof. (i) In the first place $S / \bar{I}_{R}$ is a $G$-module via the action $\left(s+S \bar{I}_{R}\right) f^{\pi}=$ $s f+S \bar{I}_{R}$; this is well-defined because $s r f=s f+s(r-1) f \equiv s f \bmod S \bar{I}_{R}$ where $s \in S, f \in F, r \in R$.

Since $S=\mathrm{Dr}_{x \in X} x(\mathbb{Z} F)$, we have $S \bar{I}_{R}=\mathrm{Dr}_{x \in X} x \bar{I}_{R}$, and

$$
S / S \bar{I}_{R} \stackrel{G}{\sim} \operatorname{Dr}_{x \in X} x(\mathbb{Z} F) / x \bar{I}_{R} \stackrel{G}{\sim} \operatorname{Dr}_{x \in X} x(\mathbb{Z}(F / R))
$$

(ii) Clearly

$$
S T=\operatorname{Dr}_{x \in X} x(\mathbb{Z} F) T=\operatorname{Dr}_{x \in X} x T=\operatorname{Dr}_{\substack{x \in X \\ y \in Y}} x y \mathbb{Z} F
$$

11.3.5 (The Gruenberg Resolution). Let $R \mapsto F \xrightarrow{\pi} G$ be a presentation of $a$ group $G$. Then there is a free right $G$-resolution of $\mathbb{Z}$

$$
\begin{gathered}
\cdots \longrightarrow \bar{I}_{R}^{n} / \bar{I}_{R}^{n+1} \longrightarrow I_{F} \bar{I}_{R}^{n-1} / I_{F} \bar{I}_{R}^{n} \longrightarrow \bar{I}_{R}^{n-1} / \bar{I}_{R}^{n} \longrightarrow \cdots \\
\cdots \longrightarrow \bar{I}_{R}^{2} / \bar{I}_{R}^{3} \longrightarrow I_{F} \bar{I}_{R} / I_{F} \bar{I}_{R}^{2} \longrightarrow \bar{I}_{R} / \bar{I}_{R}^{2} \longrightarrow I_{F} / I_{F} \bar{I}_{R} \longrightarrow \mathbb{Z} G \longrightarrow \mathbb{Z} .
\end{gathered}
$$

The mappings here are as follows: $\mathbb{Z} G \rightarrow \mathbb{Z}$ is the augmentation, $I_{F} / I_{F} \bar{I}_{R} \rightarrow \mathbb{Z} G$ is induced by $\pi: F \rightarrow G$ and all other mappings are natural homomorphisms.

Proof. By 11.3.1 and 11.3 .3 both $I_{F}$ and $\bar{I}_{R}$ are free $F$-modules. Applying 11.3.4 we see that the modules $I_{F} \bar{I}_{R}^{n} / I_{F} \bar{I}_{R}^{n+1}$ and $\bar{I}_{R}^{n} / \bar{I}_{R}^{n+1}$ which appear in the complex are free $G$-modules. Now check exactness. The kernel of $\mathbb{Z} G \rightarrow \mathbb{Z}$ is $I_{G}$, which is also the image of $I_{F} / I_{F} \bar{I}_{R} \rightarrow \mathbb{Z} G$. The kernel of the latter map is $\bar{I}_{R} / I_{F} \bar{I}_{R}$ since $\bar{I}_{R}$ is the kernel of $\mathbb{Z} F \rightarrow \mathbb{Z} G$; the image of $\bar{I}_{R} / \bar{I}_{R}^{2} \rightarrow I_{F} / I_{F} \bar{I}_{R}$ is also $\bar{I}_{R} / I_{F} \bar{I}_{R}$. And so on.

There is of course a corresponding left resolution in which the $I_{F}$ appears on the right throughout. In the language of category theory 11.3 .5 sets up a functor from presentations to resolutions-see Exercise 11.3.8.

## The Standard Resolution

Let $G$ be any group and let $F$ be the free group on a set $\left\{x_{g} \mid 1 \neq g \in G\right\}$. Recall that the assignment $x_{g} \mapsto g$ gives rise to a presentation $R \mapsto F \xrightarrow{\pi} G$ called the standard presentation. We propose to examine the Gruenberg resolution that arises from this presentation: it is known as the standard resolution.

For convenience define $x_{1}$ to be 1 ; then the set $\left\{x_{g} \mid g \in G\right\}$ is a transversal to $R$ in $F$. Since the nontrivial $x_{g}$ are also free generators of $F$, it is clear that
this is a Schreier transversal in the sense of 6.1. It follows from 6.1.1 (and its proof) that $R$ is freely generated by the elements

$$
\begin{equation*}
y_{g_{1}, g_{2}}=x_{g_{1}} x_{g_{2}} x_{g_{1} g_{2}}^{-1}, \quad\left(1 \neq g_{i} \in G\right) . \tag{14}
\end{equation*}
$$

By 11.3.3 the $y_{g_{1}, g_{2}}-1$ form a set of free generators for the free $F$-module $\bar{I}_{R}$. Define

$$
\begin{equation*}
\left(g_{1}, g_{2}\right)=x_{g_{1} g_{2}}-x_{g_{1}} x_{g_{2}}=\left(1-y_{g_{1}, g_{2}}\right) x_{g_{1} g_{2}} \tag{15}
\end{equation*}
$$

where $g_{i}$ belongs to $G$. Clearly $\left(g_{1}, g_{2}\right) \in \bar{I}_{R}$ and $\left(g_{1}, g_{2}\right)=0$ if and only if $g_{1}$ or $g_{2}$ equals 1 . Moreover (15) shows that the nonzero $\left(g_{1}, g_{2}\right)$ 's freely generate the $F$-module $\bar{I}_{R}$.

Next we define for $n>0$ the symbols

$$
\left(g_{1}\left|g_{2}\right| \cdots \mid g_{2 n}\right)=\left(g_{1}, g_{2}\right)\left(g_{3}, g_{4}\right) \cdots\left(g_{2 n-1}, g_{2 n}\right)+\bar{I}_{R}^{n+1}
$$

and

$$
\left(g_{1}\left|g_{2}\right| \cdots \mid g_{2 n-1}\right)=\left(1-x_{g_{1}}\right)\left(g_{2}, g_{3}\right)\left(g_{4}, g_{5}\right) \cdots\left(g_{2 n-2}, g_{2 n-1}\right)+I_{F} \bar{I}_{R}^{n}
$$

These are elements of $P_{2 n}=\bar{I}_{R}^{n} / \bar{I}_{R}^{n+1}$ and $P_{2 n-1}=I_{F} \bar{I}_{R}^{n-1} / I_{F} I_{R}^{n}$ respectively. Observe that $P_{2 n}$ and $P_{2 n-1}$ together with $P_{0}=\mathbb{Z} G$ are the terms of the Gruenberg resolution (11.3.5). We deduce from 11.3 .4 that $P_{2 n}$ is freely generated as a $G$-module by the $\left(g_{1}\left|g_{2}\right| \cdots \mid g_{2 n}\right)$ and $P_{2 n-1}$ is freely generated as a $G$-module by the $\left(g_{1}\left|g_{2}\right| \cdots \mid g_{2 n-1}\right)$ where $1 \neq g_{i} \in G$. It is evident that $\left(g_{1}\left|g_{2}\right| \cdots \mid g_{n}\right)=0$ if some $g_{i}$ equals 1 .

There is a useful formula describing the homomorphisms which appear in the standard resolution.
11.3.6. The homomorphism $\partial_{n}: P_{n} \rightarrow P_{n-1}$ which occurs in the standard resolution is given by

$$
\begin{aligned}
\left(g_{1}|\cdots| g_{n}\right) \partial_{n}= & \left(g_{2}|\cdots| g_{n}\right)+\sum_{i=1}^{n-1}(-1)^{i}\left(g_{1}|\cdots| g_{i-1}\left|g_{i} g_{i+1}\right| g_{i+2}|\cdots| g_{n}\right) \\
& +(-1)^{n}\left(g_{1}|\cdots| g_{n-1}\right) g_{n}
\end{aligned}
$$

Proof. Consider the statement when $n=1$. By definition $(g)=1-x_{g}+$ $I_{F} \bar{I}_{R}$, so $(g) \partial_{1}=1-g$, which agrees with the formula if we interpret $\left(g_{r}|\cdots| g_{s}\right)$ as 1 when $r>s$.

Next consider the case $n=2$. Now $\partial_{2}: P_{2} \rightarrow P_{1}$ maps $\left(g_{1} \mid g_{2}\right)=x_{g_{1} g_{2}}-$ $x_{g_{1}} x_{g_{2}}+\bar{I}_{R}^{2}$ to $x_{g_{1} g_{2}}-x_{g_{1}} x_{g_{2}}+I_{F} \bar{I}_{R}$. The identity

$$
x_{g_{1} g_{2}}-x_{g_{1}} x_{g_{2}}=\left(1-x_{g_{2}}\right)-\left(1-x_{g_{1} g_{2}}\right)+\left(1-x_{g_{1}}\right) x_{g_{2}}
$$

shows that $\left(g_{1} \mid g_{2}\right) \partial_{2}=\left(g_{2}\right)-\left(g_{1} g_{2}\right)+\left(g_{1}\right) g_{2}$, as predicted.
Now let $n=3$. By definition $\partial_{3}: P_{3} \rightarrow P_{2}$ maps

$$
\left(g_{1}\left|g_{2}\right| g_{3}\right)=\left(1-x_{g_{1}}\right)\left(g_{2}, g_{3}\right)+I_{F} \bar{I}_{R}^{2}
$$

to $\left(1-x_{g_{1}}\right)\left(g_{2}, g_{3}\right)+\bar{I}_{R}^{2}=\left(1-x_{g_{1}}\right)\left(g_{2} \mid g_{3}\right)$. On the other hand, the value
predicted by the formula is

$$
\left(g_{2} \mid g_{3}\right)-\left(g_{1} g_{2} \mid g_{3}\right)+\left(g_{1} \mid g_{2} g_{3}\right)-\left(g_{1} \mid g_{2}\right) g_{3}
$$

which is just

$$
\begin{aligned}
\left(x_{g_{2} g_{3}}-x_{g_{2}} x_{g_{3}}\right)-\left(x_{g_{1} g_{2} g_{3}}-x_{g_{1} g_{2}} x_{g_{3}}\right)+ & \left(x_{g_{1} g_{2} g_{3}}-x_{g_{1}} x_{g_{2} g_{3}}\right) \\
& -\left(x_{g_{1} g_{2}}-x_{g_{1}} x_{g_{2}}\right) x_{g_{3}}+\bar{I}_{R}^{2}
\end{aligned}
$$

After cancellation this becomes $\left(1-x_{g_{1}}\right)\left(x_{g_{2} g_{3}}-x_{g_{2}} x_{g_{3}}\right)+\bar{I}_{R}^{2}$ or

$$
\left(1-x_{g_{1}}\right)\left(g_{2} \mid g_{3}\right)
$$

If $n>3$, induction may be used to reduce to one of the cases already dealt with-for details see [b29].

## Cocycles and Coboundaries

Let $\mathbf{P} \rightarrow \mathbb{Z}$ be the standard $\mathbb{Z} G$-resolution of $\mathbb{Z}$. Let us use this resolution to calculate $H^{n}(G, M)$ where $M$ is any right $G$-module. One has to take the homology of the complex $\operatorname{Hom}_{G}(\mathbf{P}, M)$; in this the homomorphisms are the

$$
\delta^{n+1}: \operatorname{Hom}_{G}\left(P_{n}, M\right) \longrightarrow \operatorname{Hom}_{G}\left(P_{n+1}, M\right) .
$$

Now $P_{n}$ is the free $G$-module on the set of all $\left(g_{1}\left|g_{2}\right| \cdots \mid g_{n}\right), g_{i} \neq 1$. Thus a $\psi$ in $\operatorname{Hom}_{G}\left(P_{n}, M\right)$ is determined by its value at $\left(g_{1}\left|g_{2}\right| \cdots \mid g_{n}\right)$; conversely these values may be chosen arbitrarily in $M$ to produce a $\psi$. Hence elements $\psi$ of $\operatorname{Hom}_{G}\left(P_{n}, M\right)$ correspond to functions $\varphi: G \underbrace{\times \cdots \times}_{n} G \rightarrow M$ such that $\left(g_{1}, \ldots, g_{n}\right) \varphi=0$ if some $g_{i}$ equals 1 ; the correspondence is given by

$$
\left(g_{1}|\cdots| g_{n}\right) \psi=\left(g_{1}, \ldots, g_{n}\right) \varphi
$$

Such functions $\varphi$ are called n-cochains. Note that $\left(g_{1}, \ldots, g_{n}\right) \varphi=0$ if some $g_{i}=1$.

The induced action of $\delta^{n+1}$ on $n$-cochains is easy to discover: $(\varphi) \delta^{n+1}$ corresponds to $(\psi) \delta^{n+1}=\partial_{n+1} \psi$. Using 11.3 .6 we conclude that

$$
\begin{align*}
\left(g_{1}, g_{2}, \ldots, g_{n+1}\right) \varphi \delta^{n+1}= & \left(g_{2}, \ldots, g_{n+1}\right) \varphi \\
& +\sum_{i=1}^{n}(-1)^{i}\left(g_{1}, \ldots, g_{i-1}, g_{i} g_{i+1}, g_{i+2}, \ldots, g_{n+1}\right) \varphi \\
& +(-1)^{n+1}\left(g_{1}, \ldots, g_{n}\right) \varphi \cdot g_{n+1} \tag{16}
\end{align*}
$$

If we write

$$
Z^{n}(G, M)=\operatorname{Ker} \delta^{n+1} \quad \text { and } \quad B^{n}(G, M)=\operatorname{Im} \delta^{n}
$$

then

$$
\begin{equation*}
H^{n}(G, M) \simeq Z^{n}(G, M) / B^{n}(G, M) \tag{17}
\end{equation*}
$$

Elements of $Z^{n}(G, M)$ are called $n$-cocycles while those of $B^{n}(G, M)$ are $n$-coboundaries.

For example, suppose that $n=1$. If $\varphi \in Z^{1}(G, M)$, then (16) shows that

$$
0=\left(g_{2}\right) \varphi-\left(g_{1} g_{2}\right) \varphi+\left(g_{1}\right) \varphi \cdot g_{2}
$$

or $\left(g_{1} g_{2}\right) \varphi=\left(\left(g_{1}\right) \varphi\right) \cdot g_{2}+\left(g_{2}\right) \varphi$, which is precisely the condition for $\varphi$ to be a derivation from $G$ to $M$.

Next if $\varphi$ is a 0 -cochain, which must be interpreted as a constant, that is, an element $a$ of $M$, then $(g) \varphi \delta^{1}=a(1-g)$. Thus the 1-coboundary $(\varphi) \delta^{1}$ is just an inner derivation. We have therefore made the following identification:

$$
\begin{equation*}
H^{1}(G, M)=\operatorname{Der}(G, M) / \operatorname{Inn}(G, M) . \tag{18}
\end{equation*}
$$

If $\varphi$ is a 2-cochain, the condition for $\varphi$ to be a 2-cocycle is

$$
\left(g_{1}, g_{2} g_{3}\right) \varphi+\left(g_{2}, g_{3}\right) \varphi=\left(g_{1} g_{2}, g_{3}\right) \varphi+\left(g_{1}, g_{2}\right) \varphi \cdot g_{3}
$$

for all $g_{i}$ in $G$. We recognize this as the factor set condition (6) encountered in 11.1.
11.3.7. Let $G$ be a finite group of order m. Suppose that $M$ is any $G$-module. Then $m \cdot H^{n}(G, M)=0$ for all $n>0$.

Proof. Let $\varphi: G \underbrace{\times \cdots \times}_{n} G \rightarrow M$ be any $n$-cochain. There is a corresponding ( $n-1$ )-cochain $\psi$ given by

$$
\left(g_{2}, \ldots, g_{n}\right) \psi=\sum_{x \in G}\left(x, g_{2}, \ldots, g_{n}\right) \varphi .
$$

Sum the formula (16) over all $g_{1}=x$ in $G$ to get

$$
\begin{aligned}
\sum_{x \in G}\left(x, g_{2}, \ldots, g_{n+1}\right) \varphi \delta^{n+1}= & m\left(\left(g_{2}, \ldots, g_{n+1}\right) \varphi\right) \\
& +\sum_{i=2}^{n}(-1)^{i}\left(g_{2}, \ldots, g_{i-1}, g_{i} g_{i+1}, g_{i+2}, \ldots, g_{n+1}\right) \psi \\
& -\left(g_{3}, \ldots, g_{n+1}\right) \psi+(-1)^{n+1}\left(g_{2}, \ldots, g_{n}\right) \psi \cdot g_{n+1} .
\end{aligned}
$$

If $\varphi \in Z^{n}(G, M)$, this becomes $m \varphi=\psi \delta^{n}$, so that $m \varphi \in B^{n}(G, M)$ and

$$
m \cdot H^{n}(G, M)=0 .
$$

This has the following useful corollary.
11.3.8. Let $G$ be a finite group of order $m$. Suppose that $M$ is a $G$-module which is uniquely divisible by $m$. Then $H^{n}(G, M)=0$ for all $n>0$.

Proof. Let $\varphi \in Z^{n}(G, M)$ : then $m \varphi=\psi \delta^{n}$ for some ( $n-1$ )-cochain $\psi$ by 11.3.7. Since $M$ is uniquely divisible by $m$, it is meaningful to define $\bar{\psi}$ to be $(1 / m) \psi$. Then $\bar{\psi}$ is an $(n-1)$-cochain and $\varphi=\bar{\psi} \delta^{n} \in B^{n}(G, M)$. Thus $H^{n}(G, M)=0$.

The corresponding results for homology are also true but require a different proof (see Exercise 11.3.10).

## Exercises 11.3

*1. For any group $G$ show that $I_{G}$ is a free abelian group on the set $G-1=$ $\{g-1 \mid 1 \neq g \in G\}$.
2. Let $G=\langle g\rangle$ be an infinite cyclic group. Using the presentation $1 \mapsto G \rightarrow G$ write down the left and right Gruenberg resolutions for $G$. If $M$ is a $G$-module, show that $H^{0}(G, M) \simeq M^{G} \simeq H_{1}(G, M)$ and $H^{1}(G, M) \simeq M_{G} \simeq H_{0}(G, M)$ where $M^{G}=\{a \in M \mid a g=a\}$ and $M_{G}=M / M(g-1)$.
3. If $F$ is a free group and $M$ is an $F$-module, use the Gruenberg resolution to calculate $H^{0}(F, M)$ and $H^{1}(F, M)$.
4. The same question for $H_{0}(F, M)$ and $H_{1}(F, M)$.
5. Let $G=\langle g\rangle$ be a cyclic group of finite order $m$. If $F$ is an infinite cyclic group, show that the presentation $F^{m} \mapsto F \rightarrow G$ determines a resolution

$$
\cdots \longrightarrow \mathbb{Z} G \xrightarrow{\beta} \mathbb{Z} G \xrightarrow{\alpha} \mathbb{Z} G \xrightarrow{\beta} \mathbb{Z} G \xrightarrow{\alpha} \mathbb{Z} G \xrightarrow{\varepsilon} \mathbb{Z} \longrightarrow 0,
$$

where $\alpha$ and $\beta$ are multiplication by $g-1$ and $1+g+\cdots+g^{m-1}$, respectively.
6. Use the previous exercise to calculate the (co)homology of a cyclic group $G$ of order $m$. If $M$ is any $G$-module, then for $n>0$

$$
H^{2 n-1}(G, M) \simeq \operatorname{Ker} \beta / \operatorname{Im} \alpha \quad \text { and } \quad H^{2 n}(G, M) \simeq \operatorname{Ker} \alpha / \operatorname{Im} \beta
$$

Also

$$
H_{n}(G, M) \simeq H^{n+1}(G, M)
$$

7. Let $G$ be a finite cyclic group and let $M$ be a finite $G$-module. Assume that $H^{i}(G, M)=0$ for some fixed $i>0$. Prove that $H^{n}(G, M)=0$ for all $n>0$. [Use Exercise 11.3.6.]
8. (a) Let $R_{i} \mapsto F_{i} \rightarrow G, i=1,2$, be two presentations of a group $G$. Prove that there is a morphism $(\alpha, \beta, 1)$ from $R_{1} \mapsto F_{1} \rightarrow G$ to $R_{2} \mapsto F_{2} \rightarrow G$.
(b) Prove that any such morphism of presentations of $G$ determines a morphism of the correspondence Gruenberg resolutions.
(c) The association of a Gruenberg resolution with a presentation determines a functor from the category of presentations of $G$ to the category of free $G$ resolutions of $\mathbb{Z}$.
9. Let $G$ be the union of a countable chain of groups $G_{1} \leq G_{2} \leq \cdots$. Let $M$ be a $G$-module such that $H^{n}\left(G_{i}, M\right)=0=H^{n+1}\left(G_{i}, M\right)$ for all $i$ and for some fixed $n$. Prove that $H^{n+1}(G, M)=0$.
10. Let $G$ be a finite group of order $m$ and let $M$ be any right $G$-module. By adopting the following procedure (due to R. Strebel) prove that $m \cdot H_{n}(G, M)=0$ if $n>0$.
(a) Let $\mathbf{F}$ be a free left $\mathbb{Z} G$-resolution of $\mathbb{Z}$. Define morphisms of complexes $\alpha: M \otimes_{\mathbb{Z} G} \mathbf{F} \rightarrow M \otimes_{\mathbb{Z}} \mathbf{F}$ and $\beta: M \otimes_{\mathbb{Z}} \mathbf{F} \rightarrow M \otimes_{\mathbb{Z} G} \mathbf{F}$ by $(a \otimes b) \alpha_{i}=\sum_{g \in G} a g \otimes$ $g^{-1} b$ and $(a \otimes b) \beta_{i}=a \otimes b$ where $a \in M$ and $b \in F_{i}$.
(b) Show that $\alpha \beta$ induces homomorphisms $H_{n}\left(M \otimes_{\mathbb{Z} G} \mathbf{F}\right) \rightarrow H_{n}\left(M \otimes_{\mathbb{Z} G} \mathbf{F}\right)$ which are simply multiplication by $m$ on each module.
(c) Prove that $M \otimes_{\mathbb{Z}} \mathbf{F}$ is exact, noting that if $A \mapsto B \rightarrow C$ is an exact sequence of free abelian groups, then $M \otimes A \mapsto M \otimes B \rightarrow M \otimes C$ is an exact sequence (with the obvious maps).
(d) Deduce from (b) and (c) that $m \cdot H_{n}(G, M)=0$.

### 11.4. Group-Theoretic Interpretations of the (Co)homology Groups

The group-theoretic significance of the homology and cohomology groups in low dimensions will now be discussed.

## The Groups $H_{0}(G, M)$ and $H^{0}(G, M)$

To compute $H_{0}(G, M)$ we tensor the left Gruenberg resolution by $M$, obtaining

$$
\cdots \longrightarrow M \otimes_{\mathbb{Z} G}\left(I_{F} / \bar{I}_{R} I_{F}\right) \longrightarrow M \otimes_{\mathbb{Z} G} \mathbb{Z} G \longrightarrow 0
$$

Now $M \otimes_{\mathbb{Z} G} \mathbb{Z} G \stackrel{G}{\simeq} M$ via the mapping $a \otimes g \mapsto a g$. Therefore by definition of the homology groups $H_{0}(G, M)$ is isomorphic with $M / M I_{G}$, the largest $G$-trivial quotient of $M$; this is usually written $M_{G}$.

In a similar manner it may be shown that

$$
H^{0}(G, M) \simeq\{a \in M \mid a g=a, \forall g \in G\}
$$

the set of $G$-fixed points of $M$, which is often written $M^{G}$ (confusion with normal closures being unlikely). Thus we have
11.4.1. If $G$ is a group and $M$ a right $G$-module, then

$$
H_{0}(G, M) \simeq M_{G} \quad \text { and } \quad H^{0}(G, M) \simeq M^{G}
$$

## The Group $H_{1}(G, M)$

11.4.2. If $G$ is a group and $M$ a right $G$-module, then $H_{1}(G, M)$ is isomorphic with the kernel of the homomorphism $M \otimes_{\mathbb{Z} G} I_{G} \rightarrow M$ in which

$$
a \otimes(g-1) \mapsto a(g-1)
$$

This follows at once when 11.2 .7 is applied to the Gruenberg resolution. There is a neat formula for $H_{1}(G, M)$ when $G$ operates trivially on $M$. In order to derive this we take note of a result which has some interest in itself.
11.4.3. If $G$ is any group, then $I_{G} / I_{G}^{2} \simeq G_{a b}$.

Proof. Since $I_{G}$ is free on $\{g-1 \mid 1 \neq g \in G\}$ as an abelian group, the mapping $x-1 \mapsto x G^{\prime}$ determines a homomorphism $I_{G} \rightarrow G_{\mathrm{ab}}$. Now the identity $(x-1)(y-1)=(x y-1)-(x-1)-(y-1)$ implies that $I_{G}^{2}$ is mapped to 0 . Hence there is an induced homomorphism $\varphi: I_{G} / I_{G}^{2} \rightarrow G_{a b}$ such that $\left((x-1)+I_{G}^{2}\right) \varphi=x G^{\prime}$. On the other hand, $x \mapsto(x-1)+I_{G}^{2}$ is a homomorphism from $G$ to $I_{G} / I_{G}^{2}$ by the same identity. Therefore it induces a homomorphism $G_{a b} \rightarrow I_{G} I_{G}^{2}$ which is clearly inverse to $\varphi$.

### 11.4.4. If $M$ is a trivial right $G$-module, then $H_{1}(G, M) \simeq M \otimes G_{\mathrm{ab}}$.

Proof. By 11.4.2 we have $H_{1}(G, M) \simeq M \otimes_{\mathbb{Z} G} I_{G}$. It is seen that the assignment $a \otimes(x-1) \mapsto a \otimes\left((x-1)+I_{G}^{2}\right)$ yields an isomorhism

$$
M \otimes_{\mathbb{Z} G} I_{G} \leadsto M \otimes_{\mathbb{Z}}\left(I_{G} / I_{G}^{2}\right)
$$

The result now follows from 11.4.3.

## The Group $H^{1}(G, M)$

An interpretation of $H^{1}(G, M)$ as the quotient group $\operatorname{Der}(G, M) / \operatorname{Inn}(G, M)$ has already been mentioned during our discussion of the standard resolution. Another approach to this important result will now be given based on a lemma for which we shall find other uses.
11.4.5. If $G$ is a group and $M$ a $G$-module, then $\operatorname{Der}(G, M) \simeq \operatorname{Hom}_{G}\left(I_{G}, M\right)$.

Proof. If $\delta \in \operatorname{Der}(G, M)$, we may define a homomorphism $\delta^{*}: I_{G} \rightarrow M$ by $(g-1) \delta^{*}=g \delta$, keeping in mind that $I_{G}$ is free as an abelian group on the set $\{g-1 \mid 1 \neq g \in G\}$. For $g_{1}, g_{2}$ in $G$ we have $\left(g_{1}-1\right) g_{2}=\left(g_{1} g_{2}-1\right)-$ $\left(g_{2}-1\right)$, which implies that

$$
\left(\left(g_{1}-1\right) g_{2}\right) \delta^{*}=\left(g_{1} g_{2}\right) \delta-g_{2} \delta=\left(g_{1} \delta\right) g_{2}=\left(\left(g_{1}-1\right) \delta^{*}\right) g_{2}
$$

Hence $\delta^{*} \in \operatorname{Hom}_{G}\left(I_{G}, M\right)$. Conversely, if $\theta \in \operatorname{Hom}_{G}\left(I_{G}, M\right)$, define $g \theta^{*}=$ $(g-1) \theta$; a similar calculation shows that $\theta^{*} \in \operatorname{Der}(G, M)$. Of course $\delta \mapsto \delta^{*}$ and $\theta \mapsto \theta^{*}$ are inverse mappings. It is equally clear that $\delta \mapsto \delta^{*}$ is a homomorphism of abelian groups. Thus $\delta \mapsto \delta^{*}$ is an isomorphism.
11.4.6. If $G$ is a group and $M$ a $G$-module, then

$$
H^{1}(G, M) \simeq \operatorname{Der}(G, M) / \operatorname{Inn}(G, M)
$$

Proof. Applying 11.2 .7 to the Gruenberg resolution we obtain the exact sequence

$$
\begin{equation*}
\operatorname{Hom}_{G}(\mathbb{Z} G, M) \longrightarrow \operatorname{Hom}_{G}\left(I_{G}, M\right) \longrightarrow H^{1}(G, M) \longrightarrow 0 \tag{19}
\end{equation*}
$$

According to 11.4 .5 the middle group is isomorphic with $\operatorname{Der}(G, M)$. Note that $\varphi \in \operatorname{Hom}_{G}(\mathbb{Z} G, M)$ is completely determined by (1) $\varphi=a$ in $M$; for then (g) $\varphi=a g$. The image of $\varphi$ in $\operatorname{Hom}_{G}\left(I_{G}, M\right)$ is the restriction of $\varphi$ to $I_{G}$, which corresponds to the derivation $g \mapsto(g-1) \varphi=a(g-1)$, that is, to an inner derivation. Thus $\operatorname{Inn}(G, M)$ corresponds to the image of the left hand mapping in (19). It follows that the sequence

$$
\begin{equation*}
0 \longrightarrow \operatorname{Inn}(G, M) \longrightarrow \operatorname{Der}(G, M) \longrightarrow H^{1}(G, M) \longrightarrow 0 \tag{20}
\end{equation*}
$$

is exact. The required isomorphism is a consequence of (20).
Combining 11.4.6 with 11.1.3 we obtain the next result.
11.4.7. Let $G$ be a group and $M$ a $G$-module. All complements of $M$ in the associated semidirect product $G \ltimes M$ are conjugate if and only if $H^{1}(G, M)=0$.

## MacLane's Theorem

We come now to the connection between the second cohomology group and extension theory. First, however, a simple observation must be made.
11.4.8. Let $R \mapsto F \xrightarrow{\pi} G$ be a presentation of a group $G$. Then the mapping $r R^{\prime} \mapsto(r-1)+I_{F} \bar{I}_{R}$ is a $G$-isomorphism from $R_{\mathrm{ab}}$ to $\bar{I}_{R} / I_{F} \bar{I}_{R}$.

Proof. Of course $R_{\mathrm{ab}}$ is a $G$-module via conjugation in $F$ : thus $\left(r R^{\prime}\right)^{f^{\pi}}=$ $\left(f^{-1} r f\right) R^{\prime}$ where $r \in R$ and $f \in F$. Let $T=\bar{I}_{R} / I_{F} \bar{I}_{R}$ and consider the mapping $r \mapsto(r-1)+I_{F} \bar{I}_{R}$ from $R$ to $T$. Now if $r_{1}, r_{2}$ are elements of $R$,

$$
\begin{aligned}
r_{1} r_{2}-1 & =\left(r_{1}-1\right)+\left(r_{2}-1\right)+\left(r_{1}-1\right)\left(r_{2}-1\right) \\
& \equiv\left(r_{1}-1\right)+\left(r_{2}-1\right) \quad \bmod I_{F} \bar{I}_{R} .
\end{aligned}
$$

This shows that $r \mapsto(r-1)+I_{F} \bar{I}_{R}$ is a homomorphism of groups. Since $T$ is abelian, there is an induced homomorphism $\theta: R_{\mathrm{ab}} \rightarrow T$.

Let us check that $\theta$ is a $G$-homomorphism;

$$
\begin{aligned}
\left(\left(r R^{\prime}\right)^{f \pi}\right)^{\theta} & =\left(f^{-1} r f R^{\prime}\right)^{\theta}=\left(f^{-1} r f-1\right)+I_{F} \bar{I}_{R} \\
& =f^{-1}(r-1) f+I_{F} \bar{I}_{R} \\
& =(r-1) f+I_{F} \bar{I}_{R}=\left(\left(r R^{\prime}\right)^{\theta}\right) f^{\pi} .
\end{aligned}
$$

Finally, in order to show that $\theta$ is an isomorphism we shall produce an inverse. Let $R$ be free on $X$. By 11.3.3 for left $R$-modules we have $\bar{I}_{R}=\mathrm{Dr}_{x \in X} \mathbb{Z} F(x-1)$, so that $T=\bar{I}_{R} / I_{F} \bar{I}_{R}$ equals $\mathrm{Dr}_{x \in X}(\mathbb{Z} F)(x-1) /$ $I_{F}(x-1)$ and hence is isomorphic with $\operatorname{Dr}_{x \in X}\left(\mathbb{Z} F / I_{F}\right)(x-1)$. Since $\mathbb{Z} F / I_{F} \simeq$ $\mathbb{Z}$, we conclude that $T$ is the free abelian group on the set of all
$(x-1)+I_{F} \bar{I}_{R}, x \in X$. Hence there is a group homomorphism $\psi: T \rightarrow R_{\mathrm{ab}}$ such that $\left((x-1)+I_{F} \bar{I}_{R}\right) \psi=x R^{\prime}$. Obviously $\psi$ is the inverse of $\theta$.
11.4.9 (MacLane). Let $R \mapsto F \xrightarrow{\pi} G$ be a presentation of a group G. Let $M$ be any right $G$-module. Then there is an exact sequence

$$
H^{1}(F, M) \longrightarrow \operatorname{Hom}_{G}\left(R_{\mathrm{ab}}, M\right) \longrightarrow H^{2}(G, M) \longrightarrow 0
$$

Proof. Here $M$ is an $F$-module via $\pi$, so that $a f=a f^{\pi}$ where $a \in M, f \in F$. Apply 11.2.7 using the Gruenberg resolution associated with the given presentation. There results an exact sequence

$$
\begin{equation*}
\operatorname{Hom}_{G}\left(I_{F} / I_{F} \bar{I}_{R}, M\right) \longrightarrow \operatorname{Hom}_{G}\left(\bar{I}_{R} / I_{F} \bar{I}_{R}, M\right) \longrightarrow H^{2}(G, M) \longrightarrow 0 \tag{21}
\end{equation*}
$$

Recall that the left-hand map is induced by the inclusion $\bar{I}_{R} / I_{F} \bar{I}_{R} \rightarrow I_{F} / I_{F} \bar{I}_{R}$. By 11.4 .8 we have $\bar{I}_{R} / I_{F} \bar{I}_{R} \simeq R_{\mathrm{ab}}$, so the middle group in the exact sequence is isomorphic with $\operatorname{Hom}_{G}\left(R_{\mathrm{ab}}, M\right)$.

We claim that

$$
\operatorname{Hom}_{G}\left(I_{F} / I_{F} \bar{I}_{R}, M\right) \simeq \operatorname{Hom}_{F}\left(I_{F}, M\right)
$$

To see this let $\alpha: I_{F} \rightarrow M$ be an $F$-homomorphism. Then $\alpha$ maps $I_{F} \bar{I}_{R}$ to 0 ; for, on the basis of the trivial action of $R$ on $M$, we have $((f-1)(r-1)) \alpha=$ $(f-1) \alpha \cdot(r-1)=0$. Hence $\alpha$ induces a homomorphism $\bar{\alpha}: I_{F} / I_{F} \bar{I}_{R} \rightarrow M$. It is clear that $\alpha \mapsto \bar{\alpha}$ is an isomorphism, so the assertion is true.

Next $\operatorname{Der}(F, M) \simeq \operatorname{Hom}_{F}\left(I_{F}, M\right)$ by 11.4.5. Hence (21) becomes

$$
\begin{equation*}
\operatorname{Der}(F, M) \longrightarrow \operatorname{Hom}_{G}\left(R_{\mathrm{ab}}, M\right) \longrightarrow H^{2}(G, M) \longrightarrow 0 \tag{22}
\end{equation*}
$$

We have, of course, to keep track of the left-hand mapping; it is the obvious one $\delta \mapsto \delta^{\prime}$ where $\delta^{\prime}$ is induced in $R_{\mathrm{ab}}$ by $\delta$. If $\delta$ is inner, there is an $a$ in $M$ such that $\left(r R^{\prime}\right)^{\delta^{\prime}}=a(-r+1)=0$ for all $r$ in $R$; this is because $R$ operates trivially on $M$. Consequently $\operatorname{Inn}(F, M)$ maps to 0 . The result now follows from 11.4.6.

## The Second Cohomology Group and Extensions

Let $G$ and $N$ be groups and let $\chi: G \rightarrow$ Out $N$ be a coupling of $G$ to $N$. Let us assume that there is at least one extension that realizes $\chi$. Recall from 11.1.8 that there is a bijection between the set of equivalence classes of extensions of $N$ by $G$ with coupling $\chi$ and the cokernel of $\operatorname{Der}(F, C) \rightarrow$ $\operatorname{Hom}_{F}(R, C)$; here $C$ is the center of $N$. Now $\operatorname{Hom}(R, C) \simeq \operatorname{Hom}\left(R_{\mathrm{ab}}, C\right)$ and $R$ acts trivially on $R_{\mathrm{ab}}$; thus $\operatorname{Hom}_{F}(R, C) \simeq \operatorname{Hom}_{G}\left(R_{\mathrm{ab}}, C\right)$. We have to deal with the cokernel of the obvious mapping $\operatorname{Der}(F, C) \rightarrow \operatorname{Hom}_{G}\left(R_{\mathrm{ab}}, C\right)$; by (22) this is isomorphic with $H^{2}(G, C)$.

We have proved a fundamental theorem.
11.4.10. Let $G$ and $N$ be groups and let $\chi$ be a coupling of $G$ to $N$. Assume that $\chi$ is realized by at least one extension of $N$ by $G$. Then there is a bijection between equivalence classes of extensions of $N$ by $G$ with coupling $\chi$ and elements of the group $H^{2}(G, C)$ where $C$ is the center of $N$ regarded as a $G$-module via $\chi$.

When $N$ is abelian, this reduces 11.1.4, which was proved by using factor sets.

## Extensions with Abelian Kernel

It has been pointed out that when $N$ is abelian, every coupling of $G$ to $N$ is realized by some extension, for example the split extension, which corresponds to 0 in $H^{2}(G, N)$.

It is worthwhile being more explicit in this important case.
11.4.11. Let $G$ be a group, $A$ a $G$-module and $R \mapsto F \xrightarrow{\pi} G$ any presentation of G. Let $\Delta \in H^{2}(G, A)$ and suppose that $\varphi$ is a preimage of $\Delta$ under the mapping $\operatorname{Hom}_{G}\left(R_{\mathrm{ab}}, A\right) \rightarrow H^{2}(G, A)$ of MacLane's Theorem. Then

$$
A \gg(F \ltimes A) / R^{\varphi^{\prime}} \longrightarrow G
$$

is an extension which induces the prescribed $G$-module structure in $A$ and whose equivalence class corresponds to $\Delta$.

Here $A$ is regarded as an $F$-module via $\pi: F \rightarrow G$. To comprehend 11.4.11 it is necessary to look back at the proof of 11.1 .8 . We take $R$ to be the fixed element of $\mathscr{M}$ in that proof, which is possible since $A$ is abelian. The equivalence class of $R^{\varphi^{\prime}}$ corresponds to $\varphi+I$ where $I$ is the image of $\operatorname{Der}(F, C)$; this $\varphi+I$ corresponds to $\Delta$.

The next result is essentially the abelian case of the Schur-Zassenhaus Theorem (9.1.2).
11.4.12. Let $G$ be a finite group of order $m$. Suppose that $A$ is a G-module such that each element of $A$ is uniquely divisible by $m$. Then every extension of $A$ by $G$ splits and all complements of $A$ are conjugate.

This follows directly from 11.3.8, 11.4.7, and 11.4.10.

## Central Extensions

An extension $C \stackrel{\mu}{\rightarrow} E \rightarrow G$ is called central if $\operatorname{Im} \mu$ is contained in the centre of $E$. In this case $G$ operates trivially on $C$, so that $C$ is a trivial $G$-module.

Such extensions are frequently encountered; for example every nilpotent group can be constructed from abelian groups by means of a sequence of central extensions.

Suppose that $C$ is a trivial $G$-module and let $R \mapsto F \rightarrow G$ be a presentation of $G$. Let us interpret MacLane's Theorem in this case. Of course $F$, like $G$, operates trivially on $C$, and

$$
\operatorname{Der}(F, C)=\operatorname{Hom}(F, C) \simeq \operatorname{Hom}\left(F_{\mathrm{ab}}, C\right) .
$$

Also

$$
\operatorname{Hom}_{G}\left(R_{\mathrm{ab}}, C\right) \simeq \operatorname{Hom}(R /[F, R], C)
$$

because $[F, R] / R^{\prime}$ must map to 1 under any $G$-homomorphism from $R_{\text {ab }}$ to $C$. As a consequence of these remarks MacLane's Theorem takes the following form.
11.4.13. If $C$ is a trivial $G$-module and $R \mapsto F \rightarrow G$ is a presentation of the group $G$, there is an exact sequence

$$
\operatorname{Hom}\left(F_{\mathrm{ab}}, C\right) \longrightarrow \operatorname{Hom}(R /[R, F], C) \longrightarrow H^{2}(G, C) \longrightarrow 0 .
$$

Thus each central extension of $C$ by $G$ arises from a homomorphism $\varphi: R /[R, F] \rightarrow C$.

## Abelian Extensions

A central extension of one abelian group by another is usually not abelian -consider for example the quaternion group $Q_{8}$. Suppose that $G$ is an abelian group and $C$ a trivial $G$-module. Call the extension $C \mapsto E \rightarrow G$ abelian if $E$ is an abelian group. There are, of course, always abelian extensions, for example the direct product extension, $C \mapsto C \times G \rightarrow G$.

The equivalence classes of abelian extensions correspond to a certain subset

$$
\operatorname{Ext}(G, A)
$$

of $H^{2}(G, A)$.
Let us use 11.4.11 to determine which central extensions are abelian; in the sequel $G$ is an abelian group. As usual choose a presentation $R \mapsto F \rightarrow$ $G$ here of course $F^{\prime} \leq R$. By 11.4.11 a central extension of $C$ by $G$ is equivalent to one of the form

$$
C>(F \times C) / R^{\varphi^{\prime}} \longrightarrow G
$$

where $\varphi \in \operatorname{Hom}_{G}\left(R_{\mathrm{ab}}, C\right)$. This extension is abelian if and only if $F^{\prime} \leq R^{\varphi^{\prime}}$. Let $f \in F^{\prime}$ and $r \in R$; if $f=r^{\varphi^{\prime}}=r r^{\varphi}$, we observe that $r^{\varphi}=r^{-1} f \in F \cap C=1$; thus $f=r$ and $f^{\varphi}=r^{\varphi}=1$. Hence $\varphi$ maps $F^{\prime}$ to 1 . Conversely, if $\varphi \in$ $\operatorname{Hom}_{G}\left(R_{\mathrm{ab}}, C\right)$ maps $F^{\prime}$ to 1 , then $f^{\varphi^{\prime}}=f f^{\varphi}=f$ if $f \in F^{\prime}$. Thus $F^{\prime} \leq R^{\varphi^{\prime}}$. It follows that the abelian extensions are determined by elements of $\operatorname{Hom}\left(R / F^{\prime}, C\right)$. Thus $\operatorname{Ext}(G, C)$ is a subgroup of $H^{2}(G, C)$.
11.4.14. Let $G$ and $C$ be abelian groups. Suppose that $R \rightarrow F \rightarrow G$ is a presentation of $G$. Then there is an exact sequence of abelian groups

$$
\operatorname{Hom}\left(F_{\mathrm{ab}}, C\right) \longrightarrow \operatorname{Hom}\left(R / F^{\prime}, C\right) \longrightarrow \operatorname{Ext}(G, C) \longrightarrow 0 .
$$

This follows on combining the preceding remarks with 11.4.13.

## The Schur Multiplicator

Let $G$ be any group and let $\mathbb{Z}$ be regarded as a trivial $G$-module. For brevity it is customary to write

$$
H_{n} G=H_{n}(G, \mathbb{Z})
$$

the integral homology group of degree $n$. For example $H_{1} G \simeq \mathbb{Z} \otimes G_{\mathrm{ab}} \simeq G_{\mathrm{ab}}$ by 11.4.4. The group

$$
M(G)=H_{2} G
$$

is known as the Schur multiplicator of G. It plays a prominent role in Schur's theory of projective representations. We shall see that it is also relevant to the theory of central extensions.

There is an interesting formula for $M(G)$.
11.4.15 (Hopf's Formula). If $R \mapsto F \rightarrow G$ is a presentation of a group $G$, then

$$
M(G) \simeq F^{\prime} \cap R /[F, R]
$$

In particular this factor does not depend on the presentation.
Proof. Apply 11.2.7 to the left Gruenberg resolution. There results

$$
M(G) \simeq \operatorname{Ker}\left(\mathbb{Z} \otimes_{\mathbb{Z} G}\left(\bar{I}_{R} / \bar{I}_{R} I_{F}\right) \longrightarrow \mathbb{Z} \otimes_{\mathbb{Z} G}\left(I_{F} / \bar{I}_{R} I_{F}\right)\right) .
$$

Now $\bar{I}_{R} / \bar{I}_{R} I_{F}$ is isomorphic as a left $G$-module with $R_{\mathrm{ab}}$ by the left version of 11.4 .8 -here $R_{\mathrm{ab}}$ is to be regarded as a left $G$-module via the action ${ }^{f R}\left(r R^{\prime}\right)=\left(f r f^{-1}\right) R^{\prime}$. Also $\mathbb{Z} \otimes_{\mathbb{Z} G} R_{\mathrm{ab}} \simeq R /[F, R]$ via $n \otimes r R^{\prime} \mapsto r^{n}[F, R]$. In addition $\mathbb{Z} \otimes_{\mathbb{Z} G}\left(I_{F} / \bar{I}_{R} I_{F}\right) \simeq I_{F} / I_{F}^{2}$ for a similar reason. By 11.4.3 we have $I_{F} / I_{F}^{2} \simeq F_{\mathrm{ab}}$. It follows that

$$
M(G) \simeq \operatorname{Ker}\left(R /[F, R] \longrightarrow F_{\mathrm{ab}}\right),
$$

the map being the obvious one, $r[F, R] \mapsto r F^{\prime}$. The kernel is clearly $F^{\prime} \cap R /[F, R]$.

In the case of abelian groups there is a simpler formula for the Schur multiplicator. If $G$ is an abelian group, define

$$
G \wedge G=(G \otimes G) / D
$$

where $D=\langle g \otimes g \mid g \in G\rangle$. This is called the exterior square of $G$. If $g_{1} \wedge g_{2}$ denotes $g_{1} \otimes g_{2}+D$, then $\left(g_{1}+g_{2}\right) \wedge\left(g_{1}+g_{2}\right)=0$, which shows that $g_{1} \wedge g_{2}=-\left(g_{2} \wedge g_{1}\right)$. Thus $G \wedge G$ may be regarded as a skew-symmetric tensor product.

### 11.4.16. If $G$ is an abelian group, then $M(G) \simeq G \wedge G$.

Proof. Let $R \mapsto F \rightarrow G$ be a presentation of $G$. Since $G$ is abelian, $F^{\prime} \leq R$ and $M(G) \simeq F^{\prime} /[F, R]$ by Hopf's formula. The mapping $\left(f_{1} R, f_{2} R\right) \mapsto$ $\left[f_{1}, f_{2}\right][F, R],\left(f_{i} \in F\right)$, is well-defined and bilinear. Consequently there is an induced homomorphism $(F / R) \otimes(F / R) \rightarrow F^{\prime}[F, R]$ by the fundamental mapping property of the tensor product. What is more, $f R \otimes f R$ maps to 1 , so there is induced a homomorphism $\theta:(F / R) \wedge(F / R) \rightarrow F^{\prime} /[F, R]$ in which $f_{1} R \wedge f_{2} R$ is sent to $\left[f_{1}, f_{2}\right][F, R]$.

To construct an inverse of $\theta$ choose a set of free generators $\left\{x_{1}, x_{2}, \ldots\right\}$ for $F$. By Exercise 6.1 .14 the group $F^{\prime} / \gamma_{3} F$ is free abelian with free generators the $\left[x_{i}, x_{j}\right] \gamma_{3} F$, where $i<j$. Hence there is a homomorphism $\phi_{0}: F^{\prime} / \gamma_{3} F \rightarrow(F / R) \wedge(F / R)$ sending $\left[x_{i}, x_{j}\right] \gamma_{3} F$ to $x_{i} R \wedge x_{j} R$. Now for any $f_{1}, f_{2} \in F$ we see from bilinearity of the commutator that $\left(\left[f_{1}, f_{2}\right] \gamma_{3} F\right)^{\phi_{0}}=$ $f_{1} R \wedge f_{2} R$. Hence $\phi_{0}$ maps $[F, R] / \gamma_{3} F$ to 0 , and so there is an induced homomorphism $\phi: F^{\prime} /[F, R] \rightarrow(F / R) \wedge(F / R)$. Clearly $\theta$ and $\phi$ are inverse functions.

For example, if $G$ is an elementary abelian $p$-group of rank $r$, then $M(G) \simeq G \wedge G$ is an elementary abelian $p$-group of rank $\binom{r}{2}$ (Exercise 11.4.9).

Hopf's formula can be used to associate an exact sequence of homology groups with any extension. This will be applied in Chapter 14 to the study of one-relator groups.
11.4.17 (The Five-Term Homology Sequence). Corresponding to any group extension $N \mapsto E \xrightarrow{\varepsilon} G$ there is an exact sequence

$$
M(E) \longrightarrow M(G) \longrightarrow N /[E, N] \longrightarrow E_{\mathrm{ab}} \longrightarrow G_{\mathrm{ab}} \longrightarrow 1
$$

This sequence is natural in the following sense. Given a morphism ( $\alpha, \beta, \gamma$ ) from $N \mapsto E \rightarrow G$ to $\bar{N} \mapsto \bar{E} \rightarrow \bar{G}$ there are induced homomorphisms $\alpha_{*}, \beta_{*}$, $\gamma_{*}$, making the diagram

commutative.

Proof. Here of course we can take $N$ to be a subgroup of $E$ as a matter of convenience.

The mappings $N /[E, N] \rightarrow E_{\mathrm{ab}}$ and $E_{\mathrm{ab}} \rightarrow G_{\mathrm{ab}}$ are the obvious ones, $x[E, N] \mapsto x E^{\prime}$ and $x E^{\prime} \mapsto x^{\varepsilon} G^{\prime}$ respectively. Exactness at $E_{\mathrm{ab}}$ and $G_{\mathrm{ab}}$ is easily checked. It remains to construct the other two mappings and check exactness at $M(G)$ and $N /[E, N]$.

Let $R \mapsto F \xrightarrow{\boldsymbol{\pi}} E$ be some presentation of $E$. Then $\pi \varepsilon: F \rightarrow G$ is a presentation of $G$; let Ker $\pi \varepsilon=S$. By Hopf's formula $M(E) \simeq F^{\prime} \cap R /[F, R]$ and $M(G) \simeq F^{\prime} \cap S /[F, S]$. Now $S$ is the preimage of $N$ under $\pi$, so in fact $R \leq S$ and $S / R \simeq N$. The relevant subgroups are situated as follows:


Define $M(G) \rightarrow N /[E, N]$ by means of $x[F, S] \mapsto x^{\pi}[E, N]$ and $M(G) \simeq$ $F^{\prime} \cap S /[F, S]$. The image of this mapping is clearly $E^{\prime} \cap N /[E, N]$, which is the kernel of $N /[E, N] \rightarrow E_{\mathrm{ab}}$. This establishes exactness at $N /[E, N]$.

Finally, define $M(E) \rightarrow M(G)$ by means the natural homomorphism from $F^{\prime} \cap R /[F, R]$ to $\left(F^{\prime} \cap R\right)[F, S] /[F, S]$, together with Hopf's formula. The kernel of $M(G) \rightarrow N /[E, N]$ corresponds to $\left(F^{\prime} \cap R\right)[F, S] /[F, S]$, so the sequence is also exact at $M(G)$.

We shall not take the space to establish naturality (see however Exercise 11.4.16).

To conclude this discussion of the Schur multiplicator we mention an important result that illustrates the relationship between the multiplicator and the theory of central extensions. A proof is sketched in Exercise 11.4.5.
11.4.18 (Universal Coefficients Theorem). If $G$ is a group and $M$ a trivial $G$-module, there is an exact sequence

$$
\operatorname{Ext}\left(G_{\mathrm{ab}}, M\right)>H^{2}(G, M) \longrightarrow \operatorname{Hom}(M(G), M) .
$$

The mapping on the right shows that every central extension of $M$ by $G$ gives rise to a homomorphism from $M(G)$ to $M$.

An important special case occurs when $G$ is perfect; for then $\operatorname{Ext}\left(G_{\mathrm{ab}}, M\right)=$ 0 and

$$
H^{2}(G, M) \simeq \operatorname{Hom}(M(G), M),
$$

so equivalence classes of central extensions of $M$ and $G$ stand in one-to-one correspondence with homomorphisms from $M(G)$ to $M$.

## The Third Cohomology Group and Obstructions

Finally we shall address the third major problem of extension theory. Given groups $N$ and $G$ together with a coupling $\chi: G \rightarrow$ Out $N$, when does there exist an extension of $N$ by $G$ which realizes the coupling $\chi$ ?

We shall write $C$ for the centre of $N$, keeping in mind that $\chi$ prescribes a $G$-module structure for $C$.

Choose any presentation $R \mapsto F \xrightarrow{\pi} G$ of $G$. Just as in 11.1-see equation (7)-we can find homomorphisms $\xi$ and $\eta$ which make the diagram

commutative: here $\tau$ is the conjugation homomorphism and $v$ the natural homomorphism. If $r \in R$ and $f \in F$, the element $\left(r^{\eta}\right)^{-1}\left(\left(r^{f^{-1}}\right)^{\eta}\right)^{f^{\xi}}$ surely belongs to $N$. Let us apply the function $\tau$ to this element, observing that $\eta \tau=\xi$ by commutativity of the diagram, and that $\left(x^{\alpha}\right)^{\tau}=\left(x^{\tau}\right)^{\alpha}$ if $\alpha \in$ Aut $N$. We obtain

$$
\left(r^{\xi}\right)^{-1}\left(\left(r^{f^{-1}}\right)^{\xi}\right)^{f^{\xi}}=\left(r^{\xi}\right)^{-1} r^{\xi}=1,
$$

so that the element

$$
\begin{equation*}
f * r=\left(r^{\eta}\right)^{-1}\left(\left(r^{f^{-1}}\right)^{\eta}\right)^{f^{\xi}} \tag{24}
\end{equation*}
$$

belongs to $\operatorname{Ker} \tau$, that is to $C$, the center of $N$.
Using the definition (24) it is completely straightforward to verify the formulae

$$
\begin{equation*}
f *\left(r_{1} r_{2}\right)=\left(f * r_{1}\right)\left(f * r_{2}\right) \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(f_{1} f_{2}\right) * r=\left(f_{2} * r\right)\left(f_{1} * r^{f_{2}^{-1}}\right)^{f_{\tilde{2}}} . \tag{26}
\end{equation*}
$$

Let us now consider the Gruenberg resolution that is associated with the chosen presentation of $G$. Suppose that $F$ is free on a set $X$ and $R$ is free on a set $Y$. Since $I_{F} \bar{I}_{R} / I_{F} \bar{I}_{R}^{2}$ is free as a $G$-module on the set of all $(1-x)(1-y)+I_{F} \bar{I}_{R}^{2},(x \in X, y \in Y)$, by 11.3.3 and 11.3.4, the assignment

$$
(1-x)(1-y)+I_{F} \bar{I}_{R}^{2} \longmapsto x * y
$$

determines a $G$-homomorphism

$$
\psi: I_{F} \bar{I}_{R} / I_{F} \bar{I}_{R}^{2} \longrightarrow C .
$$

Next one observes that $\left((1-x)(1-r)+I_{F} \bar{I}_{R}^{2}\right) \psi=x * r,(x \in X, r \in R)$. This
follows by (25) and induction on the length of $r$, together with the equation

$$
(1-x)\left(1-r_{1} r_{2}\right)=(1-x)\left(\left(1-r_{1}\right)+\left(1-r_{2}\right)-\left(1-r_{1}\right)\left(1-r_{2}\right)\right) .
$$

In a similar way one can prove that

$$
\begin{equation*}
\left((1-f)(1-r)+I_{F} \bar{I}_{R}^{2}\right) \psi=f * r \tag{27}
\end{equation*}
$$

for all $f$ in $F$ and $r$ in $R$; this may be accomplished by using induction on the length of $f$, equation (26) and also the equation

$$
\left(1-f_{1} f_{2}\right)(1-r)=\left(1-f_{2}\right)(1-r)+\left(1-f_{1}\right)\left(1-r^{f_{2}^{-1}}\right) f_{2} .
$$

If $r_{i} \in R$, the definition (24) tells us that $r_{1} * r_{2}=\left(r_{2}^{\eta}\right)^{-1}\left(\left(r_{2}^{r_{1}^{1}}\right)^{\eta}\right)^{r \eta}=$ $\left(r_{2}^{\eta}\right)^{-1} r_{2}^{\eta}=1$. Equation (27) now shows that $\psi$ maps $\bar{I}_{R}^{2} / I_{F} \bar{I}_{R}^{2}$ to 1 . Consequently $\psi$ induces a homomorphism $\varphi$ from $I_{F} \bar{I}_{R} / \bar{I}_{R}^{2}$ to $C$. We call this homomorphism

$$
\varphi \in \operatorname{Hom}_{G}\left(I_{F} \bar{I}_{R} / \bar{I}_{R}^{2}, C\right)
$$

the obstruction determined by the coupling $\chi$.
The obstruction $\varphi$ will in general depend on the choice of $\xi$ and $\eta$ in (23); for these are not unique. However, according to 11.2.7, there is an isomorphism of $H^{3}(G, C)$ with the cokernel of the homomorphism

$$
\begin{equation*}
\operatorname{Hom}_{G}\left(\bar{I}_{R} / \bar{I}_{R}^{2}, C\right) \longrightarrow \operatorname{Hom}_{G}\left(I_{F} \bar{I}_{R} / \bar{I}_{R}^{2}, C\right) . \tag{28}
\end{equation*}
$$

Thus $\chi$ determines an element $\Delta$ of $H^{3}(G, C)$.
The important facts about $\Delta$ are as follows.
11.4.19. Let $\chi$ be a coupling of $G$ to $N$. Let $\xi, \eta$ be homomorphisms as in (23) leading to an obstruction $\varphi$. Let $J$ be the image of the homomorphism (28). Then:
(i) $\Delta=\varphi+J$ is independent of the choice of $\xi$ and $\eta$;
(ii) by varying $\eta$ we obtain all obstructions in the coset $\Delta$.

For a proof of 11.4.19 we refer the reader to [b29], $\S 5.5$.
It is now possible to give a formal criterion for a coupling to be realizable in an extension.
11.4.20. Let $G$ and $N$ be groups and suppose that $\chi$ is a coupling of $G$ to $N$. Then there is an extension of $N$ by $G$ with $\chi$ as its coupling if and only if $\chi$ corresponds to the zero element of $H^{3}(G, C)$ where $C$ is the centre of $N$ regarded as a $G$-module by means of $\chi$.

Proof. Suppose that $\chi$ is realized by an extension $N \mapsto E \rightarrow G$. As usual let $R \mapsto F \xrightarrow{\pi} G$ be a fixed presentation. There is a homomorphism $\sigma: F \rightarrow E$
that lifts $\pi$; thus

is a commutative diagram. Define $\xi: F \rightarrow$ Aut $N$ to be the composite of $\sigma$ with the conjugating homomorphism $E \rightarrow$ Aut $N$, and let $\eta$ be the restriction of $\xi$ to $R$. Then the diagram

is commutative. This $\xi$ and $\eta$ will do very well to construct an obstruction $\varphi$.
If $f \in F$ and $r \in R$, then

$$
\begin{aligned}
f * r=\left(r^{\sigma}\right)^{-1}\left(\left(r^{f^{-1}}\right)^{\sigma}\right)^{f^{\xi}} & =\left(r^{\sigma}\right)^{-1}\left(f^{\sigma}\right)^{-1}\left(r^{f^{-1}}\right)^{\sigma} f^{\sigma} \\
& =\left(r^{\sigma}\right)^{-1} r^{\sigma}=1
\end{aligned}
$$

Hence $\varphi=0$ and $\chi$ corresponds to the zero element of $H^{3}(G, C)$. (Here one should remember that the element of $H^{3}(G, C)$ determined by $\chi$ does not depend on $\xi$ and $\eta$ by 11.4.19).

Conversely suppose that $\varphi$ corresponds to 0 in $H^{3}(G, C)$. Then 11.4.19(ii) shows that $\xi$ and $\eta$ may be chosen so that (29) is commutative and $f * r=1$ for all $f \in F$ and $r \in R$. This means that $r^{\eta}=\left(\left(r^{f^{-1}}\right)^{\eta}\right)^{f^{\xi}}$, which, when $r$ is replaced by $r^{f}$, becomes

$$
\begin{equation*}
\left(r^{f}\right)^{\eta}=\left(r^{\eta}\right)^{f^{\xi}} \tag{30}
\end{equation*}
$$

Now define $M=\left\{r\left(r^{-1}\right)^{\eta} \mid r \in R\right\}$, a subset of $F \ltimes_{\xi} N=S$. By using (30) it is easy to show that the mapping $r \mapsto r\left(r^{-1}\right)^{\eta}$ is a homomorphism of $F$ operator groups. Hence $M \triangleleft F M$. Also for $x$ in $N$ we have $x^{r\left(r^{-1}\right)^{n}}=x^{\left.r^{\xi(r-1}\right)^{\xi}}=$ $x^{\left(r r^{-1}\right)^{\xi}}=x$ since $\xi=\eta \tau$; thus $[M, N]=1$. Therefore $M \triangleleft F N=S$ and $M N=M \times N=R N$, so $M \in \mathscr{M}(F, R, N, \xi)$.

Finally $N \mapsto S / M \rightarrow G$ is an extension which has coupling $\chi$.

## Extensions of Centerless Groups

Consider the case where $N$ has trivial centre. Then $H^{3}(G, C)=0$ and every coupling of $G$ to $N$ arises from some extension of $N$ by $G$. Moreover up to equivalence there is only one such extension since $H^{2}(G, C)=0$. Of course
each equivalence class of extensions gives rise to a unique coupling, as we saw in 11.1.1.

We sum up our conclusions in the following form:
11.4.21. Let $N$ be a group with trivial center and let $G$ be any group. Then there is a bijection between the set of all equivalence classes of extensions of $N$ by $G$ and the set of all couplings of $G$ to $N$.

At the other extreme is the case where $N=C$ is abelian and $\chi$ is essentially a homomorphism from $G$ to Aut $N$. We can define $\xi=\pi \chi$ and $\eta=1$, obtaining in (29) a commutative diagram. Using this $\xi$ and $\eta$ in the definition we get $f * r=1$ for all $f$ and $r$. This means that every coupling $\chi$ corresponds to the zero element of $H^{3}(G, C)$, a conclusion that is hardly surprising since $\chi$ is realized by the semidirect product extension.

We mention without going into details the following additional fact. Suppose that $G$ is a group and $A$ a $G$-module. If $\Delta \in H^{3}(G, A)$, there exists a group $N$ whose center is isomorphic with $A$, and a coupling $\chi: G \rightarrow$ Out $N$ which is consistent with the $G$-module structure of $A$ and corresponds to $\Delta$ as in 11.4.19. Of course $\chi$ is realizable by an extension of $N$ by $G$ if and only if $\Delta=0$. A fuller account of the theory of obstructions may be found in [b29].

While group-theoretic interpretations of the cohomology groups in dimensions greater than 3 are known, no really convincing applications to group theory have been made.

## Exercises 11.4

1. Let $G$ be a countable locally finite group and let $M$ be a $G$-module which is uniquely divisible by every prime that divides the order of an element of $G$. Prove that $H^{n}(G, M)=0$ if $n>1$ [use 11.3.8 and Exercise 11.3.9]. Show that $H^{1}(G, M)$ need not be 0 by using 11.4.7.
2. Let $N \triangleleft E$ and assume that $C_{E}(N)=\zeta N=C$ say. Put $G=E / N$ and write $\mathbf{e}$ for the extension $N \rightarrow E \rightarrow G$. Denote by $A(N)$ the set of all automorphisms of $E$ that operate trivially on $N$ and $G$.
(a) Prove that $A(N)$ is an abelian group which is isomorphic with $\operatorname{Der}(G, C)$. [Hint: Show that if $\gamma \in A(N)$, then $[E, \gamma] \leq C$.]
(b) Prove that $A(N) \cap \operatorname{Inn} E$ maps to $\operatorname{Inn}(G, C)$ under the above isomorphism, and deduce that $A(N) / A(N) \cap \operatorname{Inn} E \simeq H^{1}(G, C)$.
3. In the notation of the preceding problem let Aut e denote the group of automorphisms of $E$ that leave $N$ invariant. Put Out $\mathbf{e}=$ Aut $\mathbf{e} / \operatorname{Inn} E$. Show that there is an exact sequence

$$
0 \longrightarrow H^{1}(G, C) \longrightarrow \text { Out } \mathbf{e} \longrightarrow \text { Out } N .
$$

[Hint: Let $\gamma \in$ Aut $\mathbf{e}$ and consider the restriction of $\gamma$ to $N$.]
4. (R. Ree). Let $E$ be a noncyclic finitely generated torsion-free nilpotent group. Prove that Out $E$ contains elements of infinite order. [Hint: Let $N$ be a maximal normal abelian subgroup of $E$ : then $N=C_{E}(N)$. Assuming the result false, argue that $H^{1}(G, N)$ is a torsion group where $G=E / N$. Now find an $M$ such that $N \leq M$ and $E / M$ infinite cyclic. Show that $H^{1}\left(E / M, N^{M}\right)$ is torsion and apply Exercise 11.3.2.]
5. If $M$ is a trivial $G$-module, establish the existence of the Universal Coefficients Sequence

$$
\operatorname{Ext}\left(G_{\mathrm{ab}}, M\right) \succ H^{2}(G, M) \longrightarrow \operatorname{Hom}(M(G), M) .
$$

Show also that the sequence splits [Hint: Choose a presentation of $G$ and apply 11.4 .13 and 11.4.14.]
6. If $G$ is a finite group, show that $M(G)$ is finite and that $M(G) \simeq H^{2}\left(G, \mathbb{C}^{*}\right)$ where $\mathbb{C}^{*}$ is the multiplicative group of nonzero complex numbers operated upon trivially by $G$. [Hint: Use Hopf's formula to show that $M(G)$ is finitely generated. Apply Exercise 11.3.10.]
7. Let $G$ be an abelian group. Prove that every central extension by $G$ is abelian if and only if $G \wedge G=0$. Prove also that a finitely generated group has this property precisely when it is cyclic.
*8. If $G$ is an elementary abelian group of order $p^{n}$, then $M(G)$ is elementary abelian of order $p^{\binom{n}{2}}$.
9. If $G$ is free abelian of rank $n$, then $M(G)$ is free abelian of $\operatorname{rank}\binom{n}{2}$.
10. According to 11.4.18 a central extension $C \mapsto E \rightarrow G$ determines a homomorphism $\delta: M(G) \rightarrow C$ called the differential. Prove that $\operatorname{Im} \delta=E^{\prime} \cap C$. Deduce that $\delta$ is surjective if and only if $C \leq E^{\prime}$. (Such an extension is called a stem extension.) [Hint: The given extension is equivalent to one of the form $C \rightarrow$ $(C \times F) / R^{\varphi^{\prime}} \rightarrow G$ where $R \mapsto F \rightarrow G$ is a presentation of $G$ and $\varphi \in \operatorname{Hom}_{F}(R, C)$.]
11. Prove that Schur's theorem (10.1.4) is equivalent to the assertion that $M(G)$ is finite whenever $G$ is finite. (Use Exercise 11.4.10.)
12. A central extension $C \mapsto E \rightarrow G$ is called a stem cover of $G$ if its differential is an isomorphism. Prove that every stem cover of $G$ is isomorphic to a stem cover $M(G) \mapsto E \rightarrow G$ with differential equal to 1. [Hint: Let $\varphi \in \operatorname{Hom}(R /[R, F]$, $C$ ) determine the given stem cover, $R \rightarrow F \rightarrow G$ being a presentation of $G$. If $\delta$ is the differential of a stem cover $C \mapsto E \rightarrow G$, consider $\varphi \delta^{-1} \in \operatorname{Hom}(R /[R, F]$, $M(G))$.]
13. Prove that every stem extension is an image of a stem cover (i.e., there is a morphism ( $\alpha, \beta, 1$ ) from a stem cover with $\alpha$ and $\beta$ surjective).
14. Prove that there is a bijection between the set of isomorphism classes of stem covers of $G$ and $\operatorname{Ext}\left(G_{\mathrm{ab}}, M(G)\right)$. Construct four non-isomorphic stem covers of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. [Use Exercise 11.4.13.]
15. A finite group $G$ has a unique isomorphism class of stem covers if and only if $\left(\left|G_{\text {ab }}\right|,|M(G)|\right)=1$.
*16. (a) Establish the naturality of the 5-term homology sequence (see 11.4.17). [Hint: Start with presentations $R \mapsto F \rightarrow E$ and $\bar{R} \mapsto \bar{F} \rightarrow \bar{E}$ and lift $\gamma: G \rightarrow \bar{G}$ to $\xi: F \rightarrow \bar{F}$.]
(b) Prove also that $(\gamma \bar{\gamma})_{*}=\gamma_{*} \bar{\gamma}_{*}$ where $\gamma: G \rightarrow \bar{G}$ and $\bar{\gamma}: \bar{G} \rightarrow \overline{\bar{G}}$ are homomorphisms. (In the language of category theory this says that $M(-)$ is a functor.) [Hint: Show that $\gamma_{*}$ does not depend on the particular lifting $\xi$.]
17. Let $G$ be the group with generators $x_{1}, x_{2}, \ldots, x_{n}$ and defining relations $\left[x_{1}, x_{2}\right]=\left[x_{2}, x_{3}\right]=\cdots=\left[x_{n-1}, x_{n}\right]=1$. Using Hopf's formula, show that $M(G)$ is free abelian of rank $n-1$.

## CHAPTER 12

## Generalizations of Nilpotent and Soluble Groups

In Chapter 5 we found numerous properties of finite groups which are equivalent nilpotence-see especially 5.2 .4 . For example, normality of all the Sylow subgroups is such a property. When applied to infinite groups, these properties are usually much weaker, giving rise to a series of wide generalizations of nilpotence. For soluble groups the situation is similar. The aim of this chapter is to discuss the main types of generalized nilpotent and soluble groups and their interrelations.

### 12.1. Locally Nilpotent Groups

If $\mathscr{P}$ is a property of groups, a group $G$ is called a locally $\mathscr{P}$-group if each finite subset of $G$ is contained in a $\mathscr{P}$-subgroup of $G$. If the property $\mathscr{P}$ is inherited by subgroups, this is equivalent to the requirement that each finitely generated subgroup have $\mathscr{P}$.

Our first class of generalized nilpotent groups is the class of locally nilpotent groups. It is easy to see that images and subgroups of a locally nilpotent group are locally nilpotent. There are certain properties of nilpotent groups which are of a local character in the sense that they are statements about finite sets of elements; such properties are inherited by locally nilpotent groups. For example, there is the following result.
12.1.1. Let $G$ be a locally nilpotent group. Then the elements of finite order in $G$ form a fully-invariant subgroup $T$ (the torsion-subgroup of $G$ ) such that $G / T$ is torsion-free and $T$ is a direct product of $p$-groups.

This follows immediately from 5.2.7. Note that infinite p-groups are not in general nilpotent (Exercise 5.2.11), or in fact even locally nilpotent by a famous example of Golod [a59].

One rather obvious way of constructing locally nilpotent groups is to take the direct product of a family of nilpotent groups: if the nilpotent classes of the direct factors are unbounded, the resulting group will be a non-nilpotent locally nilpotent group.

## Products of Normal Locally Nilpotent Subgroups

Recall that the product of two normal nilpotent subgroups is nilpotentthis is Fitting's Theorem (5.2.8). The corresponding statement holds for locally nilpotent groups and is of great importance.
12.1.2 (The Hirsch-Plotkin Theorem). Let $H$ and $K$ be normal locally nilpotent subgroups of a group. Then the product $J=H K$ is locally nilpotent.

Proof. Choose a finitely generated subgroup of $J$, say $\left\langle h_{1} k_{1}, \ldots, h_{m} k_{m}\right\rangle$ where $h_{i} \in H$ and $k_{i} \in K$. We must prove that $J$ is nilpotent. To this end we introduce the subgroups $X=\left\langle h_{1}, \ldots, h_{m}\right\rangle$ and $Y=\left\langle k_{1}, \ldots, k_{m}\right\rangle$, and also $Z=\langle X, Y\rangle$. Since $J \leq Z$, it is enough to show that $Z$ is nilpotent.

Let $C$ denote the set of all commutators $\left[h_{i}, k_{j}\right], i, j=1, \ldots, m$; then $C \subseteq H \cap K$ since $H$ and $K$ are normal. Hence $\langle X, C\rangle$ is a finitely generated subgroup of $H$, so in fact $\langle X, C\rangle$ is nilpotent. Since finitely generated nilpotent groups satisfy the maximal condition (5.2.17), the normal closure $C^{X}$ is finitely generated, as well as being nilpotent. Moreover $C^{X} \leq H \cap K$, so that $\left\langle Y, C^{X}\right\rangle \leq K$. Therefore $\left\langle Y, C^{X}\right\rangle$ is nilpotent and finitely generated, whence it satisfies the maximal condition. Now $[X, Y]=C^{X Y}$ by 5.1.7. Thus, using 5.1.6, we have

$$
\left\langle Y, C^{X}\right\rangle=\left\langle Y, C^{X Y}\right\rangle=\langle Y,[X, Y]\rangle=Y^{X}
$$

It follows that $Y^{X}$ is nilpotent, and by symmetry $X^{Y}$ is nilpotent. Finally $Z=\langle X, Y\rangle=X^{Y} Y^{X}$ is nilpotent by Fitting's Theorem.
12.1.3. In any group $G$ there is a unique maximal normal locally nilpotent subgroup (called the Hirsch-Plotkin radical) containing all normal locally nilpotent subgroups of $G$.

Proof. It is easy to see that the union of a chain of locally nilpotent subgroups is locally nilpotent. Thus Zorn's Lemma can be applied to show that each normal locally nilpotent subgroup is contained in a maximal normal locally nilpotent subgroup. If $H$ and $K$ are two maximal normal locally nilpotent subgroups of $G$, then $H K$ is locally nilpotent by 12.1.2. Hence $H=K$.

The reader will observe that the Fitting subgroup is always contained in the Hirsch-Plotkin radical. Of course these subgroups will coincide if the group is finite.

## Ascendant Subgroups

Before proceeding further with the theory of locally nilpotent groups we shall introduce a very useful generalization of a subnormal subgroup called an ascendant subgroup.

By an ascending series in a group $G$ we shall mean a set of subgroups $\left\{H_{\alpha} \mid \alpha<\beta\right\}$ indexed by ordinals less than an ordinal $\beta$ such that:
(a) $H_{\alpha_{1}} \leq H_{\alpha_{2}}$ if $\alpha_{1} \leq \alpha_{2}$;
(b) $H_{0}=1$ and $G=\bigcup_{\alpha<\beta} H_{\alpha}$;
(c) $H_{\alpha} \triangleleft H_{\alpha+1}$;
(d) $H_{\lambda}=\bigcup_{\alpha<\lambda} H_{\alpha}$ if $\lambda$ is a limit ordinal.

Condition (d) is inserted to ensure completeness of the series under unions. It is often convenient to write the ascending series in the form

$$
1=H_{0} \triangleleft H_{1} \triangleleft \cdots H_{\beta}=G .
$$

Of course the $H_{\alpha}$ are the terms of the series, while the $H_{\alpha+1} / H_{\alpha}$ are the factors: the ordinal $\beta$ is the length or ordinal type. Should $\beta$ be finite, the ascending series becomes a familiar object, a series of finite length. Sometimes it is convenient to speak of an ascending series beginning at a subgroup $K$ : in this case $H_{0}=K$ but (a)-(d) are otherwise unchanged.

A subgroup which occurs in some ascending series of a group $G$ is called an ascendant subgroup; this is an evident generalization of a subnormal subgroup. It may be as well to give an example at this point.

Let $G=X \propto A$ be a so-called locally dihedral 2-group; this means that $A$ is of type $2^{\infty}$, while $X=\langle x\rangle$ has order 2 and $a^{x}=a^{-1},(a \in A)$. Let $A_{i}$ be the unique (cyclic) subgroup of $A$ with order $2^{i}$. Then $\left[A_{i+1}, X\right]=A_{i+1}^{2}=A_{i}$ since $[a, x]=a^{-2}$. Consequently $X A_{i} \triangleleft X A_{i+1}$ and there is an ascending series $X \triangleleft X A_{1} \triangleleft X A_{2} \triangleleft \cdots \triangleleft X A=G$; notice that $\bigcup_{i<\omega} X A_{i}=X A$ here. Hence $X$ is ascendant in $G$. On the other hand, $X^{G}=X^{A}=X[A, X]=$ $X A=G$, so $X$ is not subnormal in $G$.

Returning now to locally nilpotent groups, we shall show that the Hirsch -Plotkin radical contains many more than just the normal locally nilpotent subgroups.
12.1.4. If $G$ is any group, the Hirsch-Plotkin radical contains all the ascendant locally nilpotent subgroups.

Proof. Let $H$ be an ascendant locally nilpotent subgroup of $G$. Then there is an ascending series $H=H_{0} \triangleleft H_{1} \triangleleft \cdots H_{\beta}=G$. Define $\bar{H}_{\alpha}$ to be $H^{H_{\alpha}}$;
then one quickly verifies that

$$
H=\bar{H}_{1} \triangleleft \bar{H}_{2} \triangleleft \cdots \bar{H}_{\beta}=H^{G}
$$

is an ascending series. We argue by transfinite induction that $\bar{H}_{\alpha}$ is locally nilpotent. If this is false, there is a first ordinal $\alpha$ such that $\bar{H}_{\alpha}$ is not locally nilpotent. If $\alpha$ were a limit ordinal, $\bar{H}_{\alpha}$ would equal $\bigcup_{\gamma<\alpha} \bar{H}_{\gamma}$ and, $\bar{H}_{\gamma}$ being locally nilpotent for $\gamma<\alpha$, it would follow that $\vec{H}_{\alpha}$ is locally nilpotent. Hence $\alpha$ cannot be a limit ordinal, $\alpha-1$ exists and $\bar{H}_{\alpha-1}$ is locally nilpotent. Now $\left(\bar{H}_{\alpha-1}\right)^{H_{\alpha}}=\left(H^{H_{\alpha-1}}\right)^{H_{\alpha}}=H^{H_{\alpha}}=\bar{H}_{\alpha}$ : moreover for any $x$ in $H_{\alpha}$ we have $\bar{H}_{\alpha-1}^{x} \triangleleft \bar{H}_{\alpha}^{x}=\bar{H}_{\alpha}$. Consequently $\bar{H}_{\alpha}$ is a product of normal locally nilpotent subgroups and is therefore locally nilpotent by 12.1.3. By this contradiction $\bar{H}_{\beta}=H^{G}$ is locally nilpotent, which shows that $H^{G}$, and hence $H$, is contained in the Hirsch-Plotkin radical of $G$.

## Maximal Subgroups and Principal Factors in Locally Nilpotent Groups

We recall two known properties of nilpotent groups: maximal subgroups are normal and principal factors are central (5.2.4 and 5.2.2). Let us show that these hold for locally nilpotent groups.
12.1.5 (Baer, McLain). If $M$ is a maximal subgroup of a locally nilpotent group $G$, then $M$ is normal in G. Equivalently $G^{\prime} \leq$ Frat $G$.

Proof. If $M$ is not normal, then $G^{\prime} \nsubseteq M$ and there is an element $c$ in $G^{\prime} \backslash M$. Then $G=\langle c, M\rangle$ because $M$ is maximal. Now $c \in\left\langle g_{1}, \ldots, g_{n}\right\rangle^{\prime}$ for certain $g_{1}, \ldots, g_{n}$, and these elements all belong to $L=\langle c, F\rangle$ for a suitable finitely generated subgroup $F$ of $M$. Since $c \notin F$, we can use 3.3.14 to find a subgroup $N$ of $L$ which is maximal subject to containing $F$ but not $c$. A subgroup of $L$ which is larger than $N$ would contain $c$ as well as $F$ and hence would have to equal $L$; this amounts to saying that $N$ is a maximal subgroup of the nilpotent group $L$. Hence $N \triangleleft L$ and $L / N$ is abelian. However this leads to $c \in L^{\prime} \leq N$, in contradiction to the choice of $N$.

For finite groups the condition $G^{\prime} \leq$ Frat $G$ is equivalent to nilpotence. However for infinite groups this is a very weak property because an infinite group may not have any maximal subgroups and $G=$ Frat $G$ is a real possibility. For example, let $G$ be the standard wreath product of groups of type $p^{\infty}$ and $q^{\infty}$ : it is an easy exercise (see Exercise 12.1.8) to show that $G=$ Frat $G$, so that certainly $G^{\prime} \leq$ Frat $G$. However $G$ is not locally nilpotent if $p \neq q$. Thus $G^{\prime} \leq$ Frat $G$ does not imply local nilpotence.
12.1.6 (Mal'cev, McLain). A principal factor of a locally nilpotent group $G$ is central.

Proof. Let $N$ be a minimal normal subgroup of $G$. It suffices to prove that $N$ is central in $G$. If $N \neq \zeta G$, there exist $a$ in $N$ and $g$ in $G$ such that $b=[a, g] \neq 1$. Since $b \in N$, we have $N=b^{G}$ by minimality of $N$. Hence $a \in\left\langle b^{g_{1}}, \ldots, b^{g_{n}}\right\rangle$ for certain $g_{i}$ in $G$. Let $H=\left\langle a, g, g_{1}, \ldots, g_{n}\right\rangle$, a nilpotent group, and set $A=a^{H}$. Then $b \in[A, H]$, so that $b^{g_{i}} \in[A, H]$ and consequently $a \in[A, H]$. Hence $A=[A, H]$ and $A=\left[A,{ }_{r} H\right]$ for all $r$. Since $H$ is nilpotent, it follows that $A=1$ and $a=1$. But this means that $b=$ $[a, g]=1$.

## Locally Nilpotent Groups Subject to Finiteness Conditions

Sometimes when a finiteness restriction is placed upon a locally nilpotent group, the group is forced to become nilpotent. An obvious example is: every finitely generated locally nilpotent group is nilpotent. Here is a less trivial result of the same kind.
12.1.7 (McLain). If the locally nilpotent group $G$ satisfies the maximal condition on normal subgroups, then $G$ is a finitely generated nilpotent group.

Proof. Clearly $G / G^{\prime}$ satisfies max- $n$ and hence max since it is an abelian group. Therefore $G=X G^{\prime}$ for some finitely generated subgroup $X$. Then $X$ is nilpotent of class $c$, say. Let "bars" denote quotient groups modulo $\gamma_{c+2} G$. Thus $\bar{G}=\bar{X} \bar{G}^{\prime}$ and $\bar{G}$ is nilpotent. Therefore $\bar{G}^{\prime} \leq$ Frat $\bar{G}$ by 5.2.16 and $\bar{G}=\bar{X}($ Frat $\bar{G})$. But Frat $\bar{G}$ is finitely generated, by 5.2 .17 , and its generators are nongenerators of $\bar{G}$ by 5.2.12. Hence $\bar{G}=\bar{X}$, which means that $\bar{G}$ has nilpotent class at most $c$ and $\gamma_{c+1} G=\gamma_{c+2} G$. Writing $L$ for $\gamma_{c+1} G$, we have $L=[L, G]$. If $L \neq 1$, then by max- $n$ there is a normal subgroup $N$ of $G$ which is maximal subject to $N<L$. But $L / N$ is minimal normal in $G / N$, so it is central by 12.1.6. Thus $[L, G] \leq N<L$, a contradiction. Hence $L=1$ and $G$ is nilpotent.

Notice the corollary: max and max- $n$ are the same property for locally nilpotent groups.

If one imposes min- $n$, the minimal condition on normal subgroups, on a locally nilpotent group, hoping for nilpotence, one is disappointed. For example, let $G=X \ltimes A$ be a locally dihedral 2-group. This group is locally nilpotent and even satisfies min. However $G^{\prime}=A=[A, G]$, so the lower central series terminates at $G^{\prime}$ and $G$ cannot be nilpotent.

Nevertheless a fairly good description of the structure of locally nilpotent groups with $\min -n$ can be given.
12.1.8 (McLain). A locally nilpotent group $G$ satisfies the minimal condition on normal subgroups if and only if it is the direct product of finitely many $\check{C}$ ernikov p-groups for various primes $p$.

Proof. Let $G$ satisfy min-n. According to 5.4 .22 there exists a unique minimal subgroup $F$ with finite index in $G$. Furthermore $F$ satisfies min-n by 3.1.8. Now if $F$ is abelian, it satisfies min and by the structure theorem for abelian groups with $\min (4.2 .11), F$ is divisible-bear in mind that $F$ cannot have a proper subgroup with finite index. In this case $G$ is a Černikov group; also $G$ is the direct product of its $p$-components by 12.1.1. Henceforth assume that $F$ is not abelian.

By 12.1.6 minimal normal subgroups of $F$ are contained in $\zeta F$; thus min$n$ guarantees that $\zeta F \neq 1$. Moreover $\zeta F \neq F$, so that $\zeta F<\zeta_{2} F$ by the same argument. Let $x \in \zeta_{2} F$ and $y \in F$; then $x^{y}=x z$ for some $z$ in $\zeta F$. Now $\zeta F$ has min because $F$ has $\min -n$, and $\zeta_{2} F / \zeta F$ has $\min$ for the same reason. Therefore $x$ and $z$ have finite orders: what is more, $|z|$ divides $|x|$. Regard $x$ as fixed and $y$ as variable. Since $\zeta F$ contains only finitely many elements of each given order, there are only finitely many conjugates of $x$ in $F$. Hence $\left|F: C_{F}(x)\right|$ is finite, $F=C_{F}(x)$ and $x \in \zeta F$. However this contradicts $\zeta F<\zeta_{2} F$.

The converse is left to the reader as an exercise.
It is an immediate corollary that min and min- $n$ are the same property for locally nilpotent groups.

## McLain's Characteristically Simple Groups

We shall describe next some famous examples due to D.H. McLain of locally nilpotent groups that are characteristically simple. These groups are perfect and have trivial center, which should convince the reader that locally nilpotent groups are far removed from the familiar realm of nilpotent groups.

In essence McLain's groups are infinite analogues of unitriangular matrix groups (see 5.1). We begin with $\mathbb{Q}$, the ordered set of rational numbers, and any field $F$, and we form a vector space $V$ with countably infinite dimension over $F$ : let $\left\{v_{\lambda} \mid \lambda \in \mathbb{Q}\right\}$ be a basis for $V$. If $\lambda<\mu$, denote by $e_{\lambda \mu}$ the usual elementary linear transformation of $V$ : thus

$$
v_{\lambda} e_{\lambda \mu}=v_{\mu} \quad \text { and } \quad v_{\nu} e_{\lambda \mu}=0 \quad(v \neq \lambda) .
$$

The standard multiplication rules hold for these $e_{\lambda \mu}$ :

$$
\begin{equation*}
e_{\lambda \mu} e_{\mu \nu}=e_{\lambda \nu} \quad \text { and } \quad e_{\lambda \mu} e_{\nu \xi}=0 \quad(\mu \neq v) . \tag{1}
\end{equation*}
$$

In particular $e_{\lambda \mu}^{2}=0$, from which it follows that $\left(1+a e_{\lambda \mu}\right)^{-1}=1-a e_{\lambda \mu}$ for $a$ in $F$. Using this rule for inverses and also (1) we calculate that
and

$$
\left.\begin{array}{c}
{\left[1+a e_{\lambda \mu}, 1+b e_{\mu \nu}\right]=1+a b e_{\lambda \nu}}  \tag{2}\\
{\left[1+a e_{\lambda \mu}, 1+b e_{\nu \zeta}\right]=1 \quad \text { if } \quad \lambda \neq \zeta \quad \text { and } \quad \mu \neq v .}
\end{array}\right\}
$$

McLain's group is the group of linear transformations of $V$ generated by all $1+a e_{\lambda \mu}$ where $a \in F$ and $\lambda<\mu \in \mathbb{Q}$. Let this be written

$$
M=M(\mathbb{Q}, F)
$$

One sees from the multiplication rules (1) that every element of $M$ can be written uniquely in the form $1+\sum_{\lambda<\mu} a_{\lambda \mu} e_{\lambda \mu}$ where $a_{\lambda \mu} \in F$ and almost all of the $a_{\lambda \mu}$ are zero. Conversely any element $x$ of this form belongs to $M$. To prove this we assume that $x \neq 1$ and choose $\mu_{0} \in \mathbb{Q}$ as large as possible subject to $a_{\lambda_{0} \mu_{0}} \neq 0$ for some $\lambda_{0}$. Write $u=a_{\lambda_{0} \mu_{0}} e_{\lambda_{0} \mu_{0}}$ and $v=x-u-1$. Then of course $x=1+u+v=(1+u)(1+v)$; for $u v=0$ because $a_{\mu_{0} \mu_{1}}=0$ if $\mu_{0}<\mu_{1}$. By induction on the number of nonzero terms in $x$ we have $1+v \in M$, so that $x \in M$ as claimed.

The following theorem lists the essential properties of McLain's group.
12.1.9 (McLain). Let $M=M(\mathbb{Q}, F)$.
(i) $M$ is the product of its normal abelian subgroups, so $M$ is locally nilpotent.
(ii) If $F$ has characteristic $p>0$, then $M$ is a $p$-group: if $F$ has characteristic 0 , then $F$ is torsion-free.
(iii) $M$ is characteristically simple.
(iv) $\zeta M=1$ and $M=M^{\prime}$.

Proof. (i) By the commutator relations (2) each conjugate of $1+a e_{\lambda \mu}$ belongs to the subgroup generated by all $1+b e_{v \zeta}$ where $b \in F$ and $v \leq \lambda<\mu \leq \zeta$; therefore all conjugates of $1+a e_{\lambda \mu}$ commute and thus $\left(1+a e_{\lambda \mu}\right)^{M}$ is an abelian group. Clearly $M$ is the product of all the $\left(1+a e_{\lambda \mu}\right)^{M}$. Thus $M$ equals its Hirsch-Plotkin radical and is locally nilpotent.
(ii) If $x \in M$, there exists a finite set of elements $\lambda_{1}, \ldots, \lambda_{n}$ in $\mathbb{Q}$ such that $\lambda_{1}<\cdots<\lambda_{n}$ and $x$ belongs to the subgroup $H$ generated by all $1+a e_{\lambda_{i} \lambda_{i+1}}$, $i=1, \ldots, n-1, a \in F$. Clearly the mapping $1+a e_{\lambda_{i} \lambda_{i+1}} \mapsto 1+a E_{i i+1}$ establishes an isomorphism between $H$ and the unitriangular group $U(n, F)$; both assertions now follow from the discussion of the unitriangular group in 5.1.
(iii) Suppose that $N$ is characteristic in $M$ and $N \neq 1$. We need to prove that $N=M$. The first step is to show that $N$ contains a generator of $M$. If $1 \neq x \in N$, then $x \in H$ where $H$ is a unitriangular group as in (ii). Also $1 \neq H \cap N \triangleleft H$, so that $\zeta H \cap N \neq 1$ by 5.2.1. Now the center of $U(n, F)$ consists of all $1+a E_{1 n}, a \in F$ (Exercise 5.1.13): consequently some $1+a e_{\lambda_{1} \lambda_{n}}$ with $a \neq 0$ belongs to $N$ as claimed.

Now let $\lambda<\mu$ be a pair of rational numbers. It is a well-known fact that there exists an order-preserving permutation $\alpha$ of $\mathbb{Q}$ such that $\lambda \alpha=\lambda_{1}$ and $\mu \alpha=\lambda_{n}$. Moreover $\alpha$ determines an automorphism of $M$ given by $1+b e_{v \xi} \mapsto 1+b e_{v \alpha \xi \alpha}$. Since $N$ is characteristic in $M$, it follows that $N$ contains $1+a e_{\lambda \mu}$ for all $\lambda<\mu$ in $\mathbb{Q}$. Finally, if $b \in F$, then $N$ also contains

$$
\left[1+a e_{\lambda \mu}, 1+a^{-1} b e_{\mu \nu}\right]=1+b e_{\lambda \nu}
$$

for all $\lambda<v$ in $\mathbb{Q}$. Therefore $N=M$ and $M$ is characteristically simple.
(iv) By (iii) $\zeta M=1$ or $M$ : obviously $M$ is not abelian, so $\zeta M=1$. For a similar reason $M^{\prime}=M$.

## Exercises 12.1

1. A soluble $p$-group is locally nilpotent.
2. A group is called radical if it has an ascending series with locally nilpotent factors. Define the upper Hirsch-Plotkin series of a group $G$ to be the ascending series $1=R_{0} \leq R_{1} \leq \cdots$ in which $R_{\alpha+1} / R_{\alpha}$ is the Hirsch-Plotkin radical of $G / R_{\alpha}$ and $R_{\lambda}=\bigcup_{\alpha<\lambda} R_{\alpha}$ for limit ordinals $\lambda$. Prove that the radical groups are precisely those groups which coincide with a term of their upper Hirsch-Plotkin series.
3. Let $G$ be a radical group and $H$ is Hirsch-Plotkin radical.
(a) If $1 \neq N \triangleleft G$, show that $H \cap N \neq 1$.
(b) Prove that $C_{G}(H)=\zeta H$.
4. Show that a radical group with finite Hirsch-Plotkin radical is finite and soluble.
*5. Write $H$ asc $K$ to mean that $H$ is an ascendant subgroup of a group $K$. Establish the following properties of ascendant subgroups.
(a) $H$ asc $K$ and $K$ asc $G$ imply that $H$ asc $G$.
(b) $H$ asc $K \leq G$ and $L$ asc $M \leq G$ imply that $H \cap L$ asc $K \cap M$.
(c) If $H$ asc $K \leq G$ and $\alpha$ is a homomorphism from $G$, then $H^{\alpha}$ asc $K^{\alpha}$. Deduce that $H N$ asc $K N$ if $N \triangleleft G$.
5. An ascending series that contains all the terms of another ascending series is called a refinement of it. An ascending composition series is an ascending series with no refinements other than itself. Characterize ascending composition series in terms of their factors and prove a version of the Jordan-Hölder Theorem for such series.
6. (Baer). Show that a nilpotent group with min- $n$ is a Černikov group whose center has finite index. Show also that the derived subgroup is finite. (See also 12.2.9).
7. Let $G$ be the standard wreath product of two quasicyclic groups. Prove that $G=$ Frat $G$.
8. Establish the commutator relations (2).
9. Prove that $M(\mathbb{Q}, F)$ has no proper subgroups of finite index and no nontrivial finitely generated normal subgroups. Identify the Frattini subgroup.
10. Need a cartesian product of finite $p$-groups be locally nilpotent?

### 12.2. Some Special Types of Locally Nilpotent Groups

In this section we shall consider some natural generalizations of nilpotence that are stronger than local nilpotence.

## The Normalizer Condition

Recall that a group satisfies the normalizer condition if each proper subgroup is smaller than its normalizer. It was shown (in 5.2.4) that for finite groups the normalizer condition is equivalent to nilpotence. It is not difficult to see that the normalizer condition can be reformulated in terms of ascendance.
12.2.1. A group $G$ satisfies the normalizer condition if and only if every subgroup is ascendant.

Proof. Let $G$ satisfy the normalizer condition. For any subgroup $H$ one may define a chain of subgroups $\left\{H_{\alpha}\right\}$ by the rules

$$
H_{0}=H, \quad H_{\alpha+1}=N_{G}\left(H_{\alpha}\right), \quad \text { and } \quad H_{\lambda}=\bigcup_{\beta<\lambda} H_{\beta}
$$

where $\alpha$ is an ordinal and $\lambda$ a limit ordinal. If $H_{\alpha}<H_{\alpha+1}$ for all $\alpha$, it would follow that $|G|$ is not less than the cardinality of $\alpha$ for all $\alpha$, obviously absurd. Hence $H_{\alpha}=H_{\alpha+1}$ for some $\alpha$, so that $H_{\alpha}=G$ by the normalizer condition. Since the $H_{\alpha}$ 's form an ascending series from $H$, it follows that $H$ is ascendant in $G$.

Conversely assume that every subgroup of $G$ is ascendant and let $H<G$. Then there is an ascending series $H=H_{0} \triangleleft H_{1} \triangleleft H_{2} \triangleleft \cdots H_{\beta}=G$. By omitting redundant terms we may assume that $H \neq H_{1}$. Hence $H_{1} \leq N_{G}(H)$ and $H \neq N_{G}(H)$.

Now that we have a clearer idea of what the normalizer condition entails, let us relate this property to local nilpotence.
12.2.2 (Plotkin). If a group $G$ satisfies the normalizer condition, then it is locally nilpotent.

Proof. Let $g \in G$; then $\langle g\rangle$ is ascendant in $G$ by 12.2.1, while by 12.1.4 the subgroup $\langle g\rangle$ is contained in $H$, the Hirsch-Plotkin radical of $G$. Therefore $H=G$ and $G$ is locally nilpotent.

McLain's group $M(\mathbb{Q}, F)$ is an example of a locally nilpotent group that does not satisfy the normalizer condition (Exercise 12.2.8). A simpler example is $W=H \sim K$ where $|H|=p$ and $K$ is an infinite elementary abelian $p$-group; here $K$ is self-normalizing.

## Hypercentral Groups

An ascending series $1=G_{0} \triangleleft G_{1} \triangleleft \cdots G_{\beta}=G$ in a group $G$ is said to be central if $G_{\alpha} \triangleleft G$ and $G_{\alpha+1} / G_{\alpha}$ lies in the center of $G / G_{\alpha}$ for every $\alpha<\beta$. A group which possesses a central ascending series is called hypercentral.

This natural class of generalized nilpotent groups can also be characterized in terms of the transfinitely extended upper central series, which is defined in the following manner. If $G$ is any group and $\alpha$ an ordinal, the terms $\zeta_{\alpha} G$ of the upper central series of $G$ are defined by the usual rules

$$
\zeta_{0} G=1 \quad \text { and } \quad \zeta_{\alpha+1} G / \zeta_{\alpha} G=\zeta\left(G / \zeta_{\alpha} G\right)
$$

together with the completeness condition

$$
\zeta_{\lambda} G=\bigcup_{\alpha<\lambda} \zeta_{\alpha} G
$$

where $\lambda$ is a limit ordinal. Since the cardinality of $G$ cannot be exceeded, there is an ordinal $\beta$ such that $\zeta_{\beta} G=\zeta_{\beta+1} G=$, etc., a terminal subgroup called the hypercenter of $G$. It is sometimes convenient to call $\zeta_{\alpha} G$ the $\alpha$ center of $G$.
12.2.3. A group is hypercentral if and only if it coincides with its hypercenter.

The easy proof is left to the reader. As examples of hypercentral groups we cite the locally dihedral 2-group and any direct product of nilpotent groups.

How is hypercentrality related to local nilpotence? The answer is given by
12.2.4. A hypercentral group $G$ satisfies the normalizer condition and hence is locally nilpotent.

Proof. Let $\left\{G_{\alpha} \mid \alpha \leq \beta\right\}$ be a central ascending series of $G$ and let $H \leq G$. Since $G_{\alpha+1} / G_{\alpha}$ is central in $G$, we have $H G_{\alpha} \triangleleft H G_{\alpha+1}$ for all $\alpha$. Hence $H G_{0}=H$ is ascendant in $H G_{\beta}=G$. The result now follows from 12.2.1 and 12.2.2.

For many years it was not known if a group with the normalizer condition was automatically hypercentral. This was finally shown to be false by Heineken and Mohamed in 1968-see [a88] and [a83].
12.2.5. A locally nilpotent group with the minimal condition on normal subgroups is hypercentral.

This follows from 12.1.6.

## Baer Groups and Gruenberg Groups

The next two types of generalized nilpotent groups are characterized by the subnormality or ascendance of finitely generated subgroups. The following result is basic.
12.2.6. Let $H$ and $K$ be finitely generated nilpotent subgroups of a group $G$ and write $J=\langle H, K\rangle$.
(i) (Gruenberg). If $H$ and $K$ are ascendant in $G$, then $J$ is ascendant and nilpotent.
(ii) (Baer). If $H$ and $K$ are subnormal in $G$, then $J$ is subnormal and nilpotent.

Proof. (i) By 12.1.4 both $H$ and $K$ lie inside $R$, the Hirsch-Plotkin radical of $G$ : hence $J \leq R$. Since $J$ is plainly finitely generated, we conclude that it is nilpotent.

To prove that $J$ is ascendant in $G$ is harder. Let $H=H_{0} \triangleleft H_{1} \triangleleft \cdots$ $H_{\alpha}=G$ be an ascending series with $\alpha>0$. Keeping in mind that $J$ is a finitely generated nilpotent group, we note that $H^{J}$ is finitely generated. If $\alpha$ is a limit ordinal, it must follow that $H^{J} \leq H_{\beta}$ for some $\beta<\alpha$. Transfinite induction on $\alpha$ yields the ascendance of $H^{J}$ in $H_{\beta}$ and hence in $G$. If, on the other hand, $\alpha$ is not a limit ordinal, then $H \leq H_{\alpha-1} \triangleleft H_{\alpha}=G$ and $H^{J} \leq H_{\alpha-1}$ : again transfinite induction leads to $H^{J}$ being ascendant in $G$. What this argument demonstrates is that $H$ can be replaced by $H^{J}$. In short we can suppose that $H \triangleleft J$ and $J=H K$.

Next we pass to a modified ascending series, defining $\bar{H}_{\alpha}$ to be $H^{H_{\alpha}}$; then $H=\bar{H}_{0}=\bar{H}_{1} \triangleleft \bar{H}_{2} \triangleleft \cdots \bar{H}_{\alpha}=H^{G}$ is an ascending series. But what is really required is another ascending series, with $K$-admissible terms. Such a series can be obtained by writing

$$
H_{\beta}^{*}=\bigcap_{k \in K}\left(\bar{H}_{\beta}\right)^{k}
$$

It is fairly clear that $H=H_{0}^{*}=H_{1}^{*}$ and $H^{G}=H_{\alpha}^{*}$; also $H_{\beta}^{*} \triangleleft H_{\beta+1}^{*}$. However to conclude that the $H_{\beta}^{*}$ 's form an ascending series we must prove completeness,

$$
H_{\lambda}^{*}=\bigcup_{\beta<\lambda} H_{\beta}^{*}
$$

for limit ordinals $\lambda$. One inclusion, $H_{\lambda}^{*} \geq \bigcup_{\beta<\lambda} H_{\beta}^{*}$, is of course obvious. To establish the other inclusion choose $x$ from $H_{\lambda}^{*}$. Clearly $\langle x, K\rangle \leq$ $\left\langle\bar{H}_{\lambda}, K\right\rangle$, which is contained in the Hirsch-Plotkin radical of $G$ (since $H^{G}$ and $K$ are). Now $\langle x, K\rangle$ is finitely generated, so it is nilpotent and $x^{K}$ is finitely generated. But $x^{K} \leq\left(H_{\lambda}^{*}\right)^{K}=H_{\lambda}^{*} \leq \bar{H}_{\lambda}=\bigcup_{\beta<\lambda} \bar{H}_{\beta}$ and the $\bar{H}_{\beta}$ 's form an ascending series. Consequently $x^{K} \leq \bar{H}_{\beta}$ for some $\beta<\lambda$; therefore $x^{K} \leq H_{\beta}^{*}$ and in particular $x \in H_{\beta}^{*}$. This settles the point at issue.

The remainder of the proof is easy. For each $\beta<\alpha$ we have $H_{\beta}^{*} \triangleleft H_{\beta+1}^{*} K$ and $K$ is ascendant in $H_{\beta+1}^{*} K$; hence $H_{\beta}^{*} K$ is ascendant in $H_{\beta+1}^{*} K$ by Exercise 12.1.5. Putting these relations together for all $\beta$, we deduce that $J=H_{0}^{*} K$ is ascendant in $H_{\alpha}^{*} K=H^{G} K$ and hence in $G$ since $H^{G} K$ is ascendant in $G$.
(ii) The same method applies in this case, but it is easier since, of course, we need not consider limit ordinals.

The following statements are immediate corollaries of 12.2.6.
12.2.7. If every cyclic subgroup of a group is ascendant, then every finitely generated subgroup is ascendant and nilpotent.
12.2.8. If every cyclic subgroup of a group is subnormal, then every finitely generated subgroup is subnormal and nilpotent.

Definitions. A group is called a Gruenberg group if every cyclic subgroup is ascendant and a Baer group if every cyclic subgroup is subnormal. Obviously every Baer group is a Gruenberg group, and by 12.2.7 every Gruenberg group is locally nilpotent. Notice also that a group with the normalizer condition is a Gruenberg group in view of 12.2.1.

The structure of Baer groups-and hence of nilpotent groups-with min- $n$ is described by the following result:
12.2.9. If $G$ is a Baer group satisfying the minimal condition on normal subgroups, then $G$ is nilpotent and its center has finite index.

Proof. We know from 12.1 .8 that $G$ is a Černikov group. Let $N$ denote the smallest normal subgroup of finite index in $G$. Of course, $N$ is a divisible abelian group. It suffices to prove that $N$ is contained in the center of $G$. If this is false, we can find an element $g$ such that $[N, g] \neq 1$. Now $\langle g\rangle$ is subnormal in $G$, so there is a series $\langle g\rangle=H_{0} \triangleleft H_{1} \triangleleft \cdots \triangleleft H_{r}=G$. Then $[N, g] \leq H_{r-1},\left[N,{ }_{2} g\right] \leq H_{r-2}$, etc., and finally $\left[N,{ }_{r} g\right] \leq\langle g\rangle$. Hence $\left[N,{ }_{r+1} g\right]=1$. If $r$ is the smallest such integer, then $r \geq 1$. Let $M=\left[N,{ }_{r-1} g\right]$ and put $m=|g|$. Since $[M, g, g]=1$, we can use one of the fundamental commutator identities to show that $[M, g]^{m}=\left[M, g^{m}\right]=1$. But the mapping $a \mapsto\left[a,{ }_{r} g\right]$ is an endomorphism of $N$; therefore $[M, g]=\left[N,{ }_{r} g\right]$ is divisible. Consequently, $[M, g]=1$ in contradiction to the choice of $r$.

Two further classes of locally nilpotent groups will be briefly mentioned. A group $G$ is a Fitting group if $G=$ Fit $G$, that is, if $G$ is a product of normal nilpotent subgroups. For example, McLain's group is a Fitting group. If $x \in G=$ Fit $G$, then $x$ lies in a product of finitely many normal nilpotent subgroups, and hence in a normal nilpotent subgroup by Fitting's theorem. Thus we have an alternative description of Fitting groups.
12.2.10. A group $G$ is a Fitting group if and only if every element is contained in a normal nilpotent subgroup. Every Fitting group is a Baer group.

Lastly, a class of groups about which very little is known, groups in which every subgroup is subnormal. Obviously such groups are Baer groups and by 12.2.2 they satisfy the normalizer condition. We mention in this connection a notable theorem of Roseblade [a174]; if every subgroup of
a group is subnormal in a bounded number of steps, the group is nilpotent. This contrasts with the example of a non-nilpotent group with every subgroup subnormal constructed by Heineken and Mohammed [a88]. Finally Möhres has recently shown that if every subgroup of a group is subnormal, then the group is soluble.

## Diagram of Group Classes



It is known that all these eight classes are distinct-see [b54] for details.

EXERCISES 12.2

1. If $G$ is a hypercentral group and $1 \neq N \triangleleft G$, then $N \cap \zeta G \neq 1$.
2. (Baer). A group is hypercentral if and only if every nontrivial quotient group has nontrivial center.
3. A nontrivial hypercentral group cannot be perfect.
4. If $A$ is a maximal normal abelian subgroup of a hypercentral group $G$, then $A=C_{G}(A)$.
5. (P. Hall). The product of two normal hypercentral subgroups is hypercentral.
6. If $G$ is hypercentral and $G_{\mathrm{ab}}$ is a torsion group, show that $G$ is a torsion group. Does this hold for locally nilpotent groups?
7. Give an example of a hypercentral group that is not a Baer group.
8. Prove that $M(\mathbb{Q}, F)$ does not satisfy the normalizer condition. Deduce that Fitting groups need not satisfy this condition. [Hint: Consider the subgroup generated by all $1+a e_{\lambda \mu}$ where $a \in F$ and either $\lambda<\mu \leq 0$ or $0<\lambda<\mu$.]
9. A countable locally nilpotent group is a Gruenberg group. (This is false for uncountable groups-see [b54].)
10. Prove 12.2.6(ii).
11. What is the effect on the diagram of classes of locally nilpotent groups if the condition max- $n$ or min- $n$ is imposed on the groups?
*12. Every group has a unique maximal normal Gruenberg (Baer) subgroup which contains all ascendant Gruenberg (subnormal Baer) subgroups.
12. Prove that a group $G$ is hypercentral if and only if to each countable sequence of elements $g_{1}, g_{2}, \ldots$ there corresponds an integer $r$ such that $\left[g_{1}, g_{2}, \ldots, g_{r}\right]=1$.
13. (Černikov). A group-theoretical property $\mathscr{P}$ is said to be of countable character if a group has $\mathscr{P}$ whenever all its countable subgroups have $\mathscr{P}$. Prove that nilpotence and hypercentrality are properties of countable character. [Hint: Use Exercise 12.2.13.]
14. (Baer). Prove that the normalizer condition is a property of countable character. [Hint: Assume that every countable subgroup of $G$ satisfies the normalizer condition but $G$ has a proper subgroup $H$ such that $H=N_{G}(H)$. Choose a countable subgroup $X$ satisfying $1<X \cap H<X$. If $x \in X \backslash(X \cap H)$, there is an $x^{*}$ in $H$ such that $\left(x^{*}\right)^{x}$ and $\left(x^{*}\right)^{x^{-1}}$ do not both belong to $H$. Define $X^{*}=\left\langle X, x^{*} \mid x \in X\right\rangle$. Now $X_{1}=X$ and $X_{i+1}=X_{i}^{*}$. Consider the union $U$ of the chain $X_{1} \leq X_{2} \leq \cdots$.]
*16. If $N \triangleleft G$ and $N$ is hypercentral, prove that $N^{\prime} \leq$ Frat $G$. [Hint: Let $M$ be a maximal subgroup of $G$ not containing $N$. Prove that $N \cap M \triangleleft G$ and $N / N \cap M$ is a principal factor of $G$.]

### 12.3. Engel Elements and Engel Groups

In this and the following sections generalized nilpotent groups which are not locally nilpotent will be considered. Among the best known groups of this sort are the so-called Engel groups. This is a subject whose origins lie outside group theory, in the theory of Lie rings.

## Engel Elements

An element $g$ of a group $G$ is called a right Engel element if for each $x$ in $G$ there is a positive integer $n=n(g, x)$ such that $\left[g,{ }_{n} x\right]=1$. Notice that the variable element $x$ appears on the right here. If $n$ can be chosen independently of $x$, then $g$ is a right n-Engel element of $G$, or less precisely a bounded right Engel element. The sets of right and bounded right Engel elements of $G$
are written

$$
R(G) \quad \text { and } \quad \bar{R}(G)
$$

Left Engel elements are defined in a similar fashion. If $g \in G$ and for each $x$ in $G$ there exists an integer $n=n(g, x)$ such that $\left[x,{ }_{n} g\right]=1$, then $g$ is a left Engel element of $G$. Here the variable $x$ is on the left. If $n$ can be chosen independently of $x$, then $g$ is a left $n$-Engel element or bounded left Engel element. Write

$$
L(G) \quad \text { and } \quad \bar{L}(G)
$$

for the sets of left and bounded left Engel elements of $G$.
While it is clear that these four subsets are invariant under automorphisms of $G$, it is unknown if they are always subgroups. What inclusions hold between the four subsets?
12.3.1 (Heineken). In any group $G$ the inverse of a right Engel element is a left Engel element and the inverse of a right $n$-Engel element is a left $(n+1)$ Engel element. Thus

$$
R(G)^{-1} \subseteq L(G) \quad \text { and } \quad \bar{R}(G)^{-1} \subseteq \bar{L}(G)
$$

Proof. Let $x$ and $g$ be elements of $G$. Using the fundamental commutator identities we obtain

$$
\begin{aligned}
{\left[x,{ }_{n+1} g\right] } & =\left[[x, g],{ }_{n} g\right]=\left[\left[g^{-1}, x\right]^{g},{ }_{n} g\right] \\
& =\left[\left[g^{-1}, x\right],{ }_{n} g\right]^{g} \\
& =\left[\left[g g^{-x},{ }_{n} g\right]^{g}\right. \\
& =\left[g^{-x},{ }_{n} g\right]^{g} .
\end{aligned}
$$

Hence $\left[g^{-x},{ }_{n} g\right]=1$ implies that $\left[x,{ }_{n+1} g\right]=1$. Both parts of the result now follow.

It is still an open question whether every right Engel element is a left Engel element.

The two sets of left Engel elements are closely related to the HirschPlotkin radical and the Baer radical respectively, the latter being the unique maximal normal Baer subgroup (which exists in any group-see Exercise 12.2.11). Moreover it turns out that the two sets of right Engel elements have much to do with the hypercenter and the $\omega$-center.

### 12.3.2. Let $G$ be any group. Then:

(i) $L(G)$ contains the Hirsch-Plotkin radical and $\bar{L}(G)$ the Baer radical;
(ii) $R(G)$ contains the hypercenter and $\bar{R}(G)$ contains the $\omega$-center.

Proof. (i) Let $g$ belong to the Hirsch-Plotkin radical $H$ and let $x \in G$. Then $[g, x] \in H$ and thus $K=\langle g,[x, g]\rangle \leq H$. It follows that $K$ is nilpotent and $\left[x,{ }_{n} g\right]=1$ for some $n>0$, so that $g \in L(G)$. Next suppose that $g$ belongs to
the Baer radical; then $\langle g\rangle$ is subnormal in $G$, and there is a series of finite length $\langle g\rangle=G_{0} \triangleleft G_{1} \triangleleft \cdots \triangleleft G_{n}=G$. Clearly $[x, g] \in G_{n-1},\left[x,{ }_{2} g\right] \in G_{n-2}$ for any $x$ in $G$, and so on; finally $\left[x,{ }_{n} g\right] \in G_{0}=\langle g\rangle$. Consequently $\left[x,{ }_{n+1} g\right]=1$ and $g \in \bar{L}(G)$.
(ii) Let $g$ belong to the hypercenter of $G$ and let $x \in G$. Suppose that $\left[g,{ }_{n} x\right] \neq 1$ for all $n$. Now $g \in \zeta_{\alpha} G$ for some first ordinal $\alpha$, which cannot be a limit ordinal; for if it were, $\zeta_{\alpha} G$ would equal $\bigcup_{\beta<\alpha} \zeta_{\beta} G$. Hence $g \in$ $\left(\zeta_{\alpha} G\right) \backslash\left(\zeta_{\alpha-1} G\right)$. It follows that $[g, x] \in \zeta_{\alpha-1} G$, so that by the same argument $[g, x] \in\left(\zeta_{\alpha^{\prime}} G\right) \backslash\left(\zeta_{\alpha^{\prime}-1} G\right)$ where $\alpha^{\prime}<\alpha$. Similarly $\left[g,{ }_{2} x\right] \in\left(\zeta_{\alpha^{\prime \prime}} G\right) \backslash\left(\zeta_{\alpha^{\prime \prime}-1} G\right)$ where $\alpha^{\prime \prime}<\alpha^{\prime}<\alpha$. Since this process cannot terminate, it leads to an infinite descending chain of ordinals $\cdots<\alpha^{\prime \prime}<\alpha^{\prime}<\alpha$; this cannot exist. Hence $g \in R(G)$. Finally, if $g \in \zeta_{n} G$ and $x \in G$, then $\left[g,{ }_{n} x\right]=1$ and $g \in \bar{R}(G)$.

The major goal of Engel theory is to find conditions which will guarantee that $L(G), \bar{L}(G), R(G)$, and $\bar{R}(G)$ are subgroups which coincide with the Hirsch-Plotkin radical, the Baer radical, the hypercenter and the $\omega$-center respectively. That equality does not always hold is shown by a famous example of Golod [a59] (see also [b33]) of a finitely generated infinite p-group $G$ such that $G=L(G)=R(G)$. This group does not equal its Hirsch -Plotkin radical, otherwise it would be finite.

## Engel Groups

For any group $G$ the statements $G=L(G)$ and $G=R(G)$ are clearly equivalent, and a group with this property is called an Engel group. By 12.3.2 (or directly) we see that every locally nilpotent group is an Engel group. Golod's example mentioned above shows that Engel groups need not be locally nilpotent. Thus Engel groups represent a rather wide generalization of nilpotent groups.

By an $n$-Engel group is meant a group $G$ such that $\left[x,{ }_{n} y\right]=1$ for all $x, y \in G$; that is, every element is both left and right $n$-Engel. Thus the class of $n$-Engel groups is the variety determined by the law $\left[x,{ }_{n} y\right]=1$. For example, a nilpotent group of class $n$ is an $n$-Engel group. On the other hand, $n$-Engel groups need not be nilpotent-see Exercise 12.3.1. A group is a bounded Engel group if it is $n$-Engel for some $n$.

## Engel Structure in Soluble Groups

The sets $L(G)$ and $\bar{L}(G)$ are well-behaved if $G$ is a soluble group.
12.3.3. (Gruenberg). Let $G$ be a soluble group.
(i) $L(G)$ coincides with the Hirsch-Plotkin radical and is a Gruenberg group. Thus a soluble Engel group is a Gruenberg group.
(ii) $\bar{L}(G)$ coincides with the Baer radical. Thus a soluble bounded Engel group is a Baer group.

Proof. (i) Let $g \in L(G)$ : by 12.2 .7 it suffices to prove that $\langle g\rangle$ is ascendant in $G$. Let $d$ be the derived length of $G$. If $d \leq 1$, then $G$ is abelian and $\langle g\rangle \triangleleft G$; thus we can assume $d>1$ and write $A=G^{(d-1)}$. Now obviously $g A \in L(G / A)$, so $\langle g, A\rangle$ is ascendant in $G$ by induction on $d$. It remains to prove that $\langle g\rangle$ is ascendant in $\langle g, A\rangle$.

Since $A$ is abelian, the mapping $a \mapsto[a, g]$ is an endomorphism $\xi$ of $A$. If $F \neq 1$ is a finite subset of $A$, there is an integer $n$ such that $\left[x,{ }_{n} g\right]=1$ for all $x$ in $F$; hence $F^{\xi^{n}}=0$, which clearly implies that $C_{A}(g) \neq 1$. Now define subgroups $1=A_{0}, A_{1}, \ldots$ by the rules $A_{\alpha+1} / A_{\alpha}=C_{A / A_{\alpha}}(g)$ and $A_{\lambda}=\bigcup_{\beta<\lambda} A_{\beta}$ where $\alpha$ is an ordinal and $\lambda$ a limit ordinal. Since we can always find a nontrivial element that is centralized by $g$ in a nontrivial quotient of $A$, there is an ordinal $\gamma$ such that $A_{\gamma}=A$. Now $\left\langle g, A_{\alpha}\right\rangle \triangleleft\left\langle g, A_{\alpha+1}\right\rangle$ because $g$ centralizes $A_{\alpha+1} / A_{\alpha}$. It follows that the $\left\langle g, A_{\alpha}\right\rangle$ form an ascending series from $\langle g\rangle$ to $\langle g, A\rangle$ and $\langle g\rangle$ is ascendant in $G$.
(ii) Now suppose that $g$ is a left $n$-Engel element. Keeping the same notation, we have $\langle g, A\rangle$ subnormal in $G$ by induction on $d$. Here $\left[a,{ }_{n} g\right]=1$ for all $a$ in $A$, so $\langle g, A\rangle$ is nilpotent and $\langle g\rangle$ is subnormal in $\langle g, A\rangle$ and hence in $G$. Therefore $g$ is in the Baer radical.

On the other hand, quite simple examples show that $R(G)$ may be larger than the hypercenter even when $G$ is soluble (Exercise 12.3.1).

The following was the first theorem to be proved about Engel groups.

### 12.3.4 (Zorn). A finite Engel group is nilpotent.

Proof. Suppose that this is false and let $G$ be a finite Engel group which has smallest order subject to being nonnilpotent. Then every proper subgroup of $G$ is nilpotent and $G$ is soluble by Schmidt's theorem (9.1.9). By 12.3.3, $G$ equals its Hirsch-Plotkin radical, which means that $G$ is nilpotent since it is finite.

## 2-Engel Groups

Obviously a 0 -Engel group has order 1 and the 1 -Engel groups are exactly the abelian groups. Greater interest attaches to the class of 2-Engel groups; this, it turns out, includes all groups of exponent 3.
12.3.5. A group of exponent 3 is a 2-Engel group.

Proof. Let $G$ be a group of exponent 3 and let $x, y \in G$. Then $\left(x y^{-1}\right)^{2}=$ $\left(x y^{-1}\right)^{-1}=y x^{-1}$. Post-multiplication by $y^{2}$ yields

$$
x y^{-1} x y=y x^{-1} y^{2}=y^{-2} x^{-1} y^{-1}=y^{-1}\left(y^{-1} x^{-1} y^{-1}\right)=y^{-1} x\left(x^{-1} y^{-1}\right)^{2} .
$$

Therefore

$$
x\left(y^{-1} x y\right)=y^{-1} x\left(x^{-1} y^{-1}\right)^{-1}=\left(y^{-1} x y\right) x .
$$

It follows that $x$ commutes with $x^{y}$ and hence with $x^{-y} x=[y, x]$. Thus $[y, x, x]=1$.

We shall now establish the basic result on 2-Engel groups.
12.3.6 (Levi). Let $G$ be a 2-Engel group and let $x, y, z, t$ be elements of $G$. Then:
(i) $x^{G}$ is abelian;
(ii) $[x, y, z]=[z, x, y]$;
(iii) $[x, y, z]^{3}=1$;
(iv) $[x, y, z, t]=1$, so that $G$ is nilpotent of class $\leq 3$.

Proof. (i) We have $\left[x, x^{y}\right]=[x, x[x, y]]=[x,[x, y]]$. Now $x$ commutes with $[y, x]$ and hence with $[x, y]$. Therefore $x$ and $x^{y}$ commute, and it follows by conjugation that any two conjugates of $x$ commute. Hence $x^{G}$ is abelian.
(ii) Let $A=x^{G}$, an abelian group. The mapping $a \mapsto[a, y]$ is an endomorphism of $A$ which will be written $y^{*}$. Since $\left(y^{*}\right)^{2}$ sends $a$ to $[a, y, y]=1$, we have $\left(y^{*}\right)^{2}=0$.

From the elementary commutator formulae for $[x, y z]$ and $\left[x, y^{-1}\right]$ we obtain the results

$$
\begin{equation*}
(y z)^{*}=y^{*}+z^{*}+y^{*} z^{*} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(y^{-1}\right)^{*}=-y^{*} \tag{4}
\end{equation*}
$$

Now $(y z)^{-1}$ commutes with $[a, y z]$, so by (3) and (4) we have

$$
\begin{aligned}
0=(y z)^{*}\left(z^{-1} y^{-1}\right)^{*} & =\left(y^{*}+z^{*}+y^{*} z^{*}\right)\left(-z^{*}-y^{*}+z^{*} y^{*}\right) \\
& =-y^{*} z^{*}-z^{*} y^{*}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
y^{*} z^{*}=-z^{*} y^{*}, \tag{5}
\end{equation*}
$$

which tells us that $[x, y, z]=[x, z, y]^{-1}$. Since $A$ is abelian, $[x, z, y]^{-1}=$ $\left[[x, z]^{-1}, y\right]=[z, x, y]$; hence $[x, y, z]=[z, x, y]$ as required.
(iii) Using (ii) we obtain $\left[x, y^{-1}, z\right]^{y}=\left[x, y^{-1}, z\right]$ and thus $\left[x, y^{-1}, z\right]^{y}=$ $\left[[x, y]^{-1}, z\right]=[x, y, z]^{-1}$. Now apply the Hall-Witt identity (5.1.5) and (ii) to get the result.
(iv) By (5) we have $y^{*}(z t)^{*}+(z t)^{*} y^{*}=0$. Expanding this with the aid of (3) and (5) one obtains

$$
\begin{aligned}
0 & =y^{*} z^{*}+y^{*} t^{*}+y^{*} z^{*} t^{*}+z^{*} y^{*}+t^{*} y^{*}+z^{*} t^{*} y^{*} \\
& =2 y^{*} z^{*} t^{*}
\end{aligned}
$$

Hence $[x, y, z, t]^{2}=1$. But also (iii) implies that $[x, y, z, t]^{3}=1$, so $[x, y, z, t]=1$.

Notice that $G$ is a 2-Engel group if and only if $x^{G}$ is abelian for all $x$ in $G$. While 3-Engel groups are less well-behaved, it is true that $G$ is 3-Engel if and only if $x^{G}$ is nilpotent of class $\leq 2$ for all $x$ in $G$ (Kappe and Kappe [a111]). In general 3-Engel groups are not nilpotent, but they are always locally nilpotent (Heineken [a87]). For a clear and concise account of the theory of 3-Engel groups see Gupta [b30].

## Engel Structure in Groups with the Maximal Condition

According to 12.3 .4 a finite Engel group is nilpotent. Can we weaken the hypothesis of finiteness here? Certainly finitely generated will not doGolod's example tells us that - but is there any hope for the maximal condition? The answer turns out to be affirmative; in fact groups with max have excellent Engel structure.
12.3.7 (Baer). Let $G$ be a group which satisfies the maximal condition. Then $L(G)$ and $\bar{L}(G)$ coincide with the Hirsch-Plotkin radical, which is nilpotent, and $R(G)$ and $\bar{R}(G)$ coincide with the hypercenter, which equals $\zeta_{m} G$ for some finite $m$. In particular, if $G$ is an Engel group, it is nilpotent.

Most of the labor of the proof resides in establishing the following special case.
12.3.8. If $G$ satisfies $\max$ and $a \in L(G)$, then $a^{G}$ is finitely generated and nilpotent.

## Proof. Assume that the statement is false.

(i) Let $\left\{a^{G}\right\}$ denote the set of all conjugates of $a$ in $G$. A subgroup $X$ of $G$ will be called $a$-generated if it is generated by those conjugates of $a$ that it contains, in symbols $X=\left\langle X \cap\left\{a^{G}\right\}\right\rangle$.
(ii) If $X$ and $Y$ are nilpotent a-generated subgroups such that $X<Y$, then $N_{Y}(X)$ contains at least one conjugate of $a$ which does not belong to $X$.

Because $Y$ is nilpotent, $X$ is subnormal in $Y$ and there is a series $X=$ $X_{0} \triangleleft X_{1} \triangleleft \cdots \triangleleft X_{s}=Y$. Since $X \neq Y$ and $Y$ is $a$-generated, $Y \backslash X$ must contain a conjugate of $a$. Hence there is an integer $i$ such that

$$
X \cap\left\{a^{G}\right\}=X_{i} \cap\left\{a^{G}\right\} \varsubsetneqq X_{i+1} \cap\left\{a^{G}\right\}
$$

Suppose that $y \in X_{i+1} \cap\left\{a^{G}\right\}$ and $y \notin X_{i}$. Then $y$ normalizes $X_{i}$, so that $\left(X \cap\left\{a^{G}\right\}\right)^{y}=\left(X_{i} \cap\left\{a^{G}\right\}\right)^{y}=X_{i} \cap\left\{a^{G}\right\}=X \cap\left\{a^{G}\right\}$. Since $X \cap\left\{a^{G}\right\}$ generates $X$, the element $y$ normalizes $X$.
(iii) There exist two distinct maximal a-generated nilpotent subgroups $U$ and $V$.

Consider the set $\mathscr{S}$ of all $a$-generated nilpotent subgroups. By the maximal condition each element of $\mathscr{S}$ is contained in a maximal element. If there
were just one maximal element of $\mathscr{S}$, say $M$, then it would contain $\langle a\rangle$; for $\langle a\rangle \in \mathscr{S}$. But $M \triangleleft G$ since conjugates of $M$ belong to $\mathscr{S}$; thus $a^{G} \leq M$ and $a^{G}$ is nilpotent, a contradiction.
(iv) Consider the subgroup

$$
I=\left\langle U \cap V \cap\left\{a^{G}\right\}\right\rangle .
$$

Here we can suppose that $U$ and $V$ have been chosen so that $I$ is maximal. Now define

$$
W=\left\langle N_{U}(I) \cap\left\{a^{G}\right\}\right\rangle .
$$

From its definition we see that $I$ is $a$-generated and also that $I \neq U$ since $I \leq V$. By (ii) we conclude that $I<W$. For the same reason $N_{V}(I) \cap\left\{a^{G}\right\}$ has an element $v$ that does not belong to $I$ and hence not to $U$.

Suppose that $v \in N_{G}(W)$. Now max shows that $W$ can be finitely generated, say by $a^{g_{1}}, \ldots, a^{g_{m}}$. Keeping in mind that $v$ is conjugate to $a$ and therefore belongs to $L(G)$, we find an $n>0$ such that $\left[a^{g_{i}},{ }_{n} v\right]=1$ for $i=1, \ldots, m$. Let $H=\langle v, W\rangle$; then clearly $W^{\prime} \triangleleft H$ and $H / W^{\prime}$ is nilpotent of class $\leq n$. But $W$ is nilpotent since $U$ is, so we can apply Hall's criterion (5.2.10), concluding that $H$ is nilpotent. Since $W$ is $a$-generated and $v$ is conjugate to $a$, we see that $H$ is $a$-generated. Therefore $H \in \mathscr{S}$ and $H$ is contained in a maximal element $T$ of $\mathscr{S}$. Now $v \in T \backslash U$, which shows that $T \neq U$. Also $W \leq H \leq T$, so $N_{U}(I) \cap\left\{a^{G}\right\} \subseteq U \cap T \cap\left\{a^{G}\right\}$ and $I<W \leq\left\langle U \cap T \cap\left\{a^{G}\right\}\right\rangle$. But this contradicts the maximality of $I$.
(v) It follows from the preceding argument that $v \notin N_{G}(W)$. Since $I<U$, there is an element $u$ in $N_{U}(I) \cap\left\{a^{G}\right\}$ which is not in $I$ : here we use (ii). Now $\left[v,{ }_{n} u\right]=1$ for some $n$ because $u \in L(G)$. Hence there is a least integer $k$ such that $\left[v,{ }_{k} u\right]$ normalizes $W$; moreover $k>0$ since $v \notin N_{G}(W)$. Writing $z=\left[v,{ }_{k-1} u\right]$, we have $[z, u]=\left(u^{z}\right)^{-1} u \in N_{G}(W)$ and $u \in W$, whence $u^{z} \in$ $N_{G}(W)$. Now we may show just as in (iv) that $K=\left\langle u^{z}, W\right\rangle$ belongs to $\mathscr{S}$, and is therefore contained in a maximal element $R$ of $\mathscr{S}$. But, since $W$ is $a$-generated, $\left\langle U \cap R \cap\left\{a^{G}\right\}\right\rangle \geq W>I$, which will contradict the maximality of $I$ unless $R=U$. Therefore $u^{z} \in U$.

By construction $u$ and $v$ belong $N_{G}(I)$, so that $z=\left[v,{ }_{k-1} u\right] \in N_{G}(I)$. Since $u^{z}$ is conjugate to $a$, we obtain $u^{z} \in N_{U}(I) \cap\left\{a^{G}\right\} \subseteq W$, by definition of $W$. Also $u \in W$, so we have $u^{z} \in W^{z}$. It follows that $u^{z} \in U \cap W^{z} \cap\left\{a^{G}\right\}$. Now $I \leq W$ and $I=I^{z} \leq W^{z}$, so that $I<\left\langle U \cap W^{z} \cap\left\{a^{G}\right\}\right\rangle$. Thus $W^{z}$ is contained in a maximal element of $\mathscr{S}$ which must equal $U$; otherwise the maximality of $I$ would again be contradicted. Consequently $W^{z} \leq U$ and $\left(N_{U}(I) \cap\left\{a^{G}\right\}\right)^{2}$ is contained in $N_{G}(I)^{z} \cap U \cap\left\{a^{G}\right\}=N_{U}(I) \cap\left\{a^{G}\right\}$ because $z \in N_{G}(I)$. Hence $W^{z} \leq W$. Since $W^{z} \neq W$, it follows that $W^{z}<W$; conjugating by negative powers of $z$, we obtain $W<W^{z^{-1}}<W^{z^{-2}}<\cdots$, which contradicts max.

Proof of 12.3.7. Here $G$ is a group with max. If $a \in L(G)$, then $a^{G}$ is nilpotent by 12.3.8, so that $a^{G}$ is contained in the Hirsch-Plotkin radical $H$. More-
over $H$ is finitely generated and nilpotent by max. Hence $L(G)=H$ coincides with the Baer radical and hence with $\bar{L}(G)$ by 12.3.2.

The statement about right Engel elements requires a little more attention. Let $a \in R(G)$; then $a^{-1} \in L(G)$ by 12.3.1 and $\left(a^{-1}\right)^{G}=a^{G}=A$ is nilpotent by 12.3.8. Let $x \in G$. Since $A_{\mathrm{ab}}$ is generated by finitely many right Engel elements, $\left[A,{ }_{k} x\right] \leq A^{\prime}$ for some positive integer $k$. Hence $\langle x, A\rangle / A^{\prime}$ is nilpotent, which implies that $\langle x, A\rangle$ is nilpotent. Refine the upper central series of $A$ to a $G$-admissible series whose factors are elementary abelian or free abelian of finite rank. Let $B$ be such a factor; then $x$ acts unipotently on $B$. By 8.1.10 the action of $G$ on $B$ is unitriangular and in consequence $A \leq \zeta_{s} G$ for some s.

It follows that $R(G)=\zeta_{r} G$ for some $r$ in view of max. Finally $\bar{R}(G)=\zeta_{r} G$ by 12.3 .2 .

## Exercises 12.3

1. Let $G$ be the standard wreath product of a group of order $p$ and an infinite elementary abelian $p$-group. Prove that $G$ is a $(p+1)$-Engel group, yet $\zeta G=1$. Deduce that a 3-Engel group need not be nilpotent (see 12.3.6).
2. If $G$ is a locally finite group, show that $L(G)$ equals the Hirsch-Plotkin radical and that $R(G)$ is a subgroup of $L(G)$. [Hint: Use 12.3.4.]
3. Let $G$ be a soluble group with a normal series of finite length whose factors are abelian groups of finite rank with finite torsion-subgroups. Prove that $L(G)=\bar{L}(G)$ and $R(G)=\bar{R}(G)$. Show that these conclusions are not valid for arbitrary soluble groups.
4. A soluble $p$-group of finite exponent is a bounded Engel group.
5. A group $G$ is a 2-Engel group if and only if the identity $[x, y, z]=[y, z, x]$ holds in $G$.
6. Let $x, y$ be group elements satisfying $\left[x,{ }_{n} y\right]=1$. Prove that $\langle x\rangle^{\langle\nu\rangle}$ is finitely generated.
7. (Plotkin). If $G$ is a radical group (see Exercise 12.1.2), prove that $L(G)$ coincides with the Hirsch-Plotkin radical and that $R(G)$ is a subgroup of $L(G)$. [Hint: Let $\left\{G_{\alpha}\right\}$ be the upper Hirsch-Plotkin series. If $X$ is a finite subset of $L(G) \cap G_{2}$, prove that $\langle X\rangle$ is nilpotent, using Exercise 12.3.6.]

### 12.4. Classes of Groups Defined by General Series

There are numerous interesting classes of generalized soluble and nilpotent groups which are defined by means of a series of general order type, a concept which will now be explaind.

Definition. Let $G$ be an $\Omega$-operator group. By a (general) $\Omega$-series of $G$ we shall mean a set $\mathbf{S}$ of subgroups, called the terms of $\mathbf{S}$, which is linearly ordered by inclusion and which satisfies the following conditions:
(i) If $1 \neq x \in G$, there are terms of $\mathbf{S}$ which do not contain $x$ and the union of all such terms is a term $V_{x}$ of $\mathbf{S}$.
(ii) If $1 \neq x \in G$, there are terms of $\mathbf{S}$ which contain $x$ and the intersection of all such terms is a term $\Lambda_{x}$ of $\mathbf{S}$.
(iii) $V_{x} \triangleleft \Lambda_{x}$.
(iv) Each term of $\mathbf{S}$ is of the form $V_{x}$ or $\Lambda_{x}$ for some $x \neq 1$ in $G$.

Thus $x$ belongs to the set $\Lambda_{x} \backslash V_{x}$; the corresponding quotient group $\Lambda_{x} / V_{x}$ is a factor of $\mathscr{X}$. Notice that no term of $\mathbf{S}$ can lie strictly between $V_{x}$ and $\Lambda_{x}$. Hence if $x, y \neq 1$, then either $\Lambda_{x} \leq V_{y}$ or $\Lambda_{y} \leq V_{x}$.

This enables us to linearly order the factors of $\mathbf{S}$ by the rule that $\Lambda_{x} / V_{x}$ precedes $\Lambda_{y} / V_{y}$ if $\Lambda_{x} \leq V_{y}$. The order-type of $\mathbf{S}$ is the order-type of the set of all factors of $\mathbf{S}$. It follows easily from the definition that

$$
V_{x}=\bigcup \Lambda_{y} \quad \text { and } \quad \Lambda_{x}=\bigcap V_{y}
$$

where the union is formed over all factors $\Lambda_{y} / V_{y}$ that precede $\Lambda_{x} / V_{x}$ and the intersection over all factors that succeed $\Lambda_{x} / V_{x}$. These are completeness properties of the series.

If $\mathbf{S}$ has finite order-type, it is clearly just a series of finite length: the smallest $V_{x}$ will equal 1 and the largest $\Lambda_{x}$ will equal $G$. If $\mathbf{S}$ has the ordertype of an ordinal number $\beta$, the series will be an ascending series. On the other hand, suppose that the order-type of $\mathbf{S}$ is the reverse of an ordinal number $\beta$, that is, the set of ordinals $\alpha<\beta$ in descending order. Then $\mathbf{S}$ is a descending series; this can be written in the form

$$
\cdots \triangleleft H_{2} \triangleleft H_{1} \triangleleft H_{0}=G
$$

where $H_{\alpha+1} \triangleleft H_{\alpha}$ and $H_{\lambda}=\bigcap_{\nu<\lambda} H_{\gamma}$ with $\alpha$ an ordinal and $\lambda$ a limit ordinal. Note that $\bigcap_{\alpha<\beta} H_{\alpha}=1$.

## Composition Series

If $\mathbf{S}$ and $\mathbf{S}^{*}$ are $\Omega$-series in $G$ and if every term of $\mathbf{S}$ is a term of $\mathbf{S}^{*}$, then $\mathbf{S}^{*}$ is said to be a refinement of $\mathbf{S}$, in symbols $\mathbf{S} \ll \mathbf{S}^{*}$. If $1 \neq x \in G$, then, with the obvious notation, $V_{x} \leq V_{x}^{*} \leq \Lambda_{x}^{*} \leq \Lambda_{x}$. An $\Omega$-series which has no refinement other than itself is called an $\Omega$-composition series.

When $\Omega$ is empty, we speak of a series and a composition series: when $\Omega$ is the group of inner automorphisms, we speak of a normal series and a principal series.

General composition series have the definite advantage that they exist in any group.
12.4.1. Every $\Omega$-series can be refined to an $\Omega$-composition series.

Proof. Let $\mathrm{S}_{0}$ be a given $\Omega$-series in an $\Omega$-group $G$. Consider the set $\mathscr{X}$ of all refinements of $\mathbf{S}_{0}$. The relation $\ll$ is clearly a partial ordering of $\mathscr{X}$. Let $\mathscr{C}=\left\{\mathbf{S}^{(\gamma)} \mid \gamma \in \Gamma\right\}$ be a chain in $\mathscr{X}$; we shall construct an upper bound for $\mathscr{C}$ in $\mathscr{X}$.

If $1 \neq x \in G$, define $V_{x}=\bigcup_{\gamma} V_{x}^{(\gamma)}$ and $\Lambda_{x}=\bigcap_{\gamma} \Lambda_{x}^{(\gamma)}$ where, of course, $V_{x}^{(\gamma)}$ and $\Lambda_{x}^{(\gamma)}$ are terms of $\mathbf{S}^{(\gamma)}$. Certainly $V_{x} \triangleleft \Lambda_{x}$. In addition $V_{x}^{(\gamma)} \leq V_{x} \leq \Lambda_{x} \leq$ $\Lambda_{x}^{(\gamma)}$ for each $\gamma$ in $\Gamma$. Hence the set $\mathbf{S}=\left\{\Lambda_{x}, V_{x} \mid 1 \neq x \in G\right\}$ is linearly ordered by inclusion. It is clear that $\mathbf{S}$ is a series which is an upper bound for $\mathscr{C}$.

We may now apply Zorn's Lemma to produce a maximal element of $\mathscr{X}$. But this is simply a composition series of $G$.

The reader should observe that no analogue of the Jordan-Hölder Theorem exists for general series. For example, $\mathbb{Z}$ has the two composition series $\cdots 8 \mathbb{Z}<4 \mathbb{Z}<2 \mathbb{Z}<\mathbb{Z}$ and $\cdots 27 \mathbb{Z}<9 \mathbb{Z}<3 \mathbb{Z}<\mathbb{Z}$, but these have nonisomorphic factors.

## Groups with a Central Series

Suppose that the group $G$ has a central series $\mathbf{S}$, that is, each term is normal and each factor $\Lambda_{x} / V_{x}$ is central in $G$. This represents a generalization of nilpotence since $G$ would be nilpotent if $S$ were finite. Groups with this property are sometimes called Z-groups.
12.4.2. If $G$ is a locally nilpotent group, then $G$ has a central series.

Proof. By 12.4.1 there is a principal series in $G$. The factors of this series are principal factors of $G$ and by 12.1.6 they are central in $G$.

Groups with a descending central series are examples of $Z$-groupsthese are sometimes called hypocentral groups and are characterized by the fact that their lower central series reaches the identity subgroup when continued transfinitely (Exercise 12.4.1). Among the most commonly encountered hypocentral groups are the residually nilpotent groups. Even this class is very extensive, containing groups which might be regarded as highly nonnilpotent, for example, free groups by 6.1.10.

## Serial Subgroups

A subgroup which occurs in some series of a group $G$ is called serial. This must be regarded as a very broad generalization of subnormality and ascendance. It is quite possible for a serial subgroup to be self-normalizing or to have the whole group as its normal closure (Exercise 12.4.4).

Here we are interested in groups having all their subgroups serial; naturally these include all nilpotent groups. Groups of this type can be characterized in terms of the Frattini properties of their subgroups.
12.4.3. Every subgroup of a group $G$ is serial if and only if $H^{\prime} \leq$ Frat $H$ for all $H \leq G$.

Proof. Of course, the condition on $H$ is equivalent to the normality of all its maximal subgroups. Suppose that every subgroup of $G$ is serial and let $M$ be maximal in $H$. There is a series in $G$ which includes $M$. Intersect the terms of this series with $H$ to get a series in $H$ which also includes $M$. But $M$ is maximal in $H$, so $M$ and $H$ must be consecutive terms in the second series and $M \triangleleft H$.

Conversely, assume that the subgroups of $G$ have the property stated. Let $L \leq G$ and define $\mathscr{K}$ to be the set of all chains of subgroups that are refinements of $1 \leq L \leq G$ and that satisfy all the conditions in the definition of a series except perhaps the normality condition (iii). As in 12.4 .1 we use Zorn's Lemma to construct a maximal element $\mathbf{S}$ of $\mathscr{K}$. If $X$ and $Y$ are consecutive terms of $\mathbf{S}$, then $X$ must be maximal in $Y$ by maximality of $\mathbf{S}$. Hence $X \triangleleft Y$ and $\mathbf{S}$ is a series. Consequently $L$ is serial in $G$.

In view of this result and 12.1 .5 we have the following interesting property of locally nilpotent groups.

### 12.4.4. Every subgroup of a locally nilpotent group is serial.

On the other hand, it has been shown by Wilson [a223] that local nilpotence is not a consequence of the seriality of all subgroups of a group.

## Generalized Soluble Groups

The concept of a series permits the creation of many classes of generalized soluble groups. We mention briefly some of the most important.

A group which possesses a series with abelian factors is called an SN group; this is an immensely wide generalization of solubility. For example, it is known that there are simple $S N$-groups which are not of prime order ([b54]).

Somewhat narrower is the class of SI-groups, groups which possess a normal series with abelian factors. We shall shortly see that locally soluble groups are $S I$-groups (12.5.2).

An important subclass of $S I$ is the class of groups which have an ascending normal series with abelian factors; these are called hyperabelian groups. Being much closer to soluble groups this is a relatively tractable class.

We conclude with a result which illustrates the power of the minimal condition.
12.4.5 (Černikov). An $S N$-group $G$ satisfies min if and only if it is a soluble Černikov group.

Proof. We need only prove that if $G$ satisfies min, it is a soluble Černikov group. Let $F$ denote the unique minimal subgroup with finite index in $G$ (see 5.4.22). Then $F$ may be assumed to be nontrivial. Now $G$ is an $S N$ group, so it has a series with abelian factors. By min the members of this series are well-ordered by set inclusion: thus $G$ has an ascending series with abelian factors. Because thus conclusion applies equally to $G / F$, this finite group is soluble.

Since $F \neq 1$, there is a smallest term of the ascending series having nontrivial intersection with $F$, say $G_{\alpha}$; here the ordinal $\alpha$ is not a limit ordinal, so $G_{\alpha-1} \cap F=1$ and $G_{\alpha} \cap F \simeq\left(G_{\alpha} \cap F\right) G_{\alpha-1} / G_{\alpha-1}$. Thus $G_{\alpha} \cap F$ is abelian; it is also ascendant in $F$ and contained in the Hirsch-Plotkin radical $H$ of $F$ by 12.1.4. Now $H$ is hypercentral by 12.2 .5 , so $1 \neq \zeta H \triangleleft G$ and $F$ contains a nontrivial normal abelian subgroup $A$ of $G$. The rest of the proof is just like that of 5.4.23 and is left to the reader as an exercise.

## Exercises 12.4

1. Define the transfinitely extended lower central series of a group $G$ by the rules $\gamma_{1} G=G, \gamma_{\alpha+1} G=\left[\gamma_{\alpha} G, G\right]$ and $\gamma_{\lambda} G=\bigcap_{\beta<\lambda} \gamma_{\beta} G$ where $\alpha$ is an ordinal and $\lambda$ a limit ordinal. Prove that $G$ is residually nilpotent if and only if $\gamma_{\omega} G=1$, and $G$ is hypocentral if and only if some $\gamma_{\alpha} G=1$.
2. A subgroup is called descendant if it is a member of some descending series. Find all the descendant subgroups of $D_{\infty}$. Show that descendance is not preserved with respect to taking quotient groups.
3. Prove that $D_{\infty}$ is residually nilpotent.
4. Find a serial subgroup which coincides with its normalizer and whose normal closure is the whole group. [Hint: Consider McLain's group $M(\mathbb{Q}, F)$.]
5. If every subgroup of a group $G$ is serial and $G$ satisfies min, prove that $G$ is locally nilpotent.
6. A group $G$ is said to be residually central if for each nontrivial element $x$ there is a normal subgroup $N$ such that $N \neq x N \in \zeta(G / N)$. Prove that $G$ is residually central if and only if $x \notin[G, x]$ whenever $1 \neq x \in G$. Show also that $Z$-groups are residually central. (The converse is false-see [a155].)
7. (Ayoub, Durbin). Let $G$ be a residually central group.
(a) Show that each minimal normal subgroup is contained in the centre of $G$.
(b) If $H$ is the hypercenter, prove that $G / H$ is residually central.
(c) Prove that a residually central group with $\min -n$ is a hypercentral Černikov group.
8. A group is hyperabelian if and only if each nontrivial quotient group has nontrivial Fitting subgroup.
9. By an $S N^{*}$-group is meant a group which has an ascending series with abelian factors. Show that hyperabelian implies $S N^{*}$ implies radical. Give an example of a finitely generated $S N^{*}$-group that is not hyperabelian. [Hint: Let $M=$ $M\left(\mathbb{Q}_{2}, F_{p}\right)$; this is McLain's group with the ordered set $\mathbb{Q}_{2}$ of all rationals of the form $m 2^{n}, m, n \in \mathbb{Z}$, and $F_{p}=G F(p)$. The assignments $1+e_{\lambda \mu} \mapsto 1+e_{\lambda+1 \mu+1}$ and $1+e_{\lambda \mu} \mapsto 1+e_{2 \lambda 2 \mu}$ determine automorphisms $\alpha$ and $\beta$ of $M$ respectively. Consider the group $G=\langle\alpha, \beta\rangle \ltimes M$.]
10. Prove that a group $G$ is an $S N^{*}$-group if and only if it has an ascending series whose factors are Gruenberg groups.
11. Assume that $G$ is a group with a normal series (of general order type) whose factors are cyclic. Prove that $G^{\prime}$ is a $Z$-group.
*12. Complete the proof of 12.4.5.
12. A nontrivial group which has no proper nontrivial serial subgroups is called absolutely simple. Prove that a series is a composition series precisely when all its factors are absolutely simple.
13. A finitely generated simple group is absolutely simple. (Note: Nonabsolutely simple groups exist [b54].)
14. An $\overline{S N}$-group is a group such that the factors in every composition series are abelian. Prove that a group $G$ is an $\overline{S N}$-group if and only if every image of a serial subgroup of $G$ is an $S N$-group.
15. An $\overline{S I}$-group is a group such that all factors in every principal series are abelian. Prove that a group $G$ is an $\overline{S I}$-group if and only if every quotient group of $G$ is an $S I$-group.

### 12.5. Locally Soluble Groups

A group is locally soluble if every finitely generated subgroup is soluble. Generally speaking, this type of group is much harder to deal with than locally nilpotent groups, essentially because the finitely generated subgroups need not satisfy max. For example, there is no analogue of the HirschPlotkin Theorem - see [b54], §8.1.

Here is one of the few positive results that have been proved about locally soluble groups.
12.5.1 (Mal'cev, McLain). If $G$ is a locally soluble group, every principal factor of $G$ is abelian.

Proof. Obviously it is enough to prove that a minimal normal subgroup $N$ of $G$ is abelian. Suppose that this is false and let $a, b$ be elements of $N$ such that $c=[a, b] \neq 1$. Since $c \in N$, we must have $N=c^{G}$, so that there are elements $g_{1}, \ldots, g_{m}$ of $G$ such that $a, b \in\left\langle c^{g_{1}}, \ldots, c^{g_{m}}\right\rangle$. Set $H=$
$\left\langle a, g_{1}, \ldots, g_{m}, b\right\rangle$, a soluble group, and consider $A=c^{H}$. Since $A$ contains $a$ and $b$, the element $c$ belongs to $A^{\prime}$. Consequently $A^{\prime} \geq c^{H}=A$ and $A^{\prime}=A$. However this means that $A=1$ because $H$ is soluble.
12.5.2. Every locally soluble group $G$ is an SI-group. Thus a simple locally soluble group has prime order.

Proof. By 12.4.1 the group has a principal series and 12.5 .1 shows that the factors are abelian.

On the other hand, infinite simple $S N$-groups were shown to exist by P. Hall (see [b54], §8.4).

We note another simple application of 12.5.1.
12.5.3. A locally soluble group with the minimal condition on normal subgroups is hyperabelian.

In general a locally soluble group with min- $n$ is not a Černikov group. Moreover the classes of locally soluble groups and hyperabelian groups are incomparable. For more on these matters consult [b54].

## Locally Soluble Groups with the Maximal Condition on Normal Subgroups

12.5.4 (McLain). Let $G$ be a locally soluble group with the maximal condition on normal subgroups. Then to each integer $p \geq 0$ there corresponds an integer $m=m(p, G)$ such that $G^{(m)} \leq \gamma_{r_{p}}\left(\cdots \gamma_{r_{2}}\left(\gamma_{r_{1}}(G) \cdots\right)\right.$ for every sequence of $p$ positive integers $r_{1}, r_{2}, \ldots, r_{p}$.

Proof. If we define $m(0, G)=0$, the assertion is vacuously true for $p=0$. Assume that $m=m(p, G)$ has been properly defined. Now $G / G^{(m+1)}$ is finitely generated because it is a soluble group with max-n (see 5.4.21). Hence $G=$ $X G^{(m+1)}$ for a suitable finitely generated subgroup $X$. Then $X$ is soluble, with derived length $d$, let us say. Now choose any sequence of $p+1$ positive integers $r_{1}, \ldots, r_{p+1}$. From $G=X G^{(m+1)}$ it follows via Exercise 5.1.7 that $G=X \gamma_{r_{p+1}}\left(G^{(m)}\right)$. But $X^{(d)}=1$, so

$$
G^{(d)} \leq X^{(d)} \gamma_{r_{p+1}}\left(G^{(m)}\right) \leq \gamma_{r_{p+1}}\left(\gamma_{r_{p}} \cdots \gamma_{r_{1}}(G) \cdots\right)
$$

Finally define $m(p+1, G)$ to be $d$.
Using this lemma an interesting criterion for a locally soluble group with $\max -n$ to be soluble may be established.
12.5.5 (McLain). Let $G$ be a locally soluble group with the maximal condition on normal subgroups. Then $G$ is soluble if and only if finitely generated subgroups of $G$ have bounded nilpotent lengths.

Proof. Only the sufficiency requires any discussion. Assume that every finitely generated subgroup of $G$ has nilpotent length at most $l$. Just as in the proof of 12.5 .4 we have $G=X G^{(m+1)}$ for some finitely generated subgroup $X$. Since $X$ has nilpotent length $\leq l$, there exist integers $r_{1}, \ldots, r_{l}$ such that $\gamma_{r_{l}}\left(\cdots \gamma_{r_{1}}(X) \cdots\right)=1$. Now by 12.5 .4 there is an integer $m=m(l, G)$ such that

$$
G^{(m)} \leq \gamma_{r_{l}}\left(\cdots \gamma_{r_{1}}(G) \cdots\right) \leq \gamma_{r_{l}}\left(\cdots \gamma_{r_{1}}(X) \cdots\right) G^{(m+1)}=G^{(m+1)}
$$

Hence $L=G^{(m)}$ satisfies $L=L^{\prime}$. If $L=1$, then $G$ is soluble. Otherwise by max- $n$ we can choose a normal subgroup $M$ of $G$ which is maximal subject to $M<L$. But then $L / M$ is a principal factor of $G$ and 12.5 .1 shows that $L / M$ is abelian, which conflicts with $L=L^{\prime}$.
12.5.6 (McLain). A locally supersoluble $G$ with the maximal condition on normal subgroups is supersoluble.

Proof. If $X$ is a finitely generated subgroup of $G$, then $X$ is supersoluble and $X^{\prime}$ is nilpotent by 5.4 .10 . Thus $X$ has nilpotent length 2 or less. Now apply 12.5.5 to conclude that $G$ is soluble. By 5.4.21 the group $G$ is finitely generated and hence supersoluble.

Example. There is a locally soluble group with max-n which is not soluble and not finitely generated. For each positive integer $i$ we construct a finite soluble group $G_{i}$ with a unique minimal normal subgroup $N_{i}$. To start the construction let $G_{1}$ be the symmetric group of degree 3 and $N_{1}$ the alternating subgroup. Suppose that $G_{i}$ has been constructed. If $p$ is a prime not dividing $\left|G_{i}\right|$, there exists a faithful irreducible module $N_{i+1}$ for $G_{i}$ over $G F(p)$ (Exercise 8.1.4). Define $G_{i+1}$ to be the semidirect product of $N_{i+1}$ and $G_{i}$. Then $N_{i+1}$ is the unique minimal normal subgroup of $G_{i+1}$ since it is selfcentralizing in $G_{i+1}$.

Define $G$ to be the union of the chain of groups $G_{1}<G_{2}<\cdots$. Then $G$ is a locally soluble group and it is also a torsion group. Certainly $G$ is not finitely generated-otherwise $G=G_{i}$ for some $i$.

Finally we show that $G$ has max- $n$. Let $1 \neq N \triangleleft G$; then $N \cap G_{j} \neq 1$ for some $j$. Now $N \cap G_{i} \triangleleft G_{i}$; thus $N_{i} \leq N$ if $N \cap G_{i} \neq 1$ since $N_{i}$ is the unique minimal normal subgroup of $G_{i}$. Therefore $N$ contains $\left\langle N_{j}, N_{j+1}, \ldots\right\rangle$, which implies that $|G: N|$ is finite. It follows that $G$ cannot contain an infinite ascending chain of normal subgroups. Finally $G$ is not soluble: for if it were, it would be finitely generated.

## Exercises 12.5

1. The class of locally soluble groups is not closed with respect to forming extensions (see Exercise 12.4.9).
2. A locally soluble group need not contain a nontrivial normal abelian subgroup. (Hence locally soluble does not imply hyperabelian.)
3. Let $H$ and $K$ be normal locally polycyclic subgroups of a group. Then the product $J=H K$ is locally polycyclic. Deduce that every group has a unique maximal normal locally polycyclic subgroup and this contains all ascendant locally polycyclic subgroups. [Hint: Imitate the proofs of 12.1.2-12.1.4.]
4. If $G$ is a locally soluble group with max- $n$, some term of the (transfinitely extended) derived series equals 1. (Such groups are called hypoabelian.)
5. (McLain). A principal factor of a locally polycyclic group is elementary abelian. Deduce that a locally polycyclic group with min- $n$ is a torsion group.
6. (McLain). Let $G$ be a locally polycyclic group with min-n. Prove that $G$ is a Cernikov group if and only if there is an upper bound for the rank of a principal factor of a finite subgroup. [Hint: Let $r$ be this upper bound. Suppose that $N$ is a minimal normal subgroup which is an infinite elementary abelian p-group. Choose a linearly independent subset $\left\{a_{1}, a_{2}, \ldots, a_{r+1}\right\}$ of $N$ and put $A=$ $\left\langle a_{1}, \ldots, a_{r+1}\right\rangle$. Find a finite subgroup $H$ containing $A$ such that $L \equiv A^{H}=a^{H}$ for all $1 \neq a \in A$. Choose $M$ maximal in $L$ subject to $M \triangleleft H$ and $a_{1} \notin M$, and show that $M \cap A=1$.]
7. (McLain). A locally supersoluble group with min- $n$ is a Černikov group. (Note: There exist locally soluble groups with min- $n$ which are torsion groups but which are not Černikov groups-see McLain [a140].)

## CHAPTER 13

## Subnormal Subgroups

Although subnormality is a very natural generalization of normality, it received no attention from group theorists until 1939 when Wielandt's fundamental paper [a215] appeared. However there has been much activity in this field in recent years. For a full account of the subject see [b42].

We shall often write

$$
H \operatorname{sn} G
$$

to denote the fact that $H$ is a subnormal subgroup of a group $G$. The most elementary properties of this relation are outlined in Exercise 3.1.8.

### 13.1. Joins and Intersections of Subnormal Subgroups

A useful tool in the study of subnormality is the series of successive normal closures. If $X$ is a nonempty subset of a group $G$, a sequence of subgroups $X^{G, i}, i=0,1,2, \ldots$, is defined by the rules

$$
X^{G, 0}=G \quad \text { and } \quad X^{G, i+1}=X^{X^{G, i}} .
$$

Thus $X$ is contained in every $X^{G, i}$ and

$$
\cdots X^{G, 2} \triangleleft X^{G, 1} \triangleleft X^{G, 0}=G .
$$

Of course, $X^{G, 1}$ is just the normal closure $X^{G}$. It should be clear to the reader how to extend the series transfinitely-see Exercise 13.1.12.

The significance of this series for subnormality is made apparent by the following result.
13.1.1. Let $H$ sn $G$ and suppose that $H=H_{n} \triangleleft H_{n-1} \triangleleft \cdots \triangleleft H_{0}=G$ is a finite series from $H$ to $G$. Then $H^{G, i} \leq H_{i}$ and hence $H=H^{G, n}$.

Proof. The assertion is true for $i=0$. If $H^{G, i} \leq H_{i}$, then $H^{G, i+1}=H^{H^{G, i}} \leq$ $H_{i+1}^{H_{1}}=H_{i+1}$ and the result follows by induction on $i$.

Consequently, a subgroup $H$ is subnormal in $G$ if and only if $H=H^{G, n}$ for some $n \leq 0$. Moreover, if $H$ is subnormal in $G$, it also follows from 13.1.1 that of all series between $H$ and $G$ the series of successive normal closures is shortest.

The length of this shortest series is called the subnormal index or defect of $H$ in $G$. This will be written

$$
s(G: H)
$$

Obviously $s(G: H)$ equals 0 precisely when $H=G$, while $s(G: H)=1$ if and only if $H \triangleleft G$ and $H \neq G$. Another evident fact is this: if $H$ sn $K$ sn $G$, then $H$ sn $G$ and

$$
s(G: H) \leq s(G: K)+s(K: H)
$$

In addition, if $H$ sn $K \leq G$ and $\alpha$ is a homomorphism from $G$, then $H^{\alpha}$ sn $K^{\alpha}$ and

$$
s\left(K^{\alpha}: H^{\alpha}\right) \leq s(K: H)
$$

As regards the distribution of defects of a group there are basically two situations which can arise.
13.1.2. If a group $G$ has a subnormal subgroup with positive defect $i$, it has a subnormal subgroup with defect $i-1$. Hence either there is an integer $s \geq 0$ such that $G$ has subnormal subgroups with defects $0,1, \ldots, s$ but none of defect greater than s, or else all nonnegative integers occur as defects of subnormal subgroups of $G$,

Proof. If $H$ sn $G$ and $s(G: H)=i>0$, then $s\left(G: H^{G, i-1}\right)=i-1$. The lemma now follows.

Some interest attaches to groups which have bounded defects; these include, of course, all finite groups and also all nilpotent groups (see the proof of 5.2.4). Further examples will be encountered in 13.3.

There is a useful formula for $H^{G, i}$.
13.1.3. If $H \leq G$, then $H^{G, i}=H\left[G,{ }_{i} H\right]$ for all $i \geq 0$.

Proof. This is trivial if $i=0$. Assuming the result for $i$ and using 5.1.6, we argue that

$$
H^{G, i+1}=H^{H^{G, i}}=H^{[G, H]}=H\left[G,{ }_{i+1} H\right]
$$

This formula gives another proof of the result: if $G$ is a nilpotent group of class $c$ and $H \leq G$, then $H$ sn $G$ and $s(G: H) \leq c$.

## Intersections of Subnormal Subgroups

It is easy to see that the intersection of any finite set of subnormal subgroups is itself subnormal. More generally there is the following fact.
13.1.4. Let $\left\{H_{\lambda} \mid \lambda \in \Lambda\right\}$ be a set of subnormal subgroups of a group $G$ such that $s\left(G: H_{\lambda}\right) \leq s$ for all $\lambda$. Then the intersection I of the $H_{\lambda}$ 's is subnormal in $G$ and $s(G: I) \leq s$.

Proof. If $x \in I^{G, s}$, then clearly $x \in H_{\lambda}^{G, s}$ for all $\lambda$ in $\Lambda$; therefore $x \in H_{\lambda}$ by 13.1.1, so that $I^{G, s}=I$.

Nevertheless the intersection of an arbitrary collection of subnormal subgroups may well fail to be subnormal.

Example. Consider the infinite dihedral group $G=\left\langle x, a \mid a^{x}=a^{-1}, x^{2}=1\right\rangle$ and set $H_{i}=\left\langle x, a^{2^{i}}\right\rangle$. Then $H_{i+1} \triangleleft H_{i}$ since $\left[a^{2^{i}}, x\right]=a^{-2^{i+1}}$. Consequently $H_{i}$ sn $G$. However $H_{1} \cap H_{2} \cap \cdots=\langle x\rangle$, a subgroup that coincides with its normalizer in $G$. Hence the intersection is not subnormal in $G$.

## Joins of Subnormal Subgroups

An altogether more subtle problem is to determine whether the join of a pair-or more generally of any set-of subnormal subgroups is subnormal. If turns out that two subnormal subgroups may well generate a subgroup that is not subnormal.

The following fact is basic.
13.1.5. Let $H \operatorname{sn} G$ and $K \operatorname{sn} G$, and assume that $K$ normalizes $H$. Then $J=$ $\langle H, K\rangle$ is subnormal in $G$ and $s(G: J) \leq s(G: H) s(G: K)$.

Proof. In the first place, if $H_{i}=H^{G, i}$, then $H_{i}=H\left[G,{ }_{i} H\right]$ by 13.1.13. Therefore $K$ normalizes $H_{i}$.

Next $H_{i+1} \triangleleft H_{i} K$ and $K$ sn $H_{i} K$. Therefore $H_{i+1} K$ sn $H_{i} K$ by the elementary properties of subnormality already mentioned, and indeed $s\left(H_{i} K: H_{i+1} K\right) \leq s(G: K)$. Since $H_{0} K=G$ and $H_{r} K=H K=J$ if $r=$ $s(G: H)$, it follows that $J$ sn $G$ and $s(G: J) \leq s(G: H) s(G: K)$.

This result can be used to reformulate the join problem for a pair of subnormal subgroups.
13.1.6. Let $H$ sn $G, K$ sn $G$ and $J=\langle H, K\rangle$. Then the following statements are equivalent:
(i) $J$ sn $G$;
(ii) $H^{K} \operatorname{sn} G$; and
(iii) $[H, K]$ sn $G$.

Proof. The implications (i) $\rightarrow$ (ii) $\rightarrow$ (iii) are trivial consequences of the relations $[H, K] \triangleleft H^{K} \triangleleft J$. Now suppose that (iii) holds. Since $H^{K}=H[H, K]$ and $H$ normalizes $[H, K]$, we deduce from 13.1.5 that $H^{K}$ sn $G$. Similarly $J=H^{K} K$ and 13.1.5 implies that $J$ sn $G$.

A group is said to have the subnormal joint property (SJP) if the join of every pair-and hence of every finite set-of subnormal subgroups is subnormal. Now the set of all subnormal subgroups of a group is a partially ordered subset of the lattice of all subgroups, and it is closed under finite intersections. Hence a group has the SJP exactly when the set of all its subnormal subgroups is a sublattice of the lattice of subgroups. Some examples of groups with the SJP are given by
13.1.7. Every group with nilpotent derived subgroup has the subnormal join property. In particular this conclusion applies to metabelian groups.

To prove this one observes that, in the notation of 13.1.6, the subgroup $[H, K]$ is subnormal in $G^{\prime}$ because the latter is nilpotent. Hence $[H, K] \operatorname{sn} G$ and 13.1.6 gives the result.

The next result is of quite a different character, asserting that if a group is sufficiently finite it has the SJP, whereas in 13.1.7 the hypothesis is a form of commutativity. Indeed it is the interplay between finiteness and commutativity which makes the SJP such an elusive property.
13.1.8 (Robinson). Let $G$ be a group whose derived subgroup satisfies the maximal condition on subnormal subgroups. Then $G$ has the subnormal join property.

Proof. Let $H$ sn $G, K$ sn $G$, and $J=\langle H, K\rangle$. Put $s=s(G: H)$. If $s=0$, then $H=J=G$ and all is clear; assume therefore that $s>0$.

Let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a given finite subset of $K$ and put

$$
L=\left\langle H, H^{x_{1}}, \ldots, H^{x_{n}}\right\rangle
$$

Since $s\left(H^{G}: H^{x_{i}}\right\rangle=s-1$, repeated use of an induction hypothesis on $s$ gives $L \operatorname{sn} H^{G}$ and hence $L \operatorname{sn} G$. Now the equation $h^{x}=h[h, x]$ implies that $\left\langle H, H^{x}\right\rangle=\langle H,[H, x]\rangle$. Consequently $L=\langle H, M\rangle$ where $M$ is the subgroup generated by $\left[H, x_{1}\right], \ldots,\left[H, x_{n}\right]$. Since $H$ normalizes $\left[H, x_{i}\right]$, it normalizes $M$, from which it follows that $M \triangleleft L$ and thus $M$ sn $G$. That $M \operatorname{sn} G^{\prime}$ is an immediate consequence. On the basis of max-s we can find a subgroup $M$ which is maximal of the above type. But $M$ must equal $[H, K]$ since one can always add another $\left[H, x_{i}\right]$ to $M$. Hence $[H, K]$ sn $G$, which by 13.1.6 implies that $J$ sn $G$.

The following special cases are noteworthy.
13.1.9 (Wielandt). A group satisfying the maximal condition on subnormal subgroups has the subnormal join property.
13.1.10 (Wielandt). In a group $G$ with a (finite) composition series the set of all subnormal subgroups is a complete sublattice of the lattice of subgroups.

Proof of 13.1.10. Let $J=\left\langle H_{\lambda} \mid \lambda \in \Lambda\right\rangle$ where $H_{\lambda} \operatorname{sn} G$. If $\Lambda_{0}$ is a finite subset of $\Lambda$, then $J_{\Lambda_{0}}=\left\langle H_{\lambda} \mid \lambda \in \Lambda_{0}\right\rangle$ sn $G$ by 13.1.9. Since $G$ satisfies max-s, there is a maximal subgroup $J_{\Lambda_{0}}$. But clearly $J_{\Lambda_{0}}$ equals $J$ and $J$ sn $G$. The argument for intersections is similar.

## An Example of a Group Without the Subnormal Join Property

Let $\mathscr{S}$ denote the set of all subsets $X$ of the integers $\mathbb{Z}$ such that $X$ contains all integers less than some integer $l(X)$ and none greater than some $L(X)$ where $l(X) \leq L(X)$. Thus, roughly speaking, $\mathscr{S}$ consists of subsets that contain all large negative integers but no large positive ones. With each $X$ in $\mathscr{S}$ we associate symbols $a_{X}$ and $b_{X}$. Let $A$ and $B$ be elementary abelian 2-groups having as bases the sets $\left\{a_{X} \mid X \in \mathscr{S}\right\}$ and $\left\{b_{X} \mid X \in \mathscr{S}\right\}$ respectively. Now form the direct product

$$
M=A \times B
$$

The next step is to define suitable automorphisms of $M$. Define $a_{X * n}$ to be $a_{X \cup\{n\}}$ if $n \notin X$ and 1 if $n \in X$ : a similar convention applies to the $b$ 's. For each integer $n$, automorphisms $u_{n}$ and $v_{n}$ of $M$ act according to the following rules. Firstly $u_{n}$ acts trivially on $B$ and $v_{n}$ acts trivially on $A$; secondly

$$
\begin{aligned}
& u_{n}: a_{X} \mapsto a_{X} b_{X * n}, \\
& v_{n}: b_{X} \mapsto a_{X^{*} n} b_{X}
\end{aligned}
$$

It is easy to see that these are in fact automorphisms of $M$.
Consider the subgroups of Aut $M$

$$
H=\left\langle u_{n} \mid n \in \mathbb{Z}\right\rangle \quad \text { and } \quad K=\left\langle v_{n} \mid n \in \mathbb{Z}\right\rangle
$$

and put

$$
J=\langle H, K\rangle
$$

Finally form the semidirect product

$$
G=J \ltimes M .
$$

Concerning the group $G$ we shall prove the following.
13.1.11. The subgroups $H$ and $K$ are subnormal in $G$ with defect equal to 3, but $J$ is not subnormal in $G$. Thus $G$ does not have the subnormal join property.

Proof. The following equations are direct consequences of the definitions:

$$
\begin{equation*}
\left[a_{X}, u_{n}\right]=b_{X *_{n}}, \quad\left[b_{X}, u_{n}\right]=1 \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[a_{X}, v_{n}\right]=1, \quad\left[b_{X}, v_{n}\right]=a_{X * n} \tag{2}
\end{equation*}
$$

It is also easy to check from the definitions that $u_{m} u_{n}=u_{n} u_{m}$ and $u_{n}^{2}=1$, relations which show $H$ to be an elementary abelian 2-group; of course $K$ too is of this type.

Now write

$$
z_{m n}=\left[u_{m}, v_{n}\right] .
$$

Using the Hall-Witt identity (5.1.5)

$$
\left[u_{m}, v_{n}^{-1}, a_{X}\right]^{v_{n}}\left[v_{n}, a_{X}^{-1}, u_{m}\right]^{a_{X}}\left[a_{X}, u_{m}^{-1}, v_{n}\right]^{u_{m}}=1
$$

together with (1) and (2), we obtain

$$
\left[a_{X}, z_{m n}\right]=a_{X^{*} m^{*} n}
$$

similarly

$$
\left[b_{X}, z_{m n}\right]=b_{X * m^{*} n}
$$

By the Hall-Witt identity once again

$$
\left[a_{X}, z_{m n}^{-1}, u_{l}\right]^{z_{m n}}\left[z_{m n}, u_{l}^{-1}, a_{X}\right]^{u_{l}}\left[u_{l}, a_{X}^{-1}, z_{m n}\right]^{a_{X}}=1
$$

Evaluating this with the aid of (1) and (2) we deduce that $\left[a_{X},\left[z_{m n}, u_{l}\right]\right]=1$, with a corresponding result for $b_{X}$. Hence $\left[z_{m n}, u_{l}\right]=1$ and likewise $\left[z_{m n}, v_{l}\right]$ $=1$. What these equations show is that $z_{m n}$ belongs to the center of $J$. Thus $\left[J^{\prime}, J\right]=1$ and $J$ is nilpotent of class 2 .

Equations (1) and (2) imply that $[H, A] \leq B$ and $[K, B] \leq A$. If $X \in \mathscr{S}$ and $n$ is the largest integer in $X$, then, on writing $Y=X \backslash\{n\}$, we have $\left[a_{Y}, u_{n}\right]=b_{Y *_{n}}=b_{X}$, which implies that $[H, A]=B$. Similarly $[K, B]=A$.

We are now in a position to calculate the successive normal closures of $H$ and $K$. In the first place $H^{G}=\left(H^{M}\right)^{K}=\left(H^{A}\right)^{K}$; also $H^{A}=\langle H,[H, A]\rangle=$ $\langle H, B\rangle$. Therefore $H^{G}=\left\langle H^{K}, B^{K}\right\rangle=H^{K} M$. Hence we have $H^{G, 2}=\left(H^{H^{K}}\right)^{M}$ $=H^{M}$ since $H \operatorname{sn} J$ and $s(J: H) \leq 2$. Thus $H^{G, 2}=\langle H, B\rangle$. Finally $H^{G, 3}=$ $H$ because $[H, B]=1$. Naturally a similar argument applies to $K$.

However $J^{G}=G$ because $J^{G}$ contains both $H^{A}=\langle H, B\rangle$ and $K^{B}=$ $\langle K, A\rangle$. Consequently $J$ is not subnormal in $G$.

## Joins of Infinitely Many Subnormal Subgroups

If the join of an arbitrary set of subnormal subgroups is always subnormal, the group in question is said to have the generalized subnormal join property. This is a much stronger property than the SJP.

Example. Let $G_{i}=\left\langle x_{i}, a_{i} \mid a_{i}^{2^{i}}=1=x_{i}^{2}, a_{i}^{x_{i}}=a_{i}^{-1}\right\rangle$ be a dihedral group of order $2^{i+1}$; then $H_{i}=\left\langle x_{i}\right\rangle$ is subnormal in $G_{i}$ with defect $t$. Now consider the direct products

$$
G=G_{1} \times G_{2} \times \cdots \quad \text { and } \quad H=H_{1} \times H_{2} \times \cdots
$$

Then obviously $H_{i}$ sn $G$ and the $H_{i}$ generate $H$. If $H$ were subnormal in $G$ and $s(G: H)=r$, it would follow that $s\left(G_{i}: H_{i}\right) \leq r+1$ for all $i$, a contradiction. Thus $G$ does not have the generalized SJP. However $G$ does have the SJP because it is a metabelian group (see 13.1.7).

There is a criterion for a group to have the generalized SJP which provides some insight into the nature of that property.
13.1.12 (Robinson). A group $G$ has the generalized subnormal join property if and only if the union of every chain of subnormal subgroups is subnormal.

Proof. The condition stated is surely necessary. Let us assume therefore that it is satisfied in $G$. The first step is to prove that $G$ has the SJP. To this end let $H$ sn $G, K$ sn $G$ and $J=\langle H, K\rangle$ : we shall proceed by induction on $s=$ $s(G: H)$, which can be assumed positive. The elements of $K$ may be wellordered as $\left\{x_{\alpha} \mid \alpha<\gamma\right\}$ where $\gamma$ is some ordinal. For $\beta \leq \gamma$ define $L_{\beta}=$ $\left\langle H^{x_{\alpha}} \mid \alpha<\beta\right\rangle$. Then the $L_{\beta}$ 's form a chain and $L_{\gamma}=H^{K}$. Now suppose that $J$ is not subnormal in $G$; then $H^{K}$ is not subnormal by 13.1.6 and there is a first ordinal $\beta$ such that $L_{\beta}$ is not subnormal in $G$. This $\beta$ cannot be a limit ordinal because if it were, $L_{\beta}$ would be the union of a chain of subnormal subgroups and our condition would force $L_{\beta}$ to be subnormal. Hence $\beta-1$ exists and $L_{\beta}=\left\langle L_{\beta-1}, H^{x_{\beta-1}}\right\rangle$. However $s\left(H^{G}: H^{x_{\beta-1}}\right)=s-1$ and $L_{\beta-1}$ sn $H^{G}$, so induction on $s$ gives the contradiction $L_{\beta}$ sn $G$.

Now let $\mathscr{S}$ be a possibly infinite set of subnormal subgroups of $G$. We need to prove that the join of all the members of $\mathscr{S}$ is subnormal. Since $G$ has the SJP, it is permissible to assume that $\mathscr{S}$ is closed under the formation of finite joins. The given chain condition and Zorn's Lemma can be used to produce a maximal element $J$ of $\mathscr{S}$. If $H \in \mathscr{S}$, then $\langle H, J\rangle \in \mathscr{S}$, whence $H \leq J$. Consequently $J$ is the join of all the members of $\mathscr{S}$. But $J$ sn $G$, so $G$ has the generalized SJP.

Some classes of groups that have the generalized SJP can be read off from the next result.
13.1.13 (Robinson). Let $N \triangleleft G$ and assume that $N$ has the generalized subnormal join property while $G / N$ satisfies the maximal condition on subnormal subgroups. Then G has the generalized subnormal join property.

Proof. Let $\left\{H_{\alpha} \mid \alpha \in A\right\}$ be any chain of subnormal subgroups of $G$ and let $U$ denote the union of the chain. By 13.1.12 it is enough to prove that $U$ sn $G$. Now max-sn implies that $U N=H_{\alpha} N$ for some $\alpha$ in $A$. Hence $U=$
$U \cap\left(H_{\alpha} N\right)=H_{\alpha}(U \cap N)$. Obviously $U \cap N$ is the union of the chain $\left\{H_{\alpha} \cap N \mid \alpha \in A\right\}$ and $H_{\alpha} \cap N$ sn $N$. Thus by hypothesis $U \cap N \operatorname{sn} N$ and certainly $U \cap N$ sn $G$. Finally $U \cap N \triangleleft U$, so it follows from 13.1.5 that $U$ sn $G$.

For example, finitely generated metabelian groups have the generalized SJP, whereas this is not true of arbitrary metabelian groups, as we saw in the example above. For more classes of groups with the SJP, see [b42].

## Exercises 13.1

1. Find all subnormal subgroups of the groups $S_{n}, D_{n}, D_{\infty}$.
2. Let $H$ sn $G, K \operatorname{sn} G$ and $J=\langle H, K\rangle$. If $s(G: H) \leq 2$, prove that $J$ sn $G$ and $s(G: J) \leq 2 s(G: K)$.
3. Let $H$ sn $G, K$ sn $G$ and $J=\langle H, K\rangle$. If $H K=K H$, prove that $J$ sn $G$. If $s(G: H)$ $=r$ and $s(G: K)=s$, show also that $s(G: J) \leq r s(s+1) \cdots(s+r-1)$. [Hint: Let $H_{i}=H^{J, i}$ and show that $\left.H_{i}=H_{i+1}\left(H_{i} \cap K\right).\right]$
4. There exists a finitely generated soluble group which does not have the SJP. [Hint: In the notation of 13.1.11 let $t \in$ Aut $M$ be defined by $a_{X} \mapsto a_{X+1}, b_{X} \mapsto b_{X+1}$ where $X+1=\{x+1 \mid x \in X\}$. Let $L=\langle J, t\rangle \ltimes M$ and prove that $L$ is finitely generated.]
5. Let $D=\operatorname{Dr}_{\lambda} G_{\lambda}$ where $G_{\lambda} \simeq G$. If $D$ has the generalized SJP, prove that there is an upper bound for subnormal defects in $G$.
6. Let $H \leq G$ and $X \subseteq G$. Show that for any positive integer $i$ the equation $H^{\langle X\rangle}=$ $H^{S_{i}}\left[H,{ }_{i}\langle X\rangle\right]$ holds where $S_{i}=1 \cup X \cup(X X) \cup \cdots \cup(\underbrace{X \cdots X}_{i-1})$. [Hint: Use 5.1.6.]
7. If $H \leq G$ and $K$ is a finitely generated subnormal nilpotent subgroup of $G$, then $H^{K}$ is generated by finitely many conjugates of $H$ in $K$.
8. Let $H$ sn $G, K$ sn $G$ and assume that $H \triangleleft J=\langle H, K\rangle$. If $H$ and $K$ belong to a class of groups $\mathfrak{X}$ which is closed with respect to forming normal subgroups and finite normal products, prove that $J$ belongs to $\mathfrak{X}$. Give some applications.
9. Generalize the previous exercise to the case where $J=H K=K H$.
10. (J.E. Roseblade and S.E. Stonehewer). Let $\mathfrak{X}$ be a class of groups which is closed with respect to forming normal subgroups and finite normal products. Assume that $H$ sn $G, K$ sn $G$ and $J=\langle H, K\rangle$. If $H$ and $K$ are finitely generated $\mathfrak{X}$-groups, prove that $J \in \mathfrak{X}$ and $J$ sn $G$. Apply this with $\mathfrak{X}$ equal to the classes of all groups, nilpotent groups, soluble groups. [Hint: Use Exercise 13.1.6 and induction on $s(G: H)$.]
11. (H. Wielandt). Let $H \operatorname{sn} G, K \operatorname{sn} G$ and $J=\langle H, K\rangle$. Define $\mathscr{S}$ to be the set of all subnormal subgroups $L$ of $G$ such that $H \leq L \leq H^{K}$. Given that $\mathscr{S}$ satisfies the maximal condition, prove that $J$ sn $G$. Deduce that $J$ sn $G$ if $[H, K]$ satisfies max-s.
12. Show how to extend the series of successive normal closures of a subgroup to transfinite ordinals. Use this to give a criterion for a subgroup to be descendant, that is, a term of a descending series.

### 13.2. Permutability and Subnormality

Recall that subgroup $H$ is said to be permutable in a group $G$ if $H K=K H$ whenever $K \leq G$. We shall sometimes write

## $H$ per $G$

to denote this relation.
Of course every normal subgroup is permutable, which might lead one to hope that subnormal subgroups also have this property. However any such hope is soon dispelled. If $G$ is a dihedral group of order 8 , it can be generated by two subgroups $H$ and $K$ each of order 2 . Now $H$ sn $G$ and $K$ sn $G$ since $G$ is nilpotent. However $|H K|=|H| \cdot|K|=4$, so that $G \neq H K$, and $H K \neq K H$ by 1.3.13.

One may adopt the opposite point of view, asking whether permutable subgroups are subnormal. Here there is an encouraging answer for finite groups at least, as we shall soon see.
13.2.1 (Ore). If $H$ is a maximal permutable subgroup of a group $G$, then $H \triangleleft G$.

Proof. Suppose that this is false; then there is a conjugate $K$ of $H$ such that $K \neq H$. Now $H K \leq G$ and clearly $H K$ per $G$. Therefore $G=H K$ and $K=$ $H^{h k}$ for some $h \in H, k \in K$. However this implies that $H=K$.

This has immediate application to permutable subgroups of finite groups.
13.2.2 (Ore). If $H$ is a permutable subgroup of a finite group $G$, then $H$ is subnormal in $G$.

Proof. Refine $1 \leq H \leq G$ to a chain $1=G_{0}<G_{1}<\cdots<G_{n}=G$ such that $G_{i}$ is a maximal proper permutable subgroup of $G_{i+1}$. By 13.2.1 we have $G_{i} \triangleleft G_{i+1}$. Since $H$ appears in the chain, $H$ sn $G$.

While in general a permutable subgroup of an infinite group need not be subnormal (Exercise 13.2.3), such subgroups are invariably ascendant. To prove this it is necessary to establish a technical lemma.
13.2.3. Let $G=H K$ where $H$ per $G$ and $K=\langle k\rangle$ is an infinite cyclic group. Assume that $H \cap K=1$. Then $H \triangleleft G$.

Proof. Let $p$ be any prime. Then $H K^{p} \leq G$ and

$$
\left|G: H K^{p}\right|=\left|H K: H K^{p}\right|=\left|K:\left(H K^{p}\right) \cap K\right|=\left|K: K^{p}\right|=p
$$

Write $X_{p}$ for the core of $H K^{p}$ in $G$. Then 1.6 .9 shows that $\left|G: X_{p}\right|$ divides $p!$. Because $\left|G: H K^{p}\right|=p$, it follows that $H K^{p} / X_{p}$ is a Hall $p^{\prime}$-subgroup of $G / X_{p}$. Since $H X_{p} / X_{p}$ is permutable in the finite group $G / X_{p}$, we can apply 13.2.2, concluding that $H X_{p} / X_{p}$ is subnormal in $G / X_{p}$.

Hence $H X_{p} / X_{p} \leq \mathrm{O}_{p^{\prime}}\left(G / X_{p}\right)$ by 9.1.1. Consequently

$$
H^{G} X_{p} / X_{p} \leq \mathrm{O}_{p^{\prime}}\left(G / X_{p}\right) \leq H K^{p} / X_{p}
$$

and $H^{G} \leq H K^{p}$. Since $X_{p}$ is the core of $H K^{p}$, it follows that $H^{G} \leq X_{p}$ for all $p$. Let $N$ denote the intersection of the $X_{p}$ for all $p$. Now $G / N$ is surely infinite; for it contains subgroups of every prime index. Also $N=N \cap(H K)$ $=H(N \cap K)$; if $N \cap K=1$, then certainly $H=N \triangleleft G$, so suppose that $N \cap K \neq 1$. Then $|K: N \cap K|$ is finite, $K$ being infinite cyclic, and hence $|H K: H(N \cap K)|$ is finite. But the latter index equals $|G: N|$, a contradiction.

### 13.2.4 (Stonehewer). In any group $G$ a permutable subgroup is ascendant.

Proof. Let $H$ per $G$. We shall construct an ascending series $H=H_{0} \triangleleft H_{1} \triangleleft$ $\cdots H_{\rho}=H^{G}$ such that $H_{\alpha}$ per $G$ and $H_{\alpha+1} / H_{\alpha}$ is finite cyclic group for all $\alpha<\rho$. From this it will follow that $H$ is ascendant in $G$.

As a first step we form a partial series of the required type in $H^{G}$, that is to say, an ascending series $H=H_{0} \triangleleft H_{1} \triangleleft \cdots H_{\rho}=U \leq H^{G}$ where $H_{\alpha}$ per $G$ and $H_{\alpha+1} / H_{\alpha}$ is finite cyclic. Suppose that this series cannot be extended, in the sense that there does not exist a permutable subgroup $K$ such that $U \triangleleft K \leq H^{G}$ and $K / U$ is a nontrivial finite cyclic subgroup. If $U=H^{G}$, we are finished, so assume that $U \neq H^{G}$. Then $U^{g} \not \leq U$ for some $g$ in $G$; for otherwise $H^{G} \leq U^{G}=U$. Thus $U \neq U U^{g}$. Since $U$ per $G$, we have $U U^{g} \leq$ $U\langle g\rangle$, and therefore $U U^{g}=\left(U U^{g}\right) \cap(U\langle g\rangle)=U\left\langle g^{n}\right\rangle=L$, say, for some positive integer $n$.

If $|L: U|$ is infinite, so is $|U\langle g\rangle: U|$, which implies that $U \cap\langle g\rangle=1$. But now 13.2 .3 may be applied to give the contradiction $U \triangleleft U\langle g\rangle$ and $U=$ $U^{g}$. Hence $|L: U|$ is finite. Taking $L$ modulo the core of $U$ and applying 13.2.2 to the resulting quotient group, we conclude that $U$ sn $L$. If $U=$ $U^{L, r}<U^{L, r-1}=V$, then $V$ is generated by conjugates of $U$; also $U \triangleleft V \leq$ $L \leq H^{G}$ and obviously $V / U$ is a finite cyclic group. Since $V$ is generated by conjugates of $U$, it is permutable in $G$. However this contradicts the nonextendability of the partial ascending series.

Finally, we consider permutable subgroups of finitely generated groups.
13.2.5 (Stonehewer). A permutable subgroup of a finitely generated group $G$ is subnormal.

Proof. Assume that $H$ per $G$. We consider an infinite cyclic subgroup $K=$ $\langle k\rangle$ such that $H \cap K=1$. We claim that $H \cap K^{g}=1$ for every $g$ in $G$. Suppose that this is false and $H^{g^{-1}} \cap K \neq 1$; then $k^{n} \in H^{g^{-1}} \leq H\langle g\rangle$ for some $n>0$. Now $\left|H\left\langle k^{n}\right\rangle: H\right|$ is infinite since $H \cap K=1$; therefore $|H\langle g\rangle: H|$ is infinite and $H \cap\langle g\rangle=1$. But 13.2.3 shows that $H^{g^{-1}}=H$ which is contrary to assumption.

Let $N$ be the subgroup generated by all infinite cyclic subgroups $K$ such that $H \cap K=1$. The argument of the previous paragraph has established that $N \triangleleft G$. In addition $H \triangleleft H N$ by 13.2.3. Now clearly $H N / N$ per $G / N$, and also each element of $G / N$ has some positive power in $H N / N$, by definition of $N$. Therefore we may pass to the group $G / N$, which amounts to assuming that $N=1$.

It will be sufficient to show that $\left|H^{G}: H\right|$ is finite; for then the core of $H$ will have finite index in $H^{G}$ and we can deduce from 13.2.2 that $H \operatorname{sn} H^{G}$ and thus $H$ sn $G$.

Let $G=\left\langle g_{1}, g_{2}, \ldots, g_{n}\right\rangle$; we shall argue by induction on

$$
\sum_{i=1}^{n}\left|H\left\langle g_{i}\right\rangle: H\right|
$$

Notice that this is finite because of the assumption $N=1$. Suppose that $H^{g_{i}} \leq H$ for all $i$. Some power of $g_{i}$ belongs to $H$, so repeated conjugation by $g_{i}$ yields $H=H^{g_{i}^{r}} \leq H^{g_{i}} \leq H$ for some $r$; hence $H=H^{g_{i}}$ for all $i$ and $H \triangleleft G$. We may therefore assume that $H^{g_{i}} \not \leq H$ for some $i$; thus $H<H H^{g_{i}}$ per $G$. Since

$$
\left|H H^{g_{i}}\left\langle g_{j}\right\rangle: H H^{g_{i}}\right| \leq\left|H\left\langle g_{j}\right\rangle: H\right|
$$

for all $j$, and

$$
\left|H H^{g_{i}}\left\langle g_{i}\right\rangle: H H^{g_{i}}\right|<\left|H H^{g_{i}}\left\langle g_{i}\right\rangle: H\right|=\left|H\left\langle g_{i}\right\rangle: H\right|,
$$

the induction hypothesis leads to the finiteness of $\left|\left(H H^{g_{i}}\right)^{G}: H H^{g_{i}}\right|$. But $\left(H H^{g_{i}}\right)^{G}=H^{G}$ and $\left|H H^{g_{i}}: H\right| \leq\left|H\left\langle g_{i}\right\rangle: H\right|<\infty$, so $\left|H^{G}: H\right|$ is finite as required.

To conclude we mention without proof a further connection between subnormality and permutability discovered by J.E. Roseblade [a175] in 1965. Let $H$ sn $G, K$ sn $G$ and assume that the tensor product $H_{\mathrm{ab}} \otimes K_{\mathrm{ab}}$ is trivial: then $H K=K H$. In particular a perfect subnormal subgroup permutes with every subnormal subgroup.

## Exercises 13.2

1. (a) If $H$ per $G$ and $K$ per $G$, then $H K$ per $G$.
(b) Permutability is not a transitive relation.
(c) If $H$ per $K \leq G$ and $\alpha$ is a homomorphism from $G$, then $H^{\alpha}$ per $K^{\alpha}$.
(d) If $H$ per $K \leq G$ and $L \leq G$, then $H \cap L$ per $K \cap L$.
2. Let $H \leq G, K \leq G$, and $J=\langle H, K\rangle$.
(a) Prove that $J=H K H$ if and only if $H K H=H K H K$.
(b) (J.S. Wilson). If $H$ sn $G, K \operatorname{sn} G$ and $J=H K H$, prove that $J=H K$.
3. (K. Iwasawa). Let $G=T \ltimes A$ where $T=\langle t\rangle$ is infinite cyclic, $A$ is a group of type $p^{\infty}, p>2$, and $a^{t}=a^{1+p},(a \in A)$. Prove that every subgroup of $G$ is permutable but not every subgroup is subnormal. [Hint: It is enough to show that any two cyclic subgroups permute.]
4. Let $G=\langle H, K\rangle$ where $H$ and $K$ are finitely generated permutable nilpotent subgroups. Prove that $G$ is nilpotent.
5. Let $H$ per $G$ and $K \leq G$ where $H \cap K=1$ and $K$ is torsion-free. Prove that $H \triangleleft H K$ and $H \cap K^{g}=1$ for all $g$ in $G$.
6. A permutable subgroup is normalized by every element of prime order.
7. Let $H$ per $G$ where $G$ can be generated by elements of order at most $m$. Prove that $H$ sn $G$ and $s(G: H)$ does not exceed the number of prime divisors of $m$ (including multiplicities).
8. A subgroup $H$ of a group $G$ is called subpermutable if there is a finite chain of subgroups $H=H_{0} \leq H_{1} \leq \cdots \leq H_{n}=G$ with $H_{i}$ per $H_{i+1}$. Prove that a finite subpermutable subgroup is always subnormal and conclude that for finite subgroups subpermutability and subnormality are identical properties. [Hint: Argue by induction on $|H|+n$ where $H$ is finite and subpermutable and $n$ is the length of the chain from $H$ to $G$. Introduce the subgroup $K$ generated by all elements of prime order.]
9. Show that a finite ascendant subgroup need not be subpermutable.
10. (Itô). Let $G=A B$ where $A$ and $B$ are abelian subgroups of the group $G$. Prove that $G$ is metabelian. [Hint: Let $a, a_{1} \in A$ and $b, b_{1} \in B$. Write $b^{a_{1}}=a_{2} b_{2}$ and $a^{b_{1}}=b_{3} a_{3}$ where $a_{i} \in A, b_{i} \in B$. Now show that $\left.[a, b]^{a_{1} b_{1}}=[a, b]^{b_{1} a_{1}}.\right]$

### 13.3. The Minimal Condition on Subnormal Subgroups

Most of the finiteness restrictions that pertain to the normal or subnormal subgroups of a group are hard to work with in that it is difficult to relate them to structural properties of the group. The one real exception is min-s, the minimal condition on subnormal subgroups, as this section will show.

## Simple Subnormal Subgroups

In discussing groups with min-s one must expect to be faced with minimal subnormal subgroups, i.e., simple subnormal subgroups. Such subgroups are, of course, either of prime order or nonabelian; it is those of the latter type that concern us at present. The next result is basic.
13.3.1 (Wielandt). Let $H$ sn $G, K$ sn $G$ and assume that $H \cap K=1$. If $H$ is $a$ nonabelian simple group, then $[H, K]=1$.

Proof. Let $J=\langle H, K\rangle$ and $s=s(J: H)$. If $s \leq 1$, then $H \triangleleft J$ and $[H, K] \triangleleft H$. If $[H, K] \neq 1$, then $H=[H, K]$, so that $H \leq K^{J}$ and $K^{J}=J$; therefore $K=J$ by subnormality of $K$, which leads to the contradiction $H=H \cap K$ $=1$. Consequently $[H, K]=1$.

Assume therefore that $s>1$, so that $H \neq H^{k}$ for some $k$ in $K$. Since $H \cap H^{k}$ sn $H$, we must have $H \cap H^{k}=1$ by simplicity of $H$. Now $s\left(H^{k}: H\right)=$ $s-1$, so induction on $s$ yields $\left[H, H^{k}\right]=1$. For any $h_{1}, h_{2}$ in $H$ we have, therefore,

$$
1=\left[h_{1}, h_{2}^{k}\right]=\left[h_{1}, h_{2}\left[h_{2}, k\right]\right]=\left[h_{1},\left[h_{2}, k\right]\right]\left[h_{1}, h_{2}\right]^{\left[h_{2}, k\right]},
$$

which implies that $\left[h_{1}, h_{2}\right] \in[H, K]$ and $H^{\prime} \leq[H, K]$. But $H=H^{\prime}$ since $H$ is not abelian, so $H \leq[H, K]$; just as before this leads to $K^{J}=J$ and $H=1$.
13.3.2. A nonabelian simple subnormal subgroup normalizes every subnormal subgroup.

Proof. Let $H$ sn $G$ and $K$ sn $G$ where $H$ is simple and nonabelian. Since $H \cap K$ sn $H$, either $H \cap K=1$, and therefore [ $H, K$ ] = 1 by 13.3.1, or $H \leq$ $K$. The result is now clear.
13.3.3. The join of a set of nonabelian simple subnormal subgroups is the direct product of certain of its members and hence is a completely reducible group without center.

This follows directly from 3.3.11 and 13.3.2.
13.3.4. If $H$ sn $G$ and $H$ is a nonabelian simple group, then $H^{G}$ is a minimal normal subgroup of $G$ and $H$ is a direct factor of $H^{G}$. Thus $s(G: H) \leq 2$.

Proof. By 13.3.3 the group $H^{G}$ is a direct product of conjugates of $H$, including $H$ we may suppose. If $1 \neq N \triangleleft G$ and $N \leq H^{G}$, then $N$ must contain a conjugate of $H$ by 3.3.12. It follows that $H^{G} \leq N$ and $N=H^{G}$.

## The Subnormal Socle

If $G$ is any group, the subgroup generated by all the minimal (i.e., simple) subnormal subgroups is called the subnormal socle of $G$. Should $G$ prove to have no minimal subnormal subgroups, we define the subnormal socle to be 1 .
13.3.5. If $G$ is a group and $S$ is its subnormal socle, then $S=S_{0} \times S_{1}$ where $S_{0}$ is the centerless completely reducible radical of $G$ and $S_{1}$ is a Baer torsion group.

Proof. Let $S_{0}$ and $S_{1}$ be the joins of all the minimal subnormal subgroups of $G$ that are nonabelian and abelian respectively. In the first place $S_{1}$ is a Baer group by Exercise 12.2.11. In addition it is generated by elements of finite order, so 12.1 .1 shows it to be a torsion group. By 13.3 .3 the subgroup $S_{0}$ is completely reducible and it has trivial center. On the other hand, any normal completely reducible subgroup with trivial centre is certainly contained in $S_{0}$.

Obviously $S=S_{0} S_{1}$ and $S_{0} \triangleleft G, S_{1} \triangleleft G$. Furthermore 3.3.12 shows that $S_{0} \cap S_{1}$ is a direct product of nonabelian simple groups; on the other hand, it is also a Baer group. Since simple Baer groups have prime order, $S_{0} \cap S_{1}=1$ and $S=S_{0} \times S_{1}$.

One can tell from the structure of the subnormal socle whether a group has a finite number of minimal subnormal subgroups.
13.3.6. Let $G$ be a group with subnormal socle $S$. Then the following statements are equivalent.
(i) $G$ has only finitely many minimal subnormal subgroups.
(ii) $S$ is the direct product of a finite nilpotent group and finitely many nonabelian simple groups.
(iii) $S$ satisfies the minimal condition on subnormal subgroups.

Proof. (i) $\rightarrow$ (ii) Write $S=S_{0} \times S_{1}$ using the notation of 13.3.5. Certainly $S_{0}$ is the direct product of a finite number of nonabelian simple subnormal subgroups of $G$. As for $S_{1}$, it is surely finitely generated; since it is also a Baer group, it is nilpotent (12.2.8). Finally $S_{1}$ is a torsion group, so it is actually finite (5.2.18).
(ii) $\rightarrow$ (iii) This follows from 3.1.7.
(iii) $\rightarrow$ (i) By 12.2.9 the group $S_{1}$ is nilpotent. Also $\left(S_{1}\right)_{\mathrm{ab}}$ is generated by elements of prime order and satisfies min. By the structure of abelian groups with $\min (4.2 .11)$, or by direct observation, $\left(S_{1}\right)_{\mathrm{ab}}$ is finite. Theorem 5.2.6 now implies that $S_{1}$ is finite. Hence there are only finitely many abelian minimal subnormal subgroups. On the other hand, a nonabelian minimal subnormal subgroup is a direct factor of $S_{0}$ and of these there are only finitely many.

## The Wielandt Subgroup

The Wielandt subgroup of a group $G$,

$$
\omega(G)
$$

is defined to be the intersection of all normalizers of subnormal subgroups of $G$. Thus $G=\omega(G)$ if and only if every subnormal subgroup of $G$ is normal. For example, according to 13.3.2 all nonabelian minimal subnormal subgroups are contained in $\omega(G)$. In general $\omega(G)$ may well be trivial-see Exercise 13.3.2-but, as the next result will show, this cannot happen in a nontrivial group satisfying min-s.
13.3.7 (Wielandt). Let $N$ be a minimal normal subgroup of a group $G$ and suppose that $N$ satisfies the minimal condition on normal subgroups. Then $N \leq \omega(G)$.

Proof. By min- $n$ there is a minimal normal subgroup $N_{1}$ of $N$ and $N=N_{1}^{G}$. Applying 3.3.11 we can express $N$ as a direct product of finitely many conjugates of $N_{1}$, including $N_{1}$ itself. Consequently each normal subgroup of $N_{1}$ is actually normal in $N$, a fact which shows $N_{1}$ to be simple. By 3.1.7 the group $N$ satisfies min-s.

Now let $H$ sn $G$ and write $s=s(G: H)$. We shall prove that $N$ normalizes $H$ by induction on $s$, which can, of course, be assumed greater than 1. Since $N$ is minimal normal in $G$, either $H^{G} \cap N=1$ or $N \leq H^{G}$. The first possibility leads to $\left[N, H^{G}\right]=1$ and hence to $N \leq N_{G}(H)$. Assume therefore that $N \leq H^{G}$. Now there is a minimal normal subgroup $M$ of $H^{G}$ contained in $N$; notice that $M$ itself satisfies min- $n$ because $N$ satisfies min-s. Moreover $s\left(H^{G}: H\right)=s-1$, so the induction hypothesis tells us that $M$ and all its conjugates normalize $H$. Hence $N=M^{G}$ normalizes $H$.

In groups with min-s the Wielandt subgroup is larger than one might expect in the following sense.
13.3.8 (Robinson, Roseblade). If a group $G$ satisfies min-s, then $\omega(G)$ has finite index in $G$.

Proof. Let $R$ denote the finite residual of $G$ and let $H \mathrm{sn} G$. To prove that $H^{R}=H$ will be conclusive. Accordingly assume that this is false and let the subnormal subgroup $H$ be chosen minimal subject to $H^{R} \neq H$. Denote by $P$ the join of all the proper subnormal subgroups of $H$; then $P^{R}=P$ by minimality of $H$. Moreover $P \triangleleft H$ and clearly $H / P$ must be simple. Since $P \triangleleft H R$ and $H R$ sn $G$, the group $H R / P$ inherits the property min-s from $G$. We may therefore invoke 13.3 .6 to conclude that $H R / P$ possesses only finitely many minimal subnormal subg:oups. If $x \in R$, then $P \leq H^{x}$ and $H^{x} / P$ is a simple, and therefore minimal, subnormal subgroup of $H R / P$. Consequently the number of conjugates of $H$ in $R$ is finite, or, equivalently, $\left|R: N_{R}(H)\right|$ is finite. However $R$ has no proper subgroups of finite index, so $R=N_{R}(H)$ and $H=H^{R}$, a contradiction.

This has an easy but interesting corollary.
13.3.9. If the group $G$ satisfies the minimal condition on subnormal subgroups, there is an upper bound for the defects of subnormal subgroups of $G$.

Proof. Write $W=\omega(G)$ and let $H$ sn $G$. Then certainly $H \triangleleft H W$, while $G / W$ is finite by 13.3.8. Now $H W / W$ is subnormal in the finite group $G / W$, so certainly $s(G: H W) \leq|G: W|=m$. Hence $s(G: H) \leq m+1$.

## Characterizing Groups with the Minimal Condition on Subnormal Subgroups

13.3.10 (Robinson). The following statements about a group $G$ are equivalent.
(i) G satisfies the minimal condition on subnormal subgroups.
(ii) If $H$ is a proper subnormal subgroup of $G$, there is at least one but only finitely many subnormal subgroups $K$ which are minimal subject to $H<K$.
(iii) Each nontrivial image of $G$ has a nontrivial subnormal socle satisfying the minimal condition on subnormal subgroups.

Proof. (i) $\rightarrow$ (ii). Suppose $G$ satisfies min-s but possesses infinitely many subnormal subgroups $K_{1}, K_{2}, \ldots$ each of which is minimal subject to properly containing $H$. Now clearly $H$ sn $K_{i}$ and minimality shows that $H \triangleleft K_{i}$ and $K_{i} / H$ is simple. Thus if $J=\left\langle K_{1}, K_{2}, \ldots\right\rangle$, then $H \triangleleft J$ and each $K_{i} / H$ is a minimal subnormal subgroup of $J / H$. Let $R$ denote the finite residual of $G$. Then $G / R$ is finite and $R \leq \omega(G)$ by 13.3.8. Consequently $R$ normalizes each $K_{i}$ and hence $J$ : thus $J \triangleleft J R$. Next $J R / R$ is generated by subnormal subgroups $K_{i} R / R$ of the finite group $G / R$. Hence $J R / R$ sn $G / R$ by 13.1.9, and $J R$ sn $G$. It follows that $J$ sn $G$, from which we conclude that $J / H$ satisfies min-s. However, according to 13.3 .6 the group $J / H$ cannot have infinitely many minimal subnormal subgroups, so we have a contradiction.
(ii) $\rightarrow$ (iii). Suppose that $G \neq 1$ satisfies (ii). Then taking $H$ to be 1 and applying 13.3.6, we conclude that the subnormal socle of $G$ is nontrivial and satisfies min-s. Since the property (ii) is inherited by images of $G$, we deduce that (iii) is valid in $G$.
(iii) $\rightarrow$ (i). This is the main thrust of the theorem. It will be dealt with in four steps.
(a) We begin by forming the series of successive subnormal socles $\left\{S_{\alpha} \mid \alpha \leq \beta\right\}$. This is the ascending series defined by the rules $S_{0}=1$ and $S_{\alpha+1} / S_{\alpha}=$ the subnormal socle of $G / S_{\alpha}$, together with the usual completeness condition $S_{\lambda}=\bigcup_{\alpha<\lambda} S_{\alpha}$ if $\lambda$ is a limit ordinal. Notice that (iii) guarantees that $S_{\alpha}<S_{\alpha+1}$ whenever $S_{\alpha} \neq G$. Thus $G=S_{\beta}$ and the series reaches $G$.
(b) If $1 \neq N \triangleleft G$, then $N \cap S_{1} \neq 1$. Certainly there is a first ordinal $\alpha$ such that $N \cap S_{\alpha} \neq 1$, and $\alpha$ cannot be a limit ordinal by the completeness condition. Hence $N \cap S_{\alpha-1}=1$ and $N \cap S_{\alpha} \simeq\left(N \cap S_{\alpha}\right) S_{\alpha-1} / S_{\alpha-1}$. Now
( $N \cap S_{\alpha}$ ) $S_{\alpha-1} / S_{\alpha-1}$ is normal in $S_{\alpha} / S_{\alpha-1}$ and must satisfy min-s since the latter does by hypothesis. Hence $N \cap S_{\alpha}$ satisfies min-s and contains a minimal subnormal subgroup of $G$. It follows that $N \cap S_{1} \neq 1$.
(c) $G$ satisfies min- $n$. Suppose that $N_{1}>N_{2}>\cdots$ is an infinite descending chain of normal subgroups of $G$, and let $I=N_{1} \cap N_{2} \cap \cdots$. Then $G / I$ inherits property (iii) from $G$, so we may pass to $G / I$; in short assume that $I=1$. Now $N_{1} \cap S_{1} \geq N_{2} \cap S_{1} \geq \cdots$ and of course $N_{i} \cap S_{1} \triangleleft S_{1}$. However $S_{1}$ satisfies min-s, so there is an integer $i$ such that $N_{i} \cap S_{1}=N_{i+1} \cap S_{1}=$, etc. Since $I=1$, it follows that $N_{i} \cap S_{1}=1$, which, in view of (b), means that $N_{i}=1$; but this is false.
(d) Conclusion. Since $G$ satisfies min- $n$, it has a unique smallest subgroup $R$ with finite index. It follows from 3.1 .8 that $R$ too satisfies min- $n$. If it can be shown that every subnormal subgroup of $R$ is normal, it will follow that $R$ satisfies min-s, and hence that $G$ satisfies min-s.

We first refine the ascending series $\left\{S_{\alpha} \mid \alpha \leq \beta\right\}$ to one with simple factors; this can be done on the basis of our knowledge of the structure of $S_{\alpha+1} / S_{\alpha}$ by inserting additional terms.

Now let $H$ be any subnormal subgroup of $R$. Intersecting $H$ with the terms of the refined series described in the previous paragraph, one obtains an ascending series of $H$ whose factors, after deletion of repetitions, are all simple. The length of this series shall be termed the height of $H$. If $H$ is not normal in $R$, we may assume that $H$ has been chosen of minimal height $\alpha$ with this property. It is obvious that $\alpha$ cannot be a limit ordinal, so there exists a subgroup $K$, normal in $H$, such that $H / K$ is simple and $K$ has height $\alpha-1$. Now if $L$ sn $K$, then $L$ has height $\alpha-1$ or less and $L \triangleleft R$ by choice of $H$. Since $R$ satisfies min- $n$, we conclude that $K$ satisfies min-s.

Next $K \triangleleft R$ and $|G: R|$ is finite, from which it follows that $K$ has only a finite number of conjugates in $G$. Each such conjugate is normal in $R$ and has min-s, so that $M=K^{G}$ also satisfies min-s by 3.1.7. Consider now the subnormal socle $T / K$ of $R / K$. Since $T \triangleleft R$, we have $T \cap M \triangleleft M$, which shows that $T \cap M$ satisfies min-s. Furthermore $T / T \cap M \simeq T M / M$ and the latter, being an image of $T / K$, is generated by minimal subnormal subgroups. Therefore $T M / M$ is contained in the subnormal socle of $G / M$, in which it is even subnormal. It follows from the hypothesis that $T M / M$ satisfies min-s. By 3.1.7 we conclude that $T$ satisfies min-s and 13.3 .6 implies that $R / K$ has only finitely many minimal subnormal subgroups. However, if $x \in R$, then $K \triangleleft H^{x}$ and $H^{x} / K$ is minimally subnormal in $R / K$. Finally, we deduce that $H$ has finitely many conjugates in $R$, so that $H \triangleleft R$ since $R$ has no proper subgroups of finite index.
13.3.11 (Wielandt). A group $G$ has a composition series of finite length if and only if it has only finitely many subnormal subgroups.

Proof. If $G$ possesses only finitely many subnormal subgroups, it certainly satisfies max-s and min-s, and therefore has a composition series of finite
length (see 3.1.5). Conversely, let $G$ have such a composition series: then $G$ has min-s and hence property (ii) of 13.3.10. It is now clear that a composition series in $G$ can be formed in only finitely many ways. Every subnormal subgroup appears in some composition series, so the result follows.

## Exercises 13.3

1. If $G$ is a group with min-s and $l$ is the composition length of $G / \omega(G)$, prove that no subnormal defect in $G$ exceeds $l+1$.
2. If $G=D_{\infty}$, then $\omega(G)=1$.
3. If $G$ is a torison-free nilpotent group, prove that $\omega(G)=\zeta G$; does this hold for all nilpotent groups? (Remark: According to a theorem of Schenkman [a184] $\omega(G) \leq \zeta_{2} G$ if $G$ is nilpotent.)
4. Need a group with max-s have bounded defects?
5. Suppose that $G$ has min-s and let $R$ be its finite residual. Prove that $G / R^{\prime}$ is the largest quotient of $G$ which is a Černikov group. Deduce that $R^{\prime}$ is perfect and has no proper subgroups of finite index.
6. If $G$ is a group with min-s, the set of subnormal subgroups of $G$ is a complete lattice.
7. (J.E. Roseblade). Let $H$ sn $G$ and $K$ sn $G$. If $H$ and $K$ have min-s and $H$ has no proper subgroup of finite index, show that $K^{H}=K$. [Hint: Use induction on $s(G: H)$ and choose $K$ minimal subject to $K^{H} \neq K$.]
8. (D. Robinson, J.E. Roseblade). Let $H$ sn $G, K$ sn $G$ and $J=\langle H, K\rangle$. If $H$ and $K$ have min-s, prove that $J$ sn $G$ and $J$ has min-s.
9. If $H$ is ascendant in $G$ and $H$ satisfies min-s and has no proper subgroup of infinite index, prove that $H$ sn $G$ and $s(G: H) \leq 2$.
10. (D. Robinson). If a group satisfies the minimal condition on subnormal subgroups with defect $\leq 2$, prove that it satisfies min-s. [Hint: Use 13.3.10.]

### 13.4. Groups in Which Normality Is a Transitive Relation

We shall be interested in groups $G$ with the following property: $H \triangleleft K \triangleleft G$ always implies that $H \triangleleft G$. Such groups are called T-groups, the " $T$ " standing for transitivity of course. Thus, T-groups are precisely the groups in which every subnormal subgroup is normal

Several examples of T-groups are at hand. By 3.3.12 every completely reducible group is a T-group. Also a nilpotent group is a T-group if and only if every subgroup is normal, i.e., it is a Dedekind group. The structure of Dede-
kind groups, completely determined in 5.3.7, will be important in the sequel. The smallest finite group that is not a $T$-group is the dihedral group of order 8.
13.4.1. If $G$ is a T-group and $C=C_{G}\left(G^{\prime}\right)$, then $C$ is the Fitting subgroup $G$. Moreover $C$ is a Dedekind group.

Proof. In the first place, since $\left[C^{\prime}, C\right] \leq\left[G^{\prime}, C\right]=1$, the group $C$ is certainly nilpotent and $C \leq$ Fit $G$. Let $N$ be any normal nilpotent subgroup of $G$ and pick an element $x$ of $N$. Then $\langle x\rangle$ sn $N \triangleleft G$, so that $\langle x\rangle \triangleleft G$ by the property $T$. Now $G / C_{G}(x)$ is isomorphic with a subgroup of Aut $\langle x\rangle$ and the latter is abelian (1.5.5). Hence $G^{\prime} \leq C_{G}(x)$ and $x \in C$. It follows that $N \leq C$ and thus $C=$ Fit $G$. Finally, a subgroup of $C$ is subnormal and hence normal in $G$. Consequently $C$ is a Dedekind group.

Using this lemma we may easily establish the basic result on soluble $T$ groups.

### 13.4.2 (Robinson). Every soluble T-group is metabelian.

Proof. Let us suppose that this is false. Then, because the property $T$ is inherited by quotients, we can find a $T$-group $G$ such that $G^{\prime \prime} \equiv G^{(2)}$ is abelian but nontrivial. Now $G^{\prime \prime} \leq$ Fit $G$ and Fit $G=C_{G}\left(G^{\prime}\right)$ by 13.4.1, from which it follows that $\left[G^{\prime \prime}, G^{\prime}\right]=1$ and $G^{\prime}$ is nilpotent. Hence $G^{\prime} \leq$ Fit $G=$ $C_{G}\left(G^{\prime}\right)$ and we reach the contradiction $G^{\prime \prime}=1$.

## Finite Insoluble T-Groups and the Schreier Conjecture

For the most part we shall be interested in soluble $T$-groups, but for the moment consider a general $T$-group $G$. By 13.4.2 a normal soluble subgroup of $G$ is metabelian. Consequently the union of any chain of normal soluble subgroups of $G$ is soluble (and, of course, normal). It follows easily by Zorn's Lemma that $G$ contains a unique maximal normal soluble subgroup, say $S$. Moreover the group $\bar{G}=G / S$ is semisimple, i.e., it has no nontrivial normal abelian subgroups. Next $\bar{G} / \bar{G}^{(3)}$ is a soluble $T$-group, so it is metabelian. Hence $\bar{G}^{\prime \prime}$ is a perfect semisimple $T$-group. Disclaiming any interest in soluble $T$-groups for the present, let us replace $\bar{G}^{\prime \prime}$ by $G$.

Now suppose that $G$ is in addition finite and let $R$ be the completely reducible radical of $G$. Then $R=S_{1} \times \cdots \times S_{r}$ where $S_{i}$ is a finite nonabelian simple group. Clearly $S_{i} \triangleleft G$ and $G / C_{G}\left(S_{i}\right)$ is isomorphic with a subgroup of Aut $S_{i}$; moreover the subgroup $S_{i} C_{G}\left(S_{i}\right) / C_{G}\left(S_{i}\right)$ corresponds to Inn $S_{i}$ under this isomorphism.

There is a famous conjecture of Schreier to the effect that the outer automorphism group of a finite simple group is soluble. It has been verified on a
case by case basis, using the classification of finite simple groups. Thus, we may state that Out $S_{i}$ is soluble, whence so is $G / S_{i} C_{G}\left(S_{i}\right)$. However $G$ is perfect, so $G=S_{i} C_{G}\left(S_{i}\right)=S_{i} \times C_{G}\left(S_{i}\right)$. The same procedure can be applied to $C_{G}\left(S_{i}\right)$, the end result being that $G=S_{1} \times S_{2} \times \cdots \times S_{r}$. Thus a finite perfect semisimple T-group is completely reducible.

From now on we shall deal exclusively with soluble $T$-groups.

## Power Automorphisms

An automorphism of a group $G$ that leaves every subgroup invariant is called a power automorphism. The terminology is a natural one since such an automorphism maps each element to one of its powers. It is clear that the set of power automorphisms of $G$ is a subgroup of Aut $G$ : this will be written

$$
\text { Paut } G \text {. }
$$

Power automorphisms of abelian groups arise in the theory of soluble $T$-groups in the following way. Suppose that $G$ is a $T$-group and that $A$ is a normal abelian subgroup of $G$. Conjugation by an element of $G$ yields a power automorphism of $A$, so that there is a monomorphism

$$
G / C_{G}(A) \rightarrow \text { Paut } A .
$$

While much can be said about power automorphisms of abelian groups, we shall record only the bare minimum necessary for the present exposition. (For further information see Exercise 13.4.9.)
13.4.3. Let $\alpha$ be a power automorphism of an abelian group $A$.
(i) If $A$ contains an element of infinite order, then either $\alpha$ is the identity or $a^{\alpha}=a^{-1}$ for all $a$ in $A$.
(ii) If $A$ is a p-group of finite exponent, there is a positive integer $l$ such that $a^{\alpha}=a^{l}$ for all $a$ in $A$. If $\alpha$ is nontrivial and has order prime to $p$, then $\alpha$ is fixed-point-free.

Proof. (i) Suppose that $a$ is an element of infinite order in $A$ and let $b$ be any element of $A$. Then there exist integers $l, m, n$ such that $a^{\alpha}=a^{l}, b^{\alpha}=b^{m}$ and $(a b)^{\alpha}=(a b)^{n}$. Notice that $l= \pm 1$ here. The homomorphism condition $(a b)^{\alpha}=a^{\alpha} b^{\alpha}$ gives $a^{n} b^{n}=a^{l} b^{m}$. If $\langle a\rangle \cap\langle b\rangle=1$, then $a^{n}=a^{l}$ and $b^{n}=b^{m}$. Since $a$ has infinite order, $l=n$ and $b^{\alpha}=b^{m}=b^{l}$. If, on the other hand, $\langle a\rangle \cap\langle b\rangle \neq 1$, then $a^{r}=b^{s} \neq 1$ for some $r$ and $s$ : in this case application of $\alpha$ yields $a^{r l}=b^{s m}=a^{r m}$, which shows that $l=m$ and again $b^{\alpha}=b^{l}$.
(ii) By 4.3.5 the group $A$ is a direct product of cyclic $p$-groups. Let $\langle a\rangle$ be a cyclic direct factor of maximum order and let $\langle b\rangle$ be any cyclic direct factor of a complement of $\langle a\rangle$ in $A$. Denote the orders of $a$ and $b$ by $p^{r}$ and $p^{s}$ respectively. Now $a^{\alpha}=a^{l}, b^{\alpha}=b^{m}$ and $(a b)^{\alpha}=(a b)^{n}$ for certain integers $l, m$,
$n$. Hence $a^{l} b^{m}=a^{n} b^{n}$, which implies that $l \equiv n \bmod p^{r}$ and $m \equiv n \bmod p^{s}$. Since $s \leq r$, we obtain $l \equiv m \bmod p^{s}$ and $b^{\alpha}=b^{l}$. This proves the first part.

Suppose that $\alpha \neq 1$ is not fixed-point-free; then $l \equiv 1 \bmod p$ and so $l^{p^{e-1}} \equiv 1 \bmod p^{e}$ where $p^{e}$ is the exponent of $A$. Therefore $\alpha^{p^{e-1}}=1$.

## Structure of Finite Soluble T-Groups

13.4.4 (Gaschütz). Let $G$ be a finite soluble T-group and write $L=\left[G^{\prime}, G\right]$. Then $L$ is the smallest term of the lower central series, $L$ is abelian and $G / L$ is a Dedekind group. Also $|L|$ is odd and is relatively prime to $|G: L|$, so that $L$ has a complement in $G$.

Proof. Like $G$ the group $G / \gamma_{4} G$ is a $T$-group, and since it is nilpotent, it is a Dedekind group and thus of class at most 2 . Hence $L \equiv \gamma_{3} G=\gamma_{4} G$. Since $L \leq G^{\prime}$, we see at once from 13.4.2 that $L$ is abelian. To show that $L$ has odd order we examine the $T$-group $G / L^{2}$. Conjugation in $L / L^{2}$ yields power automorphisms; however $L / L^{2}$ is an elementary abelian 2-group and such groups have only one power automorphism, the identity automorphism. It follows that $L / L^{2}$ is central in $G$ and $L=[L, G] \leq L^{2}$. Thus $L=L^{2}$, which shows that $|L|$ is odd.

Let $p$ be a prime dividing $|L|$; it remains to prove that $G / L$ has no elements of order $p$; for the existence of a complement will then follow from the Schur-Zassenhaus Theorem (9.1.2). Keep in mind that $p$ must be odd. In what follows $L_{p}$ and $L_{p^{\prime}}$ denote the Sylow $p$ - and Sylow $p^{\prime}$-subgroups of $L$. Let $M(p) / L$ be the Sylow $p$-subgroup of $G / L$ and consider the $p$-group $M(p) / L_{p^{\prime}} ;$ this is abelian because it is a Dedekind group of odd order. Write $C(p)$ for $C_{G}\left(L_{p}\right)$. Then, since $M(p) / L_{p^{\prime}}$ is abelian and $L_{p} \leq M(p)$, we have $\left[L_{p}, M(p)\right] \leq L_{p} \cap L_{p^{\prime}}=1$ and $M(p) \leq C(p)$. Therefore $G / C(p)$ is a $p^{\prime}$-group; it is also isomorphic with a subgroup of $\operatorname{Paut}\left(L_{p}\right)$. Let $x \in G \backslash C(p)$-note that $C(p)=G$ would imply that $[L, G]=\left[L_{p^{\prime}}, G\right]<L$. By 13.4.3 the element $x$ induces by conjugation in $L_{p}$ an automorphsim $a \mapsto a^{m}$ where $m \not \equiv 1 \bmod p$. Also $L_{p}$ and $L / L_{p^{\prime}}$ are isomorphic as $\langle x\rangle$-modules, so $x$ must induce in $M(p) / L_{p^{\prime}}$ a power automorphism $a \mapsto a^{n}$ where $n \not \equiv 1 \bmod p$. Hence $M(p)=$ $[M(p), x] L_{p^{\prime}}$. But $M(p) / L$ is contained in the centre of the Dedekind group $G / L$ because $p$ is odd; consequently $[M(p), x] \leq L$ and thus $M(p)=L$, which completes the proof.

## Constructing Finite Soluble T-Groups

Enough information is now at hand for us to be able to construct all finite soluble $T$-groups.

Let $A$ be a finite abelian group of odd order and let $B$ be a finite Dedekind group whose order is relatively prime to that of $A$. Furthermore let
there be given a homomorphism $\theta: B \rightarrow$ Paut $A$ with the property that for each prime $p$ dividing $|A|$ there is an element $b_{p}$ of $B$ such that $b_{p}^{\theta}$ acts nontrivially on the $p$-component of $A$. Now form the semidirect product

$$
G(A, B, \theta)=B \ltimes_{\theta} A .
$$

Obviously this is a finite soluble group. To see that it is also a $T$-group we must establish a lemma.
13.4.5. Let $N$ be a normal subgroup of a finite group $G$ and assume that the following hold:
(i) $G / N$ is a T-group;
(ii) $H$ sn $N$ implies that $H \triangleleft G$;
(iii) $|N|$ and $|G: N|$ are relatively prime.

Then $G$ is a T-group.
Proof. Assume that $H \triangleleft K \triangleleft G$; it must be shown that $H \triangleleft G$. Now $H \cap N$ sn $N$, so $H \cap N \triangleleft G$ by (ii). Thus by passing to quotient groups modulo $H \cap N$ we may suppose that $H \cap N=1$. This implies that $|H|$ and $|N|$ are relatively prime. Let $M=K \cap(H N)=H(K \cap N)$; then $M \triangleleft G$ since $H N \triangleleft G$ in view of (i). Also $H \triangleleft M$. Hence, if $\pi$ is the set of all prime divisors of $|G: N|$, then $H$ is the unique Hall $\pi$-subgroup of $M$. Therefore $H$ is characteristic in $M$ and normal in $G$.

Applying 13.4 .5 with $N=A$ we deduce that $G(A, B, \theta)$ is a $T$-group. Also by 13.4.4 every finite soluble $T$-group is isomorphic with some $G(A, B, \theta)$. Notice that if $G=G(A, B, \theta)$, then $A=[A, G]$ by the construction, and $A=\gamma_{3} G$.
13.4.6. The group $G(A, B, \theta)$ is a finite soluble T-group. Every finite soluble $T$-group is isomorphic with some $G(A, B, \theta)$.

In general a subgroup of a $T$-group need not be a $T$-group. For example, $A_{5}$ is simple, so it is certainly a $T$-group; but $A_{5}$ has a subgroup isomorphic with $A_{4}$, which is not a $T$-group. However the situation is different for finite soluble $T$-groups.

### 13.4.7 (Gaschütz). A subgroup of a finite soluble T-group $G$ is a T-group.

Proof. Let $L=\gamma_{3} G$ and let $H \leq G$. We know from 13.4.4 that $|L|$ and $|G: L|$ are relatively prime, which clearly implies that $|H \cap L|$ and $|H: H \cap L|$ are relatively prime. Also $H / H \cap L \simeq H L / L \leq G / L$, so that $H / H \cap L$, being isomorphic with a subgroup of a Dedekind group, is certainly a $T$-group. Subgroups of $H \cap L$ are normal in $G$, and therefore in $H$. That $H$ is a $T$-group is now a direct consequence of 13.4.5.
13.4.8. A finite group with cyclic Sylow subgroups is a soluble T-group.

This follows directly from 10.1 .10 and 13.4.5.

## Finitely Generated Soluble $T$-Groups

While much is known about infinite soluble T-groups, the situation is more complicated, there being several distinct types of group, some of which defy classification. A detailed account of these groups is given in [a166]. Here we shall be content to describe the finitely generated soluble $T$-groups: in this case there are no surprises.
13.4.9 (Robinson). A finitely generated soluble T-group $G$ is either finite or abelian.

Proof. Assume that $G$ is infinite and not abelian. Let $C=C_{G}\left(G^{\prime}\right)$. Since $G^{\prime}$ is abelian (by 13.4.2), the finiteness of $C$ would imply that of $G^{\prime}$ and hence that of $|G: C|$; in short $G$ would be finite. Therefore $C$ is infinite.

Let $x_{1}, \ldots, x_{n}$ generate $G$ and put $c_{i j}=\left[x_{i}, x_{j}\right]$. Then $\left\langle c_{i j}\right\rangle \triangleleft G$ by the property $T$ and the commutativity of $G^{\prime}$; it follows that $G^{\prime}$ is generated by the elements $c_{i j}$, not merely by their conjugates. Hence $G^{\prime}$ is a finitely generated abelian group and as such it satisfies max; therefore $G$ satisfies max. Now consider $C$ : this is a finitely generated, infinite nilpotent group (see 13.4.1), so it must contain an element of infinite order (5.2.22). However in view of the structure of Dedekind groups this can only mean that $C$ is abelian. Of course $C \neq G$ by hypothesis.

Now let $g \in G \backslash C$. Then $g$ induces a nontrivial power automorphism in $C$; using 13.4.3 one deduces that $c^{g}=c^{-1}$ for all $c$ in $C$. Moreover this is the only nontrivial power automorphism of $C$. Since $G^{\prime} \leq C$, we see that $C$ equals its centralizer in $G$ and $|G: C|=2$. Thus $G=\langle g, C\rangle$ and $g^{2} \in C$, so that $g^{2}=\left(g^{2}\right)^{g}=g^{-2}$ and $g^{4}=1$. Next $[C, g]=C^{2}$, which implies that $\left\langle g, C^{2}\right\rangle \triangleleft G$. Similarly $\left[C^{2}, g\right]=C^{4}$, which leads to $\left\langle g, C^{4}\right\rangle \triangleleft\left\langle g, C^{2}\right\rangle$. Therefore $\left\langle g, C^{4}\right\rangle \triangleleft G$, from which it follows that $[C, g]=C^{2} \leq\left\langle g, C^{4}\right\rangle$. Consequently $C^{2}=C^{2} \cap\left(\langle g\rangle C^{4}\right) \leq\left\langle g^{2}, C^{4}\right\rangle$. Thus we arrive at the equation

$$
\left\langle g^{2}, C^{2}\right\rangle=\left\langle g^{2}, C^{4}\right\rangle
$$

Let $T$ denote the torsion subgroup of $C$ and write $\bar{C}=C / T$. Since $g^{2} \in T$, the above equation yields $\bar{C}^{2}=\bar{C}^{4}$. But $\bar{C}$ is a free abelian group, being finitely generated and torsion-free. Therefore $\bar{C}$ is trivial and $C=T$ is finite.

## EXERCISES 13.4

1. A group which satisfies min-s and has no proper subgroups of finite index is a $T$-group.
2. A Baer T-group is a Dedekind group.
3. A hypercentral $T$-group is soluble, but not necessarily nilpotent. [Hint: The locally dihedral 2-group.]
4. A subgroup of an infinite soluble $T$-group need not be a $T$-group.
5. If $G$ is a finite $T$-group, prove that Frat $G$ is abelian.
6. Let $A$ be a group of type $5^{\infty}$ and let $\theta$ be a primitive fourth root of unity in the ring of 5 -adic integers. Define $G=\langle x\rangle \ltimes A$ where $x$ induces in $A$ the automorphism $a \mapsto a^{\theta}$. Prove that $G$ is a soluble $T$-group but Frat $G$ is not even nilpotent (cf. Exercise 13.4.5).
7. Using the notation of 13.4.6, find necessary and sufficient conditions for two groups $G(A, B, \theta)$ and $G(\bar{A}, \bar{B}, \bar{\theta})$ to be isomorphic.
8. (T. Peng, D. Robinson). Let $G$ be a finite group. Prove that $G$ is a soluble $T$ group if and only if every $p$-subgroup is pronormal in $G$ for all primes $p$. [Hint: Refer to Exercises 10.3.3-10.3.5. To prove sufficiency let $G$ be a minimal counterexample with the pronormality property. If $p$ is the smallest prime dividing $|G|$, then $G$ is $p$-nilpotent.]
9. Let $A$ be an abelian torsion group.
(a) If $A_{p}$ is the $p$-component of $A$, show that Paut $A \simeq \mathrm{Cr}_{p}\left(\right.$ Paut $\left.A_{p}\right)$.
(b) If $A_{p}$ has infinite exponent, prove that Paut $A_{p}$ is isomorphic with the group of units of the ring of $p$-adic integers. If $1 \neq \alpha \in$ Paut $A_{p}$ has finite order and $p>2$, then $\alpha$ is fixed-point-free and $\alpha^{p-1}=1$. (This together with 13.4.3 completes the description of power automorphism groups of abelian groups.)
10. Let $G$ be a soluble $T$-group which is a torsion group. Set $L=\left[G^{\prime}, G\right]$. Prove that:
(a) $L_{2}$ is a divisible abelian 2-group (which need not be trivial);
(b) elements of $L_{2^{\prime}}$ and $G / L_{2^{\prime}}$, have relatively prime orders.
[Hint: Imitate the proof of 13.4 .4 and appeal to Exercise 13.4.9.]
11. (D. Robinson). Let $G$ be a nonabelian soluble $T$-group such that $C=C_{G}\left(G^{\prime}\right)$ is not a torsion group. Show that $C$ is abelian and that $G=\langle t, C\rangle$ where $t$ induces $a \mapsto a^{-1}$ in $C$, the element $t^{2}$ belongs to $C$ and has order 1 or 2 , and $\left\langle t^{2}, C^{2}\right\rangle=$ $\left\langle t^{2}, C^{4}\right\rangle$. Conversely show that a group with this structure is a $T$-group. [Hint: Examime the proof of 13.4.9.]
12. Let $G$ be a nonabelian soluble group all of whose subgroups are $T$-groups. Prove that $G$ is a torsion group and $L=\left[G^{\prime}, G\right]$ contains no involutions. [Hint: use Exercise 13.4.11 to show that $C=C_{G}\left(G^{\prime}\right)$ is a torsion group. Then argue that $G$ is a torsion group with the aid of 13.4.9.]

### 13.5. Automorphism Towers and Complete Groups

The main result of this section is an important property of subnormal subgroups with trivial centralizer in a finite group. A consequence of this is the famous theorem of Wielandt on automorphism towers. The first result is quite elementary.
13.5.1. Let $H$ be a subnormal subgroup of a finite group $G$ and let $\pi$ be a set of primes. Write $R=\mathrm{O}_{\pi}(G)$ and define $H / M$ to be the largest $\pi$-quotient group of $H$. Then $R$ normalizes $M$.

Proof. Let $r \in R$ : then the mapping $x \mapsto[r, x][R, M, M]$ is a homomorphism from $M$ into the $\pi$-group $[R, M] /[R, M, M]$, with kernel $K$ say. Thus $M / K$ is a $\pi$-group, which implies that $M / L$ is a $\pi$-group where $L$ is the core of $K$ in $H$. It follows that $H / L$ is a $\pi$-group, whence $M=L=K$ by maximality of $H / M$. Consequently $[r, M] \leq[R, M, M]$ and thus $[R, M]=$ $[R, M, M]$. By 13.1 .3 this gives $M^{T}=M^{T, 2}=$ etc., where $T=\langle R, M\rangle$. However $M \triangleleft H$, so $M \operatorname{sn} G$ and thus $M$ sn $T$. Hence $M=M^{T}$ and $M^{R}=M$.

We are now equipped to prove the main theorem of this section.
13.5.2 (Wielandt). Let $G$ be a finite group and suppose that $H$ is a subnormal subgroup of $G$ with the property $C_{G}(H)=1$. Then there is an upper bound for $|G|$ depending only on $|H|$.

Proof. (i) We construct a series of characteristic subgroups in $H$, say $1=$ $S_{0}<S_{1}<\cdots<S_{t}=H$, in the following manner. If $H$ is semisimple, let $S_{1}$ be generated by all (nonabelian) simple subnormal subgroups of $H$. If $H$ is not semisimple, there is a prime $p_{1}$ such that $\mathrm{O}_{p_{1}}(H) \neq 1$; in this case define $S_{1}$ to be $\mathrm{O}_{p_{1}}(H)$. Similarly $S_{2} / S_{1}$ is generated by all simple subnormal subgroups of $H / S_{1}$ if the latter is semisimple: otherwise $S_{2} / S_{1}=\mathrm{O}_{p_{2}}\left(H / S_{1}\right) \neq 1$ for some prime $p_{2}$. Continuing in this manner we construct a series of the required type.

There is a corresponding partial series in $G$, say $1=R_{0} \leq R_{1} \leq \cdots \leq R_{t}$; this means that $R_{i+1} / R_{i}$ is generated by all the nonabelian simple subnormal subgroups of $G / R_{i}$ if $S_{i+1} / S_{i}$ is the corresponding subgroup of $H / S_{i}$, while $R_{i+1} / R_{i}=\mathrm{O}_{p_{i}}\left(G / R_{i}\right)$ if $S_{i+1} / S_{i}=\mathrm{O}_{p_{i}}\left(H / S_{i}\right)$.

These series are related by the inclusion

$$
S_{i} \leq R_{i}
$$

This is certainly true if $i=0$. Suppose that $i>0$ and $S_{i-1} \leq R_{i-1}$. Then $S_{i} / S_{i-1}$, and hence $S_{i} R_{i-1} / R_{i-1}$, is either a $p_{i}$-group or is generated by simple subnormal subgroups. Now $S_{i} R_{i-1} / R_{i-1}$ is subnormal in $G / R_{i-1}$ because $H$ sn $G$. Hence $S_{i} \leq R_{i}$ by definition of $R_{i}$.
(ii) It is sufficient to bound $\left|R_{t}\right|$ in terms of $h=|H|$. For $H=S_{t} \leq R_{t}$, so that $C_{G}\left(R_{t}\right) \leq C_{G}(H)=1$ and $C_{G}\left(R_{t}\right)=1$. Therefore $|G|=\left|G: C_{G}\left(R_{t}\right)\right| \leq$ $\mid$ Aut $R_{t} \mid$ and this last cannot exceed $\left|R_{t}\right|$..
(iii) There is an integer $m(h, i)$ such that $\left|R_{i}\right| \leq m(h, i)$. Notice that the theorem will follow once this has been proved: for we may take $i$ to be $t$ and observe that $t \leq|H|=h$.

We can of course define $m(h, 0)$ to be 1 , and we assume that $m=$ $m(h, i-1)$ has been found so that $\left|R_{i-1}\right| \leq m$.

Suppose first that $H / S_{i-1}$ is semisimple. In this case $R_{i}$ normalizes $H R_{i-1} / R_{i-1}$ by 13.3.2. Moreover $C_{R_{i}}\left(H R_{i-1}\right) \leq C_{G}(H)=1$, so that $\left|R_{i}\right| \leq$ $\left|\operatorname{Aut}\left(H R_{i-1}\right)\right|$, which does not exceed (hm)!. In this case define $m(h, i)$ to be (hm)!.

Otherwise $S_{i} / S_{i-1}$, and hence $R_{i} / R_{i-1}$, is a $p_{i}$-group. Let $H / N_{i}$ be the largest $p_{i}$-quotient of $H$; then $H R_{i-1} / N_{i} R_{i-1}$ is surely the largest $p_{i}$-quotient of $H R_{i-1} / R_{i-1}$, and we deduce from 13.5.1 that $R_{i}$ normalizes $N_{i} R_{i-1}$. Therefore, on writing $C_{i}$ for $C_{R_{i}}\left(N_{i} R_{i-1}\right)$, we have $\left|R_{i}: \mathrm{C}_{i}\right| \leq\left|\operatorname{Aut}\left(N_{i} R_{i-1}\right)\right| \leq(h m)$ !.

Let $P_{i}$ be a Sylow $p_{i}$-subgroup of $H$ and let $Q_{i}$ be a Sylow $p_{i}$-subgroup of $H C_{i}$ containing $P_{i}$. Now $P_{i}$ normalizes $N_{i} R_{i-1}$ since $P_{i} \leq H$; hence $C_{i}^{P_{i}}=C_{i}$. Also $P_{i} \leq Q_{i}$. Hence $P_{i}$ normalizes $T_{i}=C_{i} \cap Q_{i}$. Suppose that $T_{i} \neq 1$. Now $P_{i} T_{i}$ is a $p_{i}$-group, so it is nilpotent and $T_{i}$ contains a nontrivial element $x$ in the center of $P_{i} T_{i}$ (see 5.2.1). But $x \in C_{i} \leq C_{G}\left(N_{i}\right)$ and $H=P_{i} N_{i}$, which leads to $x \in C_{G}(H)=1$. By this contradiction $T_{i}=1$. However $T_{i}$ is a Sylow $p_{i}$ subgroup of $C_{i}$ and $R_{i} / R_{i-1}$ is a $p_{i}$-group. It follows that $C_{i} \leq R_{i-1}$ and $\left|C_{i}\right|$ $\leq m$. Finally $\left|R_{i}\right| \leq m((h m)!)$, a number which we take to be our $m(h, i)$.

## The Automorphism Tower of a Group

Suppose that $G$ is a group with trivial center. If $g \in G$, let $g^{\tau}$ denote conjugation in $G$ by $g$. Then $\tau: G \rightarrow$ Aut $G$ is a monomorphism whose image is Inn $G$, the normal subgroup of all inner automorphisms of $G$. Suppose that $\alpha$ in Aut $G$ centralizes Inn $G$. Then $g^{\tau}=\left(g^{\tau}\right)^{\alpha}=\left(g^{\alpha}\right)^{\tau}$ by 1.5.4. Since $\tau$ is a monomorphism, it follows that $g=g^{\alpha}$ for all $g$ in $G$, and $\alpha=1$. Hence

$$
C_{\mathrm{Aut} G}(\operatorname{Inn} G)=1
$$

In particular Aut $G$ has trivial center and so the same procedure may be applied to Aut $G$. By making suitable identifications we can in this way construct an ascending chain of groups

$$
G=G_{0} \triangleleft G_{1} \triangleleft \cdots G_{\alpha} \triangleleft G_{\alpha+1} \triangleleft \cdots
$$

with the properties

$$
C_{G_{\alpha+1}}\left(G_{\alpha}\right)=1, \quad G_{\alpha+1}=\text { Aut } G_{\alpha},
$$

and $G_{\lambda}=\bigcup_{\beta<\lambda} G_{\beta}$ for limit ordinals $\lambda$. This chain is called the automorphism tower of $G$. A natural question is whether the tower always terminates.

In studying automorphism towers the following simple lemma is useful.
13.5.3. Let $G=G_{0} \triangleleft G_{1} \triangleleft \cdots G_{\alpha} \triangleleft G_{\alpha+1} \triangleleft \cdots, \alpha<\beta$, be an ascending chain of groups such that $C_{G_{\alpha+1}}\left(G_{\alpha}\right)=1$ for all $\alpha$. Then $C_{G_{\alpha}}\left(G_{0}\right)=1$.

Proof. If this is false, there is a least ordinal $\alpha$ such that $C=C_{G_{\alpha}}\left(G_{0}\right) \neq 1$, and $\alpha$ is certainly not a limit ordinal. We argue that $\left[G_{\gamma}, C\right]=1$ for all $\gamma<\alpha$. Suppose that this is true for all ordinals preceding $\gamma$ but not for $\gamma$.

Then $\gamma$ is not a limit ordinal and $\left[G_{\gamma-1}, C\right]=1$, so $C=C_{G_{a}}\left(G_{\gamma-1}\right)$. Hence $C$ is $G_{\gamma}$-invariant and $\left[G_{\gamma}, C\right] \leq G_{\alpha-1} \cap C=C_{G_{\alpha-1}}\left(G_{0}\right)=1$ a contradiction. Therefore $C \leq C_{G_{\alpha}}\left(G_{\alpha-1}\right)=1$, a final contradiction.

The classical result on the automorphism tower problem can now be proved.
13.5.4 (Wielandt). The automorphism tower of a finite group with trivial center terminates after finitely many steps.

Proof. Let $G=G_{0} \triangleleft G_{1} \triangleleft \cdots$ be the automorphism tower of a finite group $G$. Then $C_{G_{i+1}}\left(G_{i}\right)=1$ for all $i$ and thus $C_{G_{i}}\left(G_{0}\right)=1$ for all $i$ by 13.5.3. Now $G_{0}$ sn $G_{i}$; thus 13.5 .2 shows $\left|G_{i}\right|$ to be bounded above by a number depending only on $|G|$. Hence there is an integer $i$ such that $G_{i}=G_{i+1}=$ etc.

More generally, 13.5.4 is still true if $G$ is a Černikov group (Rae and Roseblade [a161]). On the other hand, there are groups with infinite automorphism tower, the infinite dihedral group being an example (Exercise 13.5.4).

Recently S. Thomas has established the interesting fact that the automorphism tower of any centerless group terminates after a possibly infinite number of steps. The proof is remarkably simple, using only some basic properties of cardinal numbers. In what follows $c^{+}$denotes the successor cardinal to a cardinal number $c$.
13.5.5. Let $G$ be an infinite group with trivial center. If $\left\{G_{\alpha}\right\}$ is the automorphism tower of $G$, then $G_{\lambda}=G_{\lambda+1}=$ etc., where $\lambda$ is the smallest ordinal with cardinal $\left(2^{|G|}\right)^{+}$.

Proof. As usual we write the automorphism tower as

$$
G=G_{0} \triangleleft G_{1} \triangleleft \cdots G_{\alpha} \triangleleft G_{\alpha+1} \triangleleft \cdots .
$$

Then $C_{G_{a}}(G)=1$ for all $\alpha$, by 13.5.3. Let $\varphi \in N_{G_{q}}(G)$; then the restriction $\varphi_{1}=\left.\varphi\right|_{G}$ is an element of Aut $G=G_{1}$, and $\varphi \varphi_{1}^{-1} \in C_{G_{a}}(G)=1$. Therefore $\varphi=\varphi_{1}$ and we have shown that $N_{G_{\alpha}}(G)=G_{1}$ for all $\alpha$. It follows that $\left|G_{\alpha+1}: G_{1}\right|$ equals the cardinality of the set of conjugates of $G$ in $G_{\alpha+1}$. All such conjugates are contained in $G_{\alpha}$, so $\left|G_{\alpha+1}: G_{1}\right| \leq\left|G_{\alpha}\right|^{|G|}$. It follows that

$$
\left|G_{\alpha+1}\right|=\left|G_{1}\right| \cdot\left|G_{\alpha+1}: G_{1}\right| \leq\left|G_{1}\right| \cdot\left|G_{\alpha}\right|^{|G|}=\left|G_{\alpha}\right|^{|G|} .
$$

Let $\alpha<\lambda$ where $\lambda$ is the smallest ordinal with cardinality $c=\left(2^{|G|}\right)^{+}$; thus $\lambda$ is a limit ordinal. We argue by transfinite induction that $\left|G_{\alpha}\right|<c$ if $\alpha<\lambda$. Assume that $\left|G_{\beta}\right|<c$ for all $\beta<\alpha$. If $\alpha>0$ is not a limit ordinal, then $\left|G_{\alpha}\right| \leq\left|G_{\alpha-1}\right|^{|G|} \leq 2^{|G|}<c$. If, on the other hand, $\alpha$ is a limit ordinal, then $\left|G_{\alpha}\right| \leq 2^{|G|}|\alpha|<c$ since $|\alpha|<c$.

Assume that $G_{\lambda} \neq G_{\lambda+1}$; then $G_{\alpha} \neq G_{\alpha+1}$ for $\alpha<\lambda$ and thus $\left|G_{\lambda}\right| \geq c$. Let $\varphi \in G_{\lambda+1} \backslash G_{\lambda}$ and let $\alpha_{1}<\lambda$. We shall argue that there is an ordinal $\alpha$ such that $\alpha_{1} \leq \alpha<\lambda$ and $G_{\alpha}^{\varphi}=G_{\alpha}$. In the first place, $\left|G_{\alpha_{1}}^{\langle\varphi\rangle}\right| \leq\left|G_{\alpha_{1}}\right|^{\aleph_{0}} \leq 2^{|G|}<c$. Now $c$ is a regular cardinal, i.e., it cannot be expressed as a sum of fewer than $c$ smaller cardinals. From this it follows that $G_{\alpha_{1}}^{\langle\varphi\rangle} \leq G_{\alpha_{2}}$ for some $\alpha_{2}<\lambda$. Similarly $G_{\alpha_{2}}^{\langle\varphi\rangle} \leq G_{\alpha_{3}}$ with $\alpha_{3}<\lambda$, and so on. Put $\alpha=\lim \left(\alpha_{i}\right)$; then $\alpha<\lambda$ since $\left|G_{\alpha}\right|<c$, and clearly $G_{\alpha}^{\varphi}=G_{\alpha}$.

The argument just given shows that there is an unbounded set $A$ of ordinals preceding $\lambda$ such that $G_{\alpha}^{\varphi}=G_{\alpha}$ for all $\alpha$ in $A$. For each $\alpha$ in $A$ we know therefore that $\left.\varphi\right|_{G_{\alpha}}$ is an automorphism of $G_{\alpha}$, and hence is conjugation by some $g_{\alpha} \in G_{\alpha+1}$. If $\beta$ is another ordinal in $A$ and $\alpha \leq \beta$, say, then $g_{\alpha} g_{\beta}^{-1} \in$ $C_{G_{\lambda}}\left(G_{\alpha}\right) \leq C_{G_{\lambda}}(G)=1$. Hence $g_{\alpha}=g_{\beta}=g$, say, which is independent of $\alpha$. This means that for every $\alpha$ in $A$, the automorphism $\left.\varphi\right|_{G_{\alpha}}$ is conjugation by $g$. But $C$ is unbounded, so it follows that $\varphi$ is conjugation by $g$ in $G_{\lambda}$, and $\varphi \in \operatorname{Inn} G_{\lambda}=G_{\lambda}$, a contradiction.

## Complete Groups

A group $G$ is said to be complete if its center and outer automorphism group are both trivial. This is equivalent to requiring that the conjugation map $G \rightarrow$ Aut $G$ be an isomorphism. It is clear that the automorphism tower of a centerless group terminates as soon as a complete group is reached in the tower.

The following result is an immediate consequence of Wielandt's theorem on the automorphism tower.
13.5.6. A finite group with trivial center is isomorphic with a subnormal subgroup of some finite complete group.

This certainly indicates that complete groups can have very complex subnormal structure. It is natural to ask if the restriction on the center is necessary here. As it turns out, the theorem remains true when the center is allowed to be nontrivial.
13.5.7. Every finite group is isomorphic with a subnormal subgroup of some finite complete group.

Proof. In the light of 13.5 .6 we recognize that it suffices to prove the following proposition: a finite group $G$ is isomorphic with a subnormal subgroup of some finite group with trivial center.

Let $C$ be the center of $G$, which we can assume nontrivial. Let $p$ be a prime not dividing $|C|$ and consider the standard wreath product

$$
W=G \sim T
$$

where $T=\langle t\rangle$ has order $p$. Identify $G$ with one of the direct factors of the base group $B$, say $G_{1}$. Then $G$ sn $W$.

It will be necessary to identify the center of $W$. Suppose that $\zeta W \nsubseteq B$; then $W=(\zeta W) B$ since $|W: B|=p$, and thus $t b \in \zeta W$ for some $b \in B$. Let $1 \neq a \in G$ and put $c=(a, 1,1, \ldots, 1) \in B$. Then $c^{t b}=(1, a, 1, \ldots, 1)^{b}=c$, which gives the contradiction $a=1$. Thus $\zeta W \leq B$. If $\left(g_{0}, g_{1}, \ldots, g_{p-1}\right) \in \zeta W$, then, since

$$
\left(g_{0}, g_{1}, \ldots, g_{p-1}\right)^{t}=\left(g_{p-1}, g_{0}, g_{1}, \ldots, g_{p-2}\right),
$$

it follows that $g_{0}=g_{1}=\cdots=g_{p-1}=g$ say. Also conjugation by $(x, 1,1, \ldots, 1)$ show that $g^{x}=g$ for all $x$ in $G$, so $g \in C$. These considerations demonstrate that $\zeta W$ consists of those elements of $B$ having all their components equal and in $C$. Notice that $G_{1} \cap(\zeta W)=1$ and $G_{1} \simeq G_{1}(\zeta W) / \zeta W$ sn $W / \zeta W$. To complete the proof let us show that $G^{*}=W / \zeta W$ has trivial centre.

Suppose that $u(\zeta W) \in \zeta G^{*}$ but $u \not \ddagger \zeta W$. If $u \notin B$, then $W=\langle u, B\rangle$ and $t \equiv$ $u^{m} \bmod B$ for some integer $m$. Choose $1 \neq c \in C$ and take $b$ to be the element $(c, 1, \ldots, 1)$. Since $[b, B]=1$, it follows that $[b, t]=\left[b, u^{m}\right] \in \zeta W$. Now a simple calculation shows that $[b, t]=\left(c^{-1}, c, 1, \ldots, 1\right)$. Our description of $\zeta W$ forces $p$ to be 2 and $c^{-1}=c$, so $c^{2}=1$ : however $|C|$ is odd since $p \nmid|C|$, so $c=1$. By this contradiction, $u \in B$.

Let $u=\left(u_{0}, u_{1}, \ldots, u_{p-1}\right)$ where $u_{i} \in G$. If $b=\left(b_{0}, b_{1}, \ldots, b_{p-1}\right)$ is an element of $B$, then $[b, u]$ has components $\left[b_{i}, u_{i}\right], i=0,1, \ldots, p-1$. Take $b_{1}=\cdots=b_{p-1}=1$; since $[b, u] \in \zeta W$, we deduce that $\left[b_{0}, u_{0}\right]=1$ for all $b_{0}$ in $G$; hence $u_{0} \in C$ and similarly $u_{1}, \ldots, u_{p-1}$ belong to $C$. Next the $i$ th component of $[u, t]$ is $u_{i}^{-1} u_{i-1}$ and $[u, t] \in \zeta W$. Hence $y=u_{i}^{-1} u_{i-1}$ is independent of $i$ and belongs to $C$. With $u_{p}=u_{0}$, the product of the $u_{i}^{-1} u_{i-1}$ for $i=$ $1,2, \ldots, p$ equals 1 ; therefore $y^{p}=1$. But $C$ has no element of order $p$; it follows that $y=1$. Hence $u_{i}=u_{i-1}$ for all $i$ and $u \in \zeta W$.

## More on Complete Groups

The chapter concludes with some criteria for a group to be complete, the most famous being the direct factor property.
13.5.8 (Hölder, Baer). A group $G$ is complete if and only if, whenever $G \simeq N$ and $N \triangleleft H$, it follows invariably that $N$ is a direct factor of $H$.

Proof. (i) Let $G$ be complete and assume that $G \simeq N \triangleleft H$. If we write $C$ for $C_{H}(N)$, then $C \triangleleft H$ and $C \cap N=\zeta N=1$. Thus $\langle C, N\rangle=C \times N$. Conjuga-
tion in $N$ by an element $x$ of $H$ produces an automorphism which is necessarily inner, induced by $y \in N$ say. Thus $a^{x}=a^{y}$ for all $a$ in $N$ and $x y^{-1} \in C$. Therefore $x \in C N$ and $H=C \times N$.
(ii) Conversely, assume that $G$ has the stated property. Suppose that $A=$ $\zeta G$ is nontrivial. By Exercise 5.2.2 there is a finite nilpotent group $L$ such that $L^{\prime}=\zeta L \simeq A$. Form the central product $M$ of $L$ and $G$, the subgroups $\zeta L$ and $A$ being identified by means of the above isomorphism (see 5.3). Thus $M=L G,[L, G]=1$ and $L \cap G=A$. By hypothesis $M=G \times K$ for some $K$, and $K \leq C_{M}(G)$. Now $C_{M}(G) \geq L$, so that $C_{M}(G)=C_{M}(G) \cap(L G)=$ $L(\zeta G)=L$. Thus $K \leq L$ and $L=L \cap(G K)=A K$. It follows that $L^{\prime}=K^{\prime}$ and $A=\zeta L=L^{\prime}=K^{\prime} \leq G \cap K=1$, a contradiction which shows that $\zeta G=1$.

Finally, $G \simeq \operatorname{Inn} G \triangleleft$ Aut $G$, so by hypothesis Aut $G=\operatorname{Inn} G \times R$ for some $R$. But $R \leq C_{\text {Aut } G}(\operatorname{Inn} G)$ and this centralizer consists of the central automorphisms. Since $\zeta G=1$, such automorphisms are trivial and it follows that $R=1$ and Aut $G=\operatorname{Inn} G$. Hence $G$ is complete.
13.5.9 (Burnside). If $G$ is a group with trivial centre and Inn $G$ is characteristic in Aut $G$, then Aut $G$ is complete.

Proof. Let $A \triangleleft B$ and let $\psi$ : Aut $G \rightarrow A$ be an isomorphism; write $I=$ (Inn $G)^{\psi}$. Then $I$ is characteristic in $A$ and therefore normal in $B$. Thus an element $b$ of $B$ induces an automorphism in $I$ by conjugation. Since $G \simeq$ Inn $G \simeq I$, the element $b$ also induces an automorphism $\alpha$ in $G$. To describe $\alpha$ we introduce the conjugation homomorphism $\tau: G \rightarrow \operatorname{Inn} G$, which is a monomorphism in this case. Then $\alpha$ is given by the rule

$$
\left(g^{\alpha}\right)^{\tau \psi}=b^{-1}\left(g^{\tau \psi}\right) b, \quad(g \in G)
$$

Applying $\psi$ to the equation $\alpha^{-1} g^{\tau} \alpha=\left(g^{\alpha}\right)^{\tau}$, we get $\left(\alpha^{\psi}\right)^{-1} g^{\tau \psi} \alpha^{\psi}=\left(g^{\alpha}\right)^{\tau \psi}=$ $b^{-1}\left(g^{\tau \psi}\right) b$. Therefore $\alpha^{\psi} b^{-1} \in C_{B}(I)=C$, say, and $B=C A$. Also $C \cap A=$ $C_{A}(I)=1$ because $C_{\text {Aut } G}(\operatorname{Inn} G)=1$. Thus $B=C \times A$ and the completeness of Aut $G$ follows via 13.5.8.

This theorem supplies explicit examples of complete groups.
13.5.10 (Burnside). If $G$ is a nonabelian simple group, then Aut G is complete.

Proof. Since $G \simeq \operatorname{Inn} G=I$, the subgroup $I$ is minimal normal in $A=$ Aut $G$. If Aut $G$ is not complete, then on account of 13.5 .9 the subgroup $I$ cannot be characteristic in $A$. Thus $I \neq I^{\alpha}$ for some $\alpha$ in Aut $A$. Remembering that $I$ is simple, we have $I \cap I^{\alpha}=1$ and thus $\left[I, I^{\alpha}\right]=1$. Hence $I^{\alpha} \leq$ $C_{A}(I)=1$ and $G=1$, a contradiction.

It is a theorem of Hölder that Aut $A_{n} \simeq S_{n}$ provided that $n \neq 2,3$ or 6 . (For the case $n=5$ see Exercise 1.6.18.) It follows via 13.5.9 (and a special
argument when $n=3$ or 4 ) that $S_{n}$ is complete if $n \neq 2$ or 6 . Of course $S_{2}$ is not complete: nor is $S_{6}$ and in fact $\mid$ Out $S_{6} \mid=2$. For more on these matters see [b40]. It should be mentioned that many finite simple groups are complete.

For comparison with 13.5 .10 we mention a result due to Dyer and Formanek [a43]: if $F$ is a noncyclic free group, then Aut $F$ is complete. An account of recent work on complete groups can be found in [a172].

## ExERCISES 13.5

1. Prove that $S_{3}$ and $S_{4}$ are complete.
2. Prove that the holomorph of $\mathbb{Z}_{n}$ is complete if and only if $n$ is odd.
3. If $A$ is the additive group of rational numbers of the form $m 2^{n}, m, n \in \mathbb{Z}$, show that the holomorph of $A$ is complete.
4. Let $G=D_{\infty}$; prove that the automorphism tower of $G$ terminates after $\omega+1$ steps with the group of Exercise 13.5.3.
5. If $G$ is a completely reducible group with trivial centre, show that Aut $G$ is complete.
6. If a complete group $G$ is isomorphic with the derived subgroup of some group, prove that $G$ must be perfect.
7. Let $G$ be a finite group.
(a) If $G$ is a direct product of (directly) indecomposable complete groups which are pairwise nonisomorphic, then $G$ is complete.
(b) If $G$ is complete, it has a unique direct decomposition of this type.
8. A finite soluble group is isomorphic with a subnormal subgroup of a complete finite soluble group. [Hint: Imitate the proof of 13.5 .6 and 13.5.7.]
9. (D. Robinson). An infinite supersoluble group cannot be complete. [Hint: Suppose that $G$ is such a group and let $A$ be a maximal normal abelian subgroup of $G$. First of all show that $C_{G}(A)=A$. Argue that $A$ contains no involutions and there is a nontrivial element $c A^{2}$ in $\zeta\left(G / A^{2}\right) \cap A / A^{2}$. Write $[g, c]=a(g)^{2}$ where $a(g) \in A$ and consider the mapping $g \mapsto g a(g)$.
10. Let $G$ be an arbitrary group.
(a) Prove that $G$ wr $\mathbb{Z}$ has trivial centre.
(b) Deduce from (a) and 13.5 .5 that $G$ is isomorphic with an ascendant subgroup of a complete group $G^{*}$, where $\left|G^{*}\right| \leq\left(2^{|G|}\right)^{+}$if $G$ is infinite.

## CHAPTER 14

## Finiteness Properties

A finiteness condition or property is a group-theoretical property which is possessed by all finite groups: thus it is a generalization of finiteness. This embraces an immensely wide collection of properties, numerous examples of which we have already encountered, for example, finiteness, finitely generated, the maximal condition and so on. Our purpose here is to single out for special study some of the more significant finiteness properties.

### 14.1. Finitely Generated Groups and Finitely Presented Groups

The property of being finitely generated is one that has arisen from time to time. We have seen enough to appreciate that this is a relatively weak finiteness condition which guarantees little else but countability. Indeed the complexity of the structure of finitely generated groups is underscored by the theorem of Higman, Neumann, and Neumann that every countable group can be embedded in a 2 -generator group (6.4.7).

Another measure of the vastness of the class of finitely generated groups is the following theorem of B.H. Neumann: there exist $2^{\mathrm{N}_{0}}$ nonisomorphic 2 -generator groups. Thus the set of isomorphism classes of 2 -generator groups has the largest cardinality one could expect: for to construct a finitely generated group one has to form a normal subgroup of a free group of finite rank, which can surely be done in at most $2^{N_{o}}$ ways.

Actually we shall prove a stronger result indicating that even finitely generated soluble groups are very numerous and can have complex structure.
14.1.1 (P. Hall). If $A$ is any nontrivial countable abelian group, there exist $2^{N_{0}}$ nonisomorphic 2-generator groups $G$ such that $\left[G^{\prime \prime}, G\right]=1, \zeta G \simeq A$, and G/ऽG has trivial center.

Proof. To begin the construction, form the free nilpotent group $Y$ of class 2 on the set $\left\{y_{i} \mid i=0, \pm 1, \pm 2, \ldots\right\}$. Thus $Y \simeq F / \gamma_{3} F$ where $F$ is a free group of countably infinite rank. Now $Y^{\prime} \simeq F^{\prime} / \gamma_{3} F$, so $Y^{\prime}$ is a free abelian group with the set of elements $\left[y_{i}, y_{j}\right]=c_{i j}, i<j$ as a basis (see Exercise 6.1.14).

We impose further relations on $Y$ by identifying generators $c_{i j}$ and $c_{i+k j+k}$ for all $i, j, k$. This amounts to forming a quotient group $X=Y / K$ where $K$ is generated by all $c_{i j}^{-1} c_{i+k j+k}$ : observe that $K \triangleleft Y$ since $K \leq \zeta Y$. Writing $x_{i}$ for $y_{i} K$, we have $\left\{x_{i} \mid i=0, \pm 1, \ldots\right\}$ as a set of generators of $X$ subject to relations

$$
\begin{equation*}
\left[x_{i}, x_{j}, x_{k}\right]=1 \quad \text { and } \quad\left[x_{i+k}, x_{j+k}\right]=\left[x_{i}, x_{j}\right] . \tag{1}
\end{equation*}
$$

Clearly $Y^{\prime} / K$ is torsion-free, so that $X$ is a torsion-free nilpotent group of class 2 . Moreover the element

$$
d_{r}=\left[x_{i}, x_{i+r}\right], \quad(i=1,2, \ldots),
$$

is independent of $i$ and $d_{1}, d_{2}, \ldots$ form a basis of the free abelian group $X^{\prime}$.
The mapping $x_{i} \mapsto x_{i+1}$ preserves the set of relations (1). Hence by Exercise 2.2.9 there is an automorphism $\alpha$ of $X$ such that $x_{i}^{\alpha}=x_{i+1}$. Clearly $\alpha$ has infinite order. Now form the semidirect product

$$
H=T \ltimes X
$$

where $T=\langle t\rangle$ is infinite cyclic and $t$ operators on $X$ like $\alpha$. Then

$$
d_{r}^{t}=\left[x_{0}, x_{r}\right]^{t}=\left[x_{1}, x_{r+1}\right]=d_{r},
$$

so that $X^{\prime} \leq \zeta H$. Since $H / X^{\prime}$ is surely metabelian, $H^{\prime \prime} \leq X^{\prime}$ and thus $\left[H^{\prime \prime}, H\right]=1$. Moreover $H=\left\langle t, x_{0}\right\rangle$ since $x_{i}^{t}=x_{i+1}$.

Let us consider the group $\bar{H}=H / X^{\prime}$. In this group all commutators in the $x_{i}$ have been suppressed, which means that, if we write $\bar{t}$ for $t X^{\prime}$ and $\bar{x}_{t}$ for $x_{i} X^{\prime}$, the elements $\bar{t}$ and $\bar{x}_{0}$ will generate $\bar{H}$ subject only to the relations $\left[\bar{x}_{i}, \bar{x}_{j}\right]=1, \bar{x}_{i}^{t}=\bar{x}_{i+1}$. Thus $\bar{H}$ is the standard wreath product of a pair of infinite cyclic groups. By Exercise 1.6 .14 the center of $\bar{H}$ is trivial: therefore $\zeta H=X^{\prime}$.

Since $X^{\prime}$ is a free abelian group of countably infinite rank while $A$ is countable and abelian, $A \simeq X^{\prime} / M$ for some $M \leq X^{\prime}$; here we are using 2.3.7. Now $M$ is contained in the center, so it is normal in $H$. Thus we can define

$$
G_{M}=H / M .
$$

Certainly $\left[G_{M}^{\prime \prime}, G_{M}\right]=1$ and $G_{M}$ is a 2-generator group. Also $\zeta\left(G_{M}\right) \leq X^{\prime} / M$ because $H / X^{\prime}$ has trivial center. It follows that $\zeta\left(G_{M}\right)=X^{\prime} / M \simeq A$.

All that remains to be done is to show that $2^{\aleph_{0}}$ nonisomorphic groups can be obtained by varying $M$ within $X^{\prime}$, always subject to $X^{\prime} / M \simeq A$ of course. In the first place there are surely $2^{\aleph_{0}}$ of the $M$ 's available. Suppose however that the resulting $G_{M}$ 's fall into countably many isomorphism classes. Then for some $M$ there exist uncountably many isomorphisms $\theta_{\lambda}: G_{M_{\lambda}} \rightarrow G_{M}$. If $\alpha_{\lambda}: H \rightarrow G_{M_{\lambda}}$ is the natural homomorphism with kernel $M_{\lambda}$, then $\alpha_{\lambda} \theta_{\lambda}$ is a homomorphism from $H$ to $G_{M}$. If $\alpha_{\lambda} \theta_{\lambda}=\alpha_{\mu} \theta_{\mu}$, then $M_{\lambda}=$ $\operatorname{Ker}\left(\alpha_{\lambda} \theta_{\lambda}\right)=\operatorname{Ker}\left(\alpha_{\mu} \theta_{\mu}\right)=M_{\mu}$. Hence the $\alpha_{\lambda} \theta_{\lambda}$ constitute an uncountable set of homomorphisms from the 2 -generator group $H$ to the countable group $G_{M}$; but this is plainly absurd.

Notice that the groups we have constructed are 2 -generator soluble groups of derived length 3 belonging to the variety of groups $G$ satisfying $\left[G^{\prime \prime}, G\right]=1$.

## Finitely Presented Groups

Recall from 2.2 that a group $G$ is finitely presented if it has a presentation with a finite number of generators and a finite number of relations: equivalently $G \simeq F / R$ where $F$ is a free group of finite rank and $R$ is the normal closure of a finite subset. Certainly there are up to isomorphism only countably many possibilities for $F$ and $R$, and therefore for $G$. Therefore the following is clear.
14.1.2. There exist only countably many nonisomorphic finitely presented groups.

Theorems 14.1.1 and 14.1.2 taken together show that there exist finitely generated groups which are not finitely presented, but they do not provide an explicit example. In practice it can be a troublesome business to decide whether a particular finitely generated group is finitely presented. On occasion the following lemma is useful in this connection.
14.1.3 (P. Hall). Let $G$ be a finitely generated group, let $N \triangleleft G$ and suppose that $G / N$ is finitely presented. Then $N$ is the normal closure in $G$ of a finite subset; thus $N$ is finitely generated as a G-operator group.

Proof. Let $\theta: F \rightarrow G$ be a presentation of $G$ where $F$ is a free group of finite rank. Write $S$ for the preimage of $N$ under $\theta$. Then $S \rightarrow F \rightarrow G / N$ is a presentation of the finitely generated group $G / N$. By 2.2 .3 the subgroup $S$ is the normal closure in $F$ of some finite subset. Applying $\theta$ to $S$ we obtain the required result.

Let us illustrate the utility of this simple result by proving that a particular group is not finitely presented.
14.1.4. The standard wreath product of two infinite cyclic groups is a 2generator metabelian group that is not finitely presented.

Proof. Let $H$ denote the group constructed during the proof of 14.1.1. It was remarked that $H / X^{\prime}$ is a wreath product of the type under discussion. If this group were finitely presented, 14.1 .3 would show $X^{\prime}$ to be finitely gener-ated-here it is relevant that $X^{\prime}$ is central in $H$. But this is certainly not the case.

This example should be contrasted with the known theorem that every polycyclic group is finitely presented (2.2.4). We mention without going into details that an important geometrical approach to finite presentability of soluble groups has been devised by Bieri and Strebel (see [a202]).

Finite presentability has relatively little effect on the structure of a group or on the types of subgroup that can occur. A deep theorem of G. Higman tells us what kind of subgroups to expect.

A countable group which has a presentation with a recursively enumerable set of relators can be embedded in a finitely presented group. Here the meaning of the term "recursively enumerable" is, roughly speaking, that there is an algorithmic process which will enumerate the relators. A simplified treatment of this theorem is to found in [b43].

## The Deficiency of a Group

Let $G$ be a finitely presented group. Suppose that there is a presentation of $G$ with $n$ generators and $r$ relators. The integer $n-r$ is called the deficiency of the presentation; it can sometimes be used to yield information about structure of the group that would otherwise be hard to obtain. If $r>0$, it is possible to add further relators that are consequences of the original ones, so that a presentation of smaller deficiency is obtained. Thus one seeks presentations with as large deficiency as possible.

With this in mind we define the deficiency of the group $G$

$$
\operatorname{def} G
$$

to be the maximum deficiency of a finite presentation of $G$. That this is always finite will follow from the next result, which connects the deficiency with the Schur multiplicator. Recall that $d(G)$ is the minimum number of elements required to generate a finitely generated group $G$.
14.1.5 (P. Hall). If $G$ is a finitely presented group, the Schur multiplicator $M(G)$ is finitely generated: moreover

$$
\operatorname{def} G \leq r_{0}\left(G_{\mathrm{ab}}\right)-d(M(G))
$$

In particular $G$ has finite deficiency.

Proof. Let $R \mapsto F \rightarrow G$ be a finite presentation of $G$ with $n$ generators and $r$ relators. Thus $R$ is the normal closure in $F$ of a set of $r$ elements, which means that $R /[R, F]$ can be generated by $r$ elements and thus $d(R /[R, F]) \leq$ $r$. Now $R / R \cap F^{\prime}$ is isomorphic with a subgroup of the free abelian group $F_{\mathrm{ab}}$, so it is free abelian (4.2.3). It follows from 4.2 .5 that $\left(R \cap F^{\prime}\right) /[R, F]$ is a direct factor of $R /[R, F]$. Recall that $\left(R \cap F^{\prime}\right) /[R, F]$ is isomorphic with $M(G)$-this is Hopf's formula (11.4.15). Consequently $R /[R, F] \simeq M(G) \oplus S$ where $S \simeq R F^{\prime} / F^{\prime}$. Now $d(M(G) \oplus S)=d(M(G))+d(S)$, by Exercise 4.2.4. Hence

$$
r \geq d(R /[R, F])=d(M(G))+d(S)
$$

But $d(S)=r_{0}\left(R F^{\prime} / F^{\prime}\right)=r_{0}\left(F_{\mathrm{ab}}\right)-r_{0}\left(F / R F^{\prime}\right)$, by Exercise 4.2.7, so that $d(S)=$ $n-r_{0}\left(G_{\mathrm{ab}}\right)$. Therefore

$$
r \geq d(M(G))+n-r_{0}\left(G_{\mathrm{ab}}\right)
$$

whence $n-r \leq r_{0}\left(G_{\mathrm{ab}}\right)-d(M(G))$. This holds for every finite presentation of $G$.

Let us see how the inequality of 14.1 .5 can be used to give structural information about groups with special presentations. The following is a good example of the use of homological methods to prove a purely grouptheoretic theorem.
14.1.6 (Magnus). Let $G$ be a group having a finite presentation with $n+r$ generators and $r$ relators. If $G_{\mathrm{ab}}$ can be generated by $n$ elements $x_{1} G^{\prime}, \ldots$, $x_{n} G^{\prime}$, then $x_{1}, \ldots, x_{n}$ generate a free subgroup of rank $n$ for which they form a set of free generators.

This has the following consequence:
14.1.7 (Magnus). Let $G$ be a group having a finite presentation with $n+r$ generators and $r$ relators. If $G$ can be generated by $n$ elements, then $G$ is $a$ free group of rank $n$.

To see that this is at least plausible imagine that the relators could be used to eliminate $r$ of the $n+r$ generators; it would seem reasonable that the remaining $n$ generators ought not to be subject to any relations. Of course this is no proof since it is not clear that the elimination can be carried out.

Proof of 14.1.6. Using 14.1 .5 we derive the inequalities

$$
n=n+r-r \leq \operatorname{def} G \leq r_{0}\left(G_{\mathrm{ab}}\right)-d(M(G)) \leq n-d(M(G))
$$

which tells us immediately that $d(M(G))=0$ and $r_{0}\left(G_{\mathrm{ab}}\right)=n$; hence $M(G)=$ 0 . Moreover Exercise 4.2 .3 shows that $G_{\mathrm{ab}}$ is a free abelian group of rank $n$; for $r_{0}\left(G_{\mathrm{ab}}\right)=n \leq d\left(G_{\mathrm{ab}}\right) \leq n$.

Let $F$ be the free group on a set of $n$ elements $\left\{y_{1}, \ldots, y_{n}\right\}$. Then there is a homomorphism $\theta: F \rightarrow G$ such that $y_{i}^{\theta}=x_{i}$. We shall prove that $\theta$ is injective, which will establish the theorem.

In the first place $\theta$ maps $F_{\mathrm{ab}}$ onto $G_{\mathrm{ab}}$ because the $x_{i} G^{\prime}$ generate $G_{\mathrm{ab}}$. Since both $F_{\mathrm{ab}}$ and $G_{\mathrm{ab}}$ are free abelian groups of rank $n$, it follows easily that $\theta$ maps $F_{\mathrm{ab}}$ isomorphically onto $G_{\mathrm{ab}}$.

Let $F_{i}=F / \gamma_{i+1} F$ and $G_{i}=G / \gamma_{i+1} G$. Assume that $\theta$ maps $F_{i}$ isomorphically onto $G_{i}$ - note that when $i=1$ this has just been proved. Consider the commutative diagram


Here the down maps on the left and right are induced by $\theta$. Applying 11.4.17 we obtain a corresponding commutative homology diagram with exact rows


Here $M(F)=0$ because $F$ is a free group (11.3.2). Since $\theta: F_{i} \rightarrow G_{i}$ is bijective, so is the induced map $\theta_{*}: M\left(F_{i}\right) \rightarrow M\left(G_{i}\right)$; here we use the fact that $1=\left(\theta \theta^{-1}\right)_{*}=\theta_{*}\left(\theta^{-1}\right)_{*}$ by Exercise 11.4.16. In addition $\theta_{*}:\left(F_{i}\right)_{\mathrm{ab}} \rightarrow\left(G_{i}\right)_{\mathrm{ab}}$ is bijective. Our immediate object is to prove that $\theta_{*}: \gamma_{i+1} F / \gamma_{i+2} F \rightarrow$ $\gamma_{i+1} G / \gamma_{i+2} G$ is bijective: for this will surely imply that $\theta_{*}: F_{i+2} \rightarrow G_{i+2}$ is bijective. (The reader with a grounding in homological algebra will recognize this as the "five lemma" and may skip the next two paragraphs.) In fact $\beta=0=\beta^{\prime}$.

Let $x$ belong to the kernel of the above $\theta_{*}$. Then $1=x^{\theta_{*} \beta^{\prime}}=x^{\beta \theta_{*}}$ by commutativity of the diagram. Hence $x^{\beta}=1$ and $x \in \operatorname{Ker} \beta=\operatorname{Im} \alpha$; thus $x=y^{\alpha}$ where $y \in M\left(F_{i}\right)$. Hence $1=x^{\theta_{*}}=y^{\alpha \theta_{*}}=y^{\theta_{*} \alpha^{\prime}}$, so that $y^{\theta_{*}}=1$ and $y=1$. Thus $x=1$ and the $\theta^{*}$ in question is injective.

Now for surjectivity. Let $a \in \gamma_{i+1} G / \gamma_{i+2} G$; then $a^{\beta^{\prime}}=b^{\theta_{*}}$ for some $b \in F_{\mathrm{ab}}$ since $\theta_{*}: F_{\mathrm{ab}} \rightarrow G_{\mathrm{ab}}$ is surjective. Hence $1=a^{\beta^{\prime} \gamma^{\prime}}=b^{\theta_{*} \gamma^{\prime}}=b^{\nu \theta_{*}}$, which yields $b^{\gamma}=1$ since $\theta_{*}:\left(F_{i}\right)_{\mathrm{ab}} \rightarrow\left(G_{i}\right)_{\mathrm{ab}}$ is injective. Therefore $b \in \operatorname{Ker} \gamma=\operatorname{Im} \beta$ and $b=c^{\beta}$ for some $c$ in $\gamma_{i+1} F / \gamma_{i+2} F$. Thus $a^{\beta^{\prime}}=b^{\theta_{*}}=c^{\beta \theta_{*}}=c^{\theta_{*} \beta^{\prime}}$ and $a \equiv c^{\theta_{*}}$ $\bmod \left(\operatorname{Ker} \beta^{\prime}=\operatorname{Im} \alpha^{\prime}\right)$. It follows that $a=c^{\theta_{*}} d^{\alpha^{\prime}}$ for some $d \in M\left(G_{i}\right)$. But $d=$ $e^{\theta_{*}}$ for some $e$ in $M\left(F_{i}\right)$. Hence $d^{\alpha^{\prime}}=e^{\theta_{*} \alpha^{\prime}}=e^{\alpha \theta_{*}}$ and $a=\left(c e^{\alpha}\right)^{\theta_{*}}$, which proves surjectivity.

It now follows by induction on $i$ that $\theta_{*}: F / \gamma_{i+1} F \rightarrow G / \gamma_{i+1} G$ is bijective for all $i$. Hence $\operatorname{Ker} \theta \leq \gamma_{i+1} F$ for all $i$. But the intersection of all the $\gamma_{i+1} F$ 's is 1 , by 6.1.10. Hence $\operatorname{Ker} \theta=1$ and $\theta: F \rightarrow G$ is injective.

## Exercises 14.1

1. A group $G$ is said to have finite torsion-free rank if it has a series of finite length whose factors are either torsion or infinite cyclic. Prove that all series in $G$ of this type have the same number of infinite cyclic factors. (This number is called the torsion-free rank or Hirsch length of $G$, see 4.2.)
2. Prove that a group has finite torsion-free rank $r$ if and only if it has a normal series whose factors are torsion groups or torsion-free abelian groups the sum of whose ranks equals $r$. [Hint: To prove necessity form a series as in Exercise 14.1.1 and take the normal closure of the smallest nontrivial term.]
3. A group $G$ has finite Prüfer rank $r$ if every finitely generated subgroup can be generated by $r$ elements and $r$ is the least such integer. Prove that the class of groups of finite Prüfer rank is closed with respect to forming subgroups, images and extensions.
4. Show that a soluble group has finite Prüfer rank if and only if it has a series of finite length whose factors are either infinite cyclic or isomorphic with subgroups of $\mathbb{Q} / \mathbb{Z}$. Deduce that a soluble group of finite Prüfer rank has finite tor-sion-free rank.
5. Let $G$ be a finitely presented group. Prove that every quotient of $G$ is finitely presented if and only if $G$ satisfies max- $n$.
6. If $r$ is an integer $>1$, show that the standard wreath product $\mathbb{Z} \imath \mathbb{Z} \imath \cdots \imath \mathbb{Z}$ with $r$ factors is finitely generated but not finitely presented.
7. If $G$ is a finitely presented group with positive deficiency $d$, show that $G$ has a free abelian quotient group of rank $d$.
8. A finite presentation is said to be balanced if it has the same number of generators as relators. If a torsion group $G$ has a balanced presentation, prove that $M(G)=0$.
9. Prove that a finite abelian group has a balanced presentation if and only if it is cyclic.
10. Let $G=\left\langle x_{1}, x_{2}, \ldots, x_{n} \mid u\right\rangle$ be a "one-relator group". Let $e_{i}$ be the sum of the exponents of $x_{i}$ in $u$ (regarded as a word in the $x_{i}$ ). If $e_{1}, e_{2}, \ldots, e_{n}$ are coprime, show that $G$ has a free subgroup of rank $n-1$. [Hint: Prove that $G_{a b}$ is free abelian of rank $n-1$.]

### 14.2. Torsion Groups and the Burnside Problems

According to the definition in 12.1, a group is locally finite if each finitely generated subgroup is finite. Thus a locally finite group is a torsion group. To pose the converse is to ask if every finitely generated torsion group is finite. This is a famous problem named after Burnside, who first raised it in an article in 1902 ([a20]).

The Burnside problem remained unsolved until 1964 when Golod constructed a finitely generated infinite $p$-group using class field theory. Since then many other such groups have been found. For example, in 1980 Grigorčuk [a61] gave an example of an infinite 3-generator 2-group which is a group of transformations of the interval [0,1]. Also Gupta and Sidki [a66] constructed an infinite 2 -generator $p$-group consisting of automorphisms of the infinite regular tree of degree $p$.

Here we shall construct an infinite 2 -generator $p$-group, using only elementary properties of free products. The construction is due to Gupta.

## Construction

Let $p$ be an odd prime (when $p=2$, the construction requires modification -see Exercise 14.2.7). Consider first the free product

$$
H=\langle a\rangle *\langle t\rangle
$$

where $a$ and $t$ have order $p$. If we put $a_{i}=a^{t^{i}}$, then

$$
A=a^{H}=\left\langle a_{0}, a_{1}, \ldots, a_{p-1}\right\rangle
$$

It is easily seen that the expression $a_{i_{1}}^{l_{1}} a_{i_{2}}^{l_{2}} \cdots a_{i_{r}}^{l_{r}}$, where $i_{j} \neq i_{j+1}$, is a normal form for elements of $A$. Thus by 6.2 .4 the group $A$ is a free product:

$$
A=\left\langle a_{0}\right\rangle *\left\langle a_{1}\right\rangle * \cdots *\left\langle a_{p-1}\right\rangle
$$

Also of course $H=\langle t\rangle \ltimes A$.
Next for $k=0,1, \ldots, p-1$ a homomorphism $\theta_{k}: A \rightarrow H$ is defined by the rules

$$
a_{k}^{\theta_{k}}=a_{0} \quad \text { and } \quad a_{i}^{\theta_{k}}=t^{i-k} \quad \text { if } \quad i \neq k
$$

These $\theta_{k}$ are used to define subgroups as follows: $N_{0}=1$ and

$$
N_{i+1}=\left\{w \in A \mid w^{\theta_{k}} \in N_{i}, \forall k\right\} .
$$

Thus, for example, $N_{1}=\bigcap_{k=0,1,2, \ldots}$ Ker $\theta_{k}$. An easy induction on $i$ shows that $N_{i} \leq N_{i+1}$, so that $1=N_{0} \leq N_{1} \leq N_{2} \leq \cdots$.

Induction can also be used to prove that $N_{i} \triangleleft H$. Indeed suppose that $N_{i-1} \triangleleft H$. Now it follows at once from the definition that $N_{i} \triangleleft A$. Also, if $w=w\left(a_{0}, a_{1}, \ldots, a_{p-1}\right) \in N_{i}$, then, since $a_{j}^{\theta_{k}}=a_{j-1}^{\theta_{k-1}}$, we have for all $k$ that

$$
\begin{aligned}
\left(t^{-1} w t\right)^{\theta_{k}} & =\left(w\left(a_{1}, a_{2}, \ldots, a_{p-1}, a_{0}\right)\right)^{\theta_{k}} \\
& =\left(w\left(a_{0}, a_{1}, \ldots, a_{p-1}\right)\right)^{\theta_{k-1}} \in N_{i}^{\theta_{k-1}} \leq N_{i-1}
\end{aligned}
$$

Hence $t^{-1} w t \in N_{i}$ and $N_{i} \triangleleft N$.
To complete the construction put $N=\bigcup_{i=1,2, \ldots} N_{i}$ and write

$$
G=H / N .
$$

Concerning this group we shall prove
14.2.1. The group $G$ is an infinite $p$-group with two generators.

Proof. Obviously $G$ is a 2 -generator group. The main step in the proof consists in showing that $G$ is a $p$-group. First comes a definition. Let $h \in H$ and write $h=t^{i} w$ where $w \in A$. The length $l(h)$ of $h$ is defined by

$$
l(h)= \begin{cases}1+l(w) & \text { if } i \neq 0(\bmod p) \\ l(w) & \text { if } i \equiv 0(\bmod p)\end{cases}
$$

where $l(w)$ is the length of the normal form of $w$. We shall prove that

$$
h^{p^{n}} \in N_{n}
$$

provided that $n \geq l(h)$; this will show that $G$ is a $p$-group.
The proof is by induction on $l(h)$. If $l(h) \leq 1$, then $h \in\langle t\rangle$ or $h \in\left\langle a_{i}\right\rangle$ for some $i$, in which case $h^{p}=1$. Assume that the statement is true for elements of length $n$, and let $h=t^{i} w$ have length $n+1$.

First of all consider the case where $i \not \equiv 0(\bmod p)$. Then $l(w)=n$. Now

$$
h^{p}=\left(t^{i} w\right)^{p}=w^{t^{i(p-1)}} w^{t^{i}(p-2)} \cdots w^{t^{i}} w
$$

since $t^{p}=1$. In addition, if $w=w\left(a_{0}, a_{1}, \ldots, a_{p-1}\right)$, then $w^{t^{i(p-j)}}=w\left(a_{i(p-j)}\right.$, $\left.a_{1+i(p-j)}, \ldots, a_{p-1+i(p-j)}\right)$ where subscripts are to be reduced modulo $p$. Suppose that $a_{k}$ occurs as a power exactly $d_{k}$ times in $w$. Then $a_{k}$ occurs as a power in $h^{p}$ at most $\sum_{r=0}^{p-1} d_{k-i r}=\sum_{r=0}^{p-1} d_{r} \leq n$ times (again subscripts are reduced modulo $p$ ).

Now consider $\left(h^{p}\right)^{\theta_{k}}$. This involves at most $n a_{0}$ 's, and also various power of $t$. If the exponent sum of $a_{r}$ in $w$ is $l_{r}$, then for $r \neq k$ the contribution of $a_{r}$ to the exponent of $t$ in $\left(h^{p}\right)^{\theta_{k}}$ is

$$
\sum_{j=0}^{p-1} l_{r}(r+i j-k)=l_{r}\left(p(r-k)+i\binom{p}{2}\right) \equiv 0 \quad(\bmod p)
$$

since $p>2$. Moving all powers of $t$ to the left in $\left(h^{p}\right)^{\theta_{k}}$, we see that $\left(h^{p}\right)^{\theta_{k}} \in A$ and this involves at most $n$ powers of $a_{i}$ 's, i.e., $l\left(\left(h^{p}\right)^{\theta_{k}}\right) \leq n$. By induction on $n$ we have $\left(\left(h^{p}\right)^{\theta_{k}}\right)^{p^{n}} \in N_{n}$, so that $\left(h^{p^{n+1}}\right)^{\theta_{k}} \in N_{n}$ for all $k$, and $h^{p^{n+1}} \in N_{n+1}$.

Now consider the case where $i \equiv 0(\bmod p)$ and $h=w \in A$; here $l(w)=$ $n+1$. Since we can replace $w$ by a conjugate, there is no loss in supposing that $w$ does not begin and end with the same generator $a_{j}$. If $l\left(w^{\theta_{k}}\right) \leq n$ for all $k$, then induction will show that $\left(w^{\theta_{k}}\right)^{p^{n}} \in N_{n}$ so that $w^{p^{n}} \in N_{n+1}$, and $w^{p^{n+1}} \in N_{n+1}$. Thus we can assume that $l\left(w^{\theta_{k}}\right)=n+1$ for some $k$.

It follows that $w$ cannot involve two or more powers $a_{j}^{r}$ with $j \neq k$. Hence, taking into account the fact that $w$ does not begin and end with the same $a_{j}$, we see that $l(w)=2$ and $n=1$. Also, conjugating if necessary, we can suppose that $w=a_{j}^{r} a_{k}^{s}$ where $j \neq k$. Then $w^{\theta_{k}}=t^{(j-k) r} a_{0}^{s}$.

Arguing as in the case $a \not \equiv 0(\bmod p)$, we can conclude that $\left(\left(w^{\theta_{k}}\right)^{p}\right)^{\theta_{l}}$ in $A$ has length 1 at most. Consequently $\left(w^{p^{2}}\right)^{\theta_{k} \theta_{l}}=1$ for all $l$, and $\left(w^{p^{2}}\right)^{\theta_{k}} \in N_{1}$. Also $\left(w^{p^{2}}\right)^{\theta_{l}} \in N_{1}$ for $l \neq k$, so $w^{p^{2}} \in N_{2}$, as required.

It remains to prove that $G=H / N$ is an infinite group. Assume that this is false; then $N$ is finitely generated and $N=N_{i}$ for some $i$.

To disprove this, we introduce elements $v_{0}, v_{1}, v_{2}, \ldots$ of $A$ via the following equations:

$$
v_{0}=\left[a_{0}, a_{1}\right], \quad v_{i+1}=\left[a_{0}, v_{i}\right] .
$$

Then $v_{0}^{\theta_{0}}=\left[a_{0}, t\right]=a_{0}^{-1} a_{1}$, and an easy induction on $i$ shows that $v_{i+1}^{\theta_{0}}=v_{i}$. By 6.2.5 the element $v_{j}$ has infinite order, for its normal form begins with $a_{0}^{-1}$ and ends with $a_{1}$.

We shall argue that $\left\langle v_{j}\right\rangle \cap N_{j+2}=1$ for all $j$. This will contradict $N=N_{i}$ since $v_{i}^{p^{l}} \in N_{l}$ where $l=l\left(v_{i}\right)$. Suppose that $\left\langle v_{j-1}\right\rangle \cap N_{j+1}=1$ and that some $v_{j}^{r}$ belongs to $N_{j+2}$. Then $\left(v_{j}^{\theta_{o}}\right)^{r}=\left(v_{j}^{r}\right)^{\theta_{o}} \in N_{j+1}$, and so $v_{j-1}^{r} \in\left\langle v_{j-1}\right\rangle \cap N_{j+1}=$ 1. Since $v_{j-1}$ has infinite order, $r=0$ and $v_{j}^{r}=1$. Hence it is enough to prove that $\left\langle v_{0}\right\rangle \cap N_{2}=1$. Assume that $v_{0}^{r} \in N_{2}$. Then $\left(v_{0}^{r}\right)^{\theta_{0}}=\left(a_{0}^{-1} a_{1}\right)^{r} \in N_{1}$. Hence $1=\left(\left(a_{0}^{-1} a_{1}\right)^{r}\right)^{\theta_{0}}=\left(a_{0}^{-1} t\right)^{r}$, which shows that $r \equiv 0(\bmod p)$. Therefore

$$
1=\left(\left(a_{0}^{-1} t\right)^{p}\right)^{r / p}=\left(a_{1} a_{2} \cdots a_{p-1} a_{0}\right)^{-r / p}
$$

But this implies that $r=0$, so the proof is complete.
In his original memoir of 1902 Burnside also raised a special case of the preceding problem: does a finitely generated group of finite exponent have to be finite? If $G$ is an $n$-generator group and $G^{e}=1$, then $G$ is an image of the so-called free Burnside group

$$
B(n, e)=F / F^{e}
$$

where $F$ is a free group with $n$ generators; this follows from 2.3.7. In the terminology of 2.2 the group $B(n, e)$ is a free group in the variety of groups of exponent dividing $e$. Thus Burnside's question is whether $B(n, e)$ is finite.

Our present state of knowledge of this problem is very incomplete. If $e=1$ or $n=1$, it is trivially true. If $e=2,3,4$ or 6 , it has been proved with varying degrees of difficulty. At present no other values of $e$ are known for which $B(n, e)$ is finite.

On the other hand, in 1968 Novikov and Adjan, in a series of papers of great length, proved that $B(n, e)$ is infinite if $n>1$ and $e$ is a large enough odd number. Subsequently work of Adjan showed that $B(n, e)$ is infinite if $n>1$ and $e$ is an odd integer $\geq 665$ (see [b1]). Very recently Ivanov has proved that $B(n, e)$ is infinite for $n>1$ and all sufficiently large exponents $e$, whether even or odd.

We shall examine the cases $e=2,3,4$ here: to prove that $B(n, 6)$ is finite is much harder (see M. Hall [b31]).

### 14.2.2. $B(n, 2)$ is finite with order $2^{n}$.

Proof. If $G$ is an $n$-generator group and $G^{2}=1$, then for any $x, y$ we have $1=(x y)^{2}=x y x y$, so that $x y=y^{-1} x^{-1}=y x$. Hence $G$ is an elementary abelian 2-group of rank $\leq n$ and $|G| \leq 2^{n}$. But an elementary abelian 2group with rank $n$ has order $2^{n}$, so $|B(n, 2)|=2^{n}$.
14.2.3 (Levi-van der Waerden). $B(n, 3)$ is finite and has order $3^{d}$ where $d \leq$ $n+\binom{n}{2}+\binom{n}{3}$.

Proof. Let $G$ be a group such that $G^{3}=1$ and let $x_{1}, \ldots, x_{n}$ generate $G$. Since $G_{a b}$ is obviously an elementary abelian 3-group, $\left|G_{a b}\right| \leq 3^{n}$. Moreover by 5.1 .7 the group $G^{\prime} /\left[G^{\prime}, G\right]$ is generated by all the $\left[x_{i}, x_{j}\right]\left[G^{\prime}, G\right]$ where $i<j$; hence $\left|G^{\prime}:\left[G^{\prime}, G\right]\right| \leq 3^{\binom{n}{2}}$. By 12.3.5 and 12.3.6 the group $G$ is nilpotent of class at most 3 . Hence $\left[G^{\prime}, G\right]$ is contained in the center of $G$, so it may be generated by the $\binom{n}{3}$ commutators $\left[x_{i}, x_{j}, x_{k}\right]$ where $i<j<k$ : here it is relevant that $[x, y, z]=[z, x, y]$ holds identically in $G$ (by 12.3.6). Thus $\left|\left[G^{\prime}, G\right]\right| \leq 3^{\binom{n}{3}}$ and the result follows.

In fact the order of $B(n, 3)$ equals $3^{n+\binom{n}{2}+\binom{n}{3}}$ - a proof is sketched in Exercise 14.2.4.
14.2.4 (Sanov). $B(n, 4)$ is finite.

The proof is based on a lemma which is a special case.
14.2.5. Let $G$ be a group such that $G^{4}=1$. Suppose that $H$ is a finite subgroup and $x$ is an element of $G$ such that $G=\langle x, H\rangle$ and $x^{2} \in H$. Then $G$ is finite.

Proof. Since $x^{2} \in H$, an arbitrary element $g$ of $G$ can be written in the form

$$
\begin{equation*}
g=h_{1} x h_{2} x \cdots h_{n-1} x h_{n} \tag{2}
\end{equation*}
$$

where $h_{i} \in H$. Suppose that (2) is an expression for $g$ of shortest length. If we can bound $n$ in terms of $|H|$, it will follow that $G$ is finite.

If $h$ is any element of $H$, then $(x h)^{4}=1$, so that

$$
x h x=h^{-1} x^{-1} h^{-1} x^{-1} h^{-1}=h^{-1} x\left(x^{2} h^{-1} x^{2}\right) x h^{-1}
$$

since $x^{4}=1$. Thus

$$
\begin{equation*}
x h x=h^{-1} x h^{*} x h^{-1} \tag{3}
\end{equation*}
$$

where $h^{*} \in H$. Applying this rule to $x h_{i} x$ in (2) we obtain

$$
\begin{equation*}
g=h_{1} x h_{2} x \cdots x h_{i-2} x\left(h_{i-1} h_{i}^{-1}\right) x h_{i}^{*} x\left(h_{i}^{-1} h_{i+1}\right) x \cdots x h_{n-1} x h_{n} \tag{4}
\end{equation*}
$$

with $h_{i}^{*}$ in $H$. Note that this expression still has the minimal length $n$. Thus we have succeeded in replacing $h_{i-1}$ by $h_{i-1} h_{i}^{-1}$. Similarly we may apply the rule (3) to the element $x\left(h_{i-1} h_{i}^{-1}\right) x$ in (4) to obtain an expression for $g$ of length $n$ in which $h_{i-2}$ is replaced by $h_{i-2} h_{i} h_{i-1}^{-1}$. By repeated application of
this process we may replace $h_{2}$ by any of the expressions

$$
h_{2} h_{3}^{-1}, h_{2} h_{4} h_{3}^{-1}, h_{2} h_{4}\left(h_{3} h_{5}\right)^{-1}, h_{2} h_{4} h_{6}\left(h_{3} h_{5}\right)^{-1}, \ldots
$$

Notice that there are $n-2$ of these elements. Suppose that $n-2>|H|$.
Then at least two of the above elements are equal. For example, suppose that

$$
h_{2} h_{4} \cdots h_{2 r}\left(h_{3} h_{5} \cdots h_{2 r+1}\right)^{-1}=h_{2} h_{4} \cdots h_{2 s}\left(h_{3} h_{5} \cdots h_{2 s+1}\right)^{-1}
$$

where $r<s$. Then

$$
\begin{equation*}
h_{2 r+2} \cdots h_{2 s}\left(h_{2 r+3} \cdots h_{2 s+1}\right)^{-1}=1 . \tag{5}
\end{equation*}
$$

The left-hand side of (5) is one of the expressions which we may substitute for $h_{2 r+2}$; it can therefore be deleted from the expression for $g$, which contradicts the minimality of $n$. In the same way equality of expressions of other types leads to a contradiction. Consequently $n \leq|H|+2$.

Proof of 14.2.3. This is now an easy matter. Let $G=\left\langle x_{1}, \ldots, x_{n}\right\rangle$ satisfy $G^{4}=1$. If $n=1$, then it is clear that $|G| \leq 4$. Let $n>1$ and assume that $H=\left\langle x_{1}, \ldots, x_{n-1}\right\rangle$ is finite. By 14.2 .5 the subgroup $K=\left\langle H, x_{n}^{2}\right\rangle$ is finite. The same result shows that $G=\left\langle K, x_{n}\right\rangle$ is finite. The theorem now follows by induction on $n$.

The exact order of $B(n, 4)$ is unknown, although the proof of 14.2.4 gives a crude upper bound (see Exercise 14.2.1). However, it is known that the groups $B(2,4), B(3,4)$, and $B(4,4)$ have orders $2^{12}, 2^{69}$, and $2^{422}$ respectively. Also it has been shown by Razmyslov that there are insoluble groups of exponent 4 ([a162]).

## The Restricted Burnside Problem

This is the problem: does there exist an upper bound $f(n, e)$ for the order of a finite $n$-generator group of exponent dividing $e$ ? A positive answer would mean that finite quotients of $B(n, e)$ have bounded order, so that there is in effect a largest finite quotient; however, $B(n, e)$ itself might conceivably be infinite.

We shall establish the truth of the conjecture for $e$ dividing 6 .
14.2.6. The order of a finite $n$-generator group $G$ of exponent dividing 6 cannot exceed a certain integer depending only on $n$.

Proof. In the first place $G$ is soluble by the Burnside $p$ - $q$ Theorem (8.5.3). Also $l_{2}(G) \leq c_{2}(G)$ by 9.3.7. Since a Sylow 2 -subgroup of $G$ has exponent 2, it is abelian and $c_{2}(G) \leq 1$. Hence $l_{2}(G) \leq 1$, which means that $G=\mathrm{O}_{2^{\prime} 22^{\prime}}(G)$.

Now $G / \mathrm{O}_{2^{\prime} 2}(G)$ is a $2^{\prime}$-group of exponent dividing 6 , so it has exponent dividing 3. By 14.2.3 the order of $G / \mathrm{O}_{2^{\prime} 2}(G)$ cannot exceed $3^{n+\binom{n}{2}+\binom{n}{3}}$. It follows from the Reidemeister-Schreier Theorem (6.1.8) that $\mathrm{O}_{2^{\prime}, 2}(G)$ can be generated by $l=(n-1) 3^{n+\binom{n}{2}+\binom{n}{3}}+1$ elements. Next $\mathrm{O}_{2^{\prime} 2}(G) / \mathrm{O}_{2^{\prime}}(G)$ is an elementary abelian 2 -group; thus its order cannot exceed $2^{l}$. Consequently $\mathrm{O}_{2^{\prime}}(G)$ can be generated by $m=(l-1) 2^{l}+1$ elements. Finally $\mathrm{O}_{2^{\prime}}(G)$ has exponent dividing 3 , so its order does not exceed $3^{n+\binom{m}{2}+\binom{m}{3} \text {. Thus we have }}$ an upper bound for $|G|$.

Actually the maximum order of a finite $n$-generator group with exponent dividing 6 is

$$
2^{a} 3^{b+\left(\begin{array}{l}
\binom{2}{2}+\binom{b}{3} \tag{6}
\end{array}\right) .}
$$

where

$$
a=(n-1) 3^{n+\binom{n}{2}+\binom{n}{3}} \quad \text { and } \quad b=(n-1) 2^{n}+1 .
$$

Since M. Hall has confirmed that $B(n, 6)$ is finite, the integer (6) is in fact the order of this free Burnside group.

Quite recently Zel'manov, in a remarkable paper, has shown that the restricted Burnside problem has a positive solution for all exponents. For an accessible account of the proof see [b70].

## Exercises 14.2

1. Find a function $f(n)$ (defined recursively) such that $|B(n, 4)| \leq f(n)$.
2. If $F$ is a free group, prove that $F / F^{4}$ is nilpotent if and only if $F$ has finite rank.
3. Find a 2 -generator group of exponent 4 and order 128 and a 2 -generator group of exponent 8 and order $2^{136}$. [Hint: If $F$ is a free group with rank 2 , consider $F /\left(F^{2}\right)^{2}$ and $\left.F /\left(F^{2}\right)^{2}\right)^{2}$.]
4. (Levi and van der Waerden: see also [b26]). Show that the order of $B(n, 3)$ is $3^{n+\binom{n}{2}+\binom{n}{3}}$ by means of the following procedure.
(a) It suffices to prove that $|B(3,3)|=3^{7}$ (see the proof of 14.2.3).
(b) Let $A=\langle a\rangle \times\langle b\rangle \times\langle c\rangle \times\langle d\rangle$ be an elementary abelian group of order $3^{4}$. Let $t \in$ Aut $A$ be given by $a^{t}=a d$ and $[b, t]=[c, t]=[d, t]=1$. Then $H=$ $\langle t\rangle \propto A$ has exponent 3 and order $3^{5}$.
(c) Define $u \in$ Aut $H$ by $t^{u}=t c, b^{u}=b d^{-1}$ and $1=[a, u]=[c, u]=[d, u]$. Then $K=\langle u\rangle \ltimes H$ has exponent 3 and order $3^{6}$.
(d) Define $v \in$ Aut $K$ by $u^{v}=u a^{-1}, t^{v}=t b^{-1}, c^{v}=c d$ and $1=[a, v]=[b, v]=$ $[d, v]$. Then $G=\langle v\rangle \propto K$ has exponent 3 and order $3^{7}$.
(e) Show that $G=\langle t, u, v\rangle$.
5. Find a 2 -generator group of exponent 9 and order $3^{3685}$
6. Prove that the group $G$ of 14.2 .1 is not finitely presented.
7. Show that the construction leading to 14.2 .1 can be modified to allow $p$ to equal 2. [Hint: Let $a$ and $t$ have order 4. Define $a_{k}^{\theta_{k}}=a_{0}, a_{i}^{\theta_{k}}=t^{i-k}$ if $i \not \equiv k(\bmod 2)$, and $a_{i}^{\theta_{k}}=1$ if $i \equiv k(\bmod 2), i \neq k$.]

### 14.3. Locally Finite Groups

Of the finiteness properties that have been encountered the one which seems closest to finiteness is surely the property of being locally finite. To test this intuitive judgment one may inquite whether any of the major theorems of finite group theory can be carried over, with suitable modifications, to locally finite groups. One of the objectives of this section will be to examine how far Sylow's Theorem is valid for locally finite groups.

To begin with, a simple observation: obviously the class of locally finite groups is closed with respect to forming subgroups and images. It is not hard to see that it is also extension closed.
14.3.1 (Schmidt). If $N \triangleleft G$ and the groups $N$ and $G / N$ are both locally finite, then $G$ is locally finite.

Proof. Let $H$ be a finitely generated subgroup of $G$. Then $H / H \cap N \simeq H N / N$, which is finite. By the Reidmeister-Schreier Theorem-or more simply by 1.6.11-the subgroup $H \cap N$ is finitely generated, and thus finite. Therefore $H$ is finite.

## Sylow Subgroups in Locally Finite Groups

If $p$ is a prime, a Sylow p-subgroup of a possibly infinite group $G$ is defined to be a maximal $p$-subgroup. It is an easy consequence of Zorn's Lemma that every p-subgroup of $G$ is contained in a Sylow p-subgroup. In particular, Sylow $p$-subgroups always exist. It follows from Sylow's Theorem that if $G$ is finite, then a maximal $p$-subgroup of $G$ has order equal to the largest power of $p$ dividing $|G|$. This demonstrates that the foregoing definition is consistent with the notion of a "Sylow p-subgroup of a finite group" introduced in 1.6.

The main problem of Sylow theory is to determine whether all the Sylow p-subgroups of a group are conjugate, possibly in some weak sense. Of course, this is true for finite groups by Sylow's Theorem. However, conjugacy tends to fail in a spectacular manner for infinite groups. Indeed Sylow $p$-subgroups need not even be isomorphic!

Let us begin with the remark that the proof of Sylow's Theorem given in Chapter 1 does not require the finiteness of the whole group. In fact the argument establishes the following result.
14.3.2 (Dicman-Kuroš-Uzkov). Let $P$ be a Sylow p-subgroup of a group $G$ and suppose that $P$ has only finitely many conjugates in $G$. Then every Sylow p-subgroup of $G$ is conjugate to $P$. Moreover their number is congruent to 1 modulo $p$.

It is intructive to see how badly Sylow's Theorem can fail for infinite groups.
14.3.3. Let $P_{1}$ and $P_{2}$ be arbitrary p-groups and let $G=P_{1} * P_{2}$ be their free product. Then $P_{1}$ and $P_{2}$ are Sylow $p$-subgroups of $G$. Hence in an infinite group Sylow p-subgroups can have different cardinalities and thus need not be conjugate.

Proof. Let $P$ be a Sylow $p$-subgroup of $G$ containing $P_{1}$. Then $P$ cannot be a free product of nontrivial groups; otherwise it would contain an element of infinite order, by 6.2.5. Hence the Kuroš Subgroup Theorem (6.3.1) shows that $P$ is conjugate to a subgroup of $P_{1}$ or $P_{2}$. However one can tell from the normal form for elements of a free product that a nontrivial element of $P_{1}$ cannot be conjugate to an element of $P_{2}$. Consequently $P$ is conjugate to a subgroup of $P_{1}$, say $P=P_{0}^{g}$ where $P_{0} \leq P_{1}$. Now $P \leq P_{1}^{g} \leq P^{g}$, which implies that $P=P^{g}$ because $P$ is a Sylow $p$-subgroup. Therefore $P^{g}=P=$ $P_{0}^{g}$ and $P=P_{0} \leq P_{1}$. Hence $P=P_{1}$.

From now on we shall consider only locally finite groups, hoping for better behavior on the part of the Sylow subgroups.
14.3.4. Let $G$ be a locally finite group and suppose that $P$ is a finite Sylow $p$-subgroup of $G$. Then all Sylow $p$-subgroups of $G$ are finite and conjugate.

Proof. Let $P_{1}$ be any finite $p$-subgroup of $G$. Then $H=\left\langle P, P_{1}\right\rangle$ is finite because $G$ is locally finite. Now clearly $P$ is a Sylow $p$-subgroup of $H$, so Sylow's Theorem shows that $P_{1}$ is contained in some conjugate of $P$. In particular $\left|P_{1}\right| \leq|P|$ and no finite $p$-subgroup can have order larger than $|P|$. It follows that a Sylow $p$-subgroup is necessarily finite. The argument already given shows that any Sylow $p$-subgroup is conjugate to $P$.

The next theorem is much deeper; it does a good deal to elucidate the question of conjugacy of Sylow $p$-subgroups in countable locally finite groups.
14.3.5 (Asar). Let $G$ be a locally finite group. If each countable subgroup of $G$ has only countably many Sylow p-subgroups, then all the Sylow p-subgroups of $G$ are conjugate.

Proof. We presume the theorem to be false, reaching a contradiction in three steps.
(i) There is a Sylow p-subgroup $P$ with the property: each finite subgroup of $P$ is contained in at least two Sylow $p$-subgroups of G. By assumption there exist two Sylow $p$-subgroups $P$ and $Q$ which are not conjugate. Suppose that $P$ does not have the property in question: the idea is to prove that
$Q$ does have this property. To this end let $Y$ be a finite subgroup of $Q$. By hypothesis, $P$ has a finite subgroup $X$ which is contained in only one Sylow $p$-subgroup, namely $P$ itself. Then $L=\langle X, Y\rangle$ is finite. Now $P \cap L$ is contained in a Sylow $p$-subgroup $P_{1}$ of $L$ and $P_{1}$ contained in a Sylow $p$-subgroup $P_{2}$ of $G$. Hence $X \leq P \cap L \leq P_{1} \leq P_{2}$; by hypothesis $P_{2}=P$ and thus $P_{1}=P \cap L$. Therefore $P \cap L$ is a Sylow $p$-subgroup of $L$. Consequently $Y \leq$ $(P \cap L)^{g} \leq P^{g}$ for some $g$; but $P^{g} \neq Q$ because $P$ and $Q$ are not conjugate. Hence $Q$ has the property in question.
(ii) If $X$ is a finite subgroup of $P$, there exist a finite subgroup $X_{0}$ of $P$ and a conjugate $X_{1}$ of $X_{0}$ such that $X<X_{0}, X<X_{1}$ and $\left\langle X_{0}, X_{1}\right\rangle$ is not a $p$-group. By (i) there is a Sylow $p$-subgroup $Q \neq P$ such that $X \leq Q$. Let $x \in Q \backslash P$ and put $M=\langle x, X\rangle$. Then $M \leq Q$, so $M$ is a finite $p$-group. Write $T=P \cap M$. Then $T<M$ and $T<N_{M}(T)$. It follows that $N_{M}(T) \nsubseteq N_{G}(P)$ since otherwise $N_{M}(T) \leq P$, the latter being the only Sylow $p$-subgroup of $N_{G}(P)$. Choose $y$ from $N_{M}(T) \backslash N_{G}(P)$. Then $\left\langle P, P^{y}\right\rangle$ cannot be a $p$-group: for otherwise $P=P^{y}$ and $y \in N_{G}(P)$. Hence there is a finite subgroup $X_{0}$ of $P$ containing $T$ such that $\left\langle X_{0}, X_{0}^{y}\right\rangle$ is not a $p$-group. Let $X_{1}=X_{0}^{y}$. Clearly $X \leq T=T^{y} \leq X_{0}^{y}=X_{1}$. Also $X<X_{0}$ because $\left\langle X, X^{y}\right\rangle$ is contained in the $p$-group $T$.
(iii) Final step. Using (ii) repeatedly we can construct for any given finite subgroup $X$ of $P$ and each infinite sequence $\boldsymbol{i}=\left(i_{1}, i_{2}, \ldots\right)$ of 0 's and 1 's a chain of finite $p$-subgroups

$$
\begin{equation*}
X<X_{i_{1}}<X_{i_{1} i_{2}}<\cdots \tag{7}
\end{equation*}
$$

with the property that $\left\langle X_{i_{1} i_{2} \ldots i_{j}}, X_{i_{1} i_{2} \ldots i_{i, k}}\right\rangle$ is never a $p$-group if $j \neq k$.
Let $X_{i}$ denote the union of the chain (7). If $\boldsymbol{i} \neq \boldsymbol{i}^{\prime}$, then $X_{\boldsymbol{i}}$ and $X_{i^{\prime}}$ cannot be contained in the same $p$-subgroup by the non- $p$-group property. Now let $H$ be the subgroup generated by all the $X_{i}$ for varying $i$; then $H$ is generated by all the $X_{i_{1} i_{2} \ldots i}$, so it is surely countable. But each sequence $\boldsymbol{i}$ determines a Sylow $p$-subgroup of $H$, namely one containing $X_{i}$. Since there are $2^{\aleph_{0}}$ sequences, there will be that many Sylow $p$-subgroups of $H$. However this is contrary to hypothesis.

Asar's theorem takes a particularly satisfying form for countable locally finite groups.
14.3.6. Let $G$ be a countable locally finite group. Then the Sylow p-subgroups of $G$ are conjugate if and only if they are countable in number.

Proof. If all the Sylow $p$-subgroups are conjugate, the set of Sylow $p$ subgroups must be countable since $G$ is countable.

Conversely, suppose that $G$ has countably many Sylow $p$-subgroups. Conjugacy will follow via 14.3 .5 if it can be shown that a subgroup $H$ of $G$ has countably many Sylow $p$-subgroups. Let $P$ be a Sylow $p$-subgroup of $H$. Then $P$ is contained in a Sylow $p$-subgroup $Q$ of $G$. Now $P \leq Q \cap H \leq H$,
so that $P=Q \cap H$ and $P$ is determined by $Q$. But there are only countably many $Q$ 's.

The reader is perhaps wondering if Sylow $p$-subgroups are always conjugate in locally finite groups. However this is not true, even for countable groups.

Example. Let $G$ be the (restricted) direct product of a countably infinity of copies of $S_{3}$; this is surely a countable locally finite group. If $a_{i}$ is an element of order 2 in the $i$ th direct factor, then $P=\left\langle a_{1}\right\rangle \times\left\langle a_{2}\right\rangle \times \cdots$ is a Sylow 2 -subgroup of $G$ because any strictly larger subgroup contains an element of order 3. Now each $a_{i}$ can be chosen in three ways, so there are $2^{\kappa_{0}}$ choices for $P$. These cannot all be conjugate since $G$ is countable.

As a matter of fact there are more sophisticated examples which show that worse situations can arise: the Sylow $p$-subgroups of a countable locally finite group need not even be isomorphic (Exercise 14.3.6).

There has been much recent work on Sylow theory of locally finite groups: the interested reader may consult [b18].

## Infinite Abelian Subgroups of Locally Finite Groups

Does every infinite group have an infinite abelian subgroup? This is a question of some antiquity in the theory of groups, although its origin seems to be obscure. The answer is certainly positive if an element of infinite order is present; thus we can restrict ourselves to torsion groups. It is now known that all the abelian subgroups of the free Burnside group $B(n, e)$ are cyclic if $n>1$ and $e \geq 665$ is odd; on the other hand $B(n, e)$ is infinite. This is a by-product of the work of Novikov and Adjan on the Burnside problem. Thus the question has in general a negative answer.

We shall show that the situation is quite different for locally finite groups, proving the following celebrated theorem.
14.3.7 (P. Hall-Kulatilaka, Kargapolov $\dagger$ ). Every infinite locally finite group has an infinite abelian subgroup.

If a group has an infinite abelian subgroup, each element of this subgroup will have infinite centralizer. This suggests that in any attack on 14.3.7 one is going to have to deal with groups in which nontrivial elements have finite centralizers. In fact this is the key to the proof.

The following theorem applies to torsion groups that are not necessarily locally finite.
14.3.8 (Šunkov). Let $G$ be an infinite torsion group. Assume that $G$ contains an involution $i$ such that $C_{G}(i)$ is finite. Then either the center of $G$ contains an involution or $G$ has a proper infinite subgroup with nontrivial center. In both cases there is a nontrivial element with infinite centralizer.

This theorem will effectively reduce 14.3 .7 to the case where all elements have odd order.

Proof of 14.3.8. We shall suppose the theorem false.
(i) There are infinitely many elements $g$ in $G$ such that $g^{i}=g^{-1}$ (let these be called $i$-elements). In the first place there are infinitely many conjugates of $i$ since $\left|G: C_{G}(i)\right|$ must be infinite. Thus $G$ contains infinitely many involutions. Since $C_{G}(i)$ is finite, there must exist infinitely many distinct cosets $C_{G}(i) a$ with $a$ an involution. Now $\left(a a^{i}\right)^{i}=a^{i} a=\left(a a^{i}\right)^{-1}$, so $a a^{i}$ is an $i$-element. If $a a^{i}=b b^{i}$, the elements $a$ and $b$ being involutions, then $a b \in C_{G}(i)$ and $C_{G}(i) a=C_{G}(i) b$. Therefore involutions belonging to distinct right cosets of $C_{G}(i)$ give rise to infinitely many $i$-elements.
(ii) $G$ contains only finitely many i-elements of even order. For suppose that $\left\{x_{1}, x_{2}, \ldots\right\}$ is an infinite set of nontrivial elements of this type. Now there is a positive integer $m_{r}$ such that $x_{r}^{m_{r}}$ is an involution. Clearly $x_{r}^{m_{r}} \in$ $C_{G}(i)$, whence only finitely many of the $x_{r}^{m_{r}}$ are distinct. Consequently for some $r$ the involution $x_{r}^{m_{r}}$ is centralized by infinitely many $x_{s}$. But this contradicts our assumption that the theorem is false.

Choose and fix an $i$-element $a \neq 1$ of odd order and write $k=i a$ : then $k^{2}=i a i a=i^{2} a^{i} a=1$. Since $a$ cannot equal $i$, the element $k$ is an involution.
(iii) There exist infinitely many nontrivial i-elements $b$ with odd order such that $u=i k^{b}$ is an i-element of odd order. (Write $S$ for the set of all such elements $b$.) In the first place $u$ is an $i$-element because $u^{i}=k^{b} i=u^{-1}$. Next, since we are assuming that the theorem is false, $C_{G}(k)$ is finite, $k$ being an involution. Hence, if $b$ is allowed to vary over distinct right cosets of $C_{G}(k)$, we shall obtain infinitely many distinct elements of the form $u=i k^{b}$. An infinite number of these will have odd order by (ii).

The group $\langle i, k\rangle$ is a dihedral group in which $a=i k$ has odd order. Therefore $\langle i\rangle$ and $\langle k\rangle$ are conjugate, being Sylow 2-subgroups of $\langle i, k\rangle$. It follows that $i=k^{a_{1}}$ for some $a_{1}$ in $\langle a\rangle$.
(iv) To each $b$ in $S$ there corresponds an $h$ in $C_{0}(k)$ such that the involution $j=b i$ conjugates ha $a_{1}$ to its inverse. Let $u=i k^{b}$ be as in (iii). Since $u$ has odd order, $i$ and $k^{b}$ are conjugate in $\left\langle i, k^{b}\right\rangle$, just as above; hence $i=\left(b^{k}\right)^{u_{1}}$ for some $u_{1}$ in $\langle u\rangle$. So we have $k^{b u_{1}}=i=k^{a_{1}}$, which implies that $h=b u_{1} a_{1}^{-1} \in$ $C_{G}(k)$. Notice that $j=b i$ is an involution since $b^{i}=b^{-1}$. We now calculate $j^{-1}\left(h a_{1}\right) j=b i b u_{1} b i=b b^{i} u_{1}^{i} b^{i}=b b^{-1} u_{1}^{-1} b^{-1}=u_{1}^{-1} b^{-1}=\left(h a_{1}\right)^{-1}$; keep in mind here that $b^{i}=b^{-1}$ and $u^{i}=u^{-1}$. This is what we wanted to prove.
(v) Final step. Using (iv) and the finiteness of $C_{G}(k)$, we can assert that there is an infinite subset $T$ of $S$ and an element $h$ of $C_{G}(k)$ such that $j=b i$ conjugates $c=h a_{1}$ to its inverse for each $b$ in $T$. Let $b$ and $b^{\prime}$ be two ele-
ments of $T$; then $c^{b i}=c^{-1}=c^{b^{\prime} i}$, so that $c^{b}=c^{b^{\prime}}$ and $b\left(b^{\prime}\right)^{-1} \in C_{G}(c)$. Since $T$ is infinite, we conclude that $C_{G}(c)$ is infinite.

Suppose that $c \in \zeta G$. Since $c=h a_{1}$ and $h \in C_{G}(k)$, it follows that $a_{1} \in$ $C_{G}(k)$. Hence $k=k^{a_{1}}=i$, which implies that $a=1$, a contradiction. Consequently $c \notin \zeta G$, from which we see that $C_{G}(c)$ is a proper subgroup with nontrivial center.

Before embarking on the proof of 14.3 .7 we remark that use will be made of the solubility of groups of odd order. No proof is known which avoids using this difficult theorem of Feit and Thompson.

Proof of 14.3.7. (i) It is enough to prove that every infinite locally finite group has a nontrivial element with infinite centralizer. Assume that this statement has been proved. Let $G$ be an infinite locally finite group. Choose any finite abelian subgroup $A_{1}$ which has infinite centralizer $C_{1}$ in $G$-for example $A_{1}=1$ will do perfectly well. Then $A_{1} \triangleleft C_{1}$ and $C_{1} / A_{1}$ is an infinite locally finite group. By hypothesis there is an element $x$ of $C_{1} \backslash A_{1}$ such that the centralizer $C_{C_{1} / A_{1}}\left(x A_{1}\right)$-let us call it $D / A_{1}$-is infinite. Since the subgroup $A_{2}=\left\langle x, A_{1}\right\rangle$ is finitely generated, it is finite; let $C_{2}=C_{G}\left(A_{2}\right)$ and observe that $C_{2} \leq D$; therefore $C_{2} \leq C_{D}(x)$. On the other hand, $D \leq C_{1}$ implies that $C_{D}(x) \leq C_{2}$; thus $C_{2}=C_{D}(x)$. Notice that $A_{2} \triangleleft D$ because $[D, x] \leq A_{1} \leq$ $A_{2}$. It follows that

$$
\left|D: C_{D}(x)\right|=\left|D: C_{2}\right| \leq \mid \text { Aut } A_{2} \mid<\infty
$$

Since $D$ is infinite, we may conclude that $C_{D}(x)$ is infinite; consequently $C_{G}\left(A_{2}\right)=C_{2}$ is infinite.

By repeated application of this argument we are able to construct an infinite chain of finite abelian subgroups $A_{1}<A_{2}<\cdots$ such that each $C_{G}\left(A_{i}\right)$ is infinite. The union of the chain is an infinite abelian subgroup.

From now on it will be assumed that $G$ is an infinite locally finite group such that every nontrivial element has finite centralizer. This will eventually lead to a contradiction.
(ii) If $F$ is a nontrivial finite subgroup of $G$, then $N_{G}(F)$ is finite. For let $1 \neq x \in F$. Then $C_{G}(F) \leq C_{G}(x)$ and the latter is finite. Thus $C_{G}(F)$ is finite. By 1.6.13 we deduce that $N_{G}(F)$ is finite.
(iii) There is a finite subgroup $F$ such that $C_{G}(F)=1$. Let $1 \neq x \in G$ : then $C_{G}(x)$ is finite, equal to $\left\{1, y_{1}, \ldots, y_{n}\right\}$ say, where $y_{i} \neq 1$. Since $C_{G}\left(y_{i}\right)$ is finite, we can pick $z_{i}$ in $G$ outside $C_{G}\left(y_{i}\right)$. Now put $F=\left\langle x, y_{i}, z_{i} \mid i=1, \ldots, n\right\rangle$, surely a finite group. Clearly $C_{G}(F) \leq C_{G}(x)$; but since $y_{i}$ and $z_{i}$ do not commute, it follows that $C_{G}(F)=1$.
(iv) For each prime $p$ the Sylow p-subgroups of $G$ are finite and conjugate. Suppose that $P$ is an infinite Sylow $p$-subgroup. Since $P$ is locally finite and nontrivial elements of $P$ have finite centralizers, (iii) shows that $C_{P}(F)=1$ for some finite subgroup $F$ of $P$. But $\zeta F \leq C_{P}(F)$, so $\zeta F=1$ and hence $F=1$ : this gives the contradiction $P=1$. Conjugacy follows via 14.3.4.
(v) Every proper quotient group of $G$ is finite. Let $1 \neq N \triangleleft G$. Then $N$ has a nontrivial Sylow $p$-subgroup $P$ for some prime $p$. Since Sylow $p$-subgroups of $N$ are conjugate, the Frattini argument is available. Thus $G=N_{G}(P) N$ and $|G: N|=\left|N_{G}(P): N \cap N_{G}(P)\right|$, which is finite by (ii) and (iv).
(vi) $G$ is a locally soluble group without elements of order 2 . Sunkov's theorem (14.3.8) shows at once that $G$ cannot contain an involution. Hence finitely generated subgroups of $G$ have odd order and thus are soluble by the Feit-Thompson Theorem.
(vii) $G$ is not residually finite. For suppose that $G$ is residually finite. There is a nontrivial Sylow $p$-subgroup $P$ of $G$ for some prime $p$. Define

$$
T=\left\langle C_{G}(x) \mid 1 \neq x \in P\right\rangle
$$

Since $P$ is finite, $T$ is a finite group. Moreover it is clear that $P \leq T$. By residual finiteness there is a normal subgroup $K$ with finite index in $G$ such that $K \cap T=1$. Then $K \cap P=1$. Since Sylow $p$-subgroups are conjugate, it follows that $K$ has no elements of order $p$. Now $K \neq 1$, so there is a prime $q \neq p$ and a nontrivial Sylow $q$-subgroup $Q$ of $K$. If $N=N_{G}(Q)$, the Frattini argument yields $G=N K$. Now $|P|$ divides $|G: K|=|N: N \cap K|$ since $P \simeq$ $P K / K$. Hence Sylow $p$-subgroups of $N$ have the same order as $P$ and so are conjugate to $P$. Replacing $P$ by a suitable conjugate-an operation that does not affect $K$ since it is normal-we may suppose that $P \leq N$. Hence $Q^{P}=Q$.

The next step is to prove that $P Q$ is a Frobenius group; it is, of course, finite. Let $1 \neq x \in P \cap P^{y}$ where $1 \neq y \in Q$. Then $x=a^{y}$ where $1 \neq a \in P$; therefore $[a, y]=a^{-1} x \in P \cap Q=1$ since $Q \triangleleft P Q$. Hence $y \in K \cap C_{G}(a) \leq$ $K \cap T=1$ and $x=1$. This shows that $P Q$ is a Frobenius group. We now invoke 10.5 .6 to conclude that the Frobenius complement $P$ is cyclic, noting that $p$ is odd.

It has just been proved that every Sylow subgroup of $G$ is cyclic. It follows from 10.1.10 that finite subgroups of $G$ are metabelian, which certainly causes $G$ to be metabelian. If $G$ were abelian and $1 \neq g \in G$, then $C_{G}(g)=G$ is finite. This is false, so $G^{\prime} \neq 1$. Now let $1 \neq g \in G^{\prime}$; then $G^{\prime} \leq$ $C_{G}(g)$, so $G^{\prime}$ is finite. Also $G / G^{\prime}$ is finite by (v), so again the contradiction that $G$ is finite is attained.
(viii) Conclusion. Let $R$ be the intersection of all the normal subgroups of finite index in $G$; then $R \neq 1$ by (vii). Hence $G / R$ is finite by (v). Suppose that $1 \neq N \triangleleft R$. Now $R$ is an infinite locally finite group with the finite centralizer property, just like $G$. Therefore (v) can be applied to show that $R / N$ is finite. This makes $|G: N|$ finite, so the core of $N$ has finite index in $G$. Hence this core contains $R$, which implies that $N=R$. Thus $R$ is a simple group. However we have proved $G$ to be locally soluble, whence so is $R$. A theorem of Mal'cev (12.5.2) now shows that $R$ has prime order. Therefore $G$ is finite, our final contradiction.

We mention without proof two very important theorems about locally finite groups which have been proved in recent years.

I (Šunkov, Kegel-Wehrfritz). A locally finite group whose abelian subgroups satisfy the minimal condition is a Černikov group.

II (Šunkov). Let G be a locally finite group and suppose that each abelian subgroup of $G$ has finite rank. Then $G$ is an extension of locally soluble group by a finite group (and has finite Prüfer rank in the sense of Exercise 14.1.3).

For a detailed account of the theory of locally finite groups the reader is referred to [b18] and [b39].

## Exercises 14.3

1. Show that in any group $G$ there is a unique maximal normal locally finite subgroup $R$ and that $R$ contains all ascendant locally finite subgroups (see 12.1.4).
2. Prove 14.3.2.
3. (Baer). Show that in a Černikov group all Sylow p-subgroups are conjugate.
4. Let $G$ be a countable locally finite group. If $N \triangleleft G$, show that every Sylow $p$ subgroup of $G / N$ has the form $P N / N$ where $P$ is a Sylow $p$-subgroup of $G$.
5. Let $G$ be a countable locally finite group with countably many Sylow $p$-subgroups. Show that in every quotient group of $G$ all Sylow $p$-subgroups are conjugate.
6. (Kegel-Wehrfritz) Show that there is a countable metabelian, locally finite group with nonisomorphic Sylow $p$-subgroups by means of the following procedure.
(a) Let $p$ and $q$ be distinct primes, let $X=\langle x\rangle$ have order $q$ and $C=\langle c\rangle$ have order $p$. Let $A$ be a group of type $p^{\infty}$ with the usual generating set $\left\{a_{1}, a_{2}, \ldots\right\}$. Define $G$ to be the standard wreath product of $X \sim(A \times C)$. Show that $A \times C$ is a Sylow $p$-subgroup of $G$.
(b) An element $b_{n}$ of the base group of $G$ is defined in the following way: the $y$ component of $b_{n}$ is $x$ if $y \in\left\langle a_{n}\right\rangle c$ and is otherwise 1 . Put $u_{n}=a_{n}^{b_{1} b_{2} \ldots b_{n} \text {. Show }}$ that $\left[a_{n-1}, b_{n}\right]=1$ and that $u_{n}^{p}=u_{n-1}$, so that $U=\left\langle u_{1}, u_{2}, \ldots\right\rangle$ is a group of type $p^{\infty}$.
(c) Let $U$ be a contained in a Sylow $p$-subgroup $P$. If $U \neq P$, prove that $P \simeq$ $A \times C$ and $G=B P$. Writing $c=b^{-1} v$ where $b \in B, v \in P$, obtain a contradiction. Conclude that $U$ is a Sylow $p$-subgroup and $U \not \approx A \times C$.
7. An infinite locally finite group of all whose proper subgroups are finite is quasicyclic.
*8. Without appeal to 14.3.7, prove that an infinite locally finite $p$-group $G$ has an infinite abelian subgroup using the following argument.
(a) Reduce to the case where $G$ is countable. Assume that all abelian subgroups of $G$ are finite.
(b) If $H$ is the hypercenter of $G$, prove that $H$ is finite (using Exercise 12.2.4).
(c) Show that every abelian subgroup of $G / H$ is finite. Now assume that $H=1$, so that $\zeta G=1$.
(d) Write $G=\bigcup_{i=1,2, \ldots} G_{i}$ where $1<G_{1} \leq G_{2} \leq \cdots$ and $G_{i}$ is finite. Put $Z_{i}=$ $\zeta G_{i}$ and show that $Z_{i}=Z_{i+1}=$ etc. for some $i$. Hence $Z_{i} \leq \zeta G$ and $\zeta G \neq 1$.

### 14.4. 2-Groups with the Maximal or Minimal Condition

For many years the following questions about groups with the maximal conditon (max) and the minimal condition (min) were outstanding.
(a) Is a group with max a finite extension of a soluble group?
(b) Is a group with min a finite extension of a soluble group?

Note that soluble groups with max or min are reasonably well understood -see 5.4.14 and 5.4.23. For example (b) would imply that a group with min is a Černikov group.

These conjectures have been verified in various special cases. For example (b) is true for locally finite groups by virtue of the Šunkov-KegelWehrfritz theorem mentioned at the end of 14.3; trivially (a) is also true for this class of groups. In addition (b) has been proved for $S N$-groups (12.4.5).

However, recently Ol’šanskii [a152] and Rips have constructed a number of remarkable examples which show that both conjectures are false in general. These include infinite groups all of whose proper nontrivial subgroups have prime order. Groups of this type are termed Tarski groups. Clearly they satisfy max and min and defeat both conjectures.

We shall now concentrate on 2-groups, showing that the two conjectures are true for such groups.

## 2-Groups with the Maximal Condition

Infinite 2 -groups satisfy a weak form of the normalizer condition.
14.4.1. If $G$ is an infinite 2 -group, each finite subgroup is properly contained in its normalizer in $G$.

Proof. Suppose that $F$ is a finite subgroup such that $F=N_{G}(F)$. Since $G$ is infinite, not every finite subgroup is contained in $F$. Thus there is a finite subgroup $M$ such that $I=M \cap F$ is maximal subject to $M \not \approx F$. Now $I \neq$ $N_{M}(I)$ because $I$ is a proper subgroup of the nilpotent group $M$. Also $I<F$, from which it follows that $I<N_{F}(I)$. Consequently there exist elements of order 2 in $N_{M}(I) / I$ and $N_{F}(I) / I$, say $x I$ and $y I$. Then $I^{x}=I=I^{y}$.

Let $T=\langle x, y, I\rangle$. Then $I \triangleleft T$ and $T / I$, being generated by two involutions, is a dihedral group. But $T / I$ is also a 2 -group, so it must be finite. It follows that $T$ is finite. However this is impossible in view of the maximality of $I$; for $T \npreceq F$ since $x \notin I$, and $I<T \cap F$ because $y \notin I$.

Using this result one can quickly dispose of 2-groups with max.
14.4.2 (Kegel). A 2-group which satisfies the maximal condition is finite.

Proof. We assume that $G$ is an infinite 2-group with max. Using 14.4.1 repeatedly, we can construct an infinite ascending chain of finite subgroups $F_{1}<F_{2}<\cdots$; for if $F_{i}$ has been constructed, choose $x_{i}$ from $N_{G}\left(F_{i}\right) \backslash F_{i}$ and define $F_{i+1}=\left\langle x_{i}, F_{i}\right\rangle=\left\langle x_{i}\right\rangle F_{i}$. Let $U$ be the union of the chain; then $U$ is obviously an infinite locally finite group, so by 14.3 .7 it contains an infinite abelian subgroup $V$. (This use of the difficult theorem 14.3.7 can be avoided-see Exercise 14.3.8.) On the other hand, $V$ is a finitely generated abelian 2-group, so it is finite.

## 2-Groups with the Minimal Condition

14.4.3 (Schmidt). A 2-group which satisfies the minimal condition is a Černikov group.

Proof. (i) Let $G$ be a 2-group with min. By 12.1.8 it is enough to prove that $G$ is locally finite. Thus we shall assume this to be false and that $G$ is minimal subject to not being locally finite. Then every proper subgroup of $G$ is locally finite. It follows that the union of a chain of proper subgroups must be proper. Hence Zorn's Lemma implies that every proper subgroup lies in a maximal subgroup. Similarly a proper normal subgroup is contained in a maximal normal subgroup. If $N$ is a maximal normal subgroup of $G$, then $G / N$ cannot be locally finite by 14.3 .1 . Moreover $G / N$ satisfies $\min$ and is a 2-group while all its proper subgroups are locally finite. In short $G / N$ is as good as $G$, so let us suppose that $N=1$ and $G$ is simple.
(ii) Each pair of distinct maximal subgroups intersects trivially. Assume that this is false and let $M$ and $M_{1}$ be maximal subgroups such that $I_{1}=$ $M \cap M_{1} \neq 1$. In the ensuing proof it is understood that $M$ is fixed. Since $M_{1}$ is a locally finite 2-group with min, it is hypercentral (12.2.5) and thus $I_{1}<N_{M_{1}}\left(I_{1}\right)$ by 12.2.4. Now $Z_{1}=\zeta I_{1}$ is characteristic in $I_{1}$ and thus normal in $N_{M_{1}}\left(I_{1}\right)$. Hence $Z_{1}$ is normalized by some element of $M_{1} \backslash M$. Since $Z_{1} \neq 1$ and $G$ is simple, $N_{G}\left(Z_{1}\right)$ must be a proper subgroup of $G$; thus it is contained in a maximal subgroup $M_{2}$. Here $M_{2} \neq M$ because $N_{G}\left(Z_{1}\right) \nsucceq M$. Also $I_{1} \leq N_{M}\left(Z_{1}\right) \leq M_{2}$, so that $I_{1} \leq I_{2}=M \cap M_{2}$.

By the minimal condition we may suppose that $M_{1}$ and $M_{2}$ have been chosen so that $N_{G}\left(Z_{1}\right) \leq M_{2}$ and $Z_{2}=\zeta I_{2}$ is minimal. Just as above $N_{G}\left(I_{2}\right)<G$ and $N_{G}\left(Z_{2}\right) \nsubseteq M$. Therefore $N_{G}\left(Z_{2}\right)$ is contained in a maximal subgroup $M_{3}$ which cannot equal $M$. Now

$$
I_{1} \leq I_{2}<N_{M}\left(I_{2}\right) \leq N_{M}\left(Z_{2}\right) \leq M \cap M_{3}=I_{3},
$$

say. Consequently $Z_{3}=\zeta I_{3}$ centralizes $Z_{1}$ and therefore $Z_{3} \leq N_{M}\left(Z_{1}\right) \leq$ $M \cap M_{2}=I_{2}$, which in turn implies that $Z_{3} \leq \zeta I_{2}=Z_{2}$. Now the pair $\left(M_{2}, M_{3}\right)$ has all the properties of the pair $\left(M_{1}, M_{2}\right)$; since $Z_{3} \leq Z_{2}$, the hypothesis of minimality leads to $Z_{3}=Z_{2}$. It follows from this that

$$
I_{3} \leq N_{M}\left(Z_{3}\right)=N_{M}\left(Z_{2}\right) \leq M \cap M_{3}=I_{3} ;
$$

hence $N_{M}\left(Z_{2}\right)=I_{3}$. However $I_{3}<M$, which implies that some element of $M \backslash I_{3}$ normalizes $I_{3}$, and hence $Z_{3}$, a contradiction.
(iii) Conclusion. Let $M$ and $M_{1}$ be two distinct maximal subgroups of $G$-these exist otherwise there is only one maximal subgroup which would then have to be normal. Let $a$ and $a_{1}$ be involutions belonging to $M$ and $M_{1}$ respectively. Then $A=\left\langle a, a_{1}\right\rangle$ is finite because it is a dihedral group. Thus $A$ is proper and is contained in a maximal subgroup $M^{*}$. But $1 \neq a \in$ $M \cap M^{*}$ and $1 \neq a_{1} \in M_{1} \cap M^{*}$; thus (ii) shows that $M=M^{*}=M_{1}$, a contradiction.

## ExERCISES 14.4

1. Let $G$ be a Tarski group, i.e., an infinite group all of whose proper nontrivial subgroups have prime order. Prove that $G$ is a 2 -generator simple group.
2. Show that there are no Tarski $p$-groups if $p<5$.
3. Using the negative solution to the Burnside problem and the positive solution of the restricted Burnside problem (see 14.2), show that there is a finitely generated infinite simple group of exponent $p$ where $p$ is a large enough prime.
4. (Kegel). An infinite 2 -group has an infinite abelian subgroup.

### 14.5. Finiteness Properties of Conjugates and Commutators

There are numerous finiteness properties which restrict in some way a set of conjugates or a set of commutators in a group. Sometimes these restrictions are strong enough to impose a recognizable structure on the group. We shall study finiteness properties of this type.

## Finiteness Properties of the Upper and Lower Central Series

A basic theorem of Schur (10.1.4) asserts that if the center of a group $G$ has finite index, then the derived subgroup of $G$ is finite. Roughly speaking this says that if the center is large, the derived subgroup is small. This raises various questions: is there a generalization to higher terms of the upper and lower central series? Is there a converse? Theorems of Baer and P. Hall provide positive answers to these questions.
14.5.1 (Baer). If $G$ is a group such that $G / \zeta_{i} G$ is finite, then $\gamma_{i+1} G$ is finite.

The case $i=1$ is, of course, Schur's theorem. We shall deduce 14.5 .1 from a lemma on commutator subgroups.
14.5.2 (Baer). Let $H, K, M, N$ be normal subgroups of a group $G$ such that $M \leq N$ and $N \leq K$. Assume that $|H: M|$ and $|K: N|$ are finite, and also that $[H, N]=1=[K, M]$. Then $[H, K]$ is finite.

Proof. Let $I=H \cap K$ and put $\bar{K}=K / C_{K}(I)$. Form the semidirect product $P=\bar{K} \ltimes I$, utilizing the action of $\bar{K}$ on $I$ which arises from conjugation. Since $M \cap I$ is centralized by $K$, it is contained in the center of $P$. Now $I / M \cap I \simeq I M / M \leq H / M$, so $I / M \cap I$ is finite. Also $N \leq C_{K}(I)$ implies that $\bar{K}$ is finite. It follows that $P / M \cap I$, and hence $P / \zeta P$, is finite. We now infer from Schur's theorem that $P^{\prime}$ is finite; in particular $[\bar{K}, I]=[K, I]$ is finite. For similar reasons $[H, I]$ is finite. Hence $[H, I][K, I]$ is a finite normal subgroup contained in $[H, K]$. Evidently there is nothing to be lost in factoring out by this subgroup, so we assume that $[H, I]=1=[K, I]$. Since $[H, K] \leq I$ by normality of $H$ and $K$, it follows that

$$
\begin{equation*}
[H, K, H]=1=[H, K, K] \tag{8}
\end{equation*}
$$

The Three Subgroup Lemma (5.1.10) can now be applied to yield $\left[H^{\prime}, K\right]=$ $1=\left[H, K^{\prime}\right]$.

Consider the mapping $h H^{\prime} M \otimes k K^{\prime} N \mapsto[h, k]$ where $h \in H$ and $k \in K$; this is well-defined since $\left[H, K^{\prime} N\right]=1=\left[H^{\prime} M, K\right]$. It gives rise to a homomorphism from $\left(H / H^{\prime} M\right) \otimes\left(K / K^{\prime} N\right)$ onto $[H, K]$ by (8). But $H / H^{\prime} M$ and $K\left[K^{\prime} N\right.$ are finite, whence so is their tensor product. Therefore [ $H, K$ ] is finite.

Proof of 14.5.1. We argue by induction on $i>1$, the case $i \leq 1$ being known. Since $\zeta_{i-1}(G / \zeta G)=\zeta_{i} G / \zeta G$ has finite index in $G / \zeta G$, the induction hypothesis implies that $\gamma_{i}(G / \zeta G)=\left(\gamma_{i} G\right) \zeta G / \zeta G$ is finite. Apply 14.5 .2 with $H=\left(\gamma_{i} G\right) \zeta G, M=\zeta G, K=G$, and $N=\zeta_{i} G$, noting that $\left[\gamma_{i} G, \zeta_{i} G\right]=1$ by 5.1.11. The conclusion is that $[H, K]=\gamma_{i+1} G$ is finite.
P. Hall has proved a partial converse of Baer's theorem.
14.5.3 (P. Hall). If $G$ is a group such that $\gamma_{i+1} G$ is finite, then $G / \zeta_{2 i} G$ is finite.

Combining 14.5 .1 and 14.5 .3 we can state that some term of the upper central series has finite index if and only if some of the lower central series is finite.

Theorem 14.5 .3 requires a preliminary lemma on commutator subgroups.
14.5.4 (P. Hall). Let $G$ be a group and let $H=C_{G}\left(\gamma_{i+1} G\right)$. If $l, m, n$ are integers satisfying $l+m+n \geq 2 i-1$, then $\left[\left[H,{ }_{l} G\right],\left[H,{ }_{m} G\right]\right] \leq \zeta_{n} G$.

Proof. In the first place it is easy to prove by induction on $n$ that

$$
\left[[M, N],{ }_{n} G\right] \leq \prod_{j+k=n}\left[\left[M,{ }_{j} G\right],\left[N,{ }_{k} G\right]\right]
$$

whenever $M$ and $N$ are normal subgroups. Applying this with $M=\left[H,{ }_{l} G\right]$ and $N=\left[H,{ }_{m} G\right]$ we obtain

$$
\left[[M, N],{ }_{n} G\right] \leq \prod_{j+k=n}\left[\left[H,{ }_{l+j} G\right],\left[H,_{m+k} G\right]\right] .
$$

Now $(l+j)+(m+k)=l+m+n \geq 2 i-1$, so that either $l+j \geq i$ or $m+k \geq i$. Hence either $\left[H,_{l+j} G\right] \leq \gamma_{i+1} G$ or $\left[H,_{m+k} G\right] \leq \gamma_{i+1} G$. But $H$ centralizes $\gamma_{i+1} G$, so we conclude that $\left[\left[H,{ }_{l+i} G\right],\left[H,_{m+k} G\right]\right]=1$ in any event. Consequently $[M, N] \leq \zeta_{n} G$.

Proof of 14.5.3. Let $H=C_{G}\left(\gamma_{i+1} G\right)$. By hypothesis $\gamma_{i+1} G$ is finite, so $|G: H|$ is finite. Consider the factor

$$
F_{s}=\left[H,{ }_{i-s} G\right] /\left[H,{ }_{i-s} G\right] \cap \zeta_{i+s} G,
$$

where $0 \leq s \leq i$. We would like to prove that $F_{s}$ is finite. Certainly $F_{0}$ is finite; for it is a factor of $\gamma_{i+1} G$. Assume that $F_{s}$ is finite for some $s<i$.

By 14.5.4 we have

$$
\left[\left[H,,_{i-s} G\right], H\right] \leq \zeta_{i+s} G
$$

because $(i-s)+0+(i+s)=2 i>2 i-1$. Therefore $F_{s}$ is a central factor of $H$. It follows that if $g$ is a fixed element of $G$, the mapping

$$
x \mapsto[x, g]\left(\left[H,,_{i-s} G\right] \cap \zeta_{i+s} G\right)
$$

is a homomorphism from $L=\left[H,{ }_{i-s-1} G\right]$ into the finite group $F_{s}$. Then $L / K(g)$ is finite where $K(g)$ is the kernel of the homomorphism.

Choose a transversal $\left\{t_{1}, \ldots, t_{r}\right\}$ to $H$ in $G$ and let

$$
K=K\left(t_{1}\right) \cap \cdots \cap K\left(t_{r}\right) .
$$

Then $L / K$ is finite. The definition of $K\left(t_{i}\right)$ shows that $\left[K, t_{i}\right] \leq\left[K\left(t_{i}\right), t_{i}\right] \leq$ $\zeta_{i+s} G$. Also $[K, H] \leq[L, H] \leq \zeta_{i+s} G$ by 14.5.4. Since $G=\bigcup_{i=1}^{r} H t_{i}$, it follows that $[K, G] \leq \zeta_{i+s} G$ and $K \leq \zeta_{i+s+1} G$. Hence $K \leq L \cap \zeta_{i+s+1} G$, which shows that $F_{s+1}=L / L \cap \zeta_{i+s+1} G$ is finite.

Thus $F_{s}$ is finite for all $s$. Taking $s=i$ we conclude that $H / H \cap \zeta_{2 i} G$ is finite, so that $\zeta_{2 i} G$ has finite index in $H \zeta_{2 i} G$. Since $|G: H|$ is finite, the result follows.

## Groups with Finite Conjugacy Classes

An element $g$ of a group $G$ is called an $F C$-element if it has only a finite number of conjugates in $G$, that is to say, if $\left|G: C_{G}(g)\right|$ is finite. It is a basic fact that the $F C$-elements always form a subgroup.
14.5.5 (Baer). In any group $G$ the $F C$-elements form a characteristic subgroup.

Proof. Let $g$ and $h$ be $F C$-elements of $G$. Then $C_{G}(g)$ and $C_{G}(h)$ have finite index, which implies that $C_{G}(g) \cap C_{G}(h)$ has finite index. But obviously $C_{G}\left(g h^{-1}\right) \geq C_{G}(g) \cap C_{G}(h)$, so $C_{G}\left(g h^{-1}\right)$ has finite index and $g h^{-1}$ is an $F C$-element. Thus the $F C$-elements form a subgroup. If $\alpha \in$ Aut $G$, then $C_{G}\left(g^{\alpha}\right)=C_{G}(g)^{\alpha}$, from which it follows that $C_{G}\left(g^{\alpha}\right)$ has finite index. Hence $g^{\alpha}$ is an $F C$-element.

An $F C$-element may be thought of as a generalization of an element of the center of the group; for elements of the latter type have just one conjugate. For this reason the subgroup of all $F C$-elements is called the $F C$-center: of course it always contains the center.

A group $G$ is called an $F C$-group if it equals its $F C$-center, which amounts to saying that every conjugacy class of $G$ is finite. Prominent among the $F C$-groups are groups with center of finite index: in such a group each centralizer must be of finite index because it contains the center. Of course in particular all abelian groups and all finite groups are $F C$-groups.

It is very easy to see that the class of $F C$-groups is closed with respect to forming subgroups, images and direct products - as the reader should verify.

The following result draws attention to $F C$-groups that are torsion groups.
14.5.6 (Baer). If $G$ is an $F C$-group, then $G / \zeta G$ is a residually finite torsion group.

Proof. $\zeta G$ is the intersection of all the centralizers of elements of $G$. Since each of the latter has finite index, $G / \zeta G$ is surely residually finite.

To see that $G / \zeta G$ is a torsion group take any $x$ in $G$ and choose a right transversal $\left\{t_{1}, \ldots, t_{k}\right\}$ to $C_{G}(x)$ in $G$. Then $C_{G}\left(t_{1}\right) \cap \cdots \cap C_{G}\left(t_{k}\right)$ has finite index in $G$, whence so does its core $K$. Thus $x^{m} \in K$ for some positive integer $m$. It follows that $x^{m}$ centralizes each $t_{i}$. But the $t_{i}$ and $C_{G}(x)$ generate $G$; therefore $x^{m} \in \zeta G$.

In the study of $F C$-groups that are torsion groups the following simple lemma is invaluable. Herein a subset of a group will be termed normal if it contains all conjugates of its elements.
14.5.7 (Dicman's Lemma). In any group $G$ a finite normal subset consisting of elements of finite order generates a finite normal subgroup.

Proof. Let $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be the normal subset and let $H=\langle X\rangle$. Obviously $H$ is normal in $G$ : we have to prove that it is finite.

If $1 \neq h \in H$, then $h=x_{\alpha_{1}}^{m_{1}} \cdots x_{\alpha_{r}}^{m_{r}}$ where $1 \leq \alpha_{i} \leq n$. In general there will be many such expressions for $h$, among them some of shortest length, say $r$. Furthermore among these expressions of shortest length there is one which
appears first in the lexicographic ordering of $r$-tuples: this is the ordering in which $\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ precedes $\left(\alpha_{1}^{\prime}, \ldots, \alpha_{r}^{\prime}\right)$ if $\alpha_{i}=\alpha_{i}^{\prime}$ for $i<s$ and $\alpha_{s}<\alpha_{s}^{\prime}$ for some $s \leq r$. Denote this first expression by $h=y_{1} y_{2} \cdots y_{r}$ where $y_{i}=x_{\alpha_{i}}^{m_{i}}$.

Suppose that $\alpha_{i}=\alpha_{j}$ where $i<j$. Moving $y_{j}$ to the left we obtain

$$
h=y_{1} \cdots y_{i-1}\left(y_{i} y_{j}\right) y_{j+1}^{y_{j}} \cdots y_{j-1}^{y_{j}} y_{j+1} \cdots y_{r}
$$

an expression of length less than $r$. Consequently the $\alpha_{i}$ are all different.
Now assume that $\alpha_{i}>\alpha_{i+1}$; then

$$
h=y_{1} \cdots y_{i-1} y_{i+1} y_{i}^{y_{i+1}} y_{i+2} \cdots y_{r} .
$$

But this expression of length $r$ precedes $y_{1} y_{2} \cdots y_{r}$ in the ordering of $r$ tuples. Hence $\alpha_{1}<\alpha_{2}<\cdots<\alpha_{r}$. It follows that there are at most $\prod_{i=1}^{n}\left|x_{i}\right|$ possibilities for $h$.

This allows us to describe $F C$-torsion groups in a different manner.
14.5.8. A torsion group $G$ is an FC-group if and only if each finite subset is contained in a finite normal subgroup.

Proof. Let $G$ be an $F C$-group and let $F$ be a finite subset of $G$. The set of conjugates of elements of $F$ in $G$ is a finite normal subset. By 14.5.7 it generates a finite normal subgroup. Conversely, if $G$ has the property in question and $x \in G$, then $x \in F \triangleleft G$ for some finite $F$. All conjugates of $x$ belong to $F$, so there are only finitely many of them.

Groups with the property of 14.5 .8 are often called locally finite and normal groups instead of torsion $F C$-groups. Notable examples are direct products of finite groups, their subgroups and quotient groups.

Returning to general $F C$-groups we shall use Schur's theorem to establish a basic fact about the commutator subgroup of an $F C$-group.
14.5.9 (B.H. Neumann). If $G$ is an $F C$-group, then $G^{\prime}$ is a torsion group. Also the elements of finite order in $G$ form a fully-invariant subgroup containing $G^{\prime}$.

Proof. By 14.5 .6 and 14.5 .8 the group $G / \zeta G$ is locally finite. Now if $X$ is a finitely generated subgroup of $G$, then $X / X \cap \zeta G$ is finite, which implies that $X / \zeta X$ is finite. Hence $X^{\prime}$ is finite by Schur's theorem. Obviously $G^{\prime}$ is the union of all such $X^{\prime}$, so $G^{\prime}$ is a torsion group. Next let $x, y$ in $G$ satisfy $x^{m}=1=y^{n}$ where $m, n>0$. Then $\left(x y^{-1}\right)^{m n} \equiv 1 \bmod G^{\prime}$. Therefore $\left(x y^{-1}\right)^{l}=$ 1 for some $l>0$. Hence the elements of finite order form a subgroup containing $G^{\prime}$.

We have discovered enough about $F C$-groups to be able to characterize them in terms of torsion-free abelian groups and locally finite and normal groups.
14.5.10. A group $G$ is an FC-group if and only if it is isomorphic with a subgroup of the direct product of a torsion-free abelian group and a locally finite and normal group.

Proof. Suppose that $G$ is an $F C$-group and let $T$ be the set of elements of finite order. Then $G^{\prime} \leq T \leq G$ by 14.5 .9 , so that $G / T$ is a torsion-free abelian group. By Zorn's Lemma there exists a maximal torsion-free subgroup of the center-call it $M$. Then it is easy to see that $\zeta G / M$ is a torsion group. But $G / \zeta G$ is a torsion group by 14.5 .6 ; hence $G / M$ is a torsion group. Since $G / M$ is clearly an $F C$-group, it is locally finite and normal. Now $T \cap M=1$ because $T$ is torsion and $M$ is torsion-free. Consequently the mapping $x \mapsto(x T, x M)$ is an embedding of $G$ in $(G / T) \times(G / M)$.

The converse follows from the fact that the class of FC -groups is closed with respect to forming subgroups and direct products.

Since it is not easy to describe the subgroups of a direct product, 14.5.10 does not provide a completely satisfactory classification of $F C$ groups.

## Groups with Boundedly Finite Conjugacy Classes

A group $G$ is called a BFC-group if there is a positive integer $d$ such that no element of $G$ has more than $d$ conjugates. BFC-groups form a very special class of $F C$-groups which admits a precise description.
14.5.11 (B.H. Neumann). A group $G$ is a BFC-group if and only if the commutator subgroup $G^{\prime}$ is finite.

Proof. If $G^{\prime}$ has finite order $d$, then the number of commutators $[g, x]$ cannot exceed $d$. Hence the number of conjugates of an element $g$ is at most equal to $d$. Thus $G$ is a $B F C$-group.

Conversely let $G$ be a $B F C$-group; denote by $d$ the maximum number of elements in a conjugacy class. Then there is an element $a$ with exactly $d$ conjugates in $G$; thus $\left|G: C_{G}(a)\right|=d$. Choose a right transversal $t_{1}, \ldots, t_{d}$ to $C_{G}(a)$; then $a^{t_{1}}, \ldots, a^{t_{d}}$ are the $d$ distinct conjugates of $a$. Define $C$ to be the intersection of the centralizers $C_{G}\left(t_{i}\right), i=1, \ldots, d$. Since $|G: C|$ is finite, there is a finite right transversal $\left\{s_{1}, \ldots, s_{k}\right\}$ to $C$ in $G$.

Now consider

$$
N=\left\langle a, s_{1}, \ldots, s_{k}\right\rangle^{G}
$$

This is a finitely generated $F C$-group, so its center has finite index by 14.5 .6 and 14.5.8. Schur's theorem shows that the elements of finite order in $N$ form a finite subgroup. Since $G^{\prime}$ is a torsion group (14.5.9), it is sufficient to prove that $G^{\prime} \leq N$.

If $x \in C$, then $(x a)^{t_{i}}=x a^{t_{i}}$ since $C \leq C_{G}\left(t_{i}\right)$. From this it is apparent that the $d$ elements $x a^{t_{i}}$ are distinct and account for all the conjugates of $x a$ in $G$. Consequently, if $y \in C$, there is an $i$ such that $(x a)^{y}=x a^{t_{i}}$; this implies that $x^{y}=x a^{t_{i}} a^{-y}$ and $[x, y]=a^{t_{i}} a^{-y} \in N$. Hence $C^{\prime} \leq N$. But $G=N C$ implies that $G^{\prime} \leq N C^{\prime} \leq N$.

## Subgroups of Direct Products of Finite Groups

It has been observed that any subgroup of a direct product of finite groups is locally finite and normal. Are such subgroups typical of locally finite and normal groups? Since a direct product of finite groups is residually finite, only locally finite and normal groups with the latter property can arise as subgroups. Precisely what further conditions the locally finite and normal group must satisfy is unknown. For countable groups however the situation is well understood.
14.5.12 (P. Hall). A countable locally finite and normal group $G$ is isomorphic with a subgroup of a direct product of finite groups if and only if it is residually finite.

Proof. Only the sufficiency of this condition is in doubt. Assume therefore that $G$ is residually finite and let $G=\left\{g_{1}, g_{2}, \ldots\right\}$. Writing $G_{i}$ for the normal closure of $\left\{g_{1}, g_{2}, \ldots, g_{i}\right\}$, we obtain $G$ as the union of an ascending chain of finite normal subgroups $1=G_{0} \leq G_{1} \leq G_{2} \leq \cdots$.

Let us show how to construct a descending chain of normal subgroups of finite index $G=R_{1} \geq R_{2} \geq \cdots$ such that $G_{i} \cap R_{i}=1$. Suppose that $R_{i}$ has already been chosen. Since $G$ is residually finite, there is a normal subgroup $N$ of finite index such that $N \cap G_{i+1}=1$. Define $R_{i+1}=N \cap R_{i}$, clearly a normal subgroup of finite index; then

$$
G_{i+1} \cap R_{i+1}=\left(G_{i+1} \cap N\right) \cap R_{i}=1
$$

Thus the construction has been effected.
Define $S_{i+1}$ to be $G_{i} R_{i+1}, i=0,1, \ldots$, again a normal subgroup with finite index in $G$. Then

$$
\begin{equation*}
G_{i+1} \cap S_{i+1}=G_{i+1} \cap\left(G_{i} R_{i+1}\right)=G_{i}\left(G_{i+1} \cap R_{i+1}\right)=G_{i} \tag{9}
\end{equation*}
$$

Now given $g \neq 1$ in $G$, there is an $i$ such that $g \in G_{i+1} \backslash G_{i}$; hence $g \notin S_{i+1}$ by (9). It follows that the intersection of all the $S_{i}$ is 1 . In addition, a given element $g$ of $G$ belongs to almost all of the $G_{i}$ and therefore to almost all of the $S_{i}$. This means that the mapping $g \mapsto\left(S_{1} g, S_{2} g, \ldots\right)$ is a homomorphism from $G$ into the direct product, not merely the cartesian product, of the $G / S_{i}$. It is also injective because $S_{1} \cap S_{2} \cap \cdots=1$. Thus the theorem is proved.

For information about the uncountable case see [b69], which is a good general reference for $F C$-groups.

## Groups with Finitely Many Elements of Each Order

As the last topic of the chapter we consider groups that possess only a finite number of elements of each order, including $\infty$. We shall call these $F O$ -groups-they are sometimes known as groups with finite layers. Notice that an $F O$-group is an $F C$-group: for conjugate elements have the same order. So we are confronted with a special type of $F C$-group-so special in fact that a satisfactory structural description is possible.

First a couple of elementary results.
14.5.13 (Baer). (i) An FO-group is locally finite and normal.
(ii) Every Černikov group whose centre has finite index is an FO-group.

Proof. (i) If a group has an element of infinite order, it has an infinity of such elements. An FO-group is therefore a torsion group, so by 14.5.8 it is locally finite and normal.
(ii) Let $G$ be a Černikov group whose center $C$ has finite index; of course $G$ is a torsion group. Choose a transversal $\left\{t_{1}, \ldots, t_{k}\right\}$ to $C$ in $G$ and let $t_{i}$ have order $m_{i}$. Let us consider elements of $G$ which have some fixed order $m$. If $g$ has order $m$ and $g=c t_{i},(c \in C)$, then $1=\left(c t_{i}\right)^{m}=c^{m} t_{i}^{m}$. Hence $c^{m m_{i}}=$ 1. Now $C$ has only a finite number of elements of order dividing $m m_{i}$ by 4.2.11. Consequently there are only finitely many possibilities for $g$ and $G$ is an FO -group.

We come now to the main theorem on $F O$-groups from which most properties of these groups can be read off. In essence it says that all $F O$-groups arise as subgroups of certain direct products of Černikov groups with center of finite index. Thus groups of the latter type may be regarded as prototypes of $F O$-groups.

In the next theorem a direct product will be called prime-sparse if for each prime $p$ only a finite number of the direct factors possess elements of order $p$.
14.5.14 (Černikov, Polovickii). The following statements about a group $G$ are equivalent.
(i) $G$ is an FO -group.
(ii) $G$ is locally finite and normal and each Sylow subgroup is a Černikov group.
(iii) $G$ is isomorphic with a subgroup of a prime-sparse direct product of Černikov groups with centers of finite index.

Proof. (i) $\rightarrow$ (ii). Let $G$ be an $F O$-group; then $G$ is locally finite and normal by 14.5 .13. Consider a Sylow $p$-subgroup $P$ of $G$ and let $R$ be generated by all subgroups of $P$ which have no proper subgroups of finite index. Then $R \leq P$ and it is easy to see that $R$ itself has no proper subgroups of finite index. Also if $R<S \leq G$, then $S / R$ must have a proper subgroup with finite index. If $g \in P$, then $\left|R: C_{R}(g)\right|$ is finite since $R$ is an $F C$-group. It follows that $R=C_{R}(g)$ and $R \leq \zeta P$. Thus $R$ is a divisible abelian $p$-group.

Next, Exercise 4.3 .5 shows that abelian subgroups of $P$ have min; thus $R$ has min. We claim that $P / R$ is also an $F O$-group. To see this consider an element $x R$ of $P / R$ with order $m$. Then $x^{m} \in R$ and $x^{m}=y^{m}$ for some $y \in R$ because $R$ is divisible. Hence $\left(x y^{-1}\right)^{m}=1$ since $R \leq \zeta P$. It follows that there are only finitely many possibilities for $x y^{-1}$ and thus for $x N$. We conclude that abelian subgroups of $P / R$ have min. The structure of groups with min and the maximality of $R$ shows that abelian subgroups of $P / R$ are actually finite. By Exercise 14.3 .8 the group $P / R$ is finite. Thus $P$ is a Cernikov group and $P / \zeta P$ is finite.
(ii) $\rightarrow$ (iii). This is the main point of the proof. We shall prove it in four steps. Let $G$ satisfy (ii).
(a) The p-elements of $G$ generate a Černikov subgroup. Since $G$ is an $F C$ group, a subgroup of type $p^{\infty}$ is contained in the center of $G$. Hence the $p^{\infty}$-subgroups generate a subgroup $R$ of the center. Clearly $R$ is a divisible abelian $p$-group. Let $P$ be any Sylow $p$-subgroup of $G$. Then $R \leq P$ since $R \triangleleft G$. Since, by hypothesis, $P$ is a Černikov group, it has a divisible abelian subgroup of finite index which must equal $R$. Thus $\bar{P}=P / R$ is finite. It is clear that $\bar{P}$ is a Sylow $p$-subgroup of $\bar{G}=G / R$. Thus 14.3 .4 shows that each Sylow $p$-subgroup of $\bar{G}$ is conjugate to $\bar{P}$ and thus is contained in $\bar{P}^{\bar{G}}$. But $\bar{P}^{\bar{G}}$ is finite because $\bar{G}$ is locally finite and normal; thus we have proved that the $p$-elements of $\bar{G}$ generate a finite subgroup. Since $R$ satisfies min , the assertion (a) is true.
(b) In every image of $G$ the p-elements generate a Černikov subgroup. Let $N \triangleleft G$ and let $g N$ be a $p$-element of $G / N$. Then $g$ has order $l p^{m}$ where $g^{p^{m}} \in$ $N$ and $l$ is a positive integer coprime to $p$. Now $a l+b p^{m}=1$ for suitable integers $a$ and $b$. Hence we have $g=g^{a l} g^{b p^{m}} \equiv g^{a l} \bmod N$. Here $g^{a l}$ is a $p$ element, so we may as well assume in the first place that $g$ is a $p$-element. Consequently the $p$-elements of $G / N$ generate a subgroup $S N / N$ where $S$ is generated by all $p$-elements of $G$. The assertion now follows from (a).
(c) If $M$ is the maximum normal $p^{\prime}$-subgroup of $G$, then $G / M$ is a Černikov group. By (b) the quotient group $G / M$ inherits the properties of $G$. So without loss of generality assume that $M=1$. According to (a) the $p$-elements of $G$ generate a Černikov group $T$. Now a quasicyclic subgroup of $G$ lies in the center and must be a $p$-group since $M=1$. Hence the quasicyclic subgroups of $G$ generate a $p$-subgroup $S$ contained in $T \cap(\zeta G)$. Next $G / C_{G}(T / S)$ must be finite because $T / S$ is finite. Furthermore, if $x \in C_{G}(T / S)$, the mapping $y S \mapsto[x, y]$ is a well-defined homomorphism $x^{\theta}$ from $T / S$ to $S$; also $\theta: C_{G}(T / S) \rightarrow L \equiv \operatorname{Hom}(T / S, S)$ is a homomorphism. Here it is essential to
observe that $S \leq \zeta G$. Now $L$ is finite since $T / S$ is finite and $S$ has only a finite number of elements of each given order. Consequently $C_{G}(T / S) / \operatorname{Ker} \theta$ is finite. Clearly $\operatorname{Ker} \theta=C_{G}(T)=K$, say. Thus $G / K$ is finite.

It remains to prove that $K$ is a Cernikov group. The $p$-elements of $K$ belong to $T \cap K$, so that $K / \zeta K$ is a $p^{\prime}$-group. By Exercise 10.1 .3 the $p^{\prime}$ elements of $K$ form a fully-invariant subgroup of $K$, which will be normal in $G$. But $G$ has no nontrivial normal $p^{\prime}$-subgroups. Hence $K$ is a $p$-group and $K \leq T$, which shows that $K$ is a Černikov group.
(d) Conclusion. Let $p_{1}, p_{2}, \ldots$ be the sequence of primes and let $M_{i}$ be the maximum normal $p_{i}^{\prime}$-subgroup of $G$. By (c) we know that $G / M_{i}$ is a Cernikov group: this group is also locally finite and normal (since $G$ is), so all quasicyclic subgroups of $G / M_{i}$ are central and the center of $G / M_{i}$ has finite index. Clearly the intersection of all the $M_{i}$ is 1 , so that the mapping $g \mapsto\left(g M_{1}, g M_{2}, \ldots\right)$ is a monomorphism into the cartesian product of the $G / M_{i}$. We shall prove that the image of this mapping is contained in the direct product of the $G / M_{i}$.

Let $p$ be any prime. Then the $p$-elements of $G$ generate a Černikov group $P$ by (a). Naturally the prime divisors of the orders of elements of $P$ constitute a finite set of primes $\pi$. If $p_{i} \notin \pi$, then $P$ is a normal $p_{i}^{\prime}$-subgroup and $P \leq M_{i}$. So only a finite number of the groups $G / M_{i}$ contain an element of order $p$. It follows that an element of finite order in the cartesian product of the $G / M_{i}$ must belong to the direct product; moreover the latter is primesparse. Hence the image of $G$ is contained in the direct product of the $G / M_{i}$.
(iii) $\rightarrow$ (i). The elements of order $m$ are contained in the product of finitely many direct factors and hence in a Černikov group whose centre has finite index. The implication follows via 14.5.13.
14.5.15. An image of an FO-group is an FO-group.

Proof. Let $N \triangleleft G$ where $G$ is an $F O$-group. Then $G / N$ is certainly locally finite and normal. Let $P / N$ be a Sylow $p$-subgroup. Then it is easy to see that $P$ can be generated by $N$ together with $p$-elements. But the $p$-elements of $G$ generate a Černikov group by 14.5 .14 (or more simply by (a) of the second implication in the proof), so $P / N$ too has this structure. Applying 14.5.14 we conclude that $G / N$ is an $F O$-group.

Notice that 14.5.15 does not follow in an obvious way from the definition of an FO -group.

## Exercises 14.5

1. A group $G$ is $F C$ if and only if $G / C_{G}\left(x^{G}\right)$ is finite for every $x$ in $G$.
2. (B.H. Neumann). A finitely generated group is $F C$ if and only if it is a finite extension of its center (hence such groups have max).
3. A group with min-n in $F C$ if and only if it is a Černikov group whose center has finite index (hence such groups have min). Find a similar characterization of $F C$-groups with max-n.
4. A direct product of $F C$-groups is an $F C$-group. But a group that is a product of two normal $F C$-subgroups need not be an $F C$-group. [Hint: A free nilpotent group with class and rank equal to 2.]
5. (Fedorov). Prove that the only infinite group all of whose proper subgroups have finite index is the infinite cyclic group.
6. (McLain). A locally nilpotent FC-group is hyercentral. [Hint: If $G \neq 1$ is such a group, find a nontrivial normal subgroup $N$ which is free or elementary abelian with finite rank. Consider the action of $G$ on $N$ and apply 8.1.10.]
7. If $G$ is a finitely generated group such that $\gamma_{i+1} G$ is finite, prove the $G / \zeta_{i} G$ is finite. Show that this is not true for nonfinitely generated groups. [Hint: Use induction on $i$. Let $C=C_{G}\left(\gamma_{i+1} G\right)$ and consider the map $C \cap \gamma_{i} G \rightarrow \gamma_{i+1} G$ given by $x \mapsto[x, g]$ where $g$ is a generator.]
8. (P. Hall). Every countable residually finite, locally finite and normal group is isomorphic with a subgroup of $S_{2} \times S_{3} \times S_{4} \times \cdots$.
9. (Černikov). The following properties of a group $G$ are equivalent:
(a) $G$ is torsion and for each prime $p$ the group has only finitely many $p$ elements;
(b) $G$ is locally finite and normal and all Sylow subgroups are finite;
(c) $G$ is isomorphic with a subgroup of a prime-sparse direct product of finite groups.
10. (Černikov). A group with the properties of Exercise 14.5 .9 need not be a direct product of finite groups. Proceed as follows.
(a) Choose distinct primes $p_{1}, p_{2}, \ldots$ such that $p_{2 i} \equiv 1 \bmod \left(p_{2 i+1} p_{2 i-1}\right)$.
(b) Let $\left\langle x_{i}\right\rangle$ have order $p_{i}$ and put $X=\left\langle x_{1}\right\rangle \times\left\langle x_{3}\right\rangle \times \cdots$ and $Y=\left\langle x_{2}\right\rangle \times$ $\left\langle x_{4}\right\rangle \times \cdots$. Since $p_{2 i+1}$ divides $p_{2 i}-1$ and $p_{2 i+2}-1$, there is a natural action of $x_{2 i+1}$ on $\left\langle x_{2 i}\right\rangle$ and $\left\langle x_{2 i+2}\right\rangle$. Use this to construct an action of $X$ on $Y$ and put $G=X \ltimes Y$.
(c) Prove that $G$ is locally finite and normal and has finite Sylow subgroups.
(d) Prove that $G$ is directly indecomposable.
11. (Schenkman). Let $G$ be a locally finite group.
(a) Prove that $G$ has finitely many Sylow $p$-subgroups if and only if $G / \mathrm{O}_{p}(G)$ is an extension of a finite group by a $p^{\prime}$-group. [Hint: If $P_{1}, \ldots, P_{k}$ are the finitely many Sylow $p$-subgroups of $G$, consider $D=\bigcap_{i=1}^{k} N_{G}\left(P_{i}\right)$.]
(b) Let $H$ be the Hirsch-Plotkin radical of $G$. Show that if $G$ has finitely many Sylow $p$-subgroups for each prime $p$, then $G / H$ has the structure given in Exercise 14.5.9.

## CHAPTER 15

## Infinite Soluble Groups

The theory of infinite soluble groups has developed in directions quite different from the older theory of finite soluble groups. A noticeable feature of the infinite theory is the strong interaction with commutative algebra, which is due to the role played by the group ring. Despite this fact the exposition that follows is largely self-contained.

### 15.1. Soluble Linear Groups

If $R$ is a ring with identity, we say that a group $G$ is $R$-linear (or simply linear if the ring is understood) if it is isomorphic with a subgroup of the matrix group $\operatorname{GL}(n, R)$ for some positive integer $n$. Equivalently one could say that $G$ is isomorphic with a group of $R$-automorphisms of a finitely generated free $R$-module. Our interest will center on two cases, where $R$ is a field or the ring of integers.

It is natural to ask which groups are linear. Rather obviously a finite group $G$ is $R$-linear for every $R$ : for we can use the regular representation to identify $G$ with a group of permutation matrices over $R$. It follows that linearity is a finiteness condition in the sense of 14.1.

In 2.1 we observed that the matrices

$$
\left(\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right) \text { and }\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right)
$$

generate a free group of rank 2 : taking the derived subgroup and applying 6.1.7 we conclude that every countable free group is $\mathbb{Z}$-linear. On the other hand, there exist infinite groups which are not linear over any field, as we shall see in 15.1.5.

The intrusion of linear groups into the theory of soluble groups is easily explained. Suppose that $G$ is a soluble group with a normal abelian subgroup $A$. Then $\bar{G}=G / C_{G}(A)$ is isomorphic with a group of automorphisms of $A$. If $A$ is an elementary abelian $p$-group of finite rank $n$, then Aut $A \simeq$ $\operatorname{GL}(n, p)$, so $\bar{G}$ is linear over the field of $p$ elements. If $A$ is free abelian of rank $n$, then Aut $A \simeq \operatorname{GL}(n, \mathbb{Z})$ and $\bar{G}$ is $\mathbb{Z}$-linear.

Finally, suppose that $A$ is a torsion-free abelian group of finite rank $n$. Let $V=A \otimes_{\mathbb{Z}} \mathbb{Q}$, which is a rational vector space of dimension $n$. Then $V$ becomes a $\bar{G}$-module via the natural action $(a \otimes r) \bar{g}=a^{\bar{g}} \otimes r$. In this case $\bar{G}$ is isomorphic with a subgroup of $\mathrm{GL}(n, \mathbb{Q})$ and $\bar{G}$ is $\mathbb{Q}$-linear.

It is apparent from these examples that information about the structure of soluble linear groups is likely to be useful in the study of soluble groups whose abelian factors have finite $p$-rank for $p=0$ or a prime.

## The Lie-Kolchin-Mal'cev Theorem

Let $V$ be a vector space of dimension $n$ over a field $F$. A subgroup $G$ of $\mathrm{GL}(V)$ is called triangularizable if it is possible to find a basis for $V$ with respect to which $G$ is represented by a group of (upper) triangular matrices. We saw in 5.1 that the group $T(n, F)$ of all triangular matrices is soluble. Thus every triangularizable subgroup is soluble.

In the same spirit a subgroup of $\mathrm{GL}(\mathrm{V})$ is called diagonalizable if it can be represented by a group of diagonal matrices by means of a suitable choice of basis. Diagonalizable subgroups are, of course, abelian.

The main result of this section may be regarded as a partial converse to the statements of the last two paragraphs. The final version, due to Mal'cev, improves earlier results of Lie and Kolchin.
15.1.1 (Lie, Kolchin, Mal'cev). Let $V$ be a vector space of dimension $n$ over an algebraically closed field $F$. Suppose that $G$ is a soluble subgroup of $\mathrm{GL}(V)$.
(i) If $G$ is irreducible, there is a normal diagonalizable subgroup $D$ with finite index not exceeding $g(n)$ for some function $g$.
(ii) In general there is a normal triangularizable subgroup $T$ with finite index not exceeding $h(n)$ for some function $h$.

The key to this important result is the special case when $G$ is irreducible and primitive. Here a subgroup $G$ of $\mathrm{GL}(V)$ is said to be primitive if there does not exist a decomposition

$$
V=V_{1} \oplus V_{2} \oplus \cdots \oplus V_{k}, \quad(k>1),
$$

into nonzero $F$-subspaces such that elements of $G$ permute the $V_{i}$.
15.1.2 (Zassenhaus). Let $V$ be as in 15.1 .1 and suppose $G$ is a primitive irreducible soluble subgroup of $\operatorname{GL}(V)$. Then there is a normal subgroup $S$ con-
sisting of scalar transformations such that $|G: S| \leq n^{2} f\left(n^{2}\right)$ where $f(m)$ is the maximum number of automorphisms of an abelian group of order $m$ or less.

Proof. Let $A$ be a normal abelian subgroup of $G$. Since $G$ is irreducible, $V$ is a simple $F G$-module with the natural action of $G$ on $V$. By Clifford's Theorem (8.1.3) we can write $V=V_{1} \oplus \cdots \oplus V_{k}$ where the $V_{i}$ are the so-called homogeneous components, direct sums of isomorphic simple $F A$-modules; moreover elements of $G$ permute the $V_{i}$. Since $G$ is primitive, $k=1$ and $V=V_{1}$. Because $F$ is algebraically closed and $A$ is abelian, a simple $F A$ module has dimension 1 -this is by 8.1.6. It follows that $A$ consists of scalar multiplications; in particular $A$ is contained in $C$, the centre of $G$. Thus every normal abelian subgroup of $G$ is contained in $C$ and is scalar.

The remainder of the proof is concerned with a maximal normal abelian subgroup $B / C$ of $G / C$, the object being to prove that

$$
|B: C| \leq n^{2} \quad \text { and } \quad C_{G}(B / C)=B
$$

Once this has been achieved we shall be able to conclude that

$$
|G: B|=\left|G: C_{G}(B / C)\right| \leq|\operatorname{Aut}(B / C)| \leq f\left(n^{2}\right)
$$

by definition of $f$. Hence $|G: C| \leq n^{2} f\left(n^{2}\right)$ as required.
To begin with suppose that $C_{G}(B) \not \leq C$. Then $C_{G}(B) / C$, being normal, must contain a nontrivial normal abelian subgroup of $G / C$, say $D / C$. Now $B D / C$ is abelian because $[B, D]=1$, so the maximality of $B / C$ leads us to $D \leq B$. Hence $D \leq \zeta B$ and $D$ is abelian. By the first paragraph $D=C$, which is a contradiction. Thus we have proved that $C_{G}(B)=C$.

Next let $\left\{b_{1}, \ldots, b_{r}\right\}$ be a finite subset of a transversal to $C$ in $B$. Suppose that this subset is linearly dependent (in the vector space $\operatorname{End}_{F}(V)$ ). After relabelling the $b_{i}$ 's if necessary, we can find a relation of the form $\sum_{i=1}^{s} f_{i} b_{i}=0$ where $0 \neq f_{i} \in F$ and the length $s$ is minimal. Now $b_{1} b_{2}^{-1} \notin C=C_{G}(B)$. Hence $\left[b_{1} b_{2}^{-1}, x\right] \neq 1$ for some $x$ in $B$. This implies that $\left[b_{1}, x\right] \neq\left[b_{2}, x\right]$. Now, since $\left[b_{i}, x\right] \in C$, we can write $\left[b_{i}, x\right]=t_{i} 1$ with $t_{i} \in F$-recall that $C$ is scalar. Then $t_{1} \neq t_{2}$ and, since $x^{-1} b_{i} x=b_{i}\left[b_{i}, x\right]=t_{i} b_{i}$,

$$
\begin{aligned}
0 & =t_{1}\left(\sum_{i=1}^{s} f_{i} b_{i}\right)-x^{-1}\left(\sum_{i=1}^{s} f_{i} b_{i}\right) x \\
& =t_{1}\left(\sum_{i=1}^{s} f_{i} b_{i}\right)-\sum_{i=1}^{s} f_{i} t_{i} b_{i} \\
& =\sum_{i=2}^{s}\left(t_{1}-t_{i}\right) f_{i} b_{i}
\end{aligned}
$$

But $s$ was chosen minimal, so $\left(t_{1}-t_{2}\right) f_{2}=0$ and $f_{2}=0$, a contradiction. It follows that $\left\{b_{1}, \ldots, b_{r}\right\}$ is linearly independent in $\operatorname{End}_{F}(V)$. Since the latter has dimension $n^{2}$, we obtain $|B: C| \leq n^{2}$.

It must still be shown that $K \equiv C_{G}(B / C)$ equals $B$. Of course $B \leq K$ because $B / C$ is abelian. If $k \in K$, the map $\theta_{k}$ which sends $b C$ to $[b, k]$ is
plainly a homomorphism from $B / C$ to $C$. What is more, the assignment $k \mapsto \theta_{k}$ is a homomorphism from $K$ to $\operatorname{Hom}(B / C, C)$ whose kernel is precisely $C_{K}(B)$, that is, $C$. Thus $K / C$ is isomorphic with a subgroup of $\operatorname{Hom}(B / C, C)$. Since $C$ is scalar, it is isomorphic with a subgroup of $F^{*}$, the multiplicative group of $F$. But finite subgroups of $F^{*}$ are cyclic, so the order of $\operatorname{Hom}(B / C, C)$ cannot exceed that of $H=\operatorname{Hom}\left(B / C, \mathbb{Z}_{m}\right)$ where $m=|B: C|$. Thus $|K: C| \leq|H|=|B: C|$. Finally $B \leq K$, so $|B: C| \leq|K: C|$. It follows that $B=K$.

Proof of 15.1.1. (i) Here $G$ is assumed irreducible. By 15.1 .2 we can also assume that $G$ is not primitive, so there is a decomposition $V=V_{1} \oplus \cdots \oplus V_{k}$ where $n \geq k>1$ and the nonzero subspaces $V_{i}$ are permuted transitively by the elements of $G$. If $g \in G$, then $V_{i} g=V_{(i) \pi_{g}}$ where $\pi_{g} \in S_{k}$. Now $g \mapsto \pi_{g}$ is a homomorphism from $G$ to the symmetric group $S_{k}$ whose kernel $K$ is the intersection of all the subgroups $K_{i}=\left\{g \in G \mid V_{i} g=V_{i}\right\}$. Thus $|G: K| \leq k$ ! $\leq n$ !.

Consider the $F K_{i}$-module $V_{i}$; this is simple by Clifford's Theorem, so $K_{i}$ acts irreducibly on $V_{i}$. Now $\operatorname{dim} V_{i}=n_{i}<n$; hence by induction on $n$ there is a subgroup $D_{i}$ of $K_{i}$ such that $\left|K_{i}: D_{i}\right| \leq g\left(n_{i}\right)$ and $D_{i}$ acts diagonally on $V_{i}$. Define $D=\bigcap_{i=1}^{k} D_{i}$; then $D$ is diagonalizable and $|K: D| \leq \prod_{i=1}^{k} g\left(n_{i}\right) \leq$ $(\max \{g(i) \mid 1 \leq i<n\})^{n}=l(n)$. Thus $|G: D| \leq(n!) l(n)$. Replace $D$ by its core in $G$ and apply 1.6 .9 to obtain the result with $g(n)=((n!) l(n))!$.
(ii) In the general case form an $F G$-composition series $0=V_{0}<V_{1}<$ $\cdots<V_{e}=V$. Apply (i) to the group $G / C_{G}\left(V_{i+1} / V_{i}\right)$, regarded as a subgroup of $\mathrm{GL}\left(V_{i+1} / V_{i}\right)$. If $\operatorname{dim}\left(V_{i+1} / V_{i}\right)=n_{i}$, we conclude that there is a normal subgroup $D_{i}$ of index at most $g\left(n_{i}\right)$ which acts diagonally on $V_{i+1} / V_{i}$. Then $T$, the intersection of the $D_{i}$, is clearly triangularizable; moreover $|G: T|$ cannot exceed $\left(\max g\left(n_{i}\right)\right)^{n}=h(n)$.
15.1.3 (Zassenhaus). Let $F$ be any field. Then the derived length of a soluble $F$-linear group of degree $n$ cannot exceed a number depending only on $n$. Thus a locally soluble F-linear group is soluble.

Proof. It suffices to consider a soluble group $G$ of $n \times n$ matrices over an algebraically closed field; for $F$ may be replaced by its algebraic closure. By 15.1.1 there is a normal subgroup $T$ of finite index at most $h(n)$ such that $T \leq T(n, F)$. But $T$ has derived length at most $d=\left[\log _{2}(n-1)\right]+2$ or 1 if $n=1$; this was proved in 5.1. Hence the derived length of $G$ is at most $h(n)+d$. The second statement follows from the first.

The upper bound for the derived length that is furnished by the proof is quite extravagant-for sharp bounds see Newman [a147].
15.1.4 (Mal'cev). A soluble linear group over a field is a finite extension of a group with nilpotent derived subgroup.

This is because $T(n, F) / U(n, F)$ is abelian and $U(n, F)$ is nilpotent (see 5.1).

One way of showing that a soluble group is not linear is to prove that it does not have the structure prescribed by 15.1.4.
15.1.5. Let $G=(X \sim Y) \sim Z$ be the standard wreath product of three infinite cyclic groups. Then $G$ is not linear over any field.

Proof. Suppose that $G$ is linear. Then for some $m>0$ the subgroup $H=$ $\left\langle X^{m}, Y^{m}, Z^{m}\right\rangle$ has nilpotent derived group. But $H$ is simply the standard wreath product of $X^{m}, Y^{m}$ and $Z^{m}$, so we may as well take $m=1$.

Let $B$ be the base group of the outer wreath product $(X \sim Y) \sim Z$; then [ $B, Z]$ is nilpotent, say of class $k$. Choose $a$ from $X \sim Y$ and write $a_{i}^{*}$ for the element of $B$ whose 1 -component is $a_{i}$ and whose other components equal 1 . If $Z$ is generated by $z$, then $\left[a_{i}^{*}, z\right]$ has its $z$-component equal to $a_{i}$. Hence the $z$-component of $\left[\left[a_{1}^{*}, z\right], \ldots,\left[a_{k+1}^{*}, z\right]\right]$ equals $\left[a_{1}, \ldots, a_{k+1}\right]$. It follows that $\left[a_{1}, \ldots, a_{k+1}\right]=1$ and $X \sim Y$ is nilpotent. But this is absurd since $X \backslash Y$ has trivial center (Exercise 1.6.14).

It follows that a finitely generated soluble group need not be linear (over any field). On the other hand, L. Auslander has proved that a polycyclic group is always $\mathbb{Z}$-linear (and hence $\mathbb{Q}$-linear): a proof of this (due to R.G. Swan) can be found in [b54] or [b71].

The next theorem provides important information on the structure of polycyclic groups.
15.1.6 (Mal'cev). A polycyclic group has a normal subgroup of finite index whose derived subgroup is nilpotent.

Proof. Let $G$ be a polycyclic group. Then there is a normal series $1=G_{0}<$ $G_{1}<\cdots<G_{e}=G$ such that $G_{i+1} / G_{i}$ is either free abelian of finite rank or finite. Let $K_{i}=C_{G}\left(G_{i+1} / G_{i}\right)$. If $G_{i+1} / G_{i}$ is finite, then so is $G / K_{i}$. On the other hand, if $G_{i+1} / G_{i}$ is infinite, then $G / K_{i}$ is $\mathbb{Z}$-linear. Extend the action of $G / K_{i}$ to the complex vector space $\left(G_{i+1} / G_{i}\right) \otimes_{\mathbb{Z}} \mathbb{C}$ and view $G / K_{i}$ as a $\mathbb{C}$-linear group. By 15.1.1 there is a normal subgroup of finite index in $G / K_{i}$ which is triangularizable, say $T_{i} / K_{i}$. Then elements of $\left(T_{i} / K_{i}\right)^{\prime}$ can be represented by unitriangular matrices. From this it follows that $\left[G_{i+1}, m_{(i)} T_{i}^{\prime}\right] \leq G_{i}$ for some $m(i)>0$. We conclude that there is a normal subgroup $N$ of finite index in $G$ such that $\left[G_{i+1},{ }_{m} N^{\prime}\right] \leq G_{i}$ for all $i$ and some $m>0$. This implies that $N^{\prime}$ is nilpotent.

## Exercises 15.1

1. The class of linear groups of given characteristic $p$ is closed with respect to forming subgroups and finite direct products, but not images.
2. The standard wreath product $X \sim Y$ of two infinite cyclic groups is $\mathbb{R}$-linear. [Hint: Let $X=\langle x\rangle, Y=\langle y\rangle$ and consider the assignments $x \mapsto\binom{11}{01}, y \mapsto\binom{10}{0 \xi}$ where $\xi$ is a real transcendental.]
3. The class of $\mathbb{R}$-linear groups is not extension closed.
4. Let $A \triangleleft G$ where $A$ is a divisible abelian $p$-group of rank $n$. Prove that $\bar{G}=G / C_{G}(A)$ is linear over the ring of $p$-adic integers.
5. (R. Strebel). Let $G$ be an $F$-linear group where $F$ is a field. Prove that $G / \zeta G$ is also $F$-linear. [Hint: Let $G$ act on a vector space $V$. Regarding $G$ as a subset of $\operatorname{End}_{F}(V)$, let $R$ be the subring generated by $G$. Consider the action of $G$ on $R$ via conjugation.]
6. Let $G$ be a group with a series of finite length $1=G_{0} \triangleleft G_{1} \triangleleft \cdots \triangleleft G_{m}=G$ whose factors are abelian. If the sum of the $p$-ranks of each factor ( $p=0$ or a prime) is finite, then $G$ is said to be a soluble group of finite total rank.
(a) If $G$ is a soluble group with finite total rank, it has a normal series of the type specified in the definition.
(b) (Mal'cev). A soluble group of finite total rank has a subgroup of finite index whose derived subgroup is nilpotent. [Hint: Use (a) and imitate the proof of 15.1.6.]
7. (Mal'cev). If $A$ is an abelian subgroup of $\operatorname{GL}(n, \mathbb{Z})$, then $A$ is finitely generated. Proceed as follows.
(a) Argue by induction on $n$ and show that we may assume $A$ to be rationally irreducible (i.e., irreducible as a subgroup of $\operatorname{GL}(n, \mathbb{Q})$.
(b) If $A$ acts on the natural rational vector space $V$, then $\operatorname{End}_{\mathbb{Q} A}(V)$ is division ring by Schur's Lemma, and its center $F$ is an algebraic number field. Argue that $A$ is a group of algebraic units of $F$. Now apply Dirichlet's theorem on the group of units of a number field (see [b73], for example.)
8. Let $A$ be an irreducible abelian subgroup of $\mathrm{GL}(n, \mathbb{Q})$. If $A$ has finite torsion-free rank, show that it is finitely generated. (For the structure of the multiplicative group of an algebraic number field see [b24].)

### 15.2. Soluble Groups with Finiteness Conditions on Abelian Subgroups

Intuitively one might expect the abelian subgroups of a soluble group to exert a considerable influence on the structure of the group. For example, it is quite a simple exercise to show that a soluble group is finite if all its abelian subgroups are finite (see Exercise 15.2.1). There are several much deeper theorems of this type, the most famous being due to Mal'cev and Schmidt.
15.2.1 (Mal'cev). A soluble group $G$ satisfies the maximum condition if each of its abelian subgroups satisfies this condition.
15.2.2 (Schmidt). A soluble group $G$ satisfies the minimal condition if each of its abelian subgroups satisfies this condition.

The reader is reminded that a soluble group with min is a Černikov group (5.4.23) and a soluble group with max is a polycyclic group (5.4.12). Also an abelian group satisfies max precisely when it is finitely generated.

We begin with a simple fact about endomorphisms of torsion-free abelian groups.
15.2.3 (Fuchs). Let $\theta$ be an endomorphism of a torsion-free abelian group $A$ of finite rank. Then $\theta$ is injective if and only if $|A: \operatorname{Im} \theta|$ is finite.

Proof. The group $A$ is written additively. If $|A: \operatorname{Im} \theta|$ is finite, then $A$ and $\operatorname{Im} \theta$ have the same torsion-free rank. Since $A / \operatorname{Ker} \theta \simeq \operatorname{Im} \theta$, it follows that $\operatorname{Ker} \theta=0$. Conversely let $\theta$ be injective. Since $A$ may be thought of as a subgroup of a finite-dimensional rational vector space, we may represent $\theta$ by a rational matrix. Thus $\theta$ satisfies an equation of the form $l_{0}+l_{1} \theta+\cdots$ $+l_{m} \theta^{m}=0$ where the $l_{i}$ are integers, not all zero. Here one can assume that $l_{0} \neq 0$ because $\theta$ is injective. Now $l_{0} a=\left(-l_{1} a-l_{2} a \theta-\cdots-l_{m} a \theta^{m-1}\right) \theta \in$ $\operatorname{Im} \theta$ for all $a$ in $A$. This implies that $l_{0} A \leq \operatorname{Im} \theta$. But $A / l_{0} A$ is finite because $A$ has finite rank (Exercise 4.3.9). Hence $|A: \operatorname{Im} \theta|$ is finite.

## Two Basic Lemmas

The two lemmas which follow provide the key to the main theorems 15.2.1 and 15.2 .2 . They should be viewed as weak splitting criteria, giving conditions for a group to split over a normal subgroup "to within finite index" or "up to a finite subgroup."
15.2.4. Let $A \triangleleft G$ where $A$ and $G / A$ are abelian and $A$ is torsion-free of finite rank. Assume that every nontrivial $G$-admissible subgroup of $A$ has torsion quotient group in $A$. If $A$ is not central in $G$, then there is a subgroup $H$ such that $|G: H A|$ is finite and $H \cap A=1$.
15.2.5. Let $A \triangleleft G$ where $A$ and $G / A$ are abelian and $A$ is a divisible group of finite rank. Assume that every proper $G$-admissible subgroup of $A$ is finite. If $A$ is not central in $G$, then there is a subgroup $H$ such that $G=H A$ and $H \cap A$ is finite.

Proof of 15.2.4. Since $A$ is not central, there is an element $g$ of $G$ such that $[A, g] \neq 1$. Hence the mapping $a \mapsto[a, g]$ is a nonzero endomorphism of $A$, say $\theta$. Since $G / A$ is abelian,

$$
\left[a^{x}, g\right]=\left[a, g^{x^{-1}}\right]^{x}=\left[a,\left[x^{-1}, g^{-1}\right] g\right]^{x}=[a, g]^{x}
$$

where $a \in A$ and $x \in G$. This shows that $\theta$ is a $G$-endomorphism; hence $\operatorname{Ker} \theta \triangleleft G$. Now $A / \operatorname{Ker} \theta \simeq \operatorname{Im} \theta \leq A$, so $A / \operatorname{Ker} \theta$ is torsion-free. By the hypothesis on $A$ we have $\operatorname{Ker} \theta=1$, so that $\theta$ is injective. Now apply 15.2.3 to conclude that $|A: \operatorname{Im} \theta|$ is finite, equal to $m$ say. We write $C=C_{G}(A / \operatorname{Im} \theta)$, observing that $|G: C|$ is finite.

Let $c \in C$; then $[c, g]^{m} \in \operatorname{Im} \theta$. Now $\left[c^{m}, g\right] \equiv[c, g]^{m} \bmod [C, g, C]$ by one of the elementary commutator formulas. Also $[C, g, C] \leq[A, C] \leq$ $\operatorname{Im} \theta$. Therefore $\left[c^{m}, g\right] \in \operatorname{Im} \theta=[A, g]$ and $\left[c^{m}, g\right]=[a, g]$ for some $a$ in $A$, from which it follows that $c^{m} a^{-1} \in C_{G}(g)=H$, say. Thus $c^{m} \in H A$ and since $H A \triangleleft G$, we can conclude that $G / H A$ is an abelian torsion group.

The next step is to show that $G / H A$ is finitely generated; this will force $G / H A$ to be finite. Choose a transversal to $\operatorname{Im} \theta$ in $A$, say $\left\{a_{1}, \ldots, a_{m}\right\}$. For $j=1,2, \ldots, m$ we select an element $x_{j}$ in $G$ such that $a_{j}=\left[x_{j}, g\right]$, with the understanding that $x_{j}=1$ should such a choice be impossible. Now pick an element $x$ of $G$. Since $G / A$ is abelian, $[x, g]=a_{i}\left[b_{i}, g\right]$ for some $i$ and $b_{i} \in A$. Thus $\left[x b_{i}^{-1}, g\right]=a_{i}$, so that $\left[x b_{i}^{-1}, g\right]=\left[x_{i}, g\right]$ and $x b_{i}^{-1} x_{i}^{-1} \in C_{G}(g)=H$. It follows that $x \in\left\langle x_{1}, \ldots, x_{m}, H, A\right\rangle$, which shows $G / H A$ to be finitely generated.

Finally $H \cap A=\operatorname{Ker} \theta=1$.

Proof of 15.2.5. Choose $g$ as in 15.2.4, observing that $a \mapsto[a, g]$ is a $G$ endomorphism $\theta$ of $A$. Since $\operatorname{Ker} \theta \triangleleft G$ and $\operatorname{Ker} \theta \neq A$, the hypothesis on $A$ implies that $\operatorname{Ker} \theta$ is finite. Also $1 \neq \operatorname{Im} \theta \triangleleft G$ and $\operatorname{Im} \theta$ is divisible and therefore infinite. Hence $\operatorname{Im} \theta=A$, again by the hypothesis on $A$. Thus $\theta$ is surjective.

Now choose any element $x$ of $G$. Then $[x, g] \in A=\operatorname{Im} \theta=[A, g]$, so that $[x, g]=[a, g]$ for some $a$ in $A$. Hence $x a^{-1} \in C_{G}(g)=H$, say. We have proved that $x \in H A$, so $G=H A$. Finally $H \cap A=\operatorname{Ker} \theta$ is finite.
15.2.6. Let $A \triangleleft G$ where $A$ is abelian. If every abelian subgroup of $G$ satisfies the maximal condition, then the same is true of abelian subgroups of $G / A$.
15.2.7. Let $A \triangleleft G$ where $A$ is abelian. If every abelian subgroup of $G$ satisfies the minimal condition, then the same is true of abelian subgroups of $G / A$.

Proof of 15.2.6. Suppose that $B / A$ is an abelian subgroup of $G / A$. We shall prove that $B$, and hence $B / A$, is finitely generated.
(i) Case: $A$ is central in $B$. Then $B$ is a nilpotent group; let $M$ be a maximal normal abelian subgroup of $B$. Thus $A \leq M$ and $M=C_{B}(M)$ by 5.2.3. If $b \in B$, the mapping $x A \mapsto[x, b]$ is a homomorphism from $M / A$ to $A$-let us call it $b^{\tau}$. In addition $\tau: B \rightarrow \operatorname{Hom}(M / A, A)=L$ is a homomorphism with kernel $C_{B}(M)=M$. Now $L$ is a finitely generated abelian group since both $M / A$ and $A$ are groups of this type. Therefore $B / M$ is finitely generated, which implies that $B$ is finitely generated.
(ii) Case: $A$ is finite. Here $C=C_{B}(A)$ has finite index in $B$. Also $A \leq \zeta C$, so that $C / A$ is finitely generated by (i). It follows that $B$ is finitely generated.
(iii) Conclusion. Let $T$ denote the torsion-subgroup of $A$; this is finite because $A$ is finitely generated. By (ii) abelian subgroups of $G / T$ are finitely generated, so we may assume that $T=1$, that is, $A$ is free abelian of finite rank $r$ say.

Let us suppose that the pair $(G, A)$ has been chosen with $A$ of minimal rank subject to the existence of a nonfinitely generated abelian subgroup $B / A$ of $G / A$. This minimality of rank implies that a nontrivial $B$-admissible subgroup of $A$ must have finite index in $A$. Also $A$ is not central in $B$ by (i). Now apply 15.2 .4 to conclude that there is a subgroup $H$ with the properties $H \cap A=1$ and $|B: H A|<\infty$. Then $H \simeq H A / A \leq B / A$, so $H$ is abelian and therefore finitely generated. It follows that $H A$, and hence $B$, is finitely generated.

Proof of 15.2.7. This has the same form as the preceding proof. Let $B / A$ be an abelian subgroup of $G / A$; it will be enough to prove that $B$ has $\min$.
(i) Case: $A$ is central in $B$. Here $B$ is nilpotent; denote by $M$ a maximal normal abelian subgroup of $B$. As in the preceding proof there is a homomorphism $\tau$ from $B$ to $L=\operatorname{Hom}(M / A, A)$ with kernel $M$. At this point some care must be exercised because $L$ need not satisfy min (why not?). One observes however that $\tau$ maps $B$ into the torsion-subgroup $L_{0}$ of $L$; in fact $L_{0}$ is finite. To see this, pick $\theta$ in $L_{0}$ : then $m \theta=0$ for some $m>0$. Writing $\bar{D}$ for the maximal divisible subgroup of $\bar{M}=M / A$, we have $\left(\bar{D}^{\theta}\right)^{m}=1$. However $\bar{D}^{\theta}$ is certainly divisible; thus $\bar{D}^{\theta}=1$ and $\bar{D} \leq \operatorname{Ker} \theta$. It follows easily that $L_{0} \simeq \operatorname{Hom}(\bar{M} / \bar{D}, A)$. Now $\bar{M} / \bar{D}$ is finite in view of the structure of abelian groups with $\min (4.2 .11)$; let its order be $\bar{m}$. Then a homomorphism from $\bar{M} / \bar{D}$ to $A$ will have its image in $A_{0}$, the subgroup of all elements $a$ satisfying $a^{\bar{m}}=1$. Thus in fact $L_{0} \simeq \operatorname{Hom}\left(\bar{M} / \bar{D}, A_{0}\right)$. But $A_{0}$ is finite since it has finite exponent and $\min$, so $L_{0}$ is finite. In conclusion we see that $B / M$ is finite; thus $B$ has min.
(ii) Case: $A$ is finite. Argue as in the proof of 15.2.6.
(iii) Conclusion. Since $A$ has min, there is a finite characteristic subgroup $F$ such that $A / F$ is divisible. By (ii) we can factor out $F$; thus assume that $A$ is a divisible $p$-group.

Suppose that the pair $(G, A)$ has been chosen so that $A$ has minimal rank subject to the existence of an abelian subgroup $B / A$ of $G / A$ that does not have min. By minimality a proper $B$-admissible subgroup of $A$ is finite. Also $A$ cannot be central in $B$ by (i). We are now in a position to apply 15.2.5. There is a subgroup $H$ such that $B=H A$ and $H \cap A$ is finite. According to (ii) abelian subgroups of $H / H \cap A$ satisfy min. Now $H / H \cap A \simeq H A / A=$ $B / A$, so $H / H \cap A$ is abelian. Consequently $B / A$ has min by (ii); therefore so does $B$.

Proof of 15.2.1. Let $d$ denote the derived length of $G$. If $d \leq 1$, then, $G$ being abelian, there is nothing to prove. Let $d>1$ and write $A=G^{(d-1)}$. By 15.2.6 abelian subgroups of $G / A$ satisfy max. Hence, by induction on $d$, the group $G / A$ has max. Therefore $G$ has max.

Proof of 15.2.2. This proceeds in the same manner via induction on the derived length.

## Minimax Groups

A group is called a minimax group if it has a series of finite length whose factors satisfy either max or min. Thus minimax is a finiteness property which generalizes both max and min. A basic example of an abelian minimax group in the group $\mathbb{Q}_{\pi}$ of rational numbers whose denominators are $\pi$-numbers where $\pi$ is some finite set of primes: for $\mathbb{Z}$ satisfies max and $\mathbb{Q}_{\pi} / \mathbb{Z} \mathrm{min}$. It should be clear that an abelian minimax group has finite rank.

Suppose that $A$ is an abelian minimax group; let $1=A_{0} \triangleleft A_{1} \triangleleft \cdots \triangleleft$ $A_{n}=A$ be a series with min or max factors. Choose a finite set of generators for each finitely generated factor of the series; then choose a preimage in $A$ of each generator. The resulting finite set generates a subgroup $X$ such that $A / X$ has min. Thus an abelian group is minimax if and only if it is an extension of a group with max by a group with min. However this conclusion does not hold for arbitrary soluble minimax groups (Exercise 15.2.6). Notice that a soluble torsion group is minimax if and only if it has min. (For further properties of abelian minimax groups see Exercise 4.4.7.)

There is a theorem for the property minimax analogous to the theorems of Mal'cev and Schmidt.
15.2.8 (Baer, Zaicev). A soluble group is minimax if each of its abelian subgroups is minimax.

In the usual way this follows from
15.2.9. Let $A \triangleleft G$ where $A$ is abelian. If every abelian subgroup of $G$ is minimax, then the same is true of abelian subgroups of $G / A$.

The standard mode of proof is employed, but the special case where $A$ is central requires extra attention.

Proof of 15.2.9. Clearly we can split the proof into two cases, $A$ torsion and $A$ torsion-free. Let $B / A$ be an abelian subgroup of $G / A$.
(i) Case: $A$ is central in $B$. Suppose that $A$ is a torsion group; let $\pi$ denote the set of prime divisors of orders of elements of $A$, a finite set. Consider the torsion-subgroup $S / A$ of $B / A$. Then $S$ is a torsion group, so its abelian sub-
groups have min. Schmidt's Theorem (15.2.2) implies that $S$ has min. Hence $S / A$ has $\min$ and is a direct factor of $B / A$ by 4.3.9. In view of this we can assume that $B / A$ is torsion-free.

Choose any countable subset $\left\{x_{1}, x_{2}, \ldots\right\}$ of $B$. If we succeed in proving $X=\left\langle x_{1}, x_{2}, \ldots\right\rangle$ to be a minimax group, it will follow that $B / A$ has finite rank; also $B$ will be countable and hence a minimax group.

Since $B / A$ is abelian, $\left[x_{i}, x_{j}\right] \in A$, so that $\left[x_{i}, x_{j}\right]^{l_{i j}}=1$ for some positive $\pi$-number $l_{i j}$. Now $\left[x_{i}, x_{j}\right]$ belongs to the center of $B$; therefore

$$
\left[x_{i}, x_{j}^{l_{i j}}\right]=1 .
$$

Define $l_{1}=1$ and $l_{j}=l_{1 j} l_{2 j} \cdots l_{j-1 j},(j>1)$. The above equation shows that the subgroup

$$
Y=\left\langle x_{1}^{l_{1}}, x_{2}^{l_{2}}, \ldots\right\rangle
$$

is abelian. By hypothesis $Y$ is a minimax group. It follows that $Y A$ is a minimax group. Now $X A / Y A$ is a $\pi$-group, as may be seen from the fact that the $l_{j}$ are $\pi$-numbers. Since $Y A / A$ has finite torsion-free rank, so does $X A / A$; hence $X A / Y A$ has finite $p$-rank for all primes $p$ (see Exercise 4.2.7). Since $\pi$ is finite, we conclude that $X A / Y A$ has min in view of the structure of abelian $p$-groups with finite $p$-rank (4.3.13). Hence $X A$ is minimax, which, of course, implies that $X$ is minimax.

Now suppose that $A$ is torsion-free. If $M$ is a maximal normal abelian subgroup of $B$, then in the usual way we form a homomorphism from $B$ to $L=\operatorname{Hom}(M / A, A)$ with kernel $M$. Let $\theta \in L$. Since $A$ is torsion-free, the torsion-subgroup $T / A$ of $M / A$ is mapped by $\theta$ to 1 . Thus $\theta$ will be determined by its effect upon a maximal independent subset of $M / T$. It follows that $L$ is isomorphic with a subgroup of a direct product of finitely many copies of $A$. This surely implies that $L$ is a minimax group. Hence $B$ is a minimax group.
(ii) Case: $A$ is finite. The usual argument applies.
(iii) Conclusion. By factoring out a finite subgroup of $A$, we reduce to two special cases: $A$ torsion-free or a divisible $p$-group. Let $(A, G)$ be chosen so that the rank of $A$ is minimal subject to the existence of an abelian subgroup $B / A$ of $G / A$ that is not minimax. By (i), $A$ is not central in $B$. The minimality of rank shows that 15.2 .4 or 15.2 .5 can be applied. Thus there is a subgroup $H$ such that $|B: H A|$ is finite and $H \cap A=1$ or $B=H A$ and $H \cap A$ is finite. In the usual way $H$ is minimax, whence so is $B$.

A complete discussion of soluble groups with finiteness restrictions on their abelian subgroups is to be found in [a171].

## ExERCISES 15.2

1. A soluble group is finite if each of its subnormal abelian subgroups is finite. [Hint: Reduce to the case of a metabelian group G. Choose a maximal abelian subgroup $A$ containing $G^{\prime}$ and observe that $A=C_{G}(A)$.]
2. A soluble group $G$ satisfies max if each of its subnormal abelian subgroups does. Adopt the following procedure.
(a) Use induction on the derived length of $G$ to reduce to the case where $G$ has a normal abelian subgroup $A$ and $G / A$ is abelian.
(b) Reduce to the case where $A$ is free abelian.
(c) Now apply Exercise 15.1.7.
3. Let $G=\langle t\rangle \ltimes A$ where $A$ is of type $2^{\infty}$ and $a^{t}=a^{3},(a \in A)$. Prove that every subnormal abelian subgroup of $G$ is contained in $A$ and thus has min, but $G$ does not have min (cf. the previous exercise).
4. Let $G$ be the holomorph of $\mathbb{Q}$. Prove that each subnormal abelian subgroup has torsion-free rank $\leq 1$, but $G$ does not have finite torsion-free rank (see Exercise 14.1.1).
5. If $G$ is a nilpotent group such that $G_{\mathrm{ab}}$ is minimax, then $G$ is minimax.
6. Give an example of a minimax group that is not an extension of a group with max by a group with min. [Hint: The group of Exercise 15.2.3.]
7. (Čarin). If $G$ is a soluble group all of whose abelian subgroups have finite total rank (in the sense of Exercise 15.1.6), then $G$ has finite total rank. [Hint: Imitate the proof of 15.2.8.]
8. (Mal'cev). A soluble subgroup of $\mathrm{GL}(n, \mathbb{Z})$ is polycyclic. [Hint: Apply Exercise 15.1.7.]
9. Give an example of a finitely generated infinite soluble group with all its abelian normal subgroups finite (see Exercise 15.2.1). [Hint: Apply 14.1.1 with $A$ a nontrivial finite abelian group.]

### 15.3. Finitely Generated Soluble Groups and the Maximal Condition on Normal Subgroups

The rest of this chapter is devoted to finitely generated soluble groups. That this is a complex class of groups is indicated by a theorem of Neumann and Neumann ([a145]): any countable soluble group of derived length $d$ may be embedded in a 2-generator soluble group of derived length at most $d+2$. Thus finitely generated soluble groups of derived length 3 can have complicated abelian subgroups. (See also 14.1.1.) This might suggest finitely generated metabelian groups as suitable objects of study. In fact we shall do somewhat better, dealing with finitely generated groups that are extensions of abelian groups by nilpotent (or even polycyclic) groups. Most of the ideas in the theory that follows originated in three fundamental papers of P. Hall published between 1954 and 1961.

We begin by recalling an elementary fact: a soluble group with max-n is finitely generated (5.4.21). Thus for soluble groups the property max-n is intermediate between max and finitely generated. Are there significant
classes of soluble groups which possess max- $n$ other than polycyclic groups? The following theorem, the basic result of the whole theory, furnishes a large class of such groups.
15.3.1 (P. Hall). A finitely generated group $G$ which is an extension of an abelian group by a polycyclic group satisfies the maximal condition on normal subgroups.

For example, a finitely generated metabelian group has max-n. So the standard wreath product of a pair of infinite cyclic groups has max-n, but it is not polycyclic since it does not satisfy max.

The main ingredient in the proof of 15.3 .1 is a variant of Hilbert's Basis Theorem on polynomial rings. This is the first of a series of well-known results from commutative algebra that underlie the principal theorems of this and the following sections. (The reader who wishes to read about the background should consult a text on commutative algebra; however this is not necessary to comprehend the sequel.)

The version of Hilbert's Basis Theorem referred to now follows.
15.3.2 (P. Hall). Let $G$ be a group with a normal subgroup $H$ and let $R$ be a ring with identity. Assume that $G / H$ is either infinite cyclic or finite. Suppose that $M$ is an $R G$-module and $N$ an $R H$-submodule. If $N$ generates $M$ as an $R G$-module and $N$ is $R H$-noetherian, then $M$ is $R G$-noetherian.

Recall that a (right) module over a ring $S$ is said to be noetherian, or to satisfy max- $S$ in the notation of 3.1 , if it satisfies the maximal condition on $S$-submodules. A ring $S$ is said to be right noetherian if $S_{S}$, the ring $S$ regarded as a right $S$-module in the obvious way, is noetherian: this amounts to imposing the maximal condition on the right ideals of $S$.

If we take $H$ to be $1, G=\langle t\rangle$ an infinite cyclic group and $R$ a right noetherian ring, the theorem shows that $R\langle t\rangle$ is right noetherian. Since $R\langle t\rangle$ is the polynomial ring $R\left[t, t^{-1}\right]$, the connection with the polynomial ring form of Hilbert's theorem becomes apparent.

Proof of 15.3.2. (i) Suppose first of all that $G / H$ is finite. Let $\left\{t_{1}, \ldots, t_{l}\right\}$ be a transversal to $H$ in $G$. Since $G=\bigcup_{i=1} H t_{i}$ and by hypothesis $M=(N) R G$, we have $M=N t_{1}+\cdots+N t_{l}$. Now if $a \in N$ and $x \in H$, then $\left(a t_{i}\right) x=$ $\left(a x^{t_{i}^{-1}}\right) t_{i} \in N t_{i}$, which implies that $N t_{i}$ is an $R H$-submodule. The same equation makes it clear that the mapping $a \mapsto a t_{i}$ is an $R$-isomorphism which maps $R H$-submodules of $N$ to $R H$-submodules of $N t_{i}$. (However it is not an $R H$-isomorphism) Since $N$ has max- $R H$, so must $N t_{i}$. Therefore $M$ satisfies $\max -R H$, by 3.1.7. A fortiori $M$ satisfies max- $R G$.
(ii) Now let $G / H$ be infinite cyclic, generated by $H t$ let us say. Then each element $a$ of $M$ can be written in the form

$$
a=\sum_{i=r}^{s} b_{i} t^{i}
$$

where $b_{i} \in N$ and $r \leq s$, although perhaps not in a unique fashion. If $b_{s} \neq 0$, call $b_{s} t^{s}$ a leading term and $b_{s}$ a leading coefficient of $a$.

Choose a nonzero $R G$-submodule $M_{0}$ of $M$. Our task is to show that $M_{0}$ is finitely generated as an $R G$-module; for by 3.1.6 this will imply that $M$ is $R G$-noetherian. To this end we form the set $N_{0}$ consisting of 0 and all leading coefficients of elements of $M_{0}$, claiming that $N_{0}$ is a $R H$-submodule of $N$. To see this suppose that $a$ and $a^{\prime}$ belong to $M_{0}$, having leading terms $b_{s} t^{s}$ and $b_{s^{\prime}}^{\prime} t^{s^{\prime}}$. Then $a \pm a^{\prime} t^{s-s^{\prime}}$ certainly belongs to $M_{0}$; moreover its leading coefficient is $b_{s} \pm b_{s^{\prime}}^{\prime}$ unless of course this vanishes. Thus in any event $b_{s} \pm b_{s^{\prime}}^{\prime} \in N_{0}$. Furthermore, if $u \in R H$, then $a\left(t^{-s} u t^{s}\right)$ in $M_{0}$ has leading term $\left(b_{s} u\right) t^{s}$ unless $b_{s} u=0$; hence $b_{s} u \in N_{0}$ and our claim is established.

By hypothesis $N$ has max- $R H$. Hence there is a finite set $\left\{b, \ldots, b_{l}\right\}$ with $b_{i} \neq 0$ which generates $N_{0}$ as an $R H$-module. By definition there exists an $a_{i}$ in $M_{0}$ which has $b_{i}$ as a leading coefficient. Now we can modify $a_{i}$ by a large enough power of $t$ to ensure that no negative powers of $t$ are involved: the same device permits us to assume that $b_{i} t^{m}$ is a leading term of $a_{i}$ for each $i$. Thus all the $a_{i}$ have leading terms of the same degree $n$.

Next define $M_{1}$ to be the $R G$-submodule generated by $a_{1}, \ldots, a_{l}$. Also write $N_{1}=M_{0} \cap\left(N+N t+\cdots+N t^{m-1}\right)$. Observe that $N+N t+\cdots+$ $N t^{m-1}$ has max- $R H$ by an argument used in the first paragraph; consequently its $R H$-submodule $N_{1}$ is finitely generated. Therefore the $R G$-module

$$
M_{2}=M_{1}+\left(N_{1}\right) R G
$$

is finitely generated. Now obviously $M_{2} \leq M_{0}$; our contention is that $M_{2}=M_{0}$, which will complete the proof.

Suppose that $a \in M_{0} \backslash M_{2}$. Certainly there is nothing to be lost in assuming that $a$ does not involve negative powers of $t$. Choose such an element $a$ whose leading term is $c t^{p}$ where $p$ is as small as possible. If $p<m$, then $a \in M_{0} \cap\left(N+N t+\cdots+N t^{m-1}\right)=M_{1} \leq M_{2}$, which is not true; thus $p \geq m$. Since $c \in N_{0}$, it is possible to write $c=\sum_{i=1}^{l} b_{i} u_{i}$ where $u_{i} \in R H$. Now the element

$$
a^{\prime}=\sum_{i=1}^{l} a_{i}\left(t^{-m} u_{i} t^{p}\right)
$$

belongs to $M_{2}$, involves no negative powers of $t$ and has a leading term

$$
\left(\sum_{i=1}^{l} b_{i} u_{i}\right) t^{p}=c t^{p}
$$

So $a$ and $a^{\prime}$ have the same leading term. Hence $a-a^{\prime}$ belongs to $M_{0} \backslash M_{2}$ and involves no powers of $t$ higher than the $(p-1)$ th, which contradicts the minimality of $p$.

The important application of this lemma is to the group ring of a polycyclic group.
15.3.3 (P. Hall). Let $G$ be a finite extension of a polycyclic group and let $R$ be a right noetherian ring with identity. Then the group ring $R G$ is right noetherian.

Proof. By hypothesis there is a series $1=G_{0} \triangleleft G_{1} \triangleleft \cdots \triangleleft G_{n}=G$ whose factors are infinite cyclic or finite. If $n=0$, then $G=1$ and $R G=R$, which is given as being right noetherian. Let $n>0$ and put $H=G_{n-1}$. By induction on $n$ the ring $R H$ is right noetherian, that is, as an $R H$-module it has max- $R H$. Apply 15.3 .2 with $M=R G$ and $N=R H$ to get the result.

On the basis of 15.3 .3 it is now easy to complete the proof of 15.3.1.
Proof of 15.3.1. By hypothesis $G$ possesses a normal abelian subgroup $A$ such that $H=G / A$ is polycyclic. View $A$ as a $\mathbb{Z} H$-module by conjugation in the natural way. Now $G$ is finitely generated, while $H$ is finitely presented since it is polycyclic (see 2.2 .4 ); hence $A$ is a finitely generated $\mathbb{Z} H$-module by 14.1.3. Consequently, in additive notation, $A$ is a sum of finitely many cyclic $\mathbb{Z} H$-modules. But a cyclic $\mathbb{Z} H$-module has max- $\mathbb{Z} H$ since it is an image of $\mathbb{Z} H$ and the latter is right noetherian as a ring by 15.3.3. It follows that $A$ has a max- $\mathbb{Z} H$ or, what is the same thing, max- $G$. Finally $G$ has $\max -G$, that is to say max-n.

Not every finitely generated soluble group has max-n: for example, the group $G$ of 14.1 .1 does not have max- $n$ if $A$ is not finitely generated. Notice that this group has derived length 3 , confirming the bad behaviour of finitely generated soluble groups with derived length greater than 2.

## The Upper and Lower Central Series in Finitely Generated Abelian-by-Nilpotent Groups

The next objective is to prove some results about the lengths of the upper and lower central series in finitely generated soluble groups. In the background here is a key theorem of commutative algebra known as the ArtinRees property (see Exercise 15.3.4). The small amount of ring theory necessary will be developed from scratch.

## Polycentral Ideals

Let $R$ be a ring with identity element. Recall that an element $r$ is said to be central in $R$ if $r x=x r$ for all $x$ in $R$. The set of all central elements is a subring of $R$, the center. An ideal $I$ is called a central ideal of $R$ if it can be generated by central elements; thus $I=\sum_{\lambda} r_{\lambda} R=\sum_{\lambda} R r_{\lambda}$ where each $r_{\lambda}$ is central. It is important to notice that $J I=I J$ if $J$ is any ideal and $I$ any central ideal of $R$.

More generally an ideal $I$ is said to be polycentral if there is a finite series of ideals of $R$

$$
0=I_{0}<I_{1}<\cdots<I_{l}=I
$$

which is $R$-central, that is to say, $I_{i+1} / I_{i}$ is a central ideal of $R / I_{i}$. The length of a shortest series of this type is the height of $I$.

To explain the relevance of polycentral ideals let us consider a group $G$ and a normal subgroup $H$ which is contained in some finite term of the upper central series, say $H \leq \zeta_{c}(G)$. Defining $H_{i}=H \cap \zeta_{i} G$, we obtain a series $1=H_{0} \triangleleft H_{1} \triangleleft \cdots \triangleleft H_{c}=H$ which is a partial central series of $G$. Let $I_{i}=\bar{I}_{H_{i}}$ be the right ideal of $\mathbb{Z} G$ generated by all elements $x-1$ where $x \in H_{i}$; it was shown in 11.3 that $I_{i}$ is a two sided ideal of $\mathbb{Z} G$. Also of course $O=I_{0} \leq I_{1} \leq \cdots \leq I_{c}=\bar{I}_{H}$. In fact this is a central series in $\mathbb{Z} G$, so that $\bar{I}_{H}$ is a polycentral ideal of $\mathbb{Z} G$. To prove this choose $x \in H_{i+1}$ and $g \in G$; then

$$
(x-1) g-g(x-1)=x g-g x=g x([x, g]-1) .
$$

Since $[x, g] \in H_{i}$, it follows that $[x, g]-1 \in I_{i}$ and $(x-1) g \equiv g(x-1)$ $\bmod I_{i}$. Therefore $I_{i+1} / I_{i}$ is a central ideal of $\mathbb{Z} G / I_{i}$.

In particular $\bar{I}_{H}$ is polycentral in $\mathbb{Z} G$ whenever $H \triangleleft G$ and $G$ is nilpotent. This will be our standard example of a polycentral ideal.

We proceed now to establish the necessary facts about polycentral ideals.
15.3.4. Let $R$ be a ring with identity and let $M$ be a right noetherian $R$-module. Suppose that $J$ is a sum of polycentral ideals of $R$ each of which has a power annihilating $M$. Then $M J^{n}=0$ for some $n>0$.

Proof. Since $M$ is noetherian, $M J=M I$ where $I=I(1)+\cdots+I(r)$; here each $I(j)$ is a polycentral ideal of $R$ and $M I(j)^{m}=0$ for some $m>0$. Let $n_{1}=r(m-1)+1$. Then $I^{n_{1}}$ is the sum of all products of $n_{1} I(j)$ 's and in each product at least one $I(j)$ will occur $m$ times; therefore $M I^{n_{1}}=0$.

It is clear from the definition that $I$ is polycentral; let

$$
0=I_{0}<I_{1}<\cdots<I_{s}=I
$$

be a central series of ideals of $R$. If $M I=0$, then $M J=0$ and there is nothing more to prove. Assume therefore that $M I \neq 0$; then there is an integer $i<s$ such that $0=M I_{i}<M I_{i+1}$. The polycentral ideal $I / I_{i+1}$ has height $s-i-1<s$ in $R / I_{i+1}$; by induction hypothesis on the height applied to the $R / I_{i+1}$-module $M / M I_{i+1}$ there is an $n_{2}>0$ such that $M J^{n_{2}}<M I_{i+1}$. Since $I_{i+1} / I_{i}$ is a central ideal, $I_{i+1} J \leq J I_{i+1}+I_{i}$. But $M I_{i}=0$, so in fact $N I_{i+1} J \leq$ $N J I_{i+1}$ for every submodule $N$ of $M$. Applying this inclusion repeatedly we deduce that $M J^{k n_{2}} \leq M I_{i+1}^{k}$ for all $k>0$. Setting $k=n_{1}$ and remembering that $M I^{n_{1}}=0$, we conclude that $M J^{n_{1} n_{2}}=0$.

The crucial property of polycentral ideals can now be established. If $M$ is a right $R$-module and $X$ a subset of $R$, let
denote the set of all $a$ in $M$ which are annihilated by $X$; thus

$$
{ }^{*} X=\{a \in M \mid a X=0\} .
$$

15.3.5 (Robinson). Let $R$ be a ring with identity and let $M$ be a (right) noetherian $R$-module. Then there is a positive integer $n$ such that $M I^{n} \cap * I=$ 0 for every polycentral ideal I of $R$.

Proof. (i) First we will prove the weaker statement wherein the " $n$ " is allowed to depend on the ideal. Suppose that this has been proved for all ideals of height less than $i$ (where $i>0$ ). Choose a polycentral ideal $I$ of height $i$. Assuming the result false for $I$, we may suppose the pair $(M, I)$ to be chosen so that the result is true for $(\bar{M}, I)$ whenever $\bar{M}$ is a proper image of $M$ : here we make use of the noetherian condition. Suppose that there are nontrivial submodules $M_{1}$ and $M_{2}$ such that $M_{1} \cap M_{2}=0$. Then by choice of $(M, I)$ there is an integer $n>0$ such that $M I^{n} \cap{ }^{*} I \leq M_{1}$ and $M I^{n} \cap{ }^{*} I \leq M_{2}$. This implies that $M I^{n} \cap * I=0$, a contradiction. Consequently nontrivial submodules of $M$ intersect nontrivially.

By hypothesis there is a central series of ideals $0=I_{0}<I_{1}<\cdots<I_{i}=I$. Choose a central element $x$ lying in $I_{1}$. Then $0 \not *^{*} I \leq^{*} x$, so that ${ }^{*} x \neq 0$. Because $x$ is central in $R$, the mapping $a \mapsto a x^{n}$ is an $R$-endomorphism of $M$; thus its kernel ${ }^{*}\left(x^{n}\right)$ is a submodule. Since ${ }^{*} x \leq^{*}\left(x^{2}\right) \leq \cdots$, the noetherian condition tells us that there is an integer $n_{1}$ such that ${ }^{*}\left(x^{n_{1}}\right)=$ ${ }^{*}\left(x^{n_{1}+1}\right)$. Suppose that $a \in M x^{n_{1}} \cap{ }^{*} x$; then $a=b x^{n_{1}}$ for some $b \in M$, and $0=a x=b x^{n_{1}+1}$, so that $b \in *\left(x^{n_{1}+1}\right)={ }^{*}\left(x^{n_{1}}\right)$ and $a=b x^{n_{1}}=0$. It follows that $M x^{n_{1}} \cap{ }^{*} x=0$. Since $M x^{n_{1}}$ and ${ }^{*} x$ are submodules and ${ }^{*} x \neq 0$, we deduce that $M x^{n_{1}}=0$. Now because $x$ is central, $(R x)^{n_{1}}=R x^{n_{1}}$, so that $M(R x)^{n_{1}}=0$. But $I_{1}$ is a sum of ideals of the form $R x$ with $x$ central. Hence $M I_{1}^{n_{2}}=0$ for some $n_{2}>0$ by 15.3.4.

Suppose we have shown that $M I^{r} I_{1}^{s+1}=0$ for some integers $r$ and $s$. Then $M I^{r} I_{1}^{s}$ is an $R / I_{1}$-module; also $I / I_{1}$ is a polycentral ideal of $R / I_{1}$ with height $i-1$. Induction on $i$ yields an integer $t$ such that

$$
0=\left(M I^{r} I_{1}^{s}\right) I^{r} \cap * I=M I^{r+t} I_{1}^{s} \cap * I
$$

since $I_{1} I=I\left(I_{1}\right)$ by centrality of $I_{1}$. Because ${ }^{*} I \neq 0$, it follows that $M I^{r+t} I_{1}^{S}=0$. But we know that $M I_{1}^{n_{2}}=0$; thus repeated applications of the foregoing argument lead to $M I^{n}=0$ for some $n>0$. This is a contradiction.
(ii) It remains to show that an " $n$ " can be found which is independent of $I$. Assume that no such integer exists for $M$, but that every proper image of $M$ has one. Just as above nontrivial submodules of $M$ must intersect nontrivially. If $I$ is any polycentral ideal, we have proved that there is an integer $n_{1}$, depending on $I$, such that $M I^{n_{1}} \cap * I=0$. It follows that either $M I^{n_{1}}=0$ or ${ }^{*} I=0$. Denote by $J$ the sum of all the polycentral ideals of $R$ which have a power annihilating $M$. Then by 15.3 .4 there is an $n>0$ such that $M J^{n}=0$. Consequently $M I^{n} \cap{ }^{*} I=0$ holds for any polycentral ideal $I$.

## Applications

15.3.6 (Stroud, Lennox-Roseblade). Let $G$ be a finitely generated group with a normal abelian subgroup $A$ such that $G / A$ is nilpotent. Then there is a positive integer $n$ such that

$$
\gamma_{n} H \cap \zeta H=1
$$

and

$$
\zeta_{n-1} H=\zeta_{n} H
$$

for every subgroup $H$ such that $H A \triangleleft G$.
Proof. Let $R=\mathbb{Z}(G / A)$ and define $I$ to be $\bar{I}_{H A / A}$; this is polycentral in $R$ because $H A / A \triangleleft G / A$ and $G / A$ is nilpotent. Also $G / A$ is polycyclic, so $A$ is a noetherian $R$-module by 15.3.1. Thus 15.3.5 is applicable: there is an integer $n_{1}$ such that $A I^{n_{1}} \cap * I=0$. Now, allowing for the change from additive to multiplicative notation, we recognize $A I$ as $[A, H]$; so in group-theoretic terms $\left[A,{ }_{n} H\right] \cap C_{A}(H)=1$. If $G / A$ has nilpotent class $c$, then $\gamma_{c+1} H \leq A$ and thus $\gamma_{c+1+n_{1}} H \cap \zeta H=1$.

The second part is now easy. Writing $n$ for $c+1+n_{1}$, we have $\left[\zeta_{n} H,{ }_{n-1} H\right] \leq \gamma_{n} H \cap \zeta H=1$, which shows that $\zeta_{n} H=\zeta_{n-1} H$.
15.3.7 (Stroud). Let $G$ be as in 15.3 .6 and let $H \triangleleft G$. Then $\gamma_{\omega} H=\gamma_{\omega+1} H$.

Proof. Clearly $\gamma_{\omega+1} H \triangleleft G$, while

$$
\gamma_{\omega} H / \gamma_{\omega+1} H=\gamma_{\omega}\left(H / \gamma_{\omega+1} H\right) \leq \zeta\left(H / \gamma_{\omega+1} H\right) .
$$

Hence $\gamma_{\omega} H=\gamma_{\omega+1} H$ by 15.3.6.
For example, if $G$ is a finitely generated metabelian group, there is a finite upper bound for the length of the upper central series of an arbitrary subgroup; for in 15.3 .6 we can take $A$ to be $G^{\prime}$, in which event $H A \triangleleft G$ is automatic. Also the lower central series of a normal subgroup of $G$ terminates after at most $\omega$ steps.

A very extensive theory of upper central lengths of subgroups in finitely generated soluble groups has been developed by Lennox and Roseblade [a123].

## Powers of the Augmentation Ideal

15.3.8. Let $R$ be a ring with identity element, $I$ a polycentral ideal and $M a$ right noetherian $R$-module. Then an element a belongs to $M I^{n}$ for every $n>0$ if and only if $a=a x$ for some $x$ in .

Proof. Suppose that $a \in M I^{n}$ for all $n$, and consider $N=a I$ and the $R$ module $M / N$. According to 15.3 .5 there is a positive integer $n$ such that
$(M / N) I^{n} \cap * I=0$. Clearly $a+N$ belongs to every $(M / N) I^{n}$ : it also belongs to * $I$ since $N=a I$. Therefore $a \in N$, which implies that $a=a x$ for some $x$ in $I$. The converse is obvious.

The reader may recognize 15.3 .8 as a generalization of the Krull Intersection Theorem for modules over a commutative ring.

From 15.3 .8 we easily obtain a criterion for residual nilpotence of finitely generated soluble groups.
15.3.9. Let $G$ be a finitely generated group with a normal abelian subgroup $A$ such that $G / A$ is nilpotent. Assume that $A$ is torsion-free as $a \mathbb{Z}(G / A)$-module. Then $G$ is residually nilpotent.

Proof. Suppose that $1 \neq a \in\left[A,{ }_{n} G\right]$ for every $n$. Apply 15.3 .8 with $M=A$, $R=\mathbb{Z}(G / A)$ and $I=I_{G / A}$, the augmentation ideal. Then, in additive notation, $0 \neq a=a x$ for some $x$ in $I$, or $a(x-1)=0$. Since $A$ is a torsion-free $R$-module, $x=1$. But $1 \in I$ implies that $I=R$, a contradiction. It follows that the intersection of all the $\left[A,{ }_{n} G\right]$ is 1 . Since the quotient group $G /\left[A,{ }_{n} G\right]$ is nilpotent, $G$ is residually nilpotent.

In order to make use of this criterion it is necessary to discover situations where the module condition is satisfied. This is the purpose of the ensuing discussion.

## Zero Divisors in Group Rings

There is a long-standing conjecture that the integral group ring of a torsionfree group $G$ contains no divisors of zero; equivalently, is $\mathbb{Z} G$ when regarded as a right $\mathbb{Z} G$-module torsion-free? The conjecture has been proved in various special cases, the following one being quite sufficient for our purposes.
15.3.10 (G. Higman). If $G$ is a group such that every nontrivial finitely generated subgroup has an infinite cyclic image, then $\mathbb{Z} G$ has no zero divisors.

Proof. Suppose that $a b=0$ where $a$ and $b$ are nonzero elements of $\mathbb{Z} G$. Let the number of group elements involved in $a$ and in be $m$ and $n$ respectively. If $l=m+n$, then certainly $l \geq 2$, while $l=2$ means that $a \in G$ and $b \in G$, which clearly excludes $a b=0$. Thus $l>2$. Assume that $a$ and $b$ have been chosen so that $l$ is minimal subject to $a b=0$. Observe that 1 can be assumed to occur in both $a$ and $b$; for we can premultiply $a$ and postmultiply $b$ by suitable elements of $G$ to achieve this.

The totality of elements involved in $a$ and $b$ generates a nontrivial finitely generated subgroup $H$ which, by hypothesis, has a normal subgroup $K$ such
that $H / K$ is infinite cyclic, generated by $K t$ say. We can write

$$
a=a_{1} t^{u_{1}}+\cdots+a_{r} t^{u_{r}} \quad \text { and } \quad b=b_{1} t^{v_{1}}+\cdots+b_{s} t^{v_{s}}
$$

where $a_{i}, b_{j} \in \mathbb{Z} K$ and the integers $u_{i}, v_{j}$ satisfy $u_{1}<u_{2}<\cdots<u_{r}$ and $v_{1}<v_{2}<\cdots<v_{s}$. Suppose that $r=1=s$. Since 1 occurs in $a$ and $b$, and $H / K$ is infinite cyclic, it follows that $a$ and $b$ lie in $\mathbb{Z} K$; however this implies that $H=K$. Hence either $r>1$ or $s>1$.

Now form the product $a b$ using the sums exhibited above. The lowest power of $t$ which occurs in the product is $t^{u_{1}+v_{1}}$ and its coefficient $a_{1} b_{1}^{-u_{1}}$ must therefore be 0 . However, because $r>1$ or $s>1$, either $a_{1}$ involves fewer group elements than $a$ or $b_{1}^{t^{-\mu_{1}}}$ involves fewer than $b$. This contradicts the minimality of $l$.

Obviously a nontrivial poly-infinite cyclic group has an infinite cyclic image. Therefore we obtain the following result.
15.3.11. The integral group ring of a group that is locally poly-infinite cyclic contains no divisors of zero. In particular this is true of the integral group ring of a finitely generated torsion-free nilpotent group.

For an account of the present status of the zero divisor problem the reader should consult [b51].

We can now give some examples of groups to which the residual nilpotence criterion applies.
15.3.12. If $R \leftrightarrow F \rightarrow G$ is a finite presentation of a finitely generated torsionfree nilpotent group $G$, then $F / R^{\prime}$ is residually nilpotent.

Proof. $R_{\text {ab }}$ is a $G$-module via conjugation in $F$. It was shown in 11.4.8 that the mapping $r R^{\prime} \mapsto(r-1)+I_{F} \bar{I}_{R}$ is a $\mathbb{Z} G$-monomorphism from $R_{\mathrm{ab}}$ to $I_{F} / I_{F} \bar{I}_{R}$; furthermore the latter module is $\mathbb{Z} G$-free (11.3.4). Now $\mathbb{Z} G$ has no zero divisors by 15.3.11; hence a free $\mathbb{Z} G$-module, and so a submodule of a free $\mathbb{Z} G$-module, is torsion-free. Conclude that $R_{\mathrm{ab}}$ is torsion-free as a $\mathbb{Z} G$ module. 15.3.9 can now be applied to give the result.

For example, let $F$ be a finitely generated free group. It is known that the lower central factors of $F$ are free abelian groups (see for example [b31]). Hence $F / \gamma_{n} F$ is torsion-free. Thus the relatively free group $F /\left(\gamma_{n} F\right)^{\prime}$ is residually nilpotent, as one sees by taking $R$ to be $\gamma_{n} F$ in 15.3.12.

The section closes with an interesting application of the intersection theorem 15.3.8.
15.3.13 (Gruenberg). If $G$ is a finitely generated torsion-free nilpotent group, then the intersection of all the powers of the augmentation ideal $I_{G}$ is zero.

Proof. $\mathbb{Z} G$ is torsion-free as a $\mathbb{Z} G$-module by 15.3.11. The result now follows from 15.3.8 with $R=\mathbb{Z} G$ and $I=I_{G}$.

In fact 15.3 .13 is more generally true: $G$ can be an arbitrary torsion-free nilpotent group (Hartley [a82]).

## Exercises 15.3

1. If the integral group ring of $G$ is right noetherian, then $G$ satisfies max. [Hint: If $H<K \leq G$, then $\bar{I}_{H}<\bar{I}_{K}$.]
2. Let $W=\mathbb{Z} \sim G$, the standard wreath product.
(a) If $W$ satisfies max- $n$, show that $G$ satisfies max.
(b) If $G$ is a finite extension of a polycyclic subgroup, prove that $\mathbb{Z} \simeq G$ satisfies max-n. (Note: The base group of $W$ is isomorphic with $\mathbb{Z} G$ ).
3. Let $G$ be a finitely generated extension of an abelian group by a nilpotent group. Prove that the Hirsch-Plotkin radical of $G$ is nilpotent and equals the Fitting subgroup. [Hint: Use 15.3.6. See also 15.5.1.]
4. Let $R$ be a ring with identity, $I$ an ideal of $R$ and $M$ a right $R$-module. The pair $(M, I)$ has the Artin-Rees property if, given a submodule $N$ and a positive integer $n$, there exists a positive integer $m$ such that $M I^{m} \cap N \subseteq N I^{n}$. If $M$ is noetherian and $I$ is polycentral in $R$, prove that $(M, I)$ has the Artin-Rees property.
5. If the integral group ring of $G$ has no zero divisors, then $G$ is torsion-free.
6. If $G$ is a finitely generated torsion-free nilpotent group, the standard wreath product $\mathbb{Z} \sim G$ is residually nilpotent.
7. (P. Hall). There are only countably many nonisomorphic finitely generated groups which are extensions of abelian groups by polycyclic groups. (cf. 14.1.1). [Hint: Use 15.3.1.]
8. Let $R$ be a noetherian integral domain and let $I$ be a proper ideal. Prove that $\bigcap_{n=1,2, \ldots} I^{n}=0$.

### 15.4. Finitely Generated Soluble Groups and Residual Finiteness

The principal aim of this section is to prove the following major result.
15.4.1 (P. Hall). A finitely generated group which is an extension of an abelian group by a nilpotent group is residually finite.

Like so many results in the theory of finitely generated soluble groups 15.4.1 hinges on properties of finitely generated modules over noetherian group rings. In this instance we require an analogue of what in commutative algebra is known as the Weak Nullstellensatz of Hilbert.

## The Class of Modules $\mathscr{M}(J, \pi)$

Suppose that $J$ is a principal ideal domain and let $\pi$ be a set of (nonassociate) primes in $J$. Then a $J$-module $M$ is said to be belong to the class $\mathscr{M}(J, \pi)$ if it has a free $J$-submodule $F$ such that $M / F$ is a $\pi$-torsion-module; thus if $a \in M$, there is some product $x$ of primes in $\pi$ such that $a x \in F$. The crucial property of a module in $\mathscr{M}(J, \pi)$ is that it cannot have a submodule isomorphic with the field of fractions of $J$ unless $\pi$ is a complete set of primes. We list this with other simple facts about $\mathscr{M}(J, \pi)$ in the following lemma.
15.4.2. (i) If $M \in \mathscr{M}(J, \pi)$ and $N$ is a submodule of $M$, then $N \in \mathscr{M}(J, \pi)$.
(ii) The field of fractions of $J$ belongs to $\mathscr{M}(J, \pi)$ if and only if $\pi$ is $a$ complete set of primes.
(iii) If $M$ has an ascending series of submodules each factor of which belongs to $\mathscr{M}(J, \pi)$, then $M \in \mathscr{M}(J, \pi)$.

Proof. (i) Since $J$ is a principal ideal domain, a submodule of a free $J$-module is free. The result now follows easily.
(ii) This is a simple exercise which we leave to the reader.
(iii) Let $0=M_{0} \leq M_{1} \leq \cdots M_{\alpha}=M$ be the given ascending series. By hypothesis there is for each $\beta<\alpha$ a free $J$-module $\bar{M}_{\beta} / M_{\beta}$ such that $M_{\beta+1} / \bar{M}_{\beta}$ is a $\pi$-torsion module. Choose a basis $\left\{a_{\beta \lambda}+M_{\beta} \mid \lambda \in \Lambda(\beta)\right\}$ for the free module $\bar{M}_{\beta} / M_{\beta}$; then form the submodule $S$ generated by all the $a_{\beta \lambda}$ where $\lambda \in \Lambda(\beta), \beta<\alpha$. If there were a nontrivial $J$-linear relation in the $a_{\beta \lambda}$ 's, there would be such a relation in the $a_{\beta \lambda}+M_{\beta}$ for some fixed $\beta$, which is impossible. Consequently the $a_{\beta \lambda}$ are linearly independent over $J$ and $S$ is a free $J$-module. On the other hand, each $\left(M_{\beta+1}+S\right) /\left(M_{\beta}+S\right)$ is a $\pi$-torsion module, which clearly implies that $M / S$ is a $\pi$-torsion module.

Now for the basic result on modules over polycyclic group rings which will eventually lead to a proof of 15.4.1.
15.4.3. Let $G$ be a polycyclic group and $J$ a principal ideal domain. Then a finitely generated $J G$-module $M$ belongs to the class $\mathscr{M}(J, \pi)$ where $\pi$ is some finite set of primes in $J$.

Proof. Form a series in $G$ with cyclic factors, $1=G_{0} \triangleleft G_{1} \triangleleft \cdots \triangleleft G_{l}=G$. If $l=0$, then $G=1$ and $M$ is a finitely generated $J$-module. The structure theorem for finitely generated modules over principal ideal domains implies the result immediately. So we assume that $l>0$ and put $N=G_{l-1}$. In what follows we shall write $R$ for $J G$ and $S$ for $J N$.
(i) Case: $G / N$ is finite. Choose a transversal $T$ to $N$ in $G$. Now by hypothesis there is a finite set $\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ such that $M=a_{1} R+a_{2} R+\cdots+$ $a_{k} R$; hence $M$ is the sum of the finite set of cyclic $S$-modules $\left(a_{i} t\right) S, i=1$,
$2, \ldots, k, t \in T$. Thus $M$ is a finitely generated $S$-module. By induction on $l$ we obtain $M \in \mathscr{M}(J, \pi)$ for some finite set of primes $\pi$.
(ii) Case: $G / N$ is infinite. Write $G=\langle t, N\rangle$ and $H=\langle t\rangle$. Then $G=$ $H \ltimes N$, the natural semidirect product. Since $M$ is finitely generated as an $R$-module, there is a finitely generated $S$-module $L$ such that $M=L R$; hence $M$ is the sum of the $S$-submodules $L t^{i}, i=0, \pm 1, \pm 2, \ldots$.

Now define for each positive integer $n$

$$
L_{n}^{+}=\sum_{i=1}^{n} L t^{i} \quad \text { and } \quad L_{n}^{-}=\sum_{i=-n}^{-1} L t^{i} .
$$

These are, of course, $S$-modules, as is $V=\bigcup_{n=1,2, \ldots} L_{n}^{-}$, the sum of all the $L t^{i}$ for negative $i$. Clearly $V \leq V t \leq V t^{2} \leq \cdots$, the union of this chain being $M$. The $S$-modules $V t / V$ and $V t^{n+1} / V t^{n}$ are $J$-isomorphic via the obvious mapping $a t+V \mapsto a t^{n+1}+V t^{n}$. Now $V t=V+L$, so $V t / V \simeq^{s} L / V \cap L$. But $L / V \cap L \in \mathscr{M}\left(J, \pi_{1}\right)$ for some finite $\pi_{1}$ by induction on $l$. Consequently $M / V \in \mathscr{M}\left(J, \pi_{1}\right)$ by 15.4 .2 (iii). Thus it remains only to deal with $V$.

Certainly $0=L_{0}^{-} \leq L_{1}^{-} \leq \cdots$ and $V$ is the union of this chain. Also $L_{n+1}^{-}=L t^{-(n+1)}+L_{n}^{-}$, so that $L_{n+1}^{-} / L_{n}^{-}$is $S$-isomorphic with

$$
L t^{-(n+1)} / L t^{-(n+1)} \cap L_{n}^{-}
$$

which is $J$-isomorphic to $L / L \cap L_{n}^{-} t^{n+1}=L / L \cap L_{n}^{+}$. Now $L \cap L_{1}^{+} \leq$ $L \cap L_{2}^{+} \leq \cdots$ is an ascending chain of $S$-submodules of $L$. Moreover $S$ is right noetherian by 15.3 .3 - notice here that $J$ is noetherian since it is a principal ideal domain. Since $L$ is a finitely generated $S$-module, it is noetherian. It follows that $L \cap L_{n}^{+}=L \cap L_{n+1}^{+}=$etc. for some integer $n$. We see now with the aid of the induction hypothesis that every $L_{n+1}^{-} / L_{n}^{-}$belongs to $\mathscr{M}\left(J, \pi_{2}\right)$ for some finite set of prime $\pi_{2}$. Therefore $V \in \mathscr{M}\left(J, \pi_{2}\right)$ and $M \in \mathscr{M}(J, \pi)$ where $\pi=\pi_{1} \cup \pi_{2}$.

On the basis of this lemma the analogue of the Weak Nullstellensatz referred to above can be derived.
15.4.4 (P. Hall). If $G$ is a finitely generated nilpotent group, then any simple $\mathbb{Z} G$-module $M$ is finite.

Proof. There is nothing to be lost in assuming that $G$ acts faithfully on $M$; thus we may regard $G$ as a group of automorphisms of $M$. Because $M$ is simple, it is a cyclic $\mathbb{Z} G$-module; it follows via 15.4 .3 that $M \in \mathscr{M}(\mathbb{Z}, \pi)$ for some finite set of primes $\pi$. Now the additive group of $M$ is either an elementary abelian $p$-group or a rational vector space (since it is characteristically simple). However the latter is impossible because $\mathbb{Q}$ cannot belong to $\mathscr{M}(\mathbb{Z}, \pi)$ if $\pi$ is finite (by 15.4.2). Hence $M$ is an elementary abelian $p$ group.

Choose $z$ from the center of $G$. Define $J$ to be the group algebra of an infinite cyclic group $\langle t\rangle$ over $F$, the field of $p$ elements: thus $J$ is a principal
ideal domain. We make $M$ into a $J G$-module by defining at to be $a z$ for $a \in M$. (Here it is relevant that $z \in \zeta(G)$ ). Then $M \in \mathscr{M}(J, \pi)$ for some finite set of primes $\pi$ of $J$. Since a complete set of primes for $J$ is infinite, the field of fractions $K$ of $J$ does not occur as a submodule of $M$ : here use is made of 15.4.2 once again.

Since $M$ is a simple $J G$-module, Schur's Lemma (8.1.4) tells us that $\operatorname{End}_{J G}(M)$ is a division ring; its center $C$ is therefore a field, clearly of characteristic $p$. By identifying $y$ in $F$ with $y 1$ in $C$, we can regard $F$ as a subfield of $C$. Let $S$ denote the subring of $C$ generated by $F$ and $z$. Then the assignment $t \mapsto z$ determines a surjective ring homomorphism $\alpha$ from $J=F\langle t\rangle$ to $S$. Thus $S \simeq J / I$ for some ideal $I$.

Suppose that $I=0$, so that $\alpha: J \rightarrow C$ is a monomorphism; this extends to a monomorphism $\alpha: K \rightarrow C$. Let $0 \neq a \in M$ and define $\theta: K \rightarrow M$ by $x \theta=a x^{\alpha}, x \in K$. This is easily seen to be a $J$-monomorphism. However this cannot be correct since $K$ is not isomorphic with a $J$-submodule of $M$. Hence $I \neq 0$.

It now follows that $J / I$ is finite since $I$ is a principal ideal; thus $S$ is finite and $z$ has finite order.

We have now proved that the center of the finitely generated nilpotent group $G$ is a torsion group. It follows via 5.2.22 that $G$ is finite. Since $M=$ $\langle a g \mid g \in G\rangle$ for any nonzero $a$ in $M$, we conclude that $M$ is finite.

The main theorem 15.4.1 can now be proved.
Proof of 15.4.1. By hypothesis $G$ is a finitely generated group with a normal abelian subgroup $A$ such tht $G / A$ is nilpotent. Let $1 \neq g \in G$. By Zorn's Lemma there is a normal subgroup which is maximal subject to not containing $g$-let us call it $N$. It suffices to prove that $G / N$ is finite. Clearly we lose nothing in supposing $N$ to be trivial. Every nontrivial normal subgroup of $G$ must now contain $g$. Hence there is a unique smallest nontrivial normal subgroup of $G$, say $M$.

If $A=1$, then $G$ is nilpotent and $M$ lies in the center of $G$; what is more, $M$ must have prime order, say $p$. Since $M$ lies in every nontrivial normal subgroup, $\zeta G$ is a $p$-group. It follows that $G$ is finite.

Assume that $A \neq 1$, so that $M \leq A$. Now $M$ is a simple $\mathbb{Z}(G / A)$-module, so 15.4.4 shows $M$ to be finite. Thus $C=C_{G}(M)$ has finite index in $G$. Now by 15.3.6 there is a positive integer $n$ such that $\gamma_{n}(C) \cap \zeta C=1$. But it is clear that $M \leq \zeta C$, so $\gamma_{n}(C) \cap M=1$, which can only mean that $\gamma_{n} C=1$ and $C$ is nilpotent. Also $C$ is finitely generated since $|G: C|$ is finite. Thus $\zeta C$ is a finitely generated abelian group; hence some power $(\zeta C)^{m}$ is torsion-free. But $(\zeta C)^{m} \cap M=1$ because $M$ is finite. Consequently $(\zeta C)^{m}=1$, which implies that $C$, and hence $G$, is finite.

More recently it has been shown that 15.4 .1 is true for the more general class of finitely generated extensions of abelian groups by polycyclic groups. This is due to Jategaonkar [a107] and Roseblade [a180]: the proof is significantly harder.

## Exercises 15.4

1. Let $J$ be a principal ideal domain and $F$ its field of fractions. Prove that $F \in \mathscr{M}(J, \pi)$ if and only if $\pi$ is a complete set of primes in $J$.
2. Let $G$ be a finitely generated torsion-free group. Suppose that there is a normal abelian subgroup $A$ such that $G / A$ is nilpotent. If $\pi$ is any infinite set of primes, prove that $\bigcap_{p \in \pi} A^{p}=1$.
3. Let $G$ be a finite extension of a polycyclic group and let $J$ be a principal ideal domain. If $M$ is a finitely generated $J G$-module, show that $M \in \mathscr{M}(J, \pi)$ where $\pi$ is a finite set of primes in $J$.
4. If $G$ is a finite extension of a finitely generated nilpotent group, prove that a simple $\mathbb{Z} G$-module is finite.
*5. (P. Hall). Let $G$ be a finitely generated group which is a finite extension of a metanilpotent group. Prove that all principal factors of $G$ are finite and all maximal subgroups of $G$ have finite index. [Hint: Use Exercise 15.4.4.]
5. (P. Hall). The main theorems of this section do not hold for finitely generated soluble groups of derived length 3 . Use the following construction. Let $V$ be a rational vector space with a basis $\left\{v_{i} \mid i \in \mathbb{Z}\right\}$ and let the set of all primes be ordered as $\left\{p_{i} \mid i \in \mathbb{Z}\right\}$ with $p_{i} \neq p_{j}$ if $i \neq j$. Define $\xi$ and $\eta$ in GL( $\left.V\right)$ as follows:

$$
v_{i} \xi=v_{i+1} \quad \text { and } \quad v_{i} \eta=p_{i} v_{i}
$$

Establish the following statements.
(a) $H=\langle\xi, \eta\rangle$ is isomorphic with the standard wreath product $\mathbb{Z} \sim \mathbb{Z}$, a finitely generated metabelian group.
(b) $V$ is a simple $\mathbb{Z} H$-module.
(c) $G=H \ltimes V$ is a finitely generated soluble group with derived length 3 satisfying max-n.
(d) $G$ is not residually finite, and it has an infinite principal factor and a maximal subgroup of infinite index.

### 15.5. Finitely Generated Soluble Groups and Their Frattini Subgroups

In Chapter 5 several characterizations of the Fitting subgroup were given, for example in terms of the centralizers of the principal factors (see 5.2.9 and 5.2.15). Similar characterizations were discovered by P. Hall to hold for certain finitely generated soluble groups.
15.5.1 (P. Hall). Let $G$ be a finitely generated metanilpotent group. Then the following subgroups of $G$ coincide and are nilpotent.
(i) The Fitting subgroup.
(ii) The Hirsch-Plotkin radical.
(iii) The subgroup FFrat $G$ defined by the equation

$$
\text { FFrat } G / \text { Frat } G=\operatorname{Fit}(G / \text { Frat } G)
$$

(iv) The intersection of the centralizers of the principal factors of $G$.

One consequence of this theorem is that Frat $G \leq$ Fit $G$; thus the Frattini subgroup of $G$ is nilpotent.

Behind 15.5 .1 stands another version of the Hilbert Nullstellensatz, usually referred to as the Strong Nullstellensatz. The form of this important theorem which is required here is as follows.
15.5.2. Let $G$ be a finitely generated nilpotent group with integral group ring $R$. Suppose that $M$ is a finitely generated $R$-module and $z$ a central element of $R$ such that $M z \leq N$ for every maximal submodule $N$. Then $M z^{n}=0$ for some positive integer $n$.

Proof. $M$ is a noetherian module by 15.3.3. Thus we can assume the result to be false for $M$ but true for every proper image of $M$. Recall that

$$
*_{z}=\{a \in M \mid a z=0\} ;
$$

since $z$ is central in $R$, this is a submodule of $M$. If ${ }^{*} z \neq 0$, then $M z^{m} \leq{ }^{*} z$ for some positive $m$, which implies that $M z^{m+1}=0$. By this contradiction $*_{z}=0$, so that the $R$-endomorphism $a \mapsto a z$ is injective and $M \simeq^{R} M z$.

Let $M_{1}$ be an $R$-module isomorphic with $M$ by means of the assignment $a \mapsto a_{1},\left(a \in M, a_{1} \in M_{1}\right)$. Then $a \mapsto a_{1} z$ is surely an injective $R$-homomorphism from $M$ to $M_{1}$ with image $M_{1} z$. We may therefore embed $M$ in $M_{1}$ as $M_{1} z$. By repeated use of this device one obtains a sequence of $R$-modules $M=M_{0}, M_{1}, \ldots$ and embeddings $M_{i} \rightarrow M_{i+1}$ with image $M_{i+1} z$. Let $\bar{M}$ be the direct limit of this sequence of maps and modules. Then, after suitable identifications, we can think of $\bar{M}$ as the union of the chain

$$
M=M_{0} \leq M_{1} \leq \cdots
$$

Since $\bar{M} z \geq M_{i+1} z=M_{i}$, we have $\bar{M}=\bar{M} z$. Therefore $a \mapsto a z$ is an $R$-automorphism of $\bar{M}$.

Now form the direct product $\bar{G}=G \times T$ where $T=\langle t\rangle$ is an infinite cyclic group. Make $\bar{M}$ into a $\bar{G}$-module by defining at to be $a z,(a \in \bar{M})$; this is compatible with the action of $G$ because $z$ is central in $R$. From $M_{i}=M_{i+1} z$ it follows that $M_{i}=M t^{-i}$. Since $\bar{M}$ is the union of the $M_{i}$, we conclude that $\bar{M}$ is finitely generated as a $\mathbb{Z} \bar{G}$-module. Consequently $\bar{M}$ has a maximal $\mathbb{Z} \bar{G}$-submodule, say $L$. Suppose that $L$ contains $M$; then $L$ will also contain $M t^{-i}=M_{i}$, which gives the contradiction $L=\bar{M}$. Therefore $L \cap M \neq M$.

By 15.4 .4 the simple $\mathbb{Z} \bar{G}$-module $\bar{M} / L$ is finite. Thus $M / L \cap M$ is a nontrivial finite abelian group. Now $L \cap M$ is contained in some maximal $R$ submodule of $M$, say $M^{*}$. By hypothesis $M z \leq M^{*}$; thus application of $z$ to
$M / L \cap M$ yields an endomorphism which is not surjective. Since $M / L \cap M$ is finite, this endomorphism cannot be injective either, so there is an $a$ in $M \backslash L$ such that $a z \in L \cap M$. Hence $(a+L) z=L$. But this cannot be true since $b \mapsto b z$ is an automorphism of $\bar{M}$ and it induces an automorphism in $\bar{M} / L$.

Proof of 15.5.1. By hypothesis the finitely generated group $G$ has a nilpotent normal subgroup $N$ such that $G / N$ is nilpotent, and certainly $N \leq$ Fit $G=F$, say. Since $G / N$ satisfies max, $F$ is the product of finitely many normal nilpotent subgroups. Hence $F$ is nilpotent by 5.2.8.

Consider next the Hirsch-Plotkin radical $H$ of $G$. Of course $F \leq H$; we aim to show that $H$ centralizes every principal factor of $G$ and to achieve this it is sufficient to prove that $H$ centralizes every minimal normal subgroup $L$ of $G$. This is clear if $H \cap L=1$, so assume that $L \leq H$. Now $L$ is finite by Exercise 15.4.5, so there is a principal factor of $H$ of the form $L / M$. Then $L / M$ is central in $H$ because $H$ is locally nilpotent-here we are appealing to 12.1.6. Thus $[L, H]<L$. But $[L, H] \triangleleft G$, so we obtain $[L, H]=1$ as required. It follows that $H \leq X$ where $X$ is the intersection of the centralizers of the principal factors of $G$.

The next step in the proof is to demonstrate that $X$ is nilpotent; for then it will follow that $X \leq F$, and hence that $F=H=X$. If this is not true, $X / F$ is nontrivial and must contain a nontrivial element of the center of $G / F$, say $z F$. Consider the $\mathbb{Z}(G / F)$-module $\bar{F}=F / F^{\prime}$ : this is noetherian by 15.3.1. If $S$ is a maximal submodule of $\bar{F}$, then $z$ will centralize $\bar{F} / \bar{S}$ because $z \in X$; in other words $z-1$ annihilates the module $\bar{F} / \bar{S}$. According to 15.5 .2 this implies that some $(z-1)^{n}$ annihilates $\bar{F}$, which, translated into the language of group theory, says that $\langle z, F\rangle / F^{\prime}$ is nilpotent. However if follows from 5.2.10 that $\langle z, F\rangle$ is nilpotent, while $\langle z, F\rangle$ is normal in $G$ because $z F$ was chosen from the center of $G / F$. Therefore $z \in F$, which is false.

Finally we consider $Y=$ FFrat $G$. It is clear that $F \leq Y$. All that remains to be done is to show that $Y \leq F$.

In fact we need only do this in the case where $N$ is abelian. For suppose that this has been achieved. By Exercise 12.2.15, we have $N^{\prime} \leq$ Frat $G$, so that $\operatorname{Frat}\left(G / N^{\prime}\right)=(\operatorname{Frat} G) / N^{\prime}$ and $\operatorname{FFrat}\left(G / N^{\prime}\right)=($ FFrat $G) / N^{\prime}$. Hence $Y / N^{\prime}$ is nilpotent. Since $N$ is nilpotent, we may deduce from 5.2.10 that $Y$ is nilpotent and $Y \leq F$.

In the remainder of the proof we assume that $N$ is abelian, so that $G$ is residually finite by 15.4 . . Let $L$ be a minimal normal subgroup of $G$. We need only check that $[Y, L]=1$. Now $L$ is certainly finite (Exercise 15.4.5). By residual finiteness we can find a $T \triangleleft G$ such that $G / T$ is finite and $L \cap T=1$. Obviously Frat $(G / T) \geq($ Frat $G) T / T$, so that $\operatorname{FFrat}(G / T) \geq$ $Y T / T$. But $\operatorname{FFrat}(G / T)=\operatorname{Fit}(G / T)$ by Gaschütz's theorem (5.2.15), so $Y T / T \leq \operatorname{Fit}(G / T)$. Also $L \simeq^{G} L T / T$, which implies that $L T / T$ is minimal normal in $G / T$. We deduce from 5.2 .9 that $Y T / T$ centralizes $L T / T$ and $[L, Y] \leq L \cap T=1$. The proof is now complete.

The following useful theorem is a consequence of 15.5.2. It is a generalization of a theorem of Hirsch on polycyclic groups (5.4.18).
15.5.3 (Robinson, Wehrfritz). Suppose that $G$ is a finitely generated soluble group. If $G$ is not nilpotent, then it has a finite image that is not nilpotent.

Proof. Presuming the theorem to be false, we choose for $G$ a counterexample of smallest derived length. If $A$ is the smallest nontrivial term of the derived series, then $G / A$ is nilpotent and, of course, $A$ is abelian. Therefore $G$ satisfies max-n. By passing to a suitable quotient group we may assume that each proper quotient group of $G$ is nilpotent.

Write $F=$ Fit $G$. Then $F$ is nilpotent by max- $n$. If $F^{\prime} \neq 1$, then $G / F^{\prime}$ is nilpotent, which implies that $G$ is nilpotent. Consequently $F$ is abelian. In addition $G / F$ is nilpotent because $F$ cannot equal 1 .

Since $F \neq G$, there is a nontrivial element in the center of $G / F$, say $z F$. Using max-n we may choose a maximal $\mathbb{Z}(G / F)$-submodule $M$ of $F$; then $F / M$ is finite. If $M=1$, the group $G$ is actually polycyclic, in which case the theorem is known to be true (5.4.18). Hence $M \neq 1$ and $G / M$ is nilpotent. Since $F / M$ is minimal normal in $G / M$, it is central; thus $[F, z] \leq M$. Applying 15.5.2 we deduce that $\left[F,{ }_{n} z\right]=1$ for some $n>0$. However, this says that $\langle z, F\rangle$ is nilpotent and causes $z$ to lie in $F$.

In conclusion we illustrate the use of the last theorem.
15.5.4. Suppose that $G$ is a group whose Frattini subgroup is finitely generated. Then Frat $G$ is nilpotent if and only if it is soluble.

The proof goes exactly like that of 5.4 .19 , appeal being made to 15.5 .3 at the appropriate point. However, despite 15.5.4, the Frattini subgroup of a finitely generated soluble group may fail to be nilpotent, as examples of P. Hall show ([a78]).

## EXERCISES 15.5

1. (P. Hall). If $G$ is a finitely generated soluble group with nilpotent length $l+1$, then Frat $G$ has nilpotent length at most $l$. (The nilpotent length of an infinite soluble group is the length of a shortest series with nilpotent factors.)
2. Prove 15.5.4.
3. A finitely generated soluble group $G$ such that $G^{\prime} \leq$ Frat $G$ is nilpotent (see 5.2.16).
4. Is the preceding exercise correct if the group is not finitely generated?
5. (Baer). If $G$ is a finitely generated, nonnilpotent group, prove that $G$ has a quotient group $\bar{G}$ which is not nilpotent but all of whose proper quotient groups are nilpotent.
6. Suppose that $G$ is a finitely generated group which has an ascending normal series each of whose factors is finite or abelian. If $G$ is nonnilpotent, then $G$ has a finite nonnilpotent image. [Hint: Use Exercise 15.5.5.]
7. An automorphism $\alpha$ of a group $G$ is said to be uniform if the mapping $x \mapsto x^{-1} x^{\alpha}$ is surjective. If $G$ is a finite group, then $\alpha$ is uniform if and only if $\alpha$ is fixed-pointfree. Show that this is false for infinite groups.
8. (Robinson, Zappa). Let $G$ be a finitely generated soluble group. If $G$ has a uniform automorphism of prime order, prove that $G$ is a finite nilpotent $p^{\prime}$-group. [Hint: Use 15.5.3 and 10.5.4.]
9. Prove that 15.5 .1 remains true if we allow $G$ to be a finite extension of a finitely generated metanilpotent group.
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external 21
internal 21
of finite groups 445
Direct sum 21
of cyclic groups 111
of representations 216
Direct system 22
Directly indecomposable 80
Divisible group 94
structure of 97
Domain of imprimitivity 197
Double coset 12

Eilenberg, S. 310
Elementary abelian group 24
Embedding 24
theorems 188
Endomorphism 17
additive 25
central 83
nilpotent 82
normal 30
Engel
element 369
group 371
Epimorphism 18
Equivalent extensions 311
Equivalent representations 35,215
Exponent
groups with finite 12
laws of 3
Extension (group) 68, 310
abelian 346
central 345
with abelian kernel 345
Extension, module 333
Exterior square 348
Extra-special group 145
generalized 146

Factor group 19
Factor of a series 63
Faithful representation 35, 213
FC-center 442
-element 441
-group 442
$\mathfrak{F}$-covering subgroup 279
Feit-Thompson theorem 148
Feit, W. and Thompson, J.G. 148
Finite residual 156

Finitely generated 9
abelian group 103
nilpotent group 137
soluble group 461
Finitely presented 53
Finiteness condition 360, 416
on abelian subgroups 455
Finiteness property 416
of central series 439
of conjugates 439
Fitting class 283
group 367
lemma 82
subgroup 133, 149
theorem 133
Five-term homology sequence 348,355
Fixed point
of an automorphism 305
of a permutation 42
Fixed-point-free automorphism 305
FO-group 446
Formation 277
Frattini
argument 136
subgroup $135,155,474$
theorem of 135
Free abelian group 61, 100
Free complex 328
Free factor 169
Free group 44, 60, 159
construction of 45
subgroups of 159
Free module 328
Free product 167
construction of 168
generalized 184
subgroups of 174
with amalgamation 184
Free resolution 329
Freely indecomposable 184
Frobenius
complement 250
criterion for $p$-nilpotence 295
group 195, 250, 308
kernel 250
reciprocity theorem 239
theorem of 229
Frobenius, G. and Stickelberger, L. 102
Frobenius-Wielandt theorems 248
Fuchs, L. 108, 458
Fully-invariant series 64
Fully-invariant subgroup 28

Galois, E. 71
Gaschütz, W. 136, 278, 279, 283, 406
General linear group 5
Generalized character 236
Generalized free product 184
Generalized nilpotent group 356
Generalized soluble group 379
Generators 9
and defining relations 50
Golod, E.S. 371,423
Gorenstein, D. 294
Group algebra 214
Group axioms 1
Group extension 310
Group ring 214
Group-theoretical class 57
Group-theoretical property 57
Gruenberg
group 367
resolution 333
theorems of $138,366,371,469$
theory of group extensions 310
Grün's theorems 292, 294
Grushko-Neumann theorem 183
Gupta, N.D. 423

Hall, M. 425, 428
Hall, P.
criterion for nilpotence 134
theorems of $53,126,257,417,432$, 440, 445
theory of finite soluble groups 252
theory of finitely generated soluble groups 461
Hall, P. and Higman, G. 269
Hall $\pi$-subgroup 252
Hall-Witt identity 123
Hamiltonian group 143
Hamilton's quaternions 141
Hartley, B. 283, 470
Hasse diagram 9
Hawkes, T.O. 280
Height
in abelian $p$-groups 106
vector 115
Heineken, H. and Mohamed, I.J. 365
Higman
embedding theorem 419
finitely generated simple group 80
theorem of 468
Higman, G. and Hall, P. 269
Higman, G., Neumann, B.H., and
Neumann, H. 189

Hilbert's basis theorem 462
Hilbert's Nullstellensatz 470, 475
Hirsch, K.A. 152
Hirsch length 152, 422
Hirsch-Plotkin
radical 357
theorem 357
HNN-extension 189
Hölder, O. 290, 310, 413
Holomorph 37
Homogeneous component 218, 452
Homology group 330
Homology of a complex 326
Homomorphism 17
canonical 19
identity 17
natural 19
zero 17
Homotopy 327
Hopf, H. 165
Hopfian group 165,167
Hopf's formula 347
Huppert, B. 244, 274, 276, 297
Hyperabelian group 379
Hypercentral group 364
Hypercenter 125, 365
Hypoabelian group 384
Hypocentral group 378

Identity 3
left 1
right 1
subgroup 8
Image of a homomorphism 18
Imprimitive permutation group 197
Indecomposable group $80,110,184$
Independent 98
Index of a subgroup 11
subnormal 386
Induced character 238
module 238
representation 237
Injective property 95
Injector 283
Inner automorphism 26
Inner derivation 314
Inner product 230
Inverse 3
left 1
right 1
Inverse image 20
Involution 12
Irreducible linear group 220

Irreducible representation 215
Isometry 5
Isomorphism 4
of extensions 311
of series 64
Isomorphism problem 55
theorems 19
Îto, N . 155, 296
Ivanov, S.I. 425
Iwasawa, K. 164, 297

Jacobson density theorem 219
Jategaonkar, A.V. 473
Join of subgroups 9
Jordan, C. 71, 74, 206
Jordan-Hölder theorem 66

Kalužnin, L.A. 41, 126, 326
Kargapolov, M.I. 432
Kegel, O. 437
Kegel, O. and Wehrfritz, B.A.F. 436
Kernel 18
Klein 4-group 7
Krasner, M. 326
Kronecker product 236
Krull intersection theorem 468
Krull-Remak-Schmidt theorem 83
$k$-transitive 193
Kulikov's criterion 111
Kulikov, theorems of $107,108,111$
Kuroš
subgroup theorem 174
system of transversals 178
theorem of 104

Lagrange's theorem 11
Lattice of subgroups 9
Laws for a variety 58
Length
derived 121
Hirsch 152
nilpotent 150
of a series 63
of a word 170
Levi, F.W. 183, 373
Levi, F.W. and van der Waerden, B.L. 426
Lie-Kolchin-Mal'cev theorem 451
Lie type, simple groups of 79
Lifting 318
Linear fractional transformation 195

Linear group 450
Linear representation 213
Linearly independent 98
Locally defined formation 277
Locally dihedral 2-group 358
Locally finite and normal groups 443
Locally finite groups 429
abelian subgroups of 432
Locally nilpotent groups 356
Locally- $\mathscr{P} 356$
Locally soluble groups 381
Lower central factors 131
Lower central series 125
transfinite 380
Lower nilpotent series 149

MacLane, S. 101, 310
MacLane's theorem 343
Magnus, W. 165, 420
Mal'cev, A.I. 153, 165, 381, 451, 453, 455
Mapping property of cartesian product 24
of free product 167
Marginal subgroup 57
Maschke's theorem 216
Mathieu groups 79, 208
Maximal chain 297
Maximal condition 66
2-groups with 437
soluble groups with 152
Maximal subgroup 130
of a locally nilpotent group 359
McLain, D.H.
characteristically simple groups 361
theorems of 359,381
Metabelian group 121
Metacyclic group 290
Metanilpotent group 150
M-group 243
Minimal condition 66
abelian groups with 104
2-groups with 438
on subnormal subgroups 396
soluble groups with 156
Minimal nonnilpotent group 258
Minimal non-p-nilpotent group 296
Minimal normal subgroup 87
Minimax group 120,459
Modular law 15
Modular representation 217
Monoid 25
Monomial matrix 243

Monomial representation 242
Monomorphism 18
Morphism
of complexes 327
of extensions 311
Multiple of an element 3
Multiply transitive group 192

Natural homomorphism 19
Near ring 25
Neumann, B.H. 53, 57, 443, 444
$n$-generator group 9
Nielsen, J. 159, 166
Nielsen-Schreier theorem 159
Nilpotent class 122
Nilpotent endomorphism 82
Nilpotent group 122
Nilpotent length 150,477
Nilpotent ring 127
Nilpotent series 149
Noether isomorphism theorems 19
Noetherian 462
Nongenerator 135
Normal closure 16
successive 385
Normal form
in free group 47
in free products 170,186
Normal series 63
Normal subgroup 15
Normal subset 442
Normalizer 38
Normalizer condition 130, 364
Novikov, P.S. and Adjan, S.I. 425, 432
Nullstellensatz 470, 475

Obstruction 350
Octahedral group 7
Operator group 28
Orbit 31
Order
of a group 2
of an element 12
-type of a series 377
Ore, O. 393
Orthogonality relations 227
Outer automorphism 26

Pauli spin matrices 146, 234
p-element 132
Perfect group 157

Periodic group 12
Permutable subgroup 15, 393
Permutation 6
even 7
group 31, 192
odd 7
representation 34, 240
p-Fitting subgroup 270
p-group 39, 132, 139
p-nilpotent group 270
p-normal 294
p-rank 99
p-soluble 269
$\pi$-element 132
$\pi$-group 132
$\pi$-length 256
$\pi$-separable group 256
$\pi$-soluble 269
Plotkin, B.I. 364
Poincare's theorem 14
Point 31
Polovickiǐ, Ya.D. 446
Polycentral ideal 465
Polycyclic group 54, 152
group ring of 464
Polyinfinite cyclic group 153
Polytrivial module 134
Pontryagin's criterion for freeness 117
Power automorphism 404
Power of an element 3
Preimage 20
Presentation of a group 50
standard 50
Primary component 93
Primary decomposition theorem 94
Prime-sparse 446
Primitive linear group 451
Primitive permutation group 197
Principal
series 65
factor 148
Product
in category of groups 167
of subsets 11
Profinite topology 154
Projection 81
Projective linear group 73
Projective module 328
Projective property 49, 101
Projective space 74
Projector 280
Pronormal subgroup 298
Proper refinement 64
Proper subgroup 8

Prüfer
group 24, 94
rank 99, 422
Prüfer, H. 112
Pure subgroup 106

Quasicyclic group 94
Quaternion group 140
Quotient group 19

Radicable group 191
Radical
completely reducible 89
Hirsch-Plotkin 357
Radical group 363, 376
Rank 99
of a free group 48
p- 99
Prüfer 99, 422
torsion-free 99
total 455
Rational canonical form 75
Reduced abelian group 96
Reduced word
in a free group 46
in a free product 169
Reducible 215
Refinement 64, 363, 377
Reflection 6
Regular permutation group 31
Regular permutation representation 36
Reidemeister-Schreier theorem 164
Relation 51
Relatively free group 60
Relator 50
Remak
decomposition 81
theorems of 81,86
Representation
linear 213
matrix 213
permutation 34, 240
Residually central 380
Residually finite $55,154,164,470$
Residually nilpotent 165,378
Residually $\mathscr{X} \quad 58$
Resolution 329
Gruenberg 333
standard 336
Restricted Burnside problem 427
Right regular representation 36
Robinson, D.J.S. $131,388,399,466,477$

Roseblade, J.E., theorems of 367, 399, 473
Rotation 6

Sanov, I.N. 426
Saturated formation 277
Schenkman, E. 264, 449
Schmidt, O.J. 258, 438, 456
Schreier
conjecture 403
property 162
refinement theorem 65
transversal 162
Schur
lemma 218
multiplicator 347
theorem of 221, 287
Schur-Zassenhaus theorem 253
Semidihedral group 141
Semidirect product 27
Semigroup 1
Semilinear transformation 197
Semiregular permutation group 31
Semisimple group 89
Serial subgroup 378
Series 63, 377
Sharply transitive 193
Signature of a permutation 7
SI-groups 379
Similar permutation groups 32
Similarity 32
Simple groups 16,65
classification of 68,79
of Lie type 79
sporadic 79
Simplicity
criteria for non- 246
of alternating groups 71
of Mathieu groups 211
of projective linear groups 73
Slender group 120
SN-group 379
Socle 87
subnormal 397
Soluble group 121, 147
Soluble linear group 450
Solvable group 121
Special linear group 8,73
Specker, E. 118
Split extension 313
Sporadic simple group 79
Stabilizer 31
Standard presentation 336

Standard resolution 336
Standard wreath product 41
Stem cover 354
Stem extension 354
Stonehewer, S.E. 394
Strong Nullstellensatz 475
Subabnormal subgroup 267
Subcartesian product 58
Subgroup 8
generated by a subset 9
improper 8
proper 8
subnormal 63, 385
Subnormal index 386
Subnormal join property 388,390
Subnormal socle 397
Subnormal subgroup 63, 385
joins of 387
Subpermutable 396
Successive normal closures 385
Sum of subsets 11
Šunkov, V.P. 433, 436
Supersoluble group 150, 274, 297
Supersolvable group 150
Suzuki, M. 294
Syllable 170
Sylow
basis 261
subgroup 39, 252, 429
groups with cyclic 290
of $S_{n} 41$
system 261
Sylow's theorem 39
for infinite groups 429
Symmetric group 6
presentation of 52
Symmetry group 5
System normalizer 262

Taketa, K. 245
Tarski group 437
Taunt, D. 266, 289
Tensor products
and lower central factors 131
of representations 235
Term of a series 63
Tetrahedral group 7
$T$-group 402
soluble 405
Thomas, S. 411
Thompson
criterion for p-nilpotence 298
theorems of 306, 308

Three subgroup lemma 126
Torsion-complete group 109
Torsion-free 12
abelian group 114
rank 99, 422
Torsion group 12
Torsion-subgroup 93, 109, 132, 356
Total rank 455
Transfer 285
Transitive normality relation 402
Transitive permutation group 31
Translation 6,200
group 200
Transvection 75
Transversal 10
Triangular matrix 128
Triangularizable 451
Trivial module 134
Trivial representation 213
Trivial subgroup 8
Type of an element 115

Ulm, H. 113
Uniform automorphism 478
Unipotent matrix 221
Unitriangular matrix 127
Universal coefficients theorem 349, 354
Upper central series 125, 365
in finitely generated soluble groups 467
Upper Hirsch-Plotkin series 363
Upper nilpotent series 149
Upper $\pi^{\prime} \pi$-series 256

Variety of groups 58
Verbal subgroup 56
Von Dyck's Theorem 51

Walter, J.H. 294
Weak Nullstellensatz 470
Weakly closed 294
Wehrfritz, B.A.F. 477
Weight of a commutator 123
Weir, A.J. 159, 174
Wielandt
automorphism tower theorem 411
subgroup 398
theorems of $137,259,389,397,399$, 409

Wilson, J.S. 69, 154, 379
Witt, E. 123, 208
Word 45, 168
Word problem 54
generalized 158
Wreath product 32
base group of 33
complete 326

Zaicev, D.I. 459
Zappa, G. 150
Zassenhaus
lemma 64
theorems of 196, 204, 290, 451
Zelmanov, E.I. 428
Zero divisors in group rings 468
Z-group 378


[^0]:    $\dagger$ Robert Remak (1888-194?).

[^1]:    $\dagger$ Reinhold Baer (1902-1979).

[^2]:    $\dagger$ For a description of torsion-free abelian groups in terms of matrices see [b25].

[^3]:    $\dagger$ Anatolií Ivanovič Mal'cev (1909-1967).

