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Foreword

This book by Richard Bellman brought together a large number of results
which were scattered throughout the literature, The book had enormous impact in
such fields as numerical analysis, control theory, and statistics. It provided the
vision and spirit for the SIAM Journal on Matrix Analysis and Applications,

The reader should note that the problem sections contain many useful results
that are not easily found elsewhere. We believe this new SIAM edition will be of
continual benefit to researchers in the applied sciences where matrix analysis plays
a vital role.

Gene Golub
Editor-in-Chief
Classics in Applied Mathematics
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Preface to Second Edition

Since the publication of the First Edition of this book in 1960, the field of
matrix theory has expanded at a furious rate. In preparing a Second Edition, the
question arises of how to take into account this vast proliferation of topics,
methods, and results. Clearly, it would be impossible to retain any reasonable size
and also to cover the developments in new and old areas in some meaningful
fashion.

A compromise is, therefore, essential. We decided after much soulsearching
to add some new results in areas already covered by including exercises at the ends
of chapters and by updating references. New areas, on the other hand, are
represented by three additional chapters devoted to control theory, invariant
imbedding, and numerical inversion of the Laplace transform,

AsintheFirst Edition, we wish to emphasize the manner in which mathematical
investigations of new scientific problems generate novel and interesting questions
in matrix theory. Secondly, we hope to illustrate how the scientific background
provides valuable clues as to the results to expect and even as to the methods of
proof to employ. Many new areas have not been touched upon at all, or have been
just barely mentioned: graph theory, scheduling theory, network theory, linear
inequalities, and numerical analysis. We have preferred, for obvious reasons, to
concentrate on topics to which a considerable amount of personal effort has been
devoted.

Matrix theory is replete with fascinating results and elegant techniques. It is
a domain constantly stimulated by interactions with the outside world and it
contributes to all areas of the physical and social sciences. It represents a healthy
trend in modern mathematics.

Richard Bellman
University of Southern California

XX1




Preface

Our aim in this volume is to introduce the reader to the study of matrix theory,
a field which with a great deal of justice may be called the arithmetic of higher
mathematics.

Although this is a rather sweeping claim, let us see if we can justify it.
Surveying any of the classical domains of mathematics, we observe that the more
interesting and significant parts are characterized by an interplay of factors. This
interaction between individual elements manifests itself in the appearance of
functions of several variables and correspondingly in the shape of variables which
depend upon several functions. The analysis of these functions leads to
transformations of multidimensional type.

It soon becomes clear that the very problem of describing the problems that
arise is itself of formidable nature. One has only to refer to various texts of one
hundred years ago to be convinced that at the outset of any investigation there is
a very real danger of being swamped by a sea of arithmetical and algebraical detail.
And this is without regard of many conceptual and analytic difficulties that
multidimensional analysis inevitably conjures up.

It follows that at the very beginning a determined effort must be made to
devise a useful, sensitive, and perceptive notation. Although it would certainly be
rash to attempt to assign a numerical value to the dependence of successful
research upon well-conceived notation, it is not difficult to cite numerous examples
where the solutions become apparent when the questions are appropriately
formulated. Conversely, a major effort and great ingenuity would be required were
aclumsy and unrevealing notation employed. Think, for instance, of how it would
be to do arithmetic or algebra in terms of Roman numerals.

A well-designed notation attempts to express the essence of the underlying
mathematics without obscuring or distracting.

With this as our introduction, we can now furnish a very simple syllogism.
Matrices represent the most important of transformations, the linear transformations;
transformations lie at the heart of mathematics, consequently, our first statement.

This volume, the first of a series of volumes devoted to an exposition of the
results and methods of modern matrix theory, is intended to acquaint the reader
with the fundamental concepts of matrix theory. Subsequent volumes will expand
the domain in various directions. Here we shall pay particular attention to the field
of analysis, both from the standpoint of motivation and application.

In consequence, the contents are specifically slanted toward the needs and
aspirations of analysts, mathematical physicists, engineers of all shadings, and
mathematical economists.

It turns out that the analytical theory of matrices, at the level at which we shall

XXiii



XXiv Preface

treat it, falls rather neatly into three main categories: the theory of symmetric
matrices, which invades all fields, matrices and differential equations, of particular
concern to the engineer and physicist, and positive matrices, crucial in the areas of
probability theory and mathematical economics.

Although we have made no attempt to tie our exposition in with any actual
applications, we have consistently tried to show the origin of the principal
problems we consider.

We begin with the question of determining the maximum or minimum of a
function of several variables. Using the methods of calculus, we see that the
determination of a local maximum or minimum leads to the corresponding
question for functions of much simpler form, namely functions which are quadratic
in all the variables, under reasonable assumptions concerning the existence of a
sufficient number of partial derivatives.

In this fashion, we are led to consider quadratic forms, and thus symmetric
matrices,

We first treat the case of functions of two variables where the usual notation
suffices to derive all results of interest. Turning to the higher dimensional case, it
becomes clear a better notation will prove of value. Nevertheless, a thorough
understanding of the two-dimensional case is quite worthwhile, since all the
methods used in the multidimensional case are contained therein.

We turn aside, then, from the multidimensional maximization problem to
develop matrix notation. However, we systematically try to introduce at each stage
only those new symbols and ideas which are necessary for the problem at hand. It
may surprise the reader, for example, to see how far into the theory of symmetric
matrices one can penetrate without the concept of an inverse matrix.

Consistent with these ideas, we have not followed the usual approach of
deluging the novice with a flood of results concerning the solutions of linear
systems of equations. Without for one moment attempting to minimize the
importance of this study, it is still true that a significant number of interesting and
important results can be presented without slogging down this long and somewhat
wearisome road. The concept of linear independence is introduced in connection
with the orthogonalization process, where it plays a vital role. In the appendix we
present a proof of the fundamental result concerning the solutions of linear
systems, and a discussion of some of the principal results concerning the rank of
a matrix.

This concept of much significance in many areas of matrix theory is not as
important as might be thought in the regions we explore here. Too often, in many
parts of mathematics, the reader is required to swallow on faith a large quantity of
predigested material before being allowed to chew over any meaty questions, We
have tried to avoid this. Once it has been seen that a real problem exists, then there
is motivation for introducing more sophisticated concepts. This is the situation that
the mathematician faces in actual research and in many applications.

Although we have tried throughout to make the presentation logical, we have
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not belabored the point. Logic, after all, is a trick devised by the human mind to
solve certain types of problems. But mathematics is more than logic, it is logic plus
the creative process. How the logical devices that constitute the tools of mathematics
are to be combined to yield the desired results is not necessarily logical, no more
than the writing of a symphony is a logical exercise, or the painting of a picture an
exercise in syllogisms.

Having introduced square matrices, the class of greatest importance for our
work here, we turn to the problem of the canonical representation of real quadratic
forms, or alternatively of a real symmetric matrix. The most important result of this
analysis, and one that is basic for all subsequent development of the theory of
symmetric matrices, is the equivalence, in a sense that will be made precise below,
of every real symmetric matrix with a diagonal matrix.

In other words, multidimensional transformations of this type to a very great
extent can be regarded as a number of one-dimensional transformations performed
simultaneously.

The results of these preliminary chapters are instructive for several reasons.
In the first place, they show what a great simplification in proof can be obtained
by making an initial assumption concerning the simplicity of the characteristic
roots. Secondly, they show that two methods can frequently be employed to
circumvent the difficulties attendant upon multiplicity of roots. Both are potent
tools of the analyst. The first is induction, the second is continuity.

Of the two, continuity is the more delicate method, and requires for its
rigorous use, quite a bit more of sophistication than is required elsewhere in the
book. Consequently, although we indicate the applicability of this technique
wherever possible, we leave it to the ambitious reader to fill in the details.

Once having obtained the diagonal representation, we are ready to derive the
min-max properties of the characteristic roots discovered by Courant and Fischer.
The extension of these results to the more general operators arising from partial
differential equations by Courant is a fundamental result in the domain of analysis.

Having reached this point, it is now appropriate to introduce some other
properties of matrices. We turn then to a brief study of some of the important matrix
functions. The question of defining a general function of a matrix is quite abit more
complicated than might be imagined, and we discuss this only briefly. A number
of references to the extensive literature on the subject are given.

We now return to our original stimulus, the question of the range of values of
a quadratic form. However, we complicate the problem to the extent of adding
certain linear constraints. Not only is the problem of interest in itself, but it also
supplies a good reason for introducing rectangular matrices. Having gone this far,
it also turns out to be expedient to discuss matrices whose elements are themselves
matrices. This further refinement of the matrix notation is often exceedingly
useful.

Following this, we consider a number of interesting inequalities relating to
characteristic roots and various functions of the characteristic roots. This chapter
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is rather more specialized than any of the others in the volume and reflects perhaps
the personal taste of the author more than the needs of the reader.

The last chapter in the part devoted to symmetric matrices deals with the
functional equation technique of dynamic programming. A number of problems
related to maximization and minimization of quadratic forms and the solution of
linear systems are treated in this fashion. The analytic results are interesting in their
dependence upon parameters which are usually taken to be constant, while the
recurrence relations obtained in this way yield algorithms which are sometimes of
computational value.

In the second third of the volume, we turn our attention to the application of
matrix theory to the study of linear systems of differential equations, No previous
knowledge of differential equations is assumed or required. The requisite existence
and uniqueness theorems for linear systems will be demonstrated in the course of
the discussion.

The first important concept that enters in the study of linear systems with
constant coefficients is that of the matrix exponential. In terms of this matrix
function, we have an explicit solution of the differential equation. The case of
variable coefficients does not permit resolution in this easy fashion. To obtain an
analogous expression, it is necessary to introduce the product integral, a concept
we shall not enter into here. The product integral plays an important role in modern
quantum mechanics.

Although the construction of the exponential matrix solves in a very elegant
fashion the problem of constructing an explicit solution of the linear equation with
constant coefficients, it does not yield a useful representation for the individual
components of the vector solution. For this purpose, we employ a method due to
Euler for finding particular solutions of exponential type. In this way we are once
again led to the problem of determining characteristic roots and vectors of a matrix.

Since the matrix is in general no longer symmetric, the problem is very much
more complicated than before. Although there are again a number of canonical
forms, none of these are as convenient as that obtained for the case of the
symmetric or hermitian matrix.

The representation of the solution as a sum of exponentials, and limiting cases,
permits us to state a necessary and sufficient condition that all solutions of a
homogeneous system tend to the zero vector as the time becomes arbitrarily large.
This leads to a discussion of stability and the problem of determining in a simple
fashion when a given system is stable. The general problem is quite complicated.

Having obtained a variety of results for general, not necessarily symmetric,
matrices, we turn to what appears to be a problem of rather specialized interest.
Given a matrix A, how do we determine a matrix whose characteristic roots are
specified functions of the characteristic roots of A? If we ask that these functions
be certain symmetric functions of the characteristic roots of A, then in a very
natural fashion we are led to one of the important concepts of the algebraic side of
matrix theory, the Kronecker product of two matrices. As we shall see, however,
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in the concluding part of the book, this function of two matrices arises also in the
study of stochastic matrices.

The final part of the volume is devoted to the study of matrices all of whose
elements are non-negative. Matrices of this apparently specialized type arise in
two important ways. First in the study of Markoff processes, and secondly in the
study of various economic processes.

A consideration of the physical origin of these matrices makes intuitively
clear a number of quite important and interesting limit theorems associated with
the names of Markoff, Perron, and Frobenius. In particular, a variational
representation due to Wielandt plays a fundamental role in much of the theory of
positive matrices.

Abrief chapteris devoted to the study of stochastic matrices. This area dealing
with the multiplicative, and hence noncommutative, aspect of stochastic processes,
rather than the additive, and hence commutative, aspect, is almost completely
unexplored. The results we present are quite elementary and introductory.

Finally, in a series of appendices, we have added some results which were
either tangential to the main exposition, or else of quite specialized interest. The
applications of Selberg, Hermite, and Fischer of the theory of symmetric matrices
are, however, of such singular elegance that we felt that it was absolutely
imperative that they be included.

Now a few words to the reader first entering this fascinating field. As stated
above, this volume is designed to be an introduction to the theory of matrix
analysis. Although all the chapters are thus introductory in this sense, to paraphrase
Orwell, some are more introductory than others.

Consequently, it is not intended that the chapters be read consecutively. The
beginner is urged to read Chaps. 1 through 5 for a general introduction to
operations with matrices, and for the rudiments of the theory of symmetric
matrices. At this point, it would be appropriate to jump to the study of general
square matrices, using Chaps. 10 and 11 for this purpose. Finally, Chaps. 14 and
16 should be studied in order to understand the origins of Markoff matrices and
non-negative matrices in general. Together with the working out of a number of
the exercises, this should cover a semester course at an undergraduate senior, or
first-year graduate level.

The reader who is studying matrix theory on his own can follow the same
program.

Having attained this level, the next important topic is that of the minimum-
maximum characterization 