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## Foreword

This book by Richard Bellman brought together a large number of results which were scattered throughout the literature. The book had enormous impact in such fields as numerical analysis, control theory, and statistics. It provided the vision and spirit for the SIAM Journal on Matrix Analysis and Applications.

The reader should note that the problem sections contain many useful results that are not easily found elsewhere. We believe this new SIAM edition will be of continual benefit to researchers in the applied sciences where matrix analysis plays a vital role.

Gene Golub<br>Editor-in-Chief<br>Classics in Applied Mathematics

## Preface to Second Edition

Since the publication of the First Edition of this book in 1960, the field of matrix theory has expanded at a furious rate. In preparing a Second Edition, the question arises of how to take into account this vast proliferation of topics, methods, and results. Clearly, it would be impossible to retain any reasonable size and also to cover the developments in new and old areas in some meaningful fashion.

A compromise is, therefore, essential. We decided after much soulsearching to add some new results in areas already covered by including exercises at the ends of chapters and by updating references. New areas, on the other hand, are represented by three additional chapters devoted to control theory, invariant imbedding, and numerical inversion of the Laplace transform.

As in the First Edition, we wish toemphasize the manner in which mathematical investigations of new scientific problems generate novel and interesting questions in matrix theory. Secondly, we hope to illustrate how the scientific background provides valuable clues as to the results to expect and even as to the methods of proof to employ. Many new areas have not been touched upon at all, or have been just barely mentioned: graph theory, scheduling theory, network theory, linear inequalities, and numerical analysis. We have preferred, for obvious reasons, to concentrate on topics to which a considerable amount of personal effort has been devoted.

Matrix theory is replete with fascinating results and elegant techniques. It is a domain constantly stimulated by interactions with the outside world and it contributes to all areas of the physical and social sciences. It represents a healthy trend in modern mathematics.

Richard Bellman<br>University of Southern California

## Preface

Our aim in this volume is to introduce the reader to the study of matrix theory, a field which with a great deal of justice may be called the arithmetic of higher mathematics.

Although this is a rather sweeping claim, let us see if we can justify it. Surveying any of the classical domains of mathematics, we observe that the more interesting and significant parts are characterized by an interplay of factors. This interaction between individual elements marifests itself in the appearance of functions of several variables and correspondingly in the shape of variables which depend upon several functions. The analysis of these functions leads to transformations of multidimensional type.

It soon becomes clear that the very problem of describing the problems that arise is itself of formidable nature. One has only to refer to various texts of one hundred years ago to be convinced that at the outset of any investigation there is a very real danger of being swamped by a sea of arithmetical and algebraical detail. And this is without regard of many conceptual and analytic difficulties that multidimensional analysis inevitably conjures up.

It follows that at the very beginning a determined effort must be made to devise a useful, sensitive, and perceptive notation. Although it would certainly be rash to attempt to assign a numerical value to the dependence of successful research upon well-conceived notation, it is not difficult to cite numerous examples where the solutions become apparent when the questions are appropriately formulated. Conversely, a major effort and great ingenuity would be required were a clumsy and unrevealing notation employed. Think, for instance, of how it would be to do arithmetic or algebra in terms of Roman numerals.

A well-designed notation attempts to express the essence of the underlying mathematics without obscuring or distracting.

With this as our introduction, we can now furnish a very simple syllogism. Matrices represent the most important of transformations, the linear transformations; transformations lie at the heart of mathematics, consequently, our first statement.

This volume, the first of a series of volumes devoted to an exposition of the results and methods of modern matrix theory, is intended to acquaint the reader with the fundamental concepts of matrix theory. Subsequent volumes will expand the domain in various directions. Here we shall pay particular attention to the field of analysis, both from the standpoint of motivation and application.

In consequence, the contents are specifically slanted toward the needs and aspirations of analysts, mathematical physicists, engineers of all shadings, and mathematical economists.

It turns out that the analytical theory of matrices, at the level at which we shall
treat it, falls rather neatly into three main categories: the theory of symmetric matrices, which invades all fields, matrices and differential equations, of particular concern to the engineer and physicist, and positive matrices, crucial in the areas of probability theory and mathematical economics.

Although we have made no attempt to tie our exposition in with any actual applications, we have consistently tried to show the origin of the principal problems we consider.

We begin with the question of determining the maximum or minimum of a function of several variables. Using the methods of calculus, we see that the determination of a local maximum or minimum leads to the corresponding question for functions of much simpler form, namely functions which are quadratic in all the variables, under reasonable assumptions concerning the existence of a sufficient number of partial derivatives.

In this fashion, we are led to consider quadratic forms, and thus symmetric matrices.

We first treat the case of functions of two variables where the usual notation suffices to derive all results of interest. Turning to the higher dimensional case, it becomes clear a better notation will prove of value. Nevertheless, a thorough understanding of the two-dimensional case is quite worthwhile, since all the methods used in the multidimensional case are contained therein.

We turn aside, then, from the multidimensional maximization problem to develop matrix notation. However, we systematically try to introduce at each stage only those new symbols and ideas which are necessary for the problem at hand. It may surprise the reader, for example, to see how far into the theory of symmetric matrices one can penetrate without the concept of an inverse matrix.

Consistent with these ideas, we have not followed the usual approach of deluging the novice with a flood of results concerning the solutions of linear systems of equations. Without for one moment attempting to minimize the importance of this study, it is still true that a significant number of interesting and important results can be presented without slogging down this long and somewhat wearisome road. The concept of linear independence is introduced in connection with the orthogonalization process, where it plays a vital role. In the appendix we present a proof of the fundamental result concerning the solutions of linear systems, and a discussion of some of the principal results concerning the rank of a matrix.

This concept of much significance in many areas of matrix theory is not as important as might be thought in the regions we explore here. Too often, in many parts of mathematics, the reader is required to swallow on faith a large quantity of predigested material before being allowed to chew over any meaty questions. We have tried to avoid this. Once it has been seen that a real problem exists, then there is motivation forintroducing more sophisticated concepts. This is the situation that the mathematician faces in actual research and in many applications.

Although we have tried throughout to make the presentation logical, we have
not belabored the point. Logic, after all, is a trick devised by the human mind to solve certain types of problems. But mathematics is more than logic, it is logic plus the creative process. How the logical devices that constitute the tools of mathematics are to be combined to yield the desired results is not necessarily logical, no more than the writing of a symphony is a logical exercise, or the painting of a picture an exercise in syllogisms.

Having introduced square matrices, the class of greatest importance for our work here, we turn to the problem of the canonical representation of real quadratic forms, or alternatively of a real symmetric matrix. The most important result of this analysis, and one that is basic for all subsequent development of the theory of symmetric matrices, is the equivalence, in a sense that will be made precise below, of every real symmetric matrix with a diagonal matrix.

In other words, multidimensional transformations of this type to a very great extent can be regarded as a number of one-dimensional transformations performed simultaneously.

The results of these preliminary chapters are instructive for several reasons. In the first place, they show what a great simplification in proof can be obtained by making an initial assumption concerning the simplicity of the characteristic roots. Secondly, they show that two methods can frequently be employed to circumvent the difficulties attendant upon multiplicity of roots. Both are potent tools of the analyst. The first is induction, the second is continuity.

Of the two, continuity is the more delicate method, and requires for its rigorous use, quite a bit more of sophistication than is required elsewhere in the book. Consequently, although we indicate the applicability of this technique wherever possible, we leave it to the ambitious reader to fill in the details.

Once having obtained the diagonal representation, we are ready to derive the $\min$-max properties of the characteristic roots discovered by Courant and Fischer. The extension of these results to the more general operators arising from partial differential equations by Courant is a fundamental result in the domain of analysis.

Having reached this point, it is now appropriate to introduce some other properties of matrices. We turn then to a brief study of some of the important matrix functions. The question of defining a general function of a matrix is quite abit more complicated than might be imagined, and we discuss this only briefly. A number of references to the extensive literature on the subject are given.

We now return to our original stimulus, the question of the range of values of a quadratic form. However, we complicate the problem to the extent of adding certain linear constraints. Not only is the problem of interest in itself, but it also supplies a good reason for introducing rectangular matrices. Having gone this far, it also turns out to be expedient to discuss matrices whose elements are themselves matrices. This further refinement of the matrix notation is often exceedingly useful.

Following this, we consider a number of interesting inequalities relating to characteristic roots and various functions of the characteristic roots. This chapter
is rather more specialized than any of the others in the volume and reflects perhaps the personal taste of the author more than the needs of the reader.

The last chapter in the part devoted to symmetric matrices deals with the functional equation technique of dynamic programming. A number of problems related to maximization and minimization of quadratic forms and the solution of linear systems are treated in this fashion. The analytic results are interesting in their dependence upon parameters which are usually taken to be constant, while the recurrence relations obtained in this way yield algorithms which are sometimes of computational value.

In the second third of the volume, we turn our attention to the application of matrix theory to the study of linear systems of differential equations. No previous knowledge of differential equations is assumed or required. The requisite existence and uniqueness theorems for linear systems will be demonstrated in the course of the discussion.

The first important concept that enters in the study of linear systems with constant coefficients is that of the matrix exponential. In terms of this matrix function, we have an explicit solution of the differential equation. The case of variable coefficients does not permit resolution in this easy fashion. To obtain an analogous expression, it is necessary to introduce the product integral, a concept we shall not enter into here. The product integral plays an important role in modern quantum mechanics.

Although the construction of the exponential matrix solves in a very elegant fashion the problem of constructing an explicit solution of the linear equation with constant coefficients, it does not yield a useful representation for the individual components of the vector solution. For this purpose, we employ a method due to Euler for finding particular solutions of exponential type. In this way we are once again led to the problem of determining characteristic roots and vectors of a matrix.

Since the matrix is in general no longer symmetric, the problem is very much more complicated than before. Although there are again a number of canonical forms, none of these are as convenient as that obtained for the case of the symmetric or hermitian matrix.

The representation of the solution as a sum of exponentials, and limiting cases, permits us to state a necessary and sufficient condition that all solutions of a homogeneous system tend to the zero vector as the time becomes arbitrarily large. This leads to a discussion of stability and the problem of determining in a simple fashion when a given system is stable. The general problem is quite complicated.

Having obtained a variety of results for general, not necessarily symmetric, matrices, we turn to what appears to be a problem of rather specialized interest. Given a matrix $A$, how do we determine a matrix whose characteristic roots are specified functions of the characteristic roots of $A$ ? If we ask that these functions be certain symmetric functions of the characteristic roots of $A$, then in a very natural fashion we are led to one of the important concepts of the algebraic side of matrix theory, the Kronecker product of two matrices. As we shall see, however,
in the concluding part of the book, this function of two matrices arises also in the study of stochastic matrices.

The final part of the volume is devoted to the study of matrices all of whose elements are non-negative. Matrices of this apparently specialized type arise in two important ways. First in the study of Markoff processes, and secondly in the study of various economic processes.

A consideration of the physical origin of these matrices makes intuitively clear a number of quite important and interesting limit theorems associated with the names of Markoff, Perron, and Frobenius. In particular, a variational representation due to Wielandt plays a fundamental role in much of the theory of positive matrices.

A brief chapter is devoted to the study of stochastic matrices. This area dealing with the multiplicative, and hence noncommutative, aspect of stochastic processes, rather than the additive, and hence commutative, aspect, is almost completely unexplored. The results we present are quite elementary and introductory.

Finally, in a series of appendices, we have added some results which were either tangential to the main exposition, or else of quite specialized interest. The applications of Selberg, Hermite, and Fischer of the theory of symmetric matrices are, however, of such singular elegance that we felt that it was absolutely imperative that they be included.

Now a few words to the reader first entering this fascinating field. As stated above, this volume is designed to be an introduction to the theory of matrix analysis. Although all the chapters are thus introductory in this sense, to paraphrase Orwell, some are more introductory than others.

Consequently, it is not intended that the chapters be read consecutively. The beginner is urged to read Chaps. 1 through 5 for a general introduction to operations with matrices, and for the rudiments of the theory of symmetric matrices. At this point, it would be appropriate to jump to the study of general square matrices, using Chaps. 10 and 11 for this purpose. Finally, Chaps. 14 and 16 should be studied in order to understand the origins of Markoff matrices and non-negative matrices in general. Together with the working out of a number of the exercises, this should cover a semester course at an undergraduate senior, or first-year graduate level.

The reader who is studying matrix theory on his own can follow the same program.

Having attained this level, the next important topic is that of the minimummaximum characterization of the characteristic roots. Following this, we would suggest Kronecker products. From here, Chap. 6 seems appropriate. At this point, the remaining chapters can be taken in any order.

Now a few comments concerning the exercises. Since the purpose of mathematics is to solve problems, it is impossible to judge one's progress without breaking a lance on a few problems from stage to stage. What we have attempted to do is to provide problems of all levels of difficulty, starting from those which
merely illustrate the text and ending with those which are of considerable difficulty. These latter have usually been lifted from current research papers.

Generally, the problems immediately following the sections are routine and included for drill purpose. A few are on a higher level, containing results which we shall use at a subsequent time. Since they can be established without too much effort we felt that it would be better to use them as exercises than to expand the text unduly by furnishing the proofs. In any case, the repetition of the same technique would make for tedious reading.

On the other hand, the problems at the end of the chapter in the Miscellaneous Exercises are usually of a higher level, with some of greater complexity than others. Although the temptation is to star those problems which we consider more difficult, a little thought shows that this is bad pedagogy. After all, the purpose of a text such as this is to prepare the student to solve problems on his own, as they appear in research in the fields of analysis, mathematical physics, engineering, mathematical economics, and so forth. It is very seldom the case that a problem arising in this fashion is neatly stated with a star attached. Furthermore, it is important for the student to observe that the complication of a problem can practically never be gauged by its formulation. One very quickly learns that some very simple statements can conceal major difficulties. Taking this all into account, we have mixed problems of all levels together in a fairly random fashion and with no warning as to their complexity. It follows that in attacking these problems, one should do those that can be done, struggle for a while with the more obdurate ones, and then return to these from time to time, as maturity and analytic ability increase.

Next, a word about the general plan of the volume. Not only do we wish to present a number of the fundamental results, but far more importantly, we wish to present a variety of fundamental methods. In order to do this, we have at several places presented alternative proofs of theorems, or indicated alternative proofs in the exercises. It is essential to realize that there are many different approaches to matrix theory, as indeed to all parts of mathematics. The importance of having all approaches available lies in the fact that different extensions may require different approaches. Indeed, some extensions may be routine with one approach and formidable, or impossible, following other routes.

In this direction, although it is quite elegant and useful to derive many of the results of matrix theory from results valid for general operators, it is also important to point out various special techniques and devices which are particularly valuable in dealing with finite-dimensional transformations. It is for this reason that we have tried to rescue from oblivion a number of simple and powerful approaches which were used fifty to seventy-five years ago in the days of halcyon innocence.

The human mind being what it is, repetition and cross-sections from different angles are powerful pedagogical devices. In this connection, it is appropriate to quote Lewis Carroll in the Hunting of the Snark, Fit the First-"I have said it thrice: What I tell you three times is true."-The Bellman.

Let us now briefly indicate some of the many fundamental aspects of matrix
theory which have reluctantly not been discussed in this volume.
In the first place, we have omitted any discussion of the theory of computational treatment of matrices. This theory has vastly expanded in recent years, stimulated by the extraordinary abilities of modern computers and those that are planned for the immediate future, and by the extraordinary demands of the current physical and economic scenes.

The necessity for the development of new techniques in the numerical treatment of matrices lies in the fact that the problem of solving systems of linear equations involving a large number of variables, or that of finding the characteristic roots and vectors of a matrix of high dimension, cannot be treated in any routine fashion. Any successful treatment of these problems requires the use of new and subtle techniques. So much work has been done in this field that we thought it wise to devote a separate volume of this series to its recital. This volume will be written by George Forsythe.

In a different direction, the combinatorial theory of matrices has mushroomed in recent years. The mathematical theory of games of Borel and von Neumann, the theory of linear programming, and the mathematical study of scheduling theory have all combined to create virtually a new field of matrix theory. Not only do novel and significant analytic and algebraic problems arise directly in this way, but the pressure of obtaining computational results also has resulted in the development of still further techniques and concepts. A volume devoted to this field will be written by Alan Hoffman.

Classically, topological aspects of matrix theory entered by way of the study of electrical networks. Here we encounter a beautiful blend of analytic, algebraic, and geometric theory. A volume on this important field is to be written by Louis Weinberg.

We have, of course, barely penetrated the domain of matrix theory in the foregoing enumeration of topics.

On the distant horizon, we foresee a volume on the advanced theory of matrix analysis. This would contain, among other results, various aspects of the theory of functions of matrices, the Loewner theory, the Siegel theory of modular functions of matrices, and the $R$ matrices of Wigner. In the more general theory of functionals of matrices, the Baker-Campbell-Hausdorff theory leads to the study of product integrals. These theories have assumed dominant roles in many parts of modern mathematical physics.

Another vast field of matrix analysis has developed in connection with the study of multivariate analysis in mathematical statistics. Again we have felt that results in this domain are best presented with the background and motivation of statistics.

In a common ground between analysis and algebra, we meet the theory of group representation with its many beautiful applications to algebra, analysis, and mathematical physics. This subject also requires a separate volume.

In the purely algebraic domain, there is the treatment of ideal theory by way
of matrices due to Poincare. We have not mentioned this because of the necessity for the introduction of rather sophisticated concepts. In the exercises, however, there are constant reminders of the interconnection between complex numbers, quaternions, and matrices, and hints of more general connections.

Closely related is the study of matrices with integer elements, a number theory of matrices. Despite the attractiveness of these topics, we felt that it would be best to have them discussed in detail in a separate volume.

It is important to note that not even the foregoing enumeration exhausts the many roles played by matrices in modern mathematics and its applications.

We have included inthe discussions at the ends of the chapters, andoccasionally in the exercises, a large number of references to original papers, current research papers, and various books on matrix theory. The reader who becomes particularly interested in a topic may thus pursue it thoroughly. Nonetheless, we make no pretension to an exhaustive bibliography, and many significant papers are not mentioned.

Finally, I wish to express my heartfelt appreciation of the efforts of a number of friends who devotedly read through several drafts of the manuscript. Through their comments and criticisms, a number of significant improvements resulted in content, in style, and in the form of many interesting exercises. To Paul Brock, Ky Fan, and Olga Taussky, thanks.

My sincere thanks are also due to Albert Madansky and Ingram Olkin who read several chapters and furnished a number of interesting exercises.

I would like especially to express my gratitude to The RAND Corporation for its research policies which have permitted generous support of my work in the basic field of matrix theory. This has been merely one aspect of the freedom offered by RAND to pursue those endeavors which simultaneously advance science and serve the national interest.

At the last, a vote of thanks to my secretary, Jeanette Hiebert, who unflinchingly typed hundreds of pages of equations, uncomplainingly made revision after revision, and devotedly helped with the proofreading.

Richard Bellman

## 1

## Maximization, Minimization, and Motivation

1. Introduction. The purpose of this opening chapter is to show how the question of ascertaining the range of values of a homogeneous quadratic function of two variables enters in a very natural way in connection with the problem of determining the maximum or minimum of a general function of two variables.

We shall treat the problem of determining the extreme values of a quadratic function of two variables, or as we shall say, a quadratic form in two variables, in great detail. There are several important reasons for doing so. In the first place, the three different techniques we employ, algebraic, analytic, and geometric, can all, suitably interpreted, be generalized to apply to the multidimensional cases we consider subsequently. Even more important from the pedagogical point of view is the fact that the algebraic and analytic detail, to some extent threatening in the twodimensional case but truly formidable in the $N$-dimensional case, rather pointedly impels us to devise a new notation.

A detailed examination of this case thus furnishes excellent motivation for the introduction of new concepts.
2. Maximization of Functions of One Variable. Let $f(x)$ be a real function of the real variable $x$ for $x$ in the closed interval $[a, b]$, and let us suppose that it possesses a convergent Taylor series of the form

$$
\begin{equation*}
f(x)=f(c)+(x-c) f^{\prime}(c)+\frac{(x-c)^{2}}{2!} f^{\prime \prime}(c)+\cdots \tag{1}
\end{equation*}
$$

around each point in the open interval ( $a, b$ ).
Let $c$ be a stationary point of $f(x)$, which is to say a point where $f^{\prime}(x)=0$, and let it be required to determine whether $c$ is a point at which $f(x)$ is a relative maximum, a relative minimum, or a stationary point of more complicated nature.

If $c$ is a stationary point, the expansion appearing in (1) takes the simpler form

$$
\begin{equation*}
f(x)=f(c)+\frac{(x-c)^{2}}{2!} f^{\prime \prime}(c)+\cdots \tag{2}
\end{equation*}
$$

If $f^{\prime \prime}(c)=0$, we must consider further terms in the expansion. If, however, $f^{\prime \prime}(c) \neq 0$, its sign tells the story. When $f^{\prime \prime}(c)>0, f(x)$ has a relative minimum at $x=c$; when $f^{\prime \prime}(c)<0, f(x)$ has a relative maximum at $x=c$.

## EXERCISE

1. If $f^{\prime \prime}(c)=0$, what are sufficient conditions that $c$ furnish a relative maximum?
2. Maximization of Functions of Two Variables. Let us now pursue the same question for a function of two variables, $f(x, y)$, defined over the rectangle $a_{1} \leq x \leq b_{1}, a_{2} \leq y \leq b_{2}$, and possessing a convergent Taylor series around each point ( $c_{1}, c_{2}$ ) inside this region. Thus, for $\left|x-c_{1}\right|$ and $\left|y-c_{2}\right|$ sufficiently small, we have

$$
\begin{align*}
f(x, y)=f\left(c_{1}, c_{2}\right) & +\left(x-c_{1}\right) \frac{\partial f}{\partial c_{1}}+\left(y-c_{2}\right) \frac{\partial f}{\partial c_{2}}+\frac{\left(x-c_{1}\right)^{2}}{2} \frac{\partial^{2} f}{\partial c_{1}{ }^{2}} \\
& +\left(x-c_{1}\right)\left(y-c_{3}\right) \frac{\partial^{2} f}{\partial c_{1} \partial c_{2}}+\frac{\left(y-c_{2}\right)^{2}}{2} \frac{\partial^{2} f}{\partial c_{2}{ }^{2}}+\cdots \tag{1}
\end{align*}
$$

Here

$$
\begin{array}{ll}
\frac{\partial f}{\partial c_{1}}=\frac{\partial f}{\partial x} \text { at } x=c_{1} & y=c_{2} \\
\frac{\partial f}{\partial c_{2}}=\frac{\partial f}{\partial y} \text { at } x=c_{1} & y=c_{2} \tag{2}
\end{array}
$$

and so on.
Let ( $c_{1}, c_{2}$ ) be a stationary point of $f(x, y)$ which means that we have the equations

$$
\begin{equation*}
\frac{\partial f}{\partial c_{1}}=0 \quad \frac{\partial f}{\partial c_{2}}=0 \tag{3}
\end{equation*}
$$

Then, as in the foregoing section, the nature of $f(x, y)$ in the immediate neighborhood of ( $c_{1}, c_{2}$ ) depends upon the behavior of the quadratic terms appearing in the expansion in (1), namely,

$$
\begin{equation*}
Q_{2}(x, y)=a\left(x-c_{1}\right)^{2}+2 b\left(x-c_{1}\right)\left(y-c_{2}\right)+c\left(y-c_{2}\right)^{2} \tag{4}
\end{equation*}
$$

where to simplify the notation we have set

$$
\begin{equation*}
a=\frac{1}{2} \frac{\partial^{2} f}{\partial c_{1}{ }^{2}} \quad 2 b=\frac{\partial^{2} f}{\partial c_{1} \partial c_{2}} \quad c=\frac{1}{2} \frac{\partial^{2} f}{\partial c_{2}{ }^{2}} \tag{5}
\end{equation*}
$$

To simplify the algebra still further, let us set

$$
\begin{equation*}
x-c_{1}=u \quad y-c_{2}=v \tag{6}
\end{equation*}
$$

and consider the homogeneous quadratic expression

$$
\begin{equation*}
Q(u, v)=a u^{2}+2 b u v+c v^{2} \tag{7}
\end{equation*}
$$

An expression of this type will be called a quadratic form, specifically a quadratic form in the two variables $u$ and $v$.

Although we are interested only in the behavior of $Q(u, v)$ in the vicinity of $u=v=0$, the fact that $Q(u, v)$ is homogeneous permits us to examine, if we wish, the range of values of $Q(u, v)$ as $u$ and $v$ take all real values, or, if it is more convenient, the set of values assumed on $u^{2}+v^{2}=1$.

The fact that $Q(k u, k v)=k^{2} Q(u, v)$ for any value of $k$ shows that the set of values assumed on the circle $u^{2}+v^{2}=k^{2}$ is related in a very simple way to the values assumed on $u^{2}+v^{2}=1$.

If $Q(u, v)>0$ for all $u$ and $v$ distinct from $u=v=0, f(x, y)$ will have a relative minimum at $x=c_{1}, y=c_{2}$; if $Q(u, v)<0$, there will be a relative maximum. If $Q(u, v)$ can assume both negative and positive values, we face a stationary point of more complicated type-a saddle point.

Although a number of quite interesting algebraic and geometric questions arise in connection with saddle points, we shall not be concerned with these matters in this volume.

If $Q(u, v)$ is identically zero, the problem is, of course, even more complicated, but one, fortunately, of no particular importance.

## EXERCISE

2. Can the study of the positivity or negativity of a homogeneous form of the fourth degree, $Q(u, v)=a_{0} u^{4}+a_{1} u^{2} v+a_{2} u^{2} v^{2}+a_{3} u v^{3}+a_{4} v^{4}$, be reduced to the study of the corresponding problem for quadratic forms?
3. Algebraic Approach. Let us now see if we can obtain some simple relations connecting the coefficients $a, b$, and $c$ which will tell us which of the three situations described above actually occurs for any given quadratic form, $a u^{2}+2 b u v+c v^{2}$, with real coefficients.

In order to determine the sign of $Q(u, v)$, we complete the square in the expression $a u^{2}+2 b u v$ and write $Q(u, v)$ in the following form:

$$
\begin{equation*}
Q(u, v)=a\left(u+\frac{b v}{a}\right)^{2}+\left(c-\frac{b^{2}}{a}\right) v^{2} \tag{1}
\end{equation*}
$$

provided that $\boldsymbol{a} \neq 0$.
If $a=0$, but $c \neq 0$, we carry out the same type of transformation, reversing the roles of $u$ and $v$. If $a=c=0$, then $Q(u, v)$ reduces to

2buv. If $b \neq 0$, it is clear that $Q(u, v)$ can assume both negative and positive values. If $b=0$, the quadratic form disappears.

Let us then henceforth assume that $a \neq 0$, since otherwise the problem is readily resolved.

From (1) it follows that $Q(u, v)>0$ for all nontrivial $u$ and $v$ (i.e., for all $u$ and $v$ distinct from the pair ( 0,0 ). We shall employ this expression frequently below), provided that

$$
\begin{equation*}
a>0 \quad c-\frac{b^{2}}{a}>0 \tag{2}
\end{equation*}
$$

Similarly, $Q(u, v)<0$ for all nontrivial $u$ and $v$, provided that we have the inequalities

$$
\begin{equation*}
a<0 \quad c-\frac{b^{2}}{a}<0 \tag{3}
\end{equation*}
$$

Conversely, if $Q$ is positive for all nontrivial $u$ and $v$, then the two inequalities in (2) must hold, with a similar result holding for the case where $Q$ is negative for all nontrivial $u$ and $v$.

We have thus proved the following theorem.
Theorem 1. A set of necessary and sufficient conditions that $Q(u, v)$ bepositive for all nontrivial $u$ and $v$ is that

$$
a>0 \quad\left|\begin{array}{ll}
a & b  \tag{4}\\
b & c
\end{array}\right|>0
$$

Observe that we say a set of necessary and sufficient conditions, since there may be, and actually are, a number of alternative, but, of course, equivalent, sets of necessary and sufficient conditions. We usually try to obtain as many alternative sets as possible, since some are more convenient to apply than others in various situations.

## EXERCISE

1. Show that a set of necessary and sufficient conditions that $Q(u, v)$ be positive is that $c>0, a c-b^{1}>0$.
2. Analytic Approach. As noted above, to determine the range of values of $Q(u, v)$ it is sufficient to examine the set of values assumed by $Q(u, v)$ on the circle $u^{2}+v^{2}=1$. If $Q$ is to be positive for all nontrivial values of $u$ and $v$, we must have

$$
\begin{equation*}
\min _{u^{2}+v^{2}=1} Q(u, v)>0 \tag{1}
\end{equation*}
$$

while the condition

$$
\begin{equation*}
\max _{u^{2}+v^{2}=1} Q(u, v)<0 \tag{2}
\end{equation*}
$$

is the required condition that $Q(u, v)$ be negative for all $u$ and $v$ on the unit circumference.

To treat these variational problems in a symmetric fashion, we employ a Lagrange multiplier. Consider the problem of determining the stationary points of the new quadratic expression

$$
\begin{equation*}
R(u, v)=a u^{2}+2 b u v+c v^{2}-\lambda\left(u^{2}+v^{2}\right) \tag{3}
\end{equation*}
$$

The conditions $\partial R / \partial u=\partial R / \partial v=0$ yield the two linear expressions

$$
\begin{align*}
a u+b v-\lambda u & =0 \\
b u+c v-\lambda v & =0 \tag{4}
\end{align*}
$$

Eliminating $u$ and $v$ from these two equations, we see that $\lambda$ satisfies the determinantal equation

$$
\begin{gather*}
\left|\begin{array}{cc}
a-\lambda & b \\
b & c-\lambda
\end{array}\right|=0  \tag{5}\\
\lambda^{2}-(a+c) \lambda+a c-b^{2}=0 \tag{6}
\end{gather*}
$$

or
Since the discriminant is

$$
\begin{equation*}
(a+c)^{2}-4\left(a c-b^{2}\right)=(a-c)^{2}+4 b^{2} \tag{7}
\end{equation*}
$$

clearly non-negative, we see that the roots of (6) which we shall call $\lambda_{1}$ and $\lambda_{2}$ are always real. Unless $a=c$ and $b=0$, these roots are distinct. Let us consider the case of distinct roots in detail.

If $b=0$, the roots of the quadratic in (6) are $\lambda_{1}=a, \lambda_{2}=c$. In the first case, $\lambda_{1}=a$, the equations in (4) are

$$
\begin{equation*}
\left(a-\lambda_{1}\right) u=0 \quad\left(c-\lambda_{1}\right) v=0 \tag{8}
\end{equation*}
$$

which leaves $u$ arbitrary and $v=0$, if $a \neq c$. Since we are considering only the case of distinct roots, this must be so.

If $b \neq 0$, we obtain the nontrivial solutions of (4) by using one of the equations and discarding the other. Thus $u$ and $v$ are connected by the relation

$$
\begin{equation*}
\left(a-\lambda_{1}\right) u=-b v \tag{9}
\end{equation*}
$$

In order to talk about a particular solution, let us add the requirement that $u^{2}+v^{2}=1$. This is called a normalization. The values of $u$ and $v$ determined in this way are

$$
\begin{align*}
u_{1} & =-b /\left(b^{2}+\left(a-\lambda_{1}\right)^{2}\right)^{1 / 2} \\
v_{1} & =\left(a-\lambda_{1}\right) /\left(b^{2}+\left(a-\lambda_{1}\right)^{2}\right)^{3 / 4} \tag{10}
\end{align*}
$$

with another set $\left(u_{2}, v_{2}\right)$ determined in a similar fashion when $\lambda_{2}$ is used in place of $\lambda_{1}$.
6. Analytic Approach-II. Once $\lambda_{1}$ and $\lambda_{2}$ have been determined by way of (5.6), ${ }^{1} u_{i}$ and $v_{i}$ are determined by the formulas of (5.10). These values, when substituted, yield the required minimum and maximum values of $a u^{2}+2 b u v+c v^{2}$ on $u^{2}+v^{2}=1$.

It turns out, however, that we can proceed in a very much more adroit fashion. Returning to the linear equations in (5.4), and multiplying the first by $u$ and the second by $v$, we obtain

$$
\begin{equation*}
a u^{2}+2 b u v+c v^{2}-\lambda\left(u^{2}+v^{2}\right)=0 \tag{1}
\end{equation*}
$$

This result is not unexpected; it is a special case of Euler's theorem concerning homogeneous functions, i.e.,

$$
\begin{equation*}
u \frac{\partial Q}{\partial u}+v \frac{\partial Q}{\partial v}=2 Q \tag{2}
\end{equation*}
$$

if $Q(u, v)$ is homogeneous of degree 2. Since $u_{i}{ }^{2}+v_{i}{ }^{2}=1$, for $i=1,2$, we see that

$$
\begin{align*}
& \lambda_{1}=a u_{1}^{2}+2 b u_{1} v_{1}+c v_{1}^{2} \\
& \lambda_{2}=a u_{2}^{2}+2 b u_{2} v_{2}+c v_{2}^{2} \tag{3}
\end{align*}
$$

Hence one solution of the quadratic equation in (5.6) is the required maximum, with the other the required minimum.

We observe then the remarkable fact that the maximum and minimum values of $Q(u, v)$ can be obtained without any explicit calculation of the points at which they are obtained. Nonetheless, as we shall see, these points have important features of their own.

Let us now derive an important property of the points ( $u_{i}, v_{i}$ ), still without using their explicit values.

As we have seen in the foregoing sections, these points are determined by the sets of equations

$$
\begin{array}{rlrl}
a u_{1}+b v_{1}-\lambda_{1} u_{1} & =0 & a u_{2}+b v_{2}-\lambda_{2} u_{2} & =0 \\
b u_{1}+c v_{1}-\lambda_{1} v_{1} & =0 & b u_{2}+c v_{2}-\lambda_{2} u_{2} & =0  \tag{4}\\
u_{1}^{2}+v_{1}^{2} & =1 & u_{2}^{2}+v_{2}^{2} & =1
\end{array}
$$

Considering the first set, we have, upon multiplying the first equation by $u_{2}$, the second by $v_{2}$, and adding,

$$
\left.\begin{array}{rl}
u_{2}\left(a u_{1}+b v_{1}\right. & \left.-\lambda_{1} u_{1}\right)+v_{2}\left(b u_{1}+c v_{1}-\lambda_{1} v_{1}\right) \\
& =a u_{1} u_{2}+b\left(u_{2} v_{1}+u_{1} v_{2}\right)+c v_{1} v_{2}-\lambda_{1}\left(u_{1} u_{2}+v_{1} v_{2}\right) \tag{5}
\end{array}\right)=0
$$

Similarly, the second set yields

$$
\begin{equation*}
a u_{1} u_{2}+b\left(u_{2} v_{1}+u_{1} v_{2}\right)+c v_{1} v_{2}-\lambda_{2}\left(u_{1} u_{2}+v_{1} v_{2}\right)=0 \tag{6}
\end{equation*}
$$

[^0]Subtracting, we have

$$
\begin{equation*}
\left(\lambda_{1}-\lambda_{2}\right)\left(u_{1} u_{2}+v_{1} v_{2}\right)=0 \tag{7}
\end{equation*}
$$

Since $\lambda_{1} \neq \lambda_{2}$ (by assumption), we obtain the result that

$$
\begin{equation*}
u_{1} u_{2}+v_{1} v_{2}=0 \tag{8}
\end{equation*}
$$

The geometric significance of this relation will be discussed below.
Let us also note that the quantity $u_{1} v_{2}-u_{2} v_{1}$ is nonzero. For assume that it were zero. Then, together with (8), we would have the two linear equations in $u_{1}$ and $v_{1}$,

$$
\begin{align*}
& u_{1} u_{2}+v_{1} v_{2}=0 \\
& u_{1} v_{2}-v_{1} u_{2}=0 \tag{9}
\end{align*}
$$

Since $u_{1}$ and $v_{1}$ are not both zero, a consequence of the normalization conditions in (4), we must have the determinantal relation

$$
\left|\begin{array}{rr}
u_{2} & v_{2}  \tag{10}\\
v_{2} & -u_{2}
\end{array}\right|=0
$$

or $u_{2}{ }^{2}+v_{2}{ }^{2}=0$, contradicting the last relation in (4).

## EXERCISE

1. Show that for any two sets of values $\left(u_{1}, u_{2}\right)$ and $\left(v_{1}, v_{2}\right)$ we have the relation

$$
\left(u_{1}{ }^{2}+v_{1}{ }^{2}\right)\left(u_{2}^{2}+v_{2}^{2}\right)=\left(u_{1} u_{3}+v_{1} v_{3}\right)^{2}+\left(u_{1} v_{2}-u_{3} v_{1}\right)^{2},
$$

and thus again that $u_{1} v_{2}-u_{2} v_{1} \neq 0$ if the $u_{i}$ and $v_{i}$ are as above.
7. A Simplifying Transformation. Armed with a knowledge of the properties of the ( $u_{i}, v_{i}$ ) contained in (6.4) and (6.8), let us see what happens if we make the change of variable

$$
\begin{align*}
u & =u_{1} u^{\prime}+u_{2} v^{\prime} \\
v & =v_{1} u^{\prime}+v_{2} v^{\prime} \tag{1}
\end{align*}
$$

This is a one-to-one transformation since the determinant $u_{1} v_{2}-u_{3} v_{1}$ is nonzero, as noted at the end of Sec. 6.

In the first place, we see that

$$
\begin{align*}
u^{2}+v^{2}=\left(u_{1}^{2}+v_{1}^{2}\right) u^{\prime 2}+\left(u_{2}^{2}+\right. & \left.v_{2}^{2}\right) v^{\prime 2} \\
& +2\left(u_{1} u_{2}+v_{1} v_{2}\right) u^{\prime} v^{\prime}=u^{\prime 2}+v^{\prime 2} \tag{2}
\end{align*}
$$

It follows that theset of values assumed by $Q(u, v)$ on thecircle $u^{2}+v^{2}=1$ is the same as the set of values assumed by $Q\left(u_{1} u^{\prime}+u_{2} v^{\prime}, v_{1} u^{\prime}+v_{2} v^{\prime}\right)$ on the circle $u^{\prime 2}+v^{\prime 2}=1$.

Let us now see what the expression for $Q$ looks like in terms of the new variables. We have, upon collecting terms,

$$
\begin{align*}
& Q\left(u_{1} u^{\prime}+u u_{s} v^{\prime}, v_{1} u^{\prime}+v_{2} v^{\prime}\right) \\
&=\left(a u_{1}^{2}+2 b u_{1} v_{1}+c v_{1}^{2}\right) u^{\prime 2}+\left(a u_{2}^{2}+2 b u_{2} v_{2}+c v_{2}^{2}\right) v^{\prime 2} \\
&+2\left(a u_{1} u_{2}+b\left(u_{1} v_{2}+u_{2} v_{1}\right)+c v_{1} v_{2}\right) u^{\prime} v^{\prime} \tag{3}
\end{align*}
$$

Referring to (6.3), (6.6), and (6.8), we see that this reduces to

$$
\begin{equation*}
\lambda_{1} u^{\prime 2}+\lambda_{2} v^{\prime 2} \tag{4}
\end{equation*}
$$

The effect of the change of variable has been to eliminate the crossproduct term 2 buw.

This is quite convenient for various algebraic, analytic and geometric purposes, as we shall have occasion to observe in subsequent chapters where a similar transformation will be applied in the multidimensional case.

As a matter of fact, the principal part of the theory of quadratic forms rests upon the fact that an analogous result holds for quadratic forms in any number of variables.

## EXERCISE

1. Referring to (4), determine the conic section deseribed by the equation $Q(u, v)=1$ in the following casea:
(a) $\lambda_{1}>0, \lambda_{2}>0$
(b) $\lambda_{1}>0, \lambda_{2}<0$
(c) $\lambda_{1}=\lambda_{2}>0$
(d) $\lambda_{1}=0, \lambda_{2}>0$
2. Another Necessary and Sufficient Condition. Using the preceding representation, we see that we can make the following statement.

Theorem 2. A necessary and sufficient condition that $\mathbf{Q}(u, v)$ be positive for all nontrivial $u$ and $v$ is that the roots of the determinantal equation

$$
\left|\begin{array}{cc}
a-\lambda & b  \tag{1}\\
b & c-\lambda
\end{array}\right|=0
$$

be positive.

## EXERCISE

1. Show directly that the condition stated above is equivalent to that given in Theorem 1.
2. Definite and Indefinite Forms. Let us now introduce some terminology. If $Q(u, v)=a u^{2}+2 b u v+c v^{2}>0$ for all nontrivial $u$ and $v$, we shall say that $Q(u, v)$ is positive defnite. If $Q(u, v)<0$ for these values of $u$ and $v$, we shall call $Q(u, v)$ negative definite. If $Q(u, v)$ can be of either sign, we shall say that it is indefinite. If we merely have the inequality $Q(u, v) \geq 0$ for all nontrivial $u$ and $v$, we say that $Q$ is non-negative definite, with non-positive definite defined analogously. Occasionally, the term positive indefinite is used in place of non-negative definite.

## EXERCISES

1. Show that if $a_{1} u^{2}+2 b_{1} u v+c_{1} v^{2}$ and $a_{2} u^{2}+2 b_{2} u v+c_{2} v^{2}$ are both positive definite, then $a_{1} a_{2} u^{2}+2 b_{1} b_{3} u v+c_{1} c_{2} v^{2}$ is positive definite.
2. Under what conditions is $\left(a_{1} u_{1}+a_{2} u_{2}\right)^{2}+\left(b_{1} u_{1}+b_{2} u_{2}\right)^{2}$ positive definite?
3. In terms of the foregoing notation, how can one tell whether au $u^{2}+2 b u v+$ $c v^{2}=1$ represents an ellipse, a hyperbola, or a parabola?
4. Geometric Approach. Let us now consider a variant of the foregoing method which will yield a valuable insight into the geometrical significance of the roots, $\lambda_{1}$ and $\lambda_{2}$, and the values ( $u_{i}, v_{i}$ ).

Assume that the equation

$$
\begin{equation*}
a u^{2}+2 b u v+c v^{2}=1 \tag{1}
\end{equation*}
$$

represents an ellipse, as pictured:


The quantity $r=\left(u^{2}+v^{2}\right)^{3 /}$ denotes the length of the radius vector from the origin to a point ( $u, v$ ) on the ellipse.

Let us use the fact that the problem of determining the maximum of $Q(u, v)$ on $u^{2}+v^{2}=1$ is equivalent to that of determining the minimum of $u^{2}+\nu^{2}$ on the curve $Q(u, v)=1$.

The Lagrange multiplier formalism as before leads to the equations

$$
\begin{array}{r}
u-\lambda(a u+b v)=0  \tag{2}\\
v-\lambda(b u+c v)=0
\end{array}
$$

These yield the equation

$$
\left|\begin{array}{cc}
1-a \lambda & -b \lambda  \tag{3}\\
-b \lambda & 1-c \lambda
\end{array}\right|=0
$$

or

$$
\left|\begin{array}{cc}
a-\frac{1}{\lambda} & b  \tag{4}\\
b & c-\frac{1}{\lambda}
\end{array}\right|=0
$$

If $\lambda_{i}$ is a root of this equation and ( $u_{i}, v_{i}$ ) the corresponding extremum point, we see as above that

$$
\begin{equation*}
u_{i}{ }^{2}+v_{i}{ }^{2}=\lambda_{i} \tag{5}
\end{equation*}
$$

From this we conclude that one root of (4) is the square of the minimum distance from the origin to the ellipse and that the other is the square of the maximum distance. We observe then that the variational problem we have posed yields in the course of its solution the lengths of the major and minor axes of the ellipse. The condition of (6.8) we now recognize as the well-known perpendicularity or orthogonality of the principal axes of an ellipse.

The linear transformation of (7.1) is clearly a rotation, since it preserves both the origin and distance from the origin. We see that it is precisely the rotation which aligns the coordinate axes and the axes of the ellipse.

## EXERCISES

1. From the foregoing facts, conclude that the area of the ellipse is given by $\pi /\left(a c-b^{2}\right) 3$.
2. Following the algebraic approach, show that necessary and sufficient conditions that the form $Q=a u^{2}+2 b u v+c v^{2}+2 d u w+e w^{2}+2 f v w$ be positive definite are that

$$
a>0 \quad\left|\begin{array}{ll}
a & b \\
b & c
\end{array}\right|>0 \quad\left|\begin{array}{lll}
a & b & d \\
b & c & f \\
d & f & e
\end{array}\right|>0
$$

8. Similarly, following the analytic approach, show that a necessary and sufficient condition that $\mathbf{Q}$ be positive definite is that all the roots of the determinantal equation

$$
\left|\begin{array}{ccc}
a-\lambda & b & d \\
b & c-\lambda & f \\
d & f & e-\lambda
\end{array}\right|=0
$$

be positive.
4. If $Q$ is positive definite, show that the equation $Q(u, v, w)=1$ represents an ellipsoid and determine its volume.
11. Discussion. We have pursued the details of the two-dimensional case, details which are elementary but whose origins are perhaps obscure, in order that the reader will more readily understand the need for a better notation and appreciate its advantages. The results which seem so providential here, and which have essentially been verified by direct calculation, will be derived quite naturally in the general case.

The basic ideas, however, and the basic devices are all contained in the preceding discussions.

## MISCELLANEOUS EXERCISES

1. For what values of $x_{1}$ and $x_{2}$ is the quadratic form $\left(a_{11} x_{1}+a_{13} x_{2}-b_{1}\right)^{2}+$ $\left(a_{11} x_{1}+a_{22} x_{2}-b_{3}\right)^{2}$ a minimum, and what is the minimum value?
2. Show that $\left(x_{1}{ }^{2}+y_{1}{ }^{2}\right)\left(x_{2}{ }^{2}+y_{2}{ }^{2}\right)$ can be written in the form

$$
\left(a_{1} x_{1} x_{2}+a_{3} x_{1} y_{2}+a_{1} x_{2} y_{1}+a_{4} y_{1} y_{2}\right)^{2}+\left(b_{1} x_{1} x_{2}+b_{2} x_{1} y_{2}+b_{1} x_{2} y_{1}+b_{4} y_{1} y_{2}\right)^{2}
$$

for values of $a_{i}$ and $b_{i}$ which are independent of $x_{i}$ and $y_{i}$, and determine all such values.
8. Show that there exists no corresponding result for

$$
\left(x_{1}^{2}+y_{1}^{2}+z_{1}^{2}\right)\left(x_{2}^{2}+y_{2}^{2}+z_{2}^{2}\right)
$$

4. If $x_{1} u^{2}+2 x_{s} u v+x_{s} v^{2}$ and $y_{1} u^{2}+2 y_{3} u v+y_{3} v^{2}$ are positive definite, then

$$
\left|\begin{array}{ll}
x_{1} y_{1} & x_{1} y_{2} \\
x_{2} y_{2} & x_{3} y_{3}
\end{array}\right| \geq\left|\begin{array}{ll}
x_{1} & x_{2} \\
x_{2} & x_{3}
\end{array}\right|\left|\begin{array}{ll}
y_{1} & y_{2} \\
y_{2} & y_{3}
\end{array}\right|
$$

5. Utilize this result to treat Exercise 1 of Sec. 9.
6. Establish the validity of the Lagrange multiplier formalism by considering the maximum and minimum values of (aus $\left.+2 b u v+c v^{2}\right) /\left(u^{2}+v^{2}\right)$.
7. What linear transformations leave the quadratic form $Q\left(x_{1}, x_{2}\right)=\lambda\left(x_{1}^{2}+x_{2}{ }^{2}\right)+$ $(1-\lambda)\left(x_{1}+x_{2}\right)^{2}$ invariant?" Here $0 \leq \lambda \leq 1$.
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81. A general discussion of the maxima and minima of functions of several variables can be found in any of a number of books on advanced calculus. A particularly thorough discussion may be found in
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In a later chapter we shall study the more difficult problem of constrained maxima and minima.

The problem of determining the relations between the number of relative maxima, relative minima, and stationary points of other types is one which belongs to the domain of topology and will not be discussed here; see M. Morse, The Calculus of Variations in the Large, Amer. Math. Soc., 1934, vol. 18.
89. Other locutions also appear frequently. Schwerdtfeger and Mirsky use positive semidefnite; Halmos uses non-negative semidefnite.

## 2

## Vectors and Matrices

1. Introduction. In Chap. 1 we studied the question of determining the local maxima and minima of a function of two variables. If we consider the corresponding problem for functions of $N$ variables, and proceed as before, we immediately enoounter the problem of determining simple necessary and sufficient conditions whioh ensure the positivity of a quadratic form in $N$ variables,

$$
\begin{equation*}
Q\left(x_{1}, x_{2}, \ldots, x_{N}\right)=\sum_{i, j=1}^{N} a_{i j} x_{i} x_{j} \tag{1}
\end{equation*}
$$

As we shall see later, in Chap. 5, the algebraic method presented in the previous ohapter yields a simple and elegant solution of this problem. However, since we really want a much deeper understanding of quadratic forms than merely that required for this partioular problem, we shall pretend here that this solution does not exist.

Our objective in this chapter then is to develop a notation whioh will enable us to pursue the analytic approach with a very minimum of arithmetic or analytic calculation. Pursuant to this aim, we want a notation as independent of dimension as possible.

Oddly enough, the study of quadratio functions of the form appearing above is enormously simplified by a notation introduced initially to study linear transformations of the form

$$
\begin{equation*}
y_{i}=\sum_{j=1}^{N} a_{i j} x_{j} \quad i=1,2, \ldots, N \tag{2}
\end{equation*}
$$

2. Vectors. Let us begin by defining a vector, a set of $N$ complex numbers whioh we shall write in the form

$$
x=\left[\begin{array}{c}
x_{1}  \tag{1}\\
x_{2} \\
\cdot \\
\cdot \\
\cdot \\
x_{N}
\end{array}\right]
$$

A vector of this type is called a column vector. If $N$ numbers are arranged in horizontal array,

$$
\begin{equation*}
x=\left(x_{1}, x_{2}, \ldots, x_{N}\right) \tag{2}
\end{equation*}
$$

$x$ is called a row vector.
Since we can do all that we wish to do here working with column vectors, we shall henceforth reserve the term "vector" to denote a quantity having the form in (1).

Lower-case letters such as $x, y, z$ or $a, b, c$ will be employed throughout to designate veotors. When discussing a particular set of vectors, we shall use superscripts, thus $x^{1}, x^{2}$, etc.

The quantities $x_{i}$ are called the components of $x$, while $N$ is called the dimension of the vector $x$. One-dimensional vectors are called scalars. These are the usual quantities of analysis.

By $\bar{x}$ we shall denote the vector whose components are the complex conjugates of the elements of $x$. If the components of $x$ are all real, we shall say that $x$ is real.
3. Vector Addition. Let us now proceed to develop an algebra of vectors, which is to say a set of rules for manipulating these quantities. Since arbitrarily many sets of rules can be devised, the justification for those we present will and must lie in the demonstration that they permit us to treat some important problems in a straightforward and elegant fashion.

Two vectors $x$ and $y$ are said to be equal if and only if their components are equal, $x_{i}=y_{i}$ for $i=1,2, \ldots, N$. The simplest operation acting on two vectors is addition. The sum of two vectors, $x$ and $y$, is written $x+y$ and defined to be the vector

$$
x+y=\left[\begin{array}{c}
x_{1}+y_{1}  \tag{1}\\
x_{2}+y_{2} \\
\cdot \\
\cdot \\
\cdot \\
x_{N}+y_{N}
\end{array}\right]
$$

It should be noted that the plus sign connecting $x$ and $y$ is not the same as the sign connecting $x_{i}$ and $y_{i}$. However, since, as we readily see, it enjoys the same analytic properties, there is no harm in using the same symbol in both cases.

## EXERCISES

1. Show that we have commutativity, $x+y=y+\pi$, and associativity, $x+$ $(y+z)=(x+y)+z$.
2. Hence, show that $x^{1}+x^{2}+\cdots+x^{N}$ is an unambiguous vector.
3. Define subtraction of two vectors directly, and in terms of addition; that is, $x-y$ is a vector $z$ such that $y+z=x$.
4. Scalar Multiplication. Multiplication of a vector $x$ by a scalar $c_{1}$ is defined by means of the relation

$$
c_{1} x=x c_{1}=\left[\begin{array}{c}
c_{1} x_{1}  \tag{1}\\
c_{1} x_{2} \\
\cdot \\
\cdot \\
\cdot \\
c_{1} x_{N}
\end{array}\right]
$$

## EXERCISES

1. Show that $\left(c_{1}+c_{2}\right)(x+y)=c_{1} x+c_{1} y+c_{2} x+c_{2} y$.
2. Define the null vector, written 0 , to be the vector all of whose components are zero. Show that it is uniquely determined as the vector 0 for which $x+0=x$ for all $x$.
3. Show that it is uniquely determined by the condition that $c_{1} 0=0$ for all scalars $c_{1}$.
4. The Inner Product of Two Vectors. We now introduce a most important soalar funotion of two veotors $x$ and $y$, the inner product. This function will be written $(x, y)$ and defined by the relation

$$
\begin{equation*}
(x, y)=\sum_{i=1}^{N} x_{i} y_{i} \tag{1}
\end{equation*}
$$

The following properties of the inner product are derived directly from the definition:

$$
\begin{align*}
(x, y) & =(y, x)  \tag{2a}\\
(x+y, z+w) & =(x, z)+(x, w)+(y, z)+(y, w)  \tag{2b}\\
\left(c_{1} x, y\right) & =c_{1}(x, y) \tag{2c}
\end{align*}
$$

This is one way of "multiplying" two vectors. However, there are other ways, which we shall not use here.

The importance of the inner product lies in the fact that ( $x, x$ ) can be considered to represent the square of the "length" of the real vector $x$. We thus possess a method for evaluating these non-numerical quantities.

## EXERCISES

1. If $x$ is real, show that $(x, x)>0$ unless $x=0$.
2. Show that $(u x+v y, u x+v y)=u^{2}(x, x)+2 u v(x, y)+v^{2}(y, y)$ is a non-negative definite quadratic form in the scalar variables $u$ and $v$ if $x$ and $y$ are real and hence that

$$
(x, y)^{2} \leq(x, x)(y, y)
$$

for any two real vectors $x$ and $y$ (Cauchy's inequality).
8. What is the geometric interpretation of this result?
4. Using this result, show that

$$
(x+y, x+y)^{35} \leq(x, x)^{35}+(y, y)^{1 / 2}
$$

for any two real vectors.
5. Why is this inequality called the "triangle inequality"?
6. Show that for any two complex vectors $x$ and $y$ we have

$$
|(x, y)|^{2} \leq(x, \tilde{x})(y, \bar{y})
$$

6. Orthogonality. If two real vectors are conneated by the relation

$$
\begin{equation*}
(x, y)=0 \tag{1}
\end{equation*}
$$

they are said to be orthogonal. The importance of this concept derives to a great extent from the following easily established result.

Theorem 1. Let $\left\{x^{i}\right\}$ be a set of real vectors which are mutually orthogonal; that is, $\left(x^{i}, x^{i}\right)=0, i \neq j$, and normalized by the condition that

$$
\left(x^{i}, x^{i}\right)=1
$$

Then if a particular vector $x$ has the representation

$$
\begin{equation*}
x=\sum_{i=1}^{M} c_{i} x^{i} \tag{2}
\end{equation*}
$$

we have the following values for the coefficients

$$
\begin{equation*}
c_{i}=\left(x, x^{i}\right) \tag{3}
\end{equation*}
$$

and, in addition,

$$
\begin{equation*}
(x, x)=\sum_{i=1}^{M} c_{i}{ }^{2} \tag{4}
\end{equation*}
$$

## EXERCISES

1. Why is the proper concept of orthogonality for complex vectors the relation

$$
(x, \bar{y})=0
$$

and the proper normalization the condition $(x, \bar{x})=1 ?$
2. Show that $(x, \bar{y})=\overline{(\bar{x}, y)}$.
8. In $N$-dimensional Euclidean space, consider the coordinate vectors

$$
y^{1}=\left[\begin{array}{l}
1 \\
0 \\
0 \\
. \\
. \\
0
\end{array}\right] \quad y^{2}=\left[\begin{array}{l}
0 \\
1 \\
0 \\
. \\
. \\
0
\end{array}\right] \quad \cdots, \quad y^{N}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
\vdots \\
\vdots \\
1
\end{array}\right]
$$

Show that the $y^{i}$ are mutually orthogonal, and are, in addition, normalised. A set of this type is called orthonormal. If $x=\sum_{i=1}^{N} c_{i} y^{j}$, determine the values of the $c_{i}$, and discuss the geometric meaning of the result.
7. Matrices. Let us now introduce the ooncept of a matrix. An array of complex numbers written in the form

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 N}  \tag{I}\\
a_{21} & a_{22} & \cdots & a_{2 N} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
a_{N 1} & a_{N 2} & \cdots & a_{N N}
\end{array}\right]
$$

will be called a square matrix. Since these are the only types of matrices we shall consider to any extent, we shall reserve the term "matrix" for these entities. When other types of matrices are introduced subsequently, we shall use an appropriate modifying adjective.

The quantities $a_{i j}$ are called the elements of $A$ and the integer $N$ is the dimension. The quantities $a_{i 1}, a_{i 2}, \ldots, a_{i N}$ are said to constitute the $i$ th row of $A$, and the quantities $a_{1 j}, a_{2 j}, \ldots, a_{N j}$ are said to constitute the $j$ th column. Throughout, matrioes will be denoted by upper-case letters, $X, Y, Z$ and $A, B, C$. From time to time we shall use the shorthand notation

$$
\begin{equation*}
A=\left(a_{i j}\right) \tag{2}
\end{equation*}
$$

The determinant associated with the array in (1) will be written $|A|$ or $\left|a_{i j}\right|$.
The simplest relation between matrices is that of equality; two matrices are called equal if and only if their elements are equal. Following the same path as for vectors, we next define the operation of addition. The sum of two matrices $A$ and $B$ is written $A+B$ and defined by the notation

$$
\begin{equation*}
A+B=\left(a_{i j}+b_{i j}\right) \tag{3}
\end{equation*}
$$

Multiplication of a matrix $A$ by a scalar $c_{1}$ is defined by the relation

$$
\begin{equation*}
c_{1} A=A c_{1}=\left(c_{1} a_{i j}\right) \tag{4}
\end{equation*}
$$

Finally, by $\bar{A}$ we shall mean the matrix whose elements are the complex conjugates of $A$. When the elements of $A$ are real, we shall call $A$ a real matrix.

## EXERCISES

1. Show that 0 , the null matrix defined by the condition that all its elemente are zero, is uniquely determined by the condition that $A+0=A$ for all $A$.
2. Show that matrix addition is commutative and associative.
3. Show that $A_{1}+A_{2}+\cdots+A_{N}$ is unambiguously defined.
4. Matrix Multiplication-Vector by Matrix. In order to make our algebra more interesting, we shall define some multiplicative operations. In order to render these concepts reasonable, we return to linear transformations of the form

$$
\begin{equation*}
y_{i}=\sum_{j=1}^{N} a_{i j} x_{j}, \quad i=1,2, \ldots, N \tag{1}
\end{equation*}
$$

where the coefficients $a_{i j}$ are complex quantities. Since, after all, the whole purpose of our introduction of vector-matrix notation is to facilitate the study of these transformations, it is only fair that in deriving the fundamental properties of vectors and matrices we turn occasionally to the defining equations for guidance.

The point we wish to make is that the definitions of addition and multiplication of vectors and matrices are not arbitrary, but, on the contrary, are essentially forced upon us by the analytic and geometric properties of the entities we are studying.

Given two vectors $x$ and $y$ related as in (1), we write

$$
\begin{equation*}
y=A x \tag{2}
\end{equation*}
$$

This relation defines multiplication of a vector $x$ by a matrix $A$. Observe carefully the order in which the product is written.

## EXBRCISES

1. Show that $(A+B)(x+y)=A x+A y+B x+B y$.
2. Consider the identity matrix I defined by the tableau

$$
I=\left[\begin{array}{llll}
1 & & 0 & \\
& 1 & & \\
& & \cdot & \\
0 & & & 1
\end{array}\right]
$$

Explicitly, $I=\left(\delta_{i j}\right)$, where $\delta_{i j}$ is the Kronecker delta symbol defined by the relation

$$
\begin{aligned}
\delta_{i j} & =0, & & i \neq j \\
& =1, & & i=j
\end{aligned}
$$

Show that

$$
\delta_{i j}=\sum_{k=1}^{N} \delta_{i k} \delta_{k j}
$$

8. Show that $I x=x$ for all $x$, and that this relation uniquely determines $I$.
9. Show that

$$
(A x, A x)=\sum_{i=1}^{N}\left(\sum_{j=1}^{N} a_{i i} x_{i}\right)^{2}
$$

9. Matrix Multiplication-Matrix by Matrix. Now let us see how to define the product of a matrix by a matrix. Consider a second linear transformation

$$
\begin{equation*}
z=B y \tag{1}
\end{equation*}
$$

which couverts the components of $y$ into the components of $z$. In order to express the components of $z$ in terms of the components of $x$, where, as above, $y=A x$, we write

$$
\begin{align*}
z_{i} & =\sum_{k=1}^{N} b_{i k} y_{k}=\sum_{k=1}^{N} b_{i k}\left(\sum_{j=1}^{N} a_{k j} x_{j}\right) \\
& =\sum_{j=1}^{N}\left(\sum_{k=1}^{N} b_{i k} a_{k j}\right) x_{i} \tag{2}
\end{align*}
$$

If we now introduce a new matrix $C=\left(c_{i j}\right)$ defined by the relations

$$
\begin{equation*}
c_{i j}=\sum_{k=1}^{N} b_{i k} a_{k j} \quad i, j=1,2, \ldots, N \tag{3}
\end{equation*}
$$

we may write

$$
\begin{equation*}
z=C x \tag{4}
\end{equation*}
$$

Since, formally,

$$
\begin{equation*}
z=B y=B(A x)=(B A) x \tag{5}
\end{equation*}
$$

we are led to define the product of $A$ by $B$,

$$
\begin{equation*}
C=B A \tag{6}
\end{equation*}
$$

where $C$ is determined by (3). Once again, note carefully the order in which the product is written.

## EXERCISES

1. Show that $(A+B)(C+D)=A C+A D+B C+B D$.
2. If

$$
T(\theta)=\left[\begin{array}{rr}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]
$$

show that

$$
T\left(\theta_{1}\right) T\left(\theta_{3}\right)=T\left(\theta_{2}\right) T\left(\theta_{1}\right)=T\left(\theta_{1}+\theta_{2}\right)
$$

8. Let $A$ be a matrix with the property that $a_{i j}=0$, if $j \neq i$, a diagonal matrix, and let $B$ be a matrix of similar type. Show that $A B$ is again a diagonal matrix, and that $A B=B A$.
9. Let $A$ be a matrix with the property that $a_{i f}=0, j>i$, a triangular or semidiagonal matrix, and let $B$ be a matrix of similar type. Show that $A B$ is again a triangular matrix, but that $A B \neq B A$, in general.
b. Let

$$
A=\left[\begin{array}{rr}
a_{1} & a_{2} \\
-a_{2} & a_{1}
\end{array}\right] \quad B=\left[\begin{array}{rr}
b_{1} & b_{2} \\
-b_{2} & b_{1}
\end{array}\right]
$$

Show that $A B$ is again a matrix of the same type, and that $A B=B A$. (As we shall subsequently see, these matrices are equivalent to complex numbers of the form $a_{1}+i a_{8}$ if $a_{1}$ and $a_{2}$ are real.)
6. Use the relation $|A B|=|A||B|$ to show that

$$
\left(a_{1}^{2}+a_{2}^{2}\right)\left(b_{1}^{2}+b_{2}^{2}\right)=\left(a_{1} b_{1}-a_{3} b_{2}\right)^{2}+\left(a_{3} b_{1}+a_{1} b_{2}\right)^{2}
$$

7. Let

$$
A=\left[\begin{array}{rr}
a_{1}+i a_{3} & a_{2}+i a_{4} \\
-a_{2}+i a_{4} & a_{1}-i a_{2}
\end{array}\right]
$$

and $B$ be a matrix of similar type. Show that $A B$ is a matrix of similar type, but that $A B \neq B A$ in general.
B. Use the relation $|A B|=|A||B|$ to express $\left(a_{1}{ }^{2}+a_{2}{ }^{2}+a_{2}{ }^{2}+a_{4}{ }^{2}\right)\left(b_{1}{ }^{2}+b_{2}{ }^{2}+\right.$ $b_{s^{2}}+b_{4}{ }^{2}$ ) as a sum of four squares.
9. Let

$$
A=\left[\begin{array}{rrrr}
a_{1} & a_{2} & a_{3} & a_{4} \\
-a_{2} & a_{1} & -a_{4} & a_{1} \\
-a_{1} & a_{4} & a_{1} & a_{2} \\
-a_{4} & a_{8} & -a_{2} & a_{1}
\end{array}\right]
$$

and $B$ be a matrix of similar type. Show that $A B$ is a matrix of similar type, but that $A B \neq B A$ in general. Evaluate $|A|$. (These matrices are equivalent to quaternions.)
10. Consider the linear fractional transformation

$$
w=\frac{a_{1} z+b_{1}}{c_{1} z+d_{1}}=T_{1}(\underline{z})
$$

If $T_{2}(z)$ is a similar transformation, with coefficients $a_{1}, b_{1}, c_{1}, d_{1}$ replaced by $a_{2}, b_{2}$, $c_{2}, d_{2}$, show that $T_{1}\left(T_{2}(z)\right)$ and $T_{2}\left(T_{1}(z)\right)$ are again transformations of the same type.
11. If the expression $a_{1} d_{1}-b_{1} c_{1} \neq 0$, show that $T_{1}^{-1}(z)$ is a transformation of the same type. If $a_{1} d_{1}-b_{1} c_{1}=0$, what type of a transformation is $T_{1}(z)$ ?
12. Consider a correspondence between $T_{1}(z)$ and the matrix

$$
A_{1}=\left[\begin{array}{ll}
a_{1} & b_{1} \\
c_{1} & d_{1}
\end{array}\right]
$$

written $A_{1} \sim T_{1}(z) . \quad$ Show that if $A_{1} \sim T_{1}(z)$ and $A_{2} \sim T_{2}(z)$, then $A_{1} A_{2} \sim T_{1}\left(T_{2}(z)\right)$. What then is the condition that $T_{1}\left(T_{2}(z)\right)=T_{3}\left(T_{1}(z)\right)$ for all $z$ ?
18. How can the foregoing results be used to obtain a representation for the iterates of $T_{1}(z)$ ?
14. Show that

$$
\left[\begin{array}{rr}
-1 & -1 \\
1 & 0
\end{array}\right]^{3}=I
$$

16. If $X=\left(x_{i j}\right)$, where $x_{i j}=(-1)^{N-j}\binom{N-j}{i-1}$ (the binomial coefficient), then $X^{s}=I$.
17. From the fact that we can establish a correspondence

$$
1 \sim\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \quad-1 \sim\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

deduce that arithmetic can be carried out without the aid of negative numbers.
10. Noncommutativity. What makes the study of matrices so fascinating, albeit occasionally thorny, is the fact that multiplication is not commutative. In other words, in general,

$$
\begin{equation*}
A B \neq B A \tag{1}
\end{equation*}
$$

A simple example is furnished by the $2 \times 2$ matrices

$$
A=\left[\begin{array}{ll}
1 & 2  \tag{2}\\
3 & 4
\end{array}\right] \quad B=\left[\begin{array}{ll}
2 & 1 \\
4 & 3
\end{array}\right]
$$

and more interesting examples by the matrices appearing in Exercises 7 and 9 of Sec. 9. Then,

$$
A B=\left[\begin{array}{cc}
10 & 7  \tag{3}\\
22 & 15
\end{array}\right] \quad B A=\left[\begin{array}{cc}
5 & 8 \\
13 & 20
\end{array}\right]
$$

If $A B=B A$, we shall say that $A$ and $B$ commute.
The theory of matrices yields a very natural transition from the tame domain of scalars and their amenable algebra to the more interesting and realistic world where many different species of algebras abound, each with its own singular and yet compensating properties.

## EXERCISES

1. Show that $A I=I A=A$ for all $A$, and that this relation uniquely determines the identity matrix.
2. Show that $A 0=0 A=0$ for all $A$, and that this relation uniquely determines the null matrix.
3. Let the rows of $A$ be considered to consist, respectively, of the componente of the vectors $a^{1}, a^{2}, \ldots, a^{N}$, and the columns of $B$ to consist of the componente of $b^{1}, b^{2}, \ldots, b^{N}$. Then we may write

$$
A B=\left[\left(a^{i}, b^{i}\right)\right]
$$

6. If $A X=X A$ for all $X$, then $A$ is a scala n multiple of $I$.
7. Associativity. Fortunately, although commutativity does not hold, associativity of multiplication is preserved in this new algebra. In other words, for all $A, B$, and $C$ we have

$$
\begin{equation*}
(A B) C=A(B C) \tag{1}
\end{equation*}
$$

This means that the product $A B C$ is unambiguously defined without the
aid of parentheses. To establish this result most simply, let us employ the "dummy index" convention, which asserts that any index which is repeated is to be summed over all of its admissible values. The ijth element in $A B$ may then be written

$$
\begin{equation*}
a_{i k} b_{k j} \tag{2}
\end{equation*}
$$

Employing this convention and the definition of multiplication given above, we see that

$$
\begin{align*}
& (A B) C=\left[\left(a_{i k} b_{k k}\right) c_{\left.c_{i j}\right]}\right.  \tag{3}\\
& A(B C)=\left[a_{i k}\left(b_{k i} c_{i j}\right)\right]
\end{align*}
$$

which establishes the equality of $(A B) C$ and $A(B C)$.

## EXERCISES

1. Show that $A B C D=A(B C D)=(A B)(C D)=(A B C) D$, and generally that $A_{1} A_{2} \cdots A_{N}$ has a unique significance.
2. Show that $A^{n}=A \cdot A \cdot(n$ times $) A$ is unambiguously defined, and that $A^{m+n}=$ $A^{m} A^{n}, m, n=1,2, \ldots$.
3. Show that $A^{m}$ and $B^{n}$ commute if $A$ and $B$ commute.
4. Write

$$
X^{n}=\left[\begin{array}{ll}
x_{1}(n) & x_{2}(n) \\
x_{3}(n) & x_{4}(n)
\end{array}\right] \quad \text { where } X=\left[\begin{array}{ll}
x_{1} & x_{2} \\
x_{1} & x_{4}
\end{array}\right]
$$

a given matrix. Using the relation $X^{n+1}=X X^{n}$, derive recurrence relations for the $x_{i}(n)$ and thus derive the analytic form of the $x_{i}(n)$.
5. Use these relations for the case where
or

$$
\begin{array}{ll}
X=\left[\begin{array}{rr}
x_{1} & x_{2} \\
-x_{2} & x_{1}
\end{array}\right] & x_{1}, x_{2} \text { real } \\
X=\left[\begin{array}{rr}
x_{1} & x_{2} \\
-x_{2} & x_{1}
\end{array}\right] \quad x_{1}, x_{2} \text { complex }
\end{array}
$$

6. Use these relations to find explicit representations for the elements of $X^{n}$ where

$$
X=\left[\begin{array}{ll}
\lambda & 1 \\
0 & \lambda
\end{array}\right] \quad X=\left[\begin{array}{lll}
\lambda & 1 & 0 \\
0 & \lambda & 1 \\
0 & 0 & \lambda
\end{array}\right]
$$

7. Find all $2 \times 2$ matrix solutions of $X^{2}=X$.
B. Find all $2 \times 2$ matrix solutions of $X^{n}=X$, where $n$ is a positive integer.
8. Invariant Vectors. Proceeding as in Sec. 5 of Chap. 1, we see that the problem of determining the maximum and minimum values of $Q=\sum_{i, j=1}^{N} a_{i j} x_{i} x_{j}$ for $x_{i}$ satisfying the relation $\sum_{i=1}^{N} x_{i}{ }^{2}=1$ can be reduced to
the problem of determining the values of $\lambda$ for which the linear homogeneous equations

$$
\begin{equation*}
\sum_{i=1}^{N} a_{i j} x_{j}=\lambda x_{i} \quad i=1,2, \ldots, N \tag{1}
\end{equation*}
$$

possess nontrivial solutions.
In vector-matrix terms, we can write these equations in the form of a single equation

$$
\begin{equation*}
A x=\lambda x \tag{2}
\end{equation*}
$$

Written in this way, the equation has a very simple significance. We are looking for those vectors $x$ which are transformed into scalar multiples of themselves by the matrix $A$. Thinking of $x$ as representing a direction indicated by the $N$ direction numbers $x_{1}, x_{2}, \ldots, x_{N}$, we are searching for invariant directions.

We shall pursue this investigation vigorously in the following chapters. In the meantime, we wish to introduce a small amount of further notation which will be useful to us in what follows.
13. Quadratic Forms as Inner Products. Let us now present another justification of the notation we have introduced. The quadratic form $Q(u, v)=a u^{2}+2 b u v+c v^{2}$ can be written in the form

$$
\begin{equation*}
u(a u+b v)+v(b u+c v) \tag{1}
\end{equation*}
$$

Hence, if the vector $x$ and the matrix $A$ are defined by

$$
x=\left[\begin{array}{l}
u  \tag{2}\\
v
\end{array}\right] \quad A=\left[\begin{array}{ll}
a & b \\
b & c
\end{array}\right]
$$

we see that

$$
\begin{equation*}
Q(u, v)=(x, A x) \tag{3}
\end{equation*}
$$

Similarly, given the $N$-dimensinnal quadratic form

$$
\begin{equation*}
Q(x)=\sum_{i, j=1}^{N} a_{i j} x_{i} x_{j} \tag{4}
\end{equation*}
$$

where without loss of generality we may take $a_{i j}=a_{j i}$, we can write

$$
\begin{align*}
Q(x) & =x_{1}\left[\sum_{j=1}^{N} a_{1 j} x_{j}\right]+x_{2}\left[\sum_{j=1}^{N} a_{2 j} x_{j}\right]+\cdots+x_{N}\left[\sum_{j=1}^{N} a_{N j} x_{j}\right] \\
& =(x, A x) \tag{5}
\end{align*}
$$

where $x$ has the components $x_{i}$ and $A=\left(a_{i j}\right)$.

## EXERCISES

1. Does $(x, A x)=(x, B x)$ for all $x$ imply that $A=B$ ?
2. Under what conditions does $(x, A x)=0$ for all $x$ ?
3. The Transpose Matrix. Let us now define a most important matrix function of $A$, the transpose matrix, by means of the relation

$$
\begin{equation*}
A^{\prime}=\left(a_{j i}\right) \tag{1}
\end{equation*}
$$

The rows of $A^{\prime}$ are the columns of $A$ and the rows of $A$ are the columns of $A^{\prime}$.

We are led to consider this new matrix in the following fashion. Consider a set of vectors $\{x\}$ and another set $\{y\}$, and form all inner products $(x, y)$ composed of one vector from one set and one from the other.
Suppose now that we transform the set $\{x\}$ by means of matrix multiplication of $A$, obtaining the new set $\{A x\}$. Forming inner products as before, we obtain the set of values ( $A x, y$ ).

Observe that

$$
\begin{equation*}
(A x, y)=y_{1}\left[\sum_{j=1}^{N} a_{1 j} x_{j}\right]+y_{2}\left[\sum_{j=1}^{N} a_{2 j} x_{j}\right]+\cdots+y_{N}\left[\sum_{j=1}^{N} a_{N j} x_{j}\right] \tag{2}
\end{equation*}
$$

or, rearranging,

$$
\begin{align*}
(A x, y) & =x_{1}\left[\sum_{i=1}^{N} a_{i 1} y_{i}\right]+x_{2}\left[\sum_{i=1}^{N} a_{i 2} y_{i}\right]+\cdots+x_{N}\left[\sum_{i=1}^{N} a_{i N} y_{i}\right] \\
& =\left(x, A^{\prime} y\right) \tag{3}
\end{align*}
$$

In other words, as far as the inner product is concerned, the effect of the transformation $A$ on the set of $x$ 's is equivalent to the transformation $A^{\prime}$ on the set of $y^{\prime}$ s. We can then regard $A^{\prime}$ as an induced transformation or adjoint transformation. This simple, but powerful, idea pervades much of classical and modern analysis.
15. Symmetric Matrices. From the foregoing discussion, it is plausible that matrices satisfying the condition

$$
\begin{equation*}
A=A^{\prime} \tag{1}
\end{equation*}
$$

should enjoy special properties and play an important role in the study of quadratic forms. This is indeed the case. These matrices are called symmetric, and are characterized by the condition that

$$
\begin{equation*}
a_{i j}=a_{j i} \tag{2}
\end{equation*}
$$

The first part of this volume will be devoted to a study of the basic properties of this class of matrices for the case where the $a_{i j}$ are real.

Henceforth, we shall use the term "symmetric" to denote real symmetric. When there is any danger of confusion, we shall say real symmetric or complex symmetric, depending upon the type of matrix we are considering.

## EXERCISES

1. Show that $\left(A^{\prime}\right)^{\prime}=A$.
2. Show that $(A+B)^{\prime}=A^{\prime}+B^{\prime},(A B)^{\prime}=B^{\prime} A^{\prime},\left(A_{1} A_{2} \ldots A_{n}\right)^{\prime}=A_{n}^{\prime} \ldots$ $A_{2}^{\prime} A_{1}^{\prime},\left(A^{n}\right)^{\prime}=\left(A^{\prime}\right)^{n}$.
3. Show that $A B$ is not necessarily symmetric if $A$ and $B$ are.
4. Show that $A^{\prime} B A$ is symmetric if $B$ is symmetric.
5. Show that $(A x, B y)=\left(x, A^{\prime} B y\right)$.
6. Show that $|A|=\left|A^{\prime}\right|$.
7. Show that when we write $Q(x)=\sum_{i, j=1}^{N} a_{i j} x_{i} x_{i}$, there is no loss of generality in assuming that $a_{i j}=a_{j i}$.
8. Hermitian Matrices. As we have mentioned above, the important scalar function for complex vectors turns out not to be the usual inner product, but the expression ( $x, \bar{y}$ ). If we note that

$$
\begin{equation*}
(A x, \bar{y})=(x, z) \tag{1}
\end{equation*}
$$

where $z=\vec{A} y$, we see that the induced transformation is now $\vec{A}$, the complex conjugate of the transform of $A$. Matrices for which

$$
\begin{equation*}
A=\vec{A} \tag{2}
\end{equation*}
$$

are called Hermitian, after the great French mathematician Charles Hermite.

We shall write $A^{*}$ in place of $\bar{A}$ for simplicity of notation.
As we shall see, all the vital properties of symmetric matrices have immediate analogues for Hermitian matrices. Furthermore, if we had wished, we could have introduced a notation

$$
\begin{equation*}
[x, y]=(x, \bar{y}) \tag{3}
\end{equation*}
$$

in terms of which the properties of both types of matrices can be derived simultaneously. There are advantages to both procedures, and the reader can take his choice, once he has absorbed the basic techniques.

## EXERCISES

1. A real Hermitian matrix is symmetric.
2. $\left(A^{*}\right)^{*}=A,(A B)^{*}=B^{*} A^{*},\left(A_{2} A_{2} \cdots A_{n}\right)^{*}=A_{n}^{*} \cdots A_{2}^{*} A_{1}^{*}$.
3. If $A+i B$ is Hermitian, $A, B$ real, then $A^{\prime}=A, B^{\prime}=-B$.
4. Invariance of Distance-Orthogonal Matrices. Taking as our guide the Euclidean measure of distance, we introduced the quantity $(x, x)$ as a measure of the magnitude of the real vector $x$.

It is a matter of some curiosity, and importance too as we shall see, to determine the linear transformations $y=T x$ which leave $(x, x)$ unchanged. In other words, we wish to determine $T$ so that the equation

$$
\begin{equation*}
(x, x)=(T x, T x) \tag{1}
\end{equation*}
$$

is satisfied for all $x$. Since

$$
\begin{equation*}
(T x, T x)=\left(x, T^{\prime} T x\right) \tag{2}
\end{equation*}
$$

and $T^{\prime} T$ is symmetric, we see that (1) yields the relation

$$
\begin{equation*}
T^{\prime \prime} T=I \tag{3}
\end{equation*}
$$

A real matrix $T$ possessing this property is called orthogonal.

## EXERCISES

1. Show that $T^{\prime \prime}$ is orthogonal whenever $T$ is.
2. Show that every $2 \times 2$ orthogonal matrix with determinant +1 can be written in the for $m$

$$
\left[\begin{array}{rr}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]
$$

What is the geometrical significance of this result?
8. Show that the columns of $T$ are orthogonal vectors.
4. Show that the product of two orthogonal matrices is again an orthogonal matrix
6. Show that the determinant of an orthogonal matrix is $\pm 1$.
6. Let $T_{N}$ be an orthogonal matrix of dimension $N$, and form the ( $N+1$ )-dimensional matrix

$$
\boldsymbol{T}_{N+1}=\left[\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & & & \\
. & & T_{N} & \\
. & & &
\end{array}\right]
$$

Show that $T_{N+1}$ is orthogonal.
7. Show that if $T$ is orthogonal, $x=T y$ implies that $y=T^{\prime} x$.
B. If $A B=B A$, then $T A T^{\prime}$ and $T B T^{\prime \prime}$ commute if $T$ is orthogonal.
18. Unitary Matrices. Since the appropriate measure for a complex vector is ( $x, \bar{x}$ ), we see that the analogue of the invariance condition of (17.3) is

$$
\begin{equation*}
T^{*} T=I \tag{1}
\end{equation*}
$$

Matrices possessing this property are called unitary, and play the same role in the treatment of Hermitian matrices that orthogonal matrices enjoy in the theory of symmetric matrices.

## EXERCISES

1. Show that $T^{*}$ is unitary if $T$ is.
2. Show that the product of two unitary matrices is again unitary.
3. Show that the determinant of a unitary matrix has absolute value 1.
4. Show that if $T$ is unitary, $x=T y$ implies that $y=T^{*} x$.
5. Obtain a result corresponding to that given in Exercise 2 of Sec. 17 for the elements of a $2 \times 2$ unitary matrix. (Analogous, but more complicated, results hold for the representation of the elements of $3 \times 3$ orthogonal matrices in terms of elliptic functions. See F. Caspary, Zur Theorie der Thetafunktionen mit zwei Argumenten, Kronecker J., XCIV, pp. 74-86; and F. Caspary, Sur les systèmes orthogonaux, formés par les fonctions théta, Comples Rendus de Paris, CIV, pp. 490-493.)
6. Is a real unitary matrix orthogonal?
7. Is a complex orthogonal matrix unitary?
8. Every $3 \times 3$ orthogonal matrix can be represented as the product of

$$
\left[\begin{array}{rrr}
\cos a & \sin a & 0 \\
-\sin a & \cos a & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{rrr}
\cos b & 0 & -\sin b \\
0 & 1 & 0 \\
\sin b & 0 & \cos b
\end{array}\right]\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & \cos c & \sin c \\
0 & -\sin c & \cos c
\end{array}\right]
$$

What is the geometric origin of this result?

## MISCELLANEOUS EXERCISES

1. Prove that

$$
\left|\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1 N} & x_{1} \\
a_{11} & a_{22} & \cdots & a_{2 N} & x_{2} \\
\cdot & & & & \cdot \\
\cdot & & & & \cdot \\
\cdot & & & & \cdot \\
a_{N 1} & a_{N 2} & \cdots & a_{N N} & x_{N} \\
x_{1} & x_{2} & \cdots & x_{N} & 0
\end{array}\right|=-\left(a^{11} x_{1}^{2}+\cdots\left(a^{i j}+a^{i j}\right) x_{i} x_{i}+\cdots\right)
$$

where $a^{i j}$ is the cofactor of $a_{i j}$ in $\left|a_{i j}\right|$.
2. Let $I_{i j}$ denote the matrix obtained by interchanging the $i$ th and $j$ th rows of the unit matrix $I$. Prove that

$$
I_{i i^{2}}=I \quad I_{i k} I_{k j} I_{j i}=I_{k j}
$$

3. Show that $I_{i j} A$ is a matrix identical to $A$ except that the $i$ th and $j$ th rows have been interchanged, while $A I_{i j}$ yields the interchange of the $i$ th and $j$ th columns.
4. Let $H_{i j}$ denote the matrix whose $i j$ th element is $h$, and whose other elements are zero. Show that $\left(I+H_{i j}\right) A$ yields a matrix identical with $A$ except that the $i$ th row has been replaced by the $i$ th row plus $h$ times the jth row, while $A\left(I+H_{i j}\right)$ has a similar effect upon columns.
5. Let $H_{r}$ denote the matrix equal to $I$ except for the fact that the element one in the $r$ position is equal to $k$. What are $H_{r} A$ and $A H_{r}$ equal to?
6. If $A$ is real and $A A^{\prime}=0$, then $A=0$.
7. If $A A^{*}=0$, then $A=0$.
8. Show that if $T$ is orthogonal, its elements are uniformly bounded. Similarly, if $U$ is unitary, its elements are uniformly bounded in absolute value.
9. Let $d_{1}$ denote the determinant of the system of linear homogeneous equations derived from the relations

$$
\left[\sum_{j=1}^{N} a_{i} x_{j}\right]\left[\sum_{j=1}^{N} a_{k j} x_{j}\right]=0 \quad i, k=1,2, \ldots, N
$$

regarding the $N(N+1) / 2$ quantities $x_{i} x_{j}, i, j=1,2, \ldots, N$, as unknowns. Then $d_{1}=\left|a_{i j}\right|^{N(N-1) / 2}$ (Schäfi).
10. Show $\lim _{n \rightarrow \infty} A^{n}, \lim _{n \rightarrow \infty} B^{n}$ may exist as $n \rightarrow \infty$, without $\lim _{n \rightarrow \infty}(A B)^{n}$ existing. It is sufficient to take $A$ and $B$ two-dimensional.
11. Suppose that we are given the system of linear equations $\sum_{j=1}^{N} a_{i j} x_{j}=b_{i}$, $i=1,2, \ldots, N$. If it is possible to obtain the equations $x_{1}=c_{1}, x_{2}=c_{2}, \ldots$, $x_{N}=c_{N}$, by forming linear combinations of the given equations, then these equations yield a solution of the given equations, and the only solution (R. M. Robinson).
12. Introduce the Jacobi bracket symbol $[A, B]=A B-B A$, the commutator of $A$ and $B$. Show, by direct calculation, that

$$
[A,[B, C]]+[B,[C, A]]+[C,[A, B]]=0
$$

18. Let $r_{1}=e^{2 \pi i / n}$ be an irreducible root of unity, and let $r_{k}=e^{2 \pi i k i n}, k=1,2$, ..., $n-1$. Consider the matrix

$$
T=\left[\begin{array}{llll}
1 & 1 & \cdots & 1 \\
1 & r_{1} & \cdots & r_{1}{ }^{n-1} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
1 & r_{n-1} & \cdots & r_{n-1}-1
\end{array}\right]
$$

Show that $T / n^{3 / 5}$ is unitary. Hence, if $x_{k}=\sum_{j=0}^{n-1} e^{2 \pi i k j / n} y_{j}$, then $y_{k}=\frac{1}{n} \sum_{i=0}^{n-1} e^{-2 \pi i k j / n} x_{i}$, and $\sum_{k=0}^{n-1}\left|x_{k}\right|^{2}=n \sum_{k=0}^{n-1}\left|y_{k}\right|^{2}$. This transformation is called a finite Fourier transform.
14. Suppose that

$$
\sum_{i, j=1}^{N} a_{i j} x_{i} y_{j}=\sum_{k=1}^{N} c_{k}\left\{\sum_{j=k}^{N} b_{k k} x_{i}\right\}\left\{\sum_{i=k}^{N} d_{k k} y_{t}\right\}
$$

with $b_{k k}=d_{k k}=1$ for all $k$. Then $\left|a_{i j}\right|=\prod_{k=1}^{N} c_{k}$. See J. L. Burchnall. ${ }^{1}$
15. Consider the Gauss transform $B=\left(b_{i j}\right)$ of the matrix $A=\left(a_{i j}\right)$,

$$
b_{i 1}=\delta_{i 1} a_{i 1}, \quad b_{i k}=a_{11}^{-1}\left(a_{11} a_{i k}-a_{i 1} a_{1 k}\right), \quad k>1
$$

Let $A_{11}=\left(a_{i j}\right), i, j=2, \ldots, N$. Show that

$$
|\lambda I-B|=a_{11}^{-1}\left[\lambda\left|\lambda I-A_{11}\right|-|\lambda I-A|\right]
$$

(D. M. Kotelyanskii)
${ }^{1}$ J. L. Burchnall, Proc. Edinburgh Math. Soc., (2), vol. 9, pp. 100-104, 1954.
16. Show that the matrices

$$
A=\left[\begin{array}{lll}
1 & a_{1} & b_{1} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \quad B=\left[\begin{array}{ccc}
1 & -a_{1} & -b_{1} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

satisfy the relation $A B=I$.
17. Show that

$$
\begin{aligned}
\left|\begin{array}{lll}
x_{1} & y_{1} & z_{1} \\
z_{1} & x_{1} & y_{1} \\
y_{1} & z_{1} & x_{1}
\end{array}\right| & =\left(x_{1}+y_{1}+z_{1}\right)\left(x_{1}+\omega y_{1}+\omega^{2} z_{1}\right)\left(x_{1}+\omega^{2} y_{1}+\omega z_{1}\right) \\
& =x_{1}^{1}+y_{1}^{\mathrm{d}}+z_{1}^{\mathrm{d}}-3 x_{1} y_{1} z_{1}
\end{aligned}
$$

where $\omega$ is a cube root of unity.
18. Hence, show that if $Q(x)=x_{1}^{3}+x_{3}{ }^{3}+x_{3}{ }^{3}-3 x_{1} x_{2} x_{1}$, then $Q(x) Q(y)=Q(z)$, where $z$ is a bilinear form in the $x_{i}$ and $y_{i}$, that is, $z_{i}=\Sigma a_{i j} x_{j} y_{k}$, where the coefficients $a_{i j k}$ are independent of the $x_{i}$ and $y_{j}$.
19. Show that

$$
\left|\begin{array}{rrrr}
x_{1} & x_{2} & x_{3} & x_{4} \\
-x_{2} & x_{1} & -x_{4} & x_{3} \\
-x_{3} & x_{4} & x_{1} & x_{2} \\
-x_{4} & x_{3} & -x_{2} & x_{1}
\end{array}\right|=\left(x_{1}^{2}+x_{2}^{2}+x_{2}^{2}+x_{4}^{2}\right)^{2}
$$

and thus that

$$
\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)\left(y_{1}^{2}+y_{2}^{2}+y_{3}^{2}+y_{4}^{2}\right)=z_{1}^{2}+z_{2}^{2}+z_{1}^{2}+z_{4}^{2},
$$

where the $z_{i}$ are bilinear forms in the $x_{i}$ and $y_{i}$. It was shown by Hurwitz that a product of $N$ squares multiplied by a product of $N$ squares is a product of $N$ squares in the above sense, only when $N=1,2,4,8$; see A. Hurwitz. ${ }^{1}$ For an exposition of the theory of reproducing forms, see C. C. MacDuffee. ${ }^{1,0}$
20. Prove that a matrix $A$ whose elements are given by the relations

$$
\left.\begin{array}{rlrl}
a_{i j} & =(-1)^{i-1}(j-1 \\
i-1
\end{array}\right) \quad \begin{array}{ll}
i<j \\
& =(-1)^{i-1} \\
& =0
\end{array}
$$

satisfies the relation $A^{2}=I$. Here $\binom{n}{k}$ is the binomial coefficient, $n!/ k!(n-k) t$.
21. Let $y_{i}=y_{i}\left(x_{1} x_{2}, \ldots, x_{N}\right)$ be a set of $N$ functions of the $x_{i}, i=1,2, \ldots, N$. The matrix $J=J(y, x)=\left(\partial y_{i} / \partial x_{j}\right)$ is called the Jacobian matrix and its determinant the Jacobian of the transformation. Show that

$$
J(z, y) J(y, x)=J(z, x)
$$

22. Consider the relation between the $N^{2}$ variables $y_{i j}$ and the $N^{2}$ variables $x_{i j}$ given by $Y=A X B$, where $A$ and $B$ are constant matrices. Show that $|J(Y, X)|=$ $|A|^{N}|B|^{N}$.
${ }^{1}$ A. Hurwitz, Uber die Komposition der quadratischen Formen von beliebig vielen Variablen, Math. Werke, bd II, Basel, 1933, pp. 565-571.
${ }^{2}$ C. C. MacDuffee, On the Composition of Algebraic Forms of Higher Degree, Bull. Amer. Math. Soc., vol. 51 (1945), pp. 198-211.
' J. Radon, Lineare Scharen orthogonaler Matrizen, Abh. Math. Sem. Hamb., vol. 1 (1921), pp. 1-14.
23. If $Y=X X^{\prime}$, where $X$ is triangular, then $|J(Y, X)|=2^{N} \prod_{i=1}^{N} x_{i i^{N-i+1}}$.
24. Show that the problem of determining the maximum of the function $(x, A x)$ $2(x, b)$ leads to the vector equation $A x=b$.
25. Similarly, show that the problem of minimizing $(x, B x)+2(x, A y)+(y, B y)-$ $2(a, x)-2(b, y)$ over ali $x$ and $y$ leads to the simultaneous equations $B x+A y=a$, $A^{\prime} x+B y=b$.
26. Let $f(x)$ be a function of the variable $x$ which assumes only two values, $x=0$, $x=1$. Show that $f(x)$ may be written in the form $a+b x$, where $a=f(0), b=$ $f(1)-f(0)$.
27. Let $g(x)$ be a function of the same type, which itself assumes only two values 0 or 1 . Then $f(g(x))=a_{1}+b_{1} x$. Show that $a_{1}$ and $b_{1}$ are linear combinations of $a$ and $b$, and thus that the effect of replacing $x$ by $g(x)$ is equivalent to a matrix transformation of the vector whose components are $a$ and $b$.
28. Let $f\left(x_{1}, x_{2}\right)$ be a function of the two variables $x_{1}$ and $x_{2}$ each of which assumes only the values 0 and 1. Show that we may write $f\left(x_{1}, x_{2}\right)=a_{1}+a_{8} x_{1}+a_{2} x_{2}+a_{4} x_{1} x_{2}$.
29. Let $g_{1}\left(x_{1}, x_{2}\right), g_{2}\left(x_{1}, x_{2}\right)$ be functions of the same type, each of which itself assumes only two values, 0 or 1 . Then if we write

$$
f\left(g_{1}, g_{2}\right)=a_{1}^{\prime}+a_{x}^{\prime} x_{1}+a_{3}^{\prime} x_{2}+a_{3}^{\prime} x_{1} x_{2}
$$

we have a matrix transformation

$$
\left[\begin{array}{l}
a_{1}^{\prime} \\
a_{3}^{\prime} \\
a_{3}^{\prime} \\
a_{4}^{\prime}
\end{array}\right]=M\left[\begin{array}{l}
a_{1} \\
a_{4} \\
a_{3} \\
a_{4}
\end{array}\right]
$$

For the case where $g_{1}\left(x_{1}, x_{2}\right)=x_{1} x_{2}, g_{2}\left(x_{1}, x_{2}\right)=x_{1}\left(1-x_{2}\right)$, evaluate $M$.
80. Generalize the foregoing results to the case where we have a function of $N$ variablea, $f\left(x_{1}, x_{2}, \ldots, x_{N}\right)$, and to the case where the $x_{i}$ can assume any of a given finite set of values.
(The foregoing results are useful in the study of various types of logical nets; see, for example, R. Bellman, J. Holland, and R. Kalaba, Dynamic Programming and the Synthesis of Logical Nets, J. Assoc. Comp. Mach., 1959.)
81. If $A$ is a given $2 \times 2$ matrix and $X$ an unknown $2 \times 2$ matrix, show that the equation $A X-X A=I$ has no solution.
82. Show that the same result holds for the case where $A$ and $X$ are $N \times N$ matrices.
33. Consider the relation between the $N(N+1) / 2$ variables $y_{i j}$ and the $N(N+1) / 2$ variables $x_{i j}$ given by $Y=A X A$ ', where $X$ and $Y$ are symmetric. Show that $|J(Y, X)|=|A|^{N+1}$. Two semiexpository papers discussing matters of this nature have been written by W. L. Deemer and I. Olkin. ${ }^{1}$
84. Construct a $4 \times 4$ symmetric orthogonal matrix whose elements are $\pm 1$. This question, and extensions, is of interest in connection with Hadamard's inequality, see Sec. 7 of Chap. 8, and (amazingly!), in connection with the design of experimenta. See R. E. A. C. Paley ${ }^{2}$ and R. L. Plackett and J. P. Burman. ${ }^{3}$
${ }^{1}$ W. L. Deemer and I. Olkin, Jacobians of Matrix Transformations Useful in Multivariate Analysis, Biometrika, vol. 38, pp. 345-367, 1951.
I. Olkin, Note on "Jacobians of Matrix Transformations Useful in Multivariate Analysis,' Biometrika, vol. 40, pp. 43-46, 1953.
${ }^{2}$ R. E. A. C. Paley, On Orthogonal Matrices, J. Math. and Physics, vol. 12, pp. 311-320, 1933.
' R. L. Plackett and J. P. Burman, The Design of Optimum Multifactorial Experimenta, Biometrika, vol. 33, pp. 305-325, 1946.
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## 3

## Diagonalization and Canonical Forms for Symmetric Matrices

1. Recapitulation. Our discussion of the problem of determining the stationary values of the quadratic form $Q(x)=\sum_{i, j=1}^{N} a_{i j} x_{i} x_{j}$ on the sphere $x_{1}{ }^{2}+x_{2}{ }^{2}+\cdots+x_{N}{ }^{2}=1$ led us to the problem of finding nontrivial solutions of the linear homogeneous equations

$$
\begin{equation*}
\sum_{i=1}^{N} a_{i j} x_{j}=\lambda x_{i} \quad i=1,2, \ldots, N \tag{1}
\end{equation*}
$$

We interrupted our story at this point to introduce vector-matrix notation, stating in extenuation of our excursion that this tool would permit us to treat this and related questions in a simple and elegant fashion.

Observe that the condition of symmetry $a_{i j}=a_{j i}$ is automatically satisfied in (1) in view of the origins of these equations. This simple but significant property will permit us to deduce a great deal of information concerning the nature of the solutions. On the basis of this knowledge, we shall transform $Q(x)$ into a simpler form which plays a paramount role in the higher theory of matrices and quadratic forms.

Now to resume our story!
2. The Solution of Linear Homogeneous Equations. We require the following fundamental result.

Lemma. A necessary and sufficient condition that the linear system

$$
\begin{equation*}
\sum_{i=1}^{N} b_{i j} x_{j}=0 \quad i=1,2, \ldots, N \tag{1}
\end{equation*}
$$

possess a nontrivial solution is that we have the determinantal relation

$$
\begin{gather*}
\left|b_{i j}\right|=0  \tag{2}\\
32
\end{gather*}
$$

As usual, by "nontrivial" we mean that at least one $x_{i}$ is nonzero.
This result is actually a special case of a more general result concerning linear systems in which the number of equations is not necessarily equal to the number of variables, a matter which is discussed in Appendix A. Here, however, we shall give a simple inductive proof which establishes all that we need.

Proof of Lemma. The necessity is clear. If $\left|b_{i j}\right| \neq 0$, we can solve by Cramer's rule, obtaining thereby the unique solution $x_{1}=x_{2}=\cdots=0$.

Let us concentrate then on the sufficiency. It is clear that the result is true for $N=1$. Let us then see if we can establish its truth for $N$, assuming its validity for $N-1$. Since at least one of the $b_{i j}$ is nonzero, or else the result is trivially true, assume that one of the elements in the first row is nonzero, and then, without loss of generality, that this element is $b_{11}$.

Turning to the linear system in (1), let us eliminate $x_{1}$ between the first and second equations, the first and third, and so on. The resulting system has the form

$$
\begin{align*}
& \left(b_{22}-\frac{b_{21} b_{12}}{b_{11}}\right) x_{2}+\cdots+\left(b_{2 N}-\frac{b_{21} b_{1 N}}{b_{12}}\right) x_{N}=0 \\
& \left(b_{N 2}-\frac{b_{N 1} b_{12}}{b_{11}}\right) x_{2}+\cdots+\left(b_{N N}-\frac{b_{N 1} b_{1 N}}{b_{11}}\right) x_{N}=0 \tag{3}
\end{align*}
$$

Let us obtain a relation between the determinant of this system and the original $N \times N$ determinant, $\left|b_{i j}\right|$, in the following way.

Subtracting $b_{21} / b_{11}$ times the first row of $\left|b_{i j}\right|$ from the second, $b_{31} / b_{11}$ times the first row from the third row and so on, we obtain the relation

$$
\left|\begin{array}{cccc}
b_{11} & b_{12} & \cdots & b_{1 N}  \tag{4}\\
b_{21} & b_{22} & \cdots & b_{2 N} \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
b_{N 1} & b_{N 2} & \cdots & b_{N N}
\end{array}\right|=\left|\begin{array}{ccc}
b_{11} & \cdots \\
0 & \left(b_{22}-\frac{b_{21} b_{12}}{b_{11}}\right) & \cdots \\
\cdot & \left(b_{2 N}-\frac{b_{21} b_{1 N}}{b_{11}}\right) \\
\cdot & & \\
\cdot & \left(b_{N 2}-\frac{b_{N 1} b_{12}}{b_{11}}\right) & \cdots
\end{array}\right|
$$

Hence, the determinant of ( $N-1$ )-dimensional system in (3) is zero, since by assumption $b_{11} \neq 0$ and $\left|b_{i j}\right|=0$. From our inductive hypothe-
sis it follows that there exists a nontrivial solution of (3), $x_{2}, x_{3}, \ldots, x_{N}$. Setting

$$
\begin{equation*}
x_{1}=-\sum_{j=2}^{N} b_{13} x_{j} / b_{11} \tag{5}
\end{equation*}
$$

we obtain, thereby, the desired nontrivial solution of (1), $x_{1}, x_{2}, \ldots, x_{N}$.

## EXERCISE

1. Show that if $A$ is real, the equation $A x=0$ always possesses a real nontrivial solution if it possesses any nontrivial solution.
2. Characteristic Roots and Vectors. Setting $x$ equal to the vector whose components are $x_{i}$ and $A=\left(a_{i j}\right)$, we may write (1.1) in the form

$$
\begin{equation*}
A x=\lambda x \tag{1}
\end{equation*}
$$

Referring to the lemma of Sec. 2, we know that a necessary and sufficient condition that there exist a nontrivial vector $x$ satisfying this equation is that $\lambda$ be a root of the determinantal equation

$$
\begin{equation*}
\left|a_{i j}-\lambda \delta_{i j}\right|=0 \tag{2}
\end{equation*}
$$

or, as we shall usually write,

$$
\begin{equation*}
|A-\lambda I|=0 \tag{3}
\end{equation*}
$$

This equation is called the characteristic equation of $A$. As a polynomial equation in $\lambda$, it possesses $N$ roots, distinct or not, which are called the characteristic roots or characteristic values. If the roots are distinct, we shall occasionally use the term simple, as opposed to multiple.

The hybrid word eigenvalue appears with great frequency in the literature, a bilingual compromise between the German word "Eigenwerte" and the English expression given above. Despite its ugliness, it seems to be too firmly entrenched to dislodge.

Associated with each distinct characteristic value $\lambda$, there is a characteristic vector, determined up to a scalar multiple. This characteristic vector may be found via the inductive route sketched in Sec. 2, or following the path traced in Appendix A. Neither of these is particularly attractive for large values of $N$, since they involve a large number of arithmetic operations. In actuality, there are no easy methods for obtaining the characteristic roots and characteristic vectors of matrices of large dimension.

As stated in the Preface, we have deliberately avoided in this volume any references to computational techniques which can be employed to
determine numerical values for characteristic roots and vectors.
If $\lambda$ is a multiple root, there may or may not be an equal number of associated characteristic vectors if $A$ is an arbitrary square matrix. These matters will be discussed in the second part of the book, devoted to the study of general, not necessarily symmetric, matrices.

For the case of symmetric matrices, multiple roots cause a certain amount of inconvenience, but nothing of any moment. We will show that a real symmetric matrix of order $N$ has $N$ distinct characteristic vectors.

## EXERCISES

1. $A$ and $A^{\prime}$ have the same characteristic values.
2. $T^{\prime} A T-\lambda I=T^{\prime}(A-\lambda I) T$ if $T$ is orthogonal. Hence, $A$ and $T^{\prime} A T$ have the same characteristic values if $T$ is orthogonal.
3. $A$ and $T^{*} A T$ have the same characteristic values if $T$ is unitary.
4. $S A T$ and $A$ have the same characteristic values if $S T=I$.
5. Show by direct calculation for $A$ and $B, 2 \times 2$ matrices, that $A B$ and $B A$ have the same characteristic equation.
6. Does the result hold generally?
7. Show that any scalar multiple apart from zero of a characteristic vector is also a characteristic vector. Hence, show that we can always choose a characteristic vector $x$ so that $(x, \bar{x})=1$.
8. Show, by considering $2 \times 2$ matrices, that the characteristic roots of $A+B$ cannot be obtained in general as sums of characteristic roots of $A$ and of $B$.
9. Show that a similar comment is true for the characteristic roots of $A B$.
10. For the $2 \times 2$ case, obtain the relation between the characteristic roots of $A$ and those of $A^{2}$.
11. Does a corresponding relation hold for the characteristic roots of $A$ and $A^{n}$ for $n=3,4, \ldots$ ?
12. Two Fundamental Properties of Symmetric Matrices. Let us now give the simple proofs of the two fundamental results upon which the entire analysis of real symmetric matrices hinges.

Although we are interested only in symmetric matrices whose elements are real, we shall insert the word "real" here and there in order to emphasize this fact and prevent any possible confusion.

Theorem 1. The characteristic roots of a real symmetric matrix are real.
Proof. Assume the contrary. Since $A$ is a real matrix, it follows from the characteristic equation $|A-\lambda I|=0$ that the conjugate of any complex characteristic root $\lambda$ is also a characteristic root. We obtain this result and further information from the fact that if the equation

$$
\begin{equation*}
A x=\lambda x \tag{1}
\end{equation*}
$$

holds, then the relation

$$
\begin{equation*}
A \bar{x}=\bar{\lambda} \bar{x} \tag{2}
\end{equation*}
$$

is also valid. From these equations, we obtain the further relations

$$
\begin{align*}
& (\bar{x}, A x)=\lambda(\bar{x}, x)  \tag{3}\\
& (x, A \bar{x})=\bar{x}(x, \bar{x})
\end{align*}
$$

Since $A$ is symmetric, which implies that $(\bar{x}, A x)=(A \bar{x}, x)=(x, A \bar{x})$, the foregoing relations yield

$$
\begin{equation*}
0=(\lambda-\bar{\lambda})(x, \bar{x}), \tag{4}
\end{equation*}
$$

whence $\lambda=\bar{\lambda}$, a contradiction.
This means that the characteristic vectors of a real symmetric matrix $A$ can always be taken to be real, and we shall consistently do this.

The second result is:
Theorem 2. Characteristic vectors associated with distinct characteristic roots of a real symmetric matrix A are orthogonal.

Proof. From

$$
\begin{align*}
& A x=\lambda x \\
& A y=\mu y \tag{5}
\end{align*}
$$

$\lambda \neq \mu$, we obtain

$$
\begin{align*}
& (y, A x)=\lambda(y, x) \\
& (x, A y)=\mu(x, y) \tag{6}
\end{align*}
$$

Since $(x, A y)=(A x, y)=(y, A x)$, subtraction yields

$$
\begin{equation*}
0=(\lambda-\mu)(x, y) \tag{7}
\end{equation*}
$$

whence $(x, y)=0$.
This result is of basic importance. Its generalization to more general operators is one of the cornerstones of classical analysis.

## EXERCISES

1. A characteristic vector cannot be associated with two distinct characteristic values.
2. Show by means of a $2 \times 2$ matrix, however, that two distinct vectors can be associated with the same characteristic root.
3. Show by means of an example that there exist $2 \times 2$ symmetric matrices $A$ and $B$ with the property that $|A-\lambda B|$ is identically zero. Hence, under what conditions on $B$ can we assert that all roots of $|A-\lambda B|=0$ are real?
4. Show that if $A$ and $B$ are real symmetric matrices, and if $B$ is positive definite, the roots of $|A-\lambda B|=0$ are all real.
5. Show that the characteristic roots of a Hermitian matrix are real and that the characteristic vectors corresponding to distinct characteristic roots are orthogonal using the generalized inner product ( $x, \bar{y}$ ).
6. Let the elements $a_{i j}$ of $A$ depend upon a parameter $t$. Show that the derivatives of $|A|$ with respect to $t$ can be written as the sum of $N$ determinants, where the $k$ th determinant is obtained by differentiating the elements of the $k$ th row and leaving the others unaltered.
7. Show that the derivative of $|A-\lambda I|$ with respect to $\lambda$ is equal to $-\sum_{k=1}^{N}\left|A_{k}-\lambda I\right|$, where $A_{k}$ is the $(N-1) \times(N-1)$ matrix obtained from $A$ by striking out the $k$ th row and column.
8. From this, conclude that if $\lambda$ is a simple root of $A$, then at least one of the determinants $\left|A_{k}-\lambda I\right|$ is nonzero.
9. Use this result to show that if $\lambda$ is a simple root of $A$, a characteristic vector $x$ associated with $\lambda$ can always be taken to be a vector whose components are polynomials in $\lambda$ and the elements of $A$.
B. Reduction to Diagonal Form-Distinct Characteristic Roots. We can obtain an important result quite painlessly at this juncture, if we agree to make the simplifying assumption that $A$ has distinct characteristic roots $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$. Let $x^{1}, x^{2}, \ldots, x^{N}$ be an associated set of characteristic vectors, normalized by the condition that

$$
\begin{equation*}
\left(x^{i}, x^{i}\right)=1 \quad i=1,2, \ldots, N \tag{1}
\end{equation*}
$$

Consider the matrix $T$ formed upon using the vectors $x^{i}$ as columns. Schematically,

$$
\begin{equation*}
T=\left(x^{1}, x^{2}, \ldots, x^{N}\right) \tag{2}
\end{equation*}
$$

Then $T^{\prime \prime}$ is the matrix obtained using the $x^{i}$ as rows,

$$
T^{\prime}=\left[\begin{array}{c}
x^{1}  \tag{3}\\
x^{2} \\
\cdot \\
\cdot \\
\cdot \\
x^{N}
\end{array}\right]
$$

Since

$$
\begin{equation*}
T^{\prime} T=\left(\left(x^{i}, x^{\prime}\right)\right)=\left(\delta_{i j}\right) \tag{4}
\end{equation*}
$$

(in view of the orthogonality of the $x^{i}$ as characteristic vectors associated with distinct characteristic roots of the symmetric matrix $A$ ), we see that $T$ is an orthogonal matrix.

We now assert that the product $A T$ has the simple form

$$
\begin{equation*}
A T=\left(\lambda_{1} x^{1}, \lambda_{2} x^{2}, \ldots, \lambda_{N} x^{N}\right) \tag{5}
\end{equation*}
$$

by which we mean that the matrix $A T$ has as its $i$ th column the vector $\lambda_{i} x^{i}$.

It follows that

$$
\begin{equation*}
T^{\prime} A T=\left(\lambda_{i}\left(x^{i}, x^{j}\right)\right)=\left(\lambda_{i} \delta_{i j}\right) \tag{6}
\end{equation*}
$$

(recalling once again the orthogonality of the $x_{i}$ ),

$$
=\left[\begin{array}{lllll}
\lambda_{1} & & & & \\
& & & & 0 \\
& \lambda_{2} & & & \\
& & \cdot & & \\
& & & & \\
& 0 & & & \\
& & & & \\
& & & &
\end{array}\right]
$$

The matrix on the right-hand side has as its main diagonal the characteristic values $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$, and zeros every place else. A matrix of this type is, as earlier noted, called a diagonal matrix.

Multiplying on the right by $T^{\prime}$ and on the left by $T$, and using the fact that $T T^{\prime \prime}=I$, we obtain the important result

$$
A=T\left[\begin{array}{lllll}
\lambda_{1} & & & &  \tag{7}\\
& & & & 0 \\
& \lambda_{2} & & & \\
& & \cdot & & \\
& & & \cdot & \\
0 & & & \\
& & & & \lambda_{N}
\end{array}\right] T^{\prime}
$$

This process is called reduction to diagonal form. As we shall see, this representation plays a fundamental role in the theory of symmetric matrices. Let us use the notation

$$
\Lambda=\left[\begin{array}{lllll}
\lambda_{1} & & & &  \tag{8}\\
& & & & 0 \\
& \lambda_{2} & & & \\
& & \cdot & & \\
& & & \cdot & \\
& 0 & & & \\
& & & & \\
& & & & \lambda_{N}
\end{array}\right]
$$

## EXERCISES

1. Show that $\Lambda^{k}=\left(\lambda_{i}{ }^{k} \delta_{i j}\right)$, and that $A^{k}=T \Lambda^{k} T^{\prime}$, for $k=1,2, \ldots$
2. Show that if $A$ has distinct characteristic roots, then $A$ satisfies its own characteristic equation. This is a particular case of a more general result we shall establish later on.
3. If $A$ has distinct characteristic roots, obtain the set of characteristic vectors associated with the characteristic roots of $A^{k}, k=2,3, \ldots$
4. Reduction of Quadratic Forms to Canonical Form. Let us now show that this matrix transformation leads to an important transformation of $Q(x)$. Setting $x=T y$, where $T$ is as defined in (2) of Sec. 5 , we have

$$
\begin{equation*}
(x, A x)=(T y, A T y)=\left(y, T^{\prime} A T y\right)=(y, \Lambda y) \tag{1}
\end{equation*}
$$

or the fundamental relation

$$
\begin{equation*}
\sum_{i, j=1}^{N} a_{i j} x_{i} x_{j}=\sum_{i=1}^{N} \lambda_{i} y_{i}{ }^{2} \tag{2}
\end{equation*}
$$

Since $T$ is orthogonal, we see that $x=T y$ implies that

$$
\begin{equation*}
T^{\prime} x=T^{\prime} T y=y \tag{3}
\end{equation*}
$$

Hence to each value of $x$ corresponds precisely one value of $y$ and conversely.

We thus obtain the exceedingly useful result that the set of values assumed by $Q(x)$ on the sphere $(x, x)=1$ is identical with the set of values assumed by $(y, \Lambda y)$ on the sphere $(y, y)=1$.

So far we have only established this for the case where the $\lambda_{i}$ are all distinct. As we shall see in Chap. 4, it is true in general, constituting the foundation stone of the theory of quadratic forms.

## EXERCISES

1. Let $A$ have distinct characteristic roots which are all positive. Use the preceding result to compute the volume of the $N$-dimensional ellipsoid ( $x, A x$ ) $=1$.
2. Prove along the preceding lines that the characteristic roots of Hermitian matrices are real and that characteristic vectors associated with distinct characteristic roots are orthogonal in terms of the notation $[x, y]$ of Sec. 16 of Chap. 2.
3. Show that if the characteristic roots of a Hermitian matrix $A$ are distinct, we can find a unitary matrix $T$ such that $A=T A T^{*}$. This again is a particular case of a more general result we shall prove in the following chapter.
4. Let $A$ be a real matrix with the property that $A^{\prime}=-A$, a skew-symmetric matrix. Show that the characteristic roots are either zero or pure imaginary.
5. Let $T$ be an orthogonal matrix. Show that all characteristic roots have absolute value one.
6. Let $T$ be a unitary matrix. Show that all characteristic roots have absolute value one.
7. Suppose that we attempt to obtain the representation of (5.2) under no restriction on the characteristic roots of the symmetric matrix $A$ in the following way. To begin with, we assert that we can always find a symmetric matrix $B$, with elements arbitrarily small, possessing the property that $A+B$ has simple characteristic roots. We do not dwell upon this point since the proof is a bit more complicated than might be suspected; see Sec. 16 of Chap. 11. Let $\left\{\mu_{i}\right\}$ be the characteristic roots of $A+B$ Then, as we know, there exists an orthogonal matrix $S$ such that

$$
A+B=\mathbb{S}\left[\begin{array}{llll}
\mu_{1} & & & \\
& & 0 & \\
& \mu_{8} & & \\
& & & \\
& & & \\
0 & & & \\
& & & \\
\mu_{N}
\end{array}\right] S^{\prime}
$$

Since $S$ is an orthogonal matrix, its elements are uniformly bounded. Let $\left\{B_{n}\right\}$ be a sequence of matrices approaching 0 such that the corresponding sequence of orthogonal matrices $\left\{S_{n}\right\}$ converges. The limit matrix must then be an orthogonal matrix, way $T$. Since $\lim \mu_{i}=\lambda_{i}$, we have

$$
A=\lim _{n \rightarrow \infty}\left(A+B_{n}\right)=\lim _{n \rightarrow \infty} S_{n}\left[\begin{array}{llll}
\lim _{n \rightarrow \infty} \mu_{1}, & & \\
& \cdot & & \\
& \cdot & \\
& & & \\
& & \lim _{n \rightarrow \infty} \mu_{N}
\end{array}\right] \lim _{n \rightarrow \infty} S_{n}^{\prime}
$$

Since this proof relies upon a number of analytic concepts which we do not wish to introduce until much later, we have not put it into the text. It is an illustration of a quite useful metamathematical principle that results valid for general real symmetric matrices can always be established by first considering matrices with distinct characteristic roots and then passing to the limit.
7. Positive Definite Quadratic Forms and Matrices. In Sec. 9 of Chap. 1, we introduced the concept of a positive definite quadratic form in two variables, and the allied concepts of positive indefinite or non-negative definite. Let us now extend this to $N$-dimensional quadratic forms. If $A=\left(a_{i j}\right)$ is a real symmetric matrix, and

$$
Q_{N}(x)=\sum_{i, j=1}^{N} a_{i j} x_{i} x_{i}>0
$$

for all real nontrivial $x_{i}$, we shall say that $Q_{N}(x)$ is positive definite and that $A$ is positive definite. If $Q_{N}(x) \geq 0$, we shall say that $Q_{N}(x)$ and $A$ are positive indefinite.

Similarly, if $H$ is a Hermitian form and $P_{N}(x)=\sum_{i, j=1}^{N} h_{i j} x_{i} \bar{x}_{j}>0$ for all complex nontrivial $x_{i}$, we shall say that $P_{N}(x)$ and $H$ are positive definite.

## EXERCISES

1. If $A$ is a symmetric matrix with distinct characteristic roots, obtain a set of necessary and sufficient conditions that $A$ be positive definite.
2. There exists a scalar $c_{1}$ such that $A+c_{1} I$ is positive definite, given any symmetric matrix $A$.
3. Show that we can write $A$ im the form

$$
A=\sum_{i=1}^{N} \lambda_{i} E_{i}
$$

where the $E_{i}$ are non-negative definite matrices. Then

$$
A^{k}=\sum_{i=1}^{N} \lambda_{i}^{k} E_{i}
$$

for $k=1,2, \ldots$
4. If $p(\lambda)$ is a polynomial in $\lambda$ with scalar coefficients, $p(\lambda)=\sum_{k=0}^{m} c_{k} \lambda^{k}$, let $p(A)$ denote the matrix $p(A)=\sum_{k=0}^{m} c_{k} A^{k} . \quad$ Show that $p(A)=\sum_{i=1}^{N} p\left(\lambda_{i}\right) E_{i}$.

## MISCELLANEOUS EXERCISES

1. Let $A$ and $B$ be two symmetric matrices. Then the roots of $|A-\lambda B|=0$ are all real if $B$ is positive definite. What can be said of the vectors satisfying the relations $A x=\lambda_{i} B x$ ?
2. Every matrix is uniquely expressible in the form $A=H+S$, where $H$ is Hermitian and $S$ is skew-Hermitian, that is, $S^{*}=-S$.
3. As an extension of Theorem 1, show that if $\lambda$ is a characteristic root of a real matrix $A$, then $|\operatorname{Im}(\lambda)| \leq d(N(N-1) / 2)^{1 / 4}$, where

$$
d=\max _{1 \leq i, j \leq N}\left|a_{i j}-a_{j i}\right| / 2 \quad \text { (I. Bendixson) }
$$

4. Generally, let $A$ be complex; then if

$$
\begin{aligned}
& d_{1}=\max _{i, j}\left|a_{i j}\right| \quad d_{2}=\max _{i, j}\left|a_{i j}+\overline{a_{i j}}\right| / 2 \\
& d_{3}=\max \left|a_{i j}-\overline{a_{i j}}\right| / 2
\end{aligned}
$$

we have

$$
|\lambda| \leq N d_{1} \quad|\operatorname{Re}(\lambda)| \leq N d_{2} \quad|\operatorname{Im}(\lambda)| \leq N d_{3} \dagger
$$

6. Show that for any complex matrix $A$, we have the inequalities

$$
\begin{aligned}
& \sum_{i=1}^{N}\left|\lambda_{i}\right|^{2} \leq \sum_{i, j=1}^{N}\left|a_{i j}\right|^{2} \\
& \sum_{i=1}^{N}\left|\operatorname{Re}\left(\lambda_{i}\right)\right|^{2} \leq \sum_{i, j=1}^{N}\left|\left(a_{i j}+\overline{a_{i j}}\right) / 2\right|^{2} \\
& \sum_{i=1}^{N}\left|\operatorname{Im}\left(\lambda_{i}\right)\right|^{2} \leq \sum_{i, j=1}^{N}\left|\left(a_{i j}-\overline{a_{i i}}\right) / 2\right|^{2} \quad \text { (I.Schur) }
\end{aligned}
$$

$\dagger$ Far more sophisticated results are available. See the papers by A. Brauer in Duke Malh. J., 1946, 1947, 1948, where further references are given. See also W. V. Parker, Characteristic Roots and Fields of Value of a Matrix, Bull. A m. Math. Soc., vol. 57, pp. 103-108, 1951.
6. So far, we have not dismissed the possibility that a characteristic root may have several associated characteristic vectors, not all multiples of a particular characteristic vector. As we shall see, this can happen if $A$ has multiple characteristic roots. For the case of distinct characteristic roots, this cannot occur. Although the simplest proof uses concepts of the succeeding chapter, consider a proof along the following lines:
(a) Let $x^{1}$ and $y$ be two characteristic vectors associated with $\lambda_{1}$ and suppose that $y \not y^{\prime} c_{1} x^{1}$ for any scalar $c_{1}$. Then $x^{1}$ and $z=y-x^{1}\left(x^{1}, y\right) /\left(x^{1}, x^{1}\right)$ are characteristic vectors and $x^{1}$ and $z$ are orthogonal.
(b) Let $2^{1}$ be the normalized multiple of 2 . Then

$$
S=\left[\begin{array}{llllll}
x^{1} & 2 & x^{1} & \ldots & x^{N} \\
& & & & \\
& & & & \\
& & & &
\end{array}\right]
$$

is an orthogonal transformation.
(c) $A=S D S^{\prime}$, where

$$
D=\left[\begin{array}{lllll}
\lambda_{1} & & & & \\
& \lambda_{1} & & 0 & \\
& & \lambda_{1} & & \\
& & & & \\
& & & \cdot & \\
0 & & & \\
& & & & \lambda_{N}
\end{array}\right]
$$

(d) It follows that the transformation $x=S y$ changes $(x, A x)$ into ( $y, D y$ ).
(e) Assume that $A$ is positive definite (if not, consider $A+c_{1} I$ ), then, on one hand, the volume of the ellipsoid $(x, A x)=1$ is equal to the volume of the ellipsoid

$$
\lambda_{1} y_{1}^{2}+\lambda_{2} y_{2}^{2}+\cdots+\lambda_{N} y_{N}{ }^{2}=1,
$$

and, on the other hand, from what has just preceded, is equal to the volume of

$$
\lambda_{\mathrm{t}} y_{\mathrm{t}}^{2}+\lambda_{\mathrm{t}} y_{\mathrm{t}}^{2}+\cdots+\lambda_{N} y_{N^{2}}^{2}=1
$$

This is a contradiction if $\lambda_{1} \neq \lambda_{2}$.

## Bibliography

82. This proof is taken from the book by L. Mirsky,
L. Mirsky, Introduction to Linear Algebra, Oxford University Press, New York, 1955 .
83. The term "latent root" for characteristic value is due to Sylvester. For the reason, and full quotation, see
N. Dunford and J. T. Schwartz, Linear Operators, part I, Interscience Publishers, New York, 1958, pp. 606-607.
The term "spectrum" for set of characteristic values is due to Hilbert.
84. Throughout the volume we shall use this device of examining the case of distinct characteristic roots before treating the general case. In many cases, we can employ continuity techniques to deduce the general case from the special case, as in Exercise 7, Sec. 6. Apart from the fact that the method must be used with care, since occasionally there is a vast difference between the behaviors of the two types of matrices, we have not emphasized the method because of its occasional dependence upon quite sophisticated analysis.

It is, however, a most powerful technique, and one that is well worth aequiring.

## 4

## Reduction of General Symmetric Matrices to Diagonal Form

1. Introduction. In this chapter, we wish to demonstrate that the results obtained in Chap. 3 under the assumption of simple characteristic roots are actually valid for general symmetric matrices. The proof we will present will afford us excellent motivation for discussing the useful concept of linear dependence and for demonstrating the Gram-Schmidt orthogonalization technique.

Along the way we will have opportunities to discuss some other interesting techniques, and finally, to illustrate the inductive method for dealing with matrices of arbitrary order.
2. Linear Dependence. Let $x^{1}, x^{2}, \ldots, x^{k}$ be a set of $k N$-dimensional vectors. If a set of scalars, $c_{1}, c_{2}, \ldots, c_{k}$, at least one of which is nonzero, exists with the property that

$$
\begin{equation*}
c_{1} x^{1}+c_{2} x^{2}+\cdots+c_{k} x^{k}=0 \tag{1}
\end{equation*}
$$

where 0 represents the null vector, we say that the vectors are linearly dependent. If no such set of scalars exist, we say that the vectors are linearly independent.

Referring to the results concerning linear systems established in Appendix $A$, we see that this concept is only of interest if $k \leq N$, since any $k$ vectors, where $k>N$, are related by a relation of the type given in (1).

## EXERCISES

1. Show that any set of mutually orthogonal nontrivial vectors is linearly independent.
2. Given any nontrivial vector in $N$-dimensional space, we can always find $N-1$ vectors which together with the given $N$-dimensional vector constitute a linearly independent set.
3. Gram-Schmidt Orthogonalization. Let $x^{1}, x^{2}, \ldots, x^{N}$ be a set of $N$ real linearly independent $N$-dimensional vectors. We wish to show
that we can form suitable linear combinations of these base vectors which will constitute a set of mutually orthogonal vectors.

The procedure we follow is inductive. We begin by defining two new vectors as follows.

$$
\begin{align*}
& y^{1}=x^{1} \\
& y^{2}=x^{2}+a_{11} x^{1} \tag{1}
\end{align*}
$$

where $a_{11}$ is a scalar to be determined by the condition that $y^{1}$ and $y^{2}$ are orthogonal. The relation

$$
\begin{equation*}
\left(y^{1}, y^{2}\right)=\left(x^{1}, x^{2}+a_{11} x^{1}\right)=0 \tag{2}
\end{equation*}
$$

yields the value

$$
\begin{equation*}
a_{11}=-\left(x^{1}, x^{2}\right) /\left(x^{1}, x^{1}\right) \tag{3}
\end{equation*}
$$

Since the set of $x^{6}$ is by assumption linearly independent, we cannot have $x^{1}$ equal to the null vector, and thus ( $x^{1}, x^{1}$ ) is not equal to zero.

Let us next set

$$
\begin{equation*}
y^{3}=x^{3}+a_{21} x^{1}+a_{22} x^{2} \tag{4}
\end{equation*}
$$

where now the two scalar coefficients $a_{21}$ and $a_{22}$ are to be determined by the conditions of orthogonality

$$
\begin{equation*}
\left(y^{3}, y^{1}\right)=0 \quad\left(y^{3}, y^{2}\right)=0 \tag{5}
\end{equation*}
$$

These conditions are easier to employ if we note that (1) shows that the equation in (5) is equivalent to the relations

$$
\begin{equation*}
\left(y^{3}, x^{1}\right)=0 \quad\left(y^{3}, x^{2}\right)=0 \tag{6}
\end{equation*}
$$

These equations reduce to the simultaneous equations

$$
\begin{align*}
& \left(x^{3}, x^{2}\right)+a_{21}\left(x^{1}, x^{1}\right)+a_{22}\left(x^{2}, x^{1}\right)=0 \\
& \left(x^{3}, x^{2}\right)+a_{21}\left(x^{1}, x^{2}\right)+a_{22}\left(x^{2}, x^{2}\right)=0 \tag{7}
\end{align*}
$$

which we hope determine the unknown coefficients $a_{21}$ and $a_{22}$. We can solve for these quantities, using Cramer's rule, provided that the determinant

$$
D_{2}=\left|\begin{array}{ll}
\left(x^{1}, x^{1}\right) & \left(x^{1}, x^{2}\right)  \tag{8}\\
\left(x^{1}, x^{2}\right) & \left(x^{2}, x^{2}\right)
\end{array}\right|
$$

is not equal to zero.
To show that $D_{2}$ is not equal to zero, we can proceed as follows. If $D_{2}=0$, we know from the lemma established in Sec. 2 of Chap. 3 there are two scalars $r_{1}$ and $s_{1}$, not both equal to zero, such that the linear equations

$$
\begin{align*}
& r_{1}\left(x^{4}, x^{1}\right)+s_{1}\left(x^{1}, x^{2}\right)=0  \tag{9}\\
& r_{1}\left(x^{4}, x^{2}\right)+s_{1}\left(x^{2}, x^{2}\right)=0
\end{align*}
$$

are satisfied. These equations may be written in the form

$$
\begin{align*}
& \left(x^{1}, r_{1} x^{1}+s_{1} x^{2}\right)=0 \\
& \left(x^{2}, r_{1} x^{1}+s_{1} x^{2}\right)=0 \tag{10}
\end{align*}
$$

Multiplying the first equation by $r_{1}$ and the second by $s_{1}$ and adding, we obtain the resultant equation

$$
\begin{equation*}
\left(r_{1} x^{1}+s_{1} x^{2}, r_{1} x^{1}+s_{1} x^{2}\right)=0 \tag{11}
\end{equation*}
$$

This equation, however, in view of our assumption of reality, can hold only if $r_{1} x^{1}+s_{1} x^{2}=0$, contradicting the assumed linear independence of the $x^{i}$. Hence $D_{2} \neq 0$, and there is a unique solution for the quantities $a_{21}$ and $a_{22}$.

At the next step, we introduce the vector

$$
\begin{equation*}
y^{4}=x^{4}+a_{31} x^{1}+a_{32} x^{2}+a_{33} x^{3} \tag{12}
\end{equation*}
$$

As above, the conditions of mutual orthogonality yield the equations

$$
\begin{equation*}
\left(y^{4}, x^{1}\right)=\left(y^{4}, x^{2}\right)=\left(y^{4}, x^{8}\right)=0 \tag{13}
\end{equation*}
$$

which lead to the simultaneous equations

$$
\begin{equation*}
\left(x^{4}, x^{i}\right)+a_{31}\left(x^{1}, x^{i}\right)+a_{32}\left(x^{2}, x^{i}\right)+a_{38}\left(x^{3}, x^{i}\right)=0 \quad i=1,2,3 \tag{14}
\end{equation*}
$$

We can solve for the coefficients $a_{31}, a_{32}$, and $a_{33}$, provided that the determinant

$$
\begin{equation*}
D_{z}=\left|\left(x^{i}, x^{i}\right)\right| \quad i, j=1,2,3 \tag{15}
\end{equation*}
$$

is nonzero. The proof that $D_{8}$ is nonzero is precisely analogous to that given above in the two-dimensional case. Hence, we may continue this procedure, step by step, until we have obtained a complete set of vectors \{ $\left.y^{i}\right\}$ which are mutually orthogonal.
These vectors can then be normalized by the condition ( $y^{i}, y^{i}$ ) $=1$. We then say they form an orthonormal set. The determinants $D_{k}$ are called Gramians.

## EXERCISES

1. Consider the interval $[-1,1]$ and define the inner product of two real functions $f(t)$ and $g(t)$ in the following way:

$$
(f, g)=\int_{-1}^{1} f(t) g(t) d t
$$

Let $P_{8}(t)=1 / 2$, and define the other elements of the sequence of real polynomials $\left\{P_{n}(t) \mid\right.$ by the condition that $P_{n}(t)$ is of degree $n$ and $\left(P_{n}, P_{m}\right)=0, m \neq n,\left(P_{n}, P_{n}\right)=1$. Prove that we have ( $P_{n}, t^{m}$ ) $=0$, for $0 \leq m \leq n-1$, and construct the first few members of the sequence in this way.
2. With the same definition of an inner product as above, prove that

$$
\left(\left(\frac{d}{d l}\right)^{n}\left(1-t^{2}\right)^{n}, t^{m}\right)=0
$$

$0 \leq m \leq n-1$, and thus express $P_{n}$ in terms of the expression $\left(\frac{d}{d t}\right)^{n}\left(1-t^{2}\right)^{n}$. These polynomials are, apart from constant factors, the classical Legendre polynomials.
8. Consider the interval $(0, \infty)$ and define the inner product $(f, g)=\int_{0}^{\infty} e^{-t f(t) g(t) d t}$ for any two real polynomials $f(t)$ and $g(t)$. Let the sequence of polynomials $\left\{L_{n}(t)\right\}$ be determined by the conditions $L_{0}(t)=1, L_{n}(t)$ is a polynomial of degree $n$, and $\left(L_{n}, L_{m}\right)=0, n \neq m,\left(L_{n}, L_{n}\right)=1$. Prove that these conditions imply that $\left(L_{n}, t^{m}\right)=$ $0,0 \leq m \leq n-1$, and construct the first few terms of the sequence using these relations.
4. Prove that $\left(e^{t}(d / d t)^{n}\left(e^{-7 n}\right), t^{m}\right)=0,0 \leq m \leq n-1$, and thus express $L_{n}$ in terms of $e^{t}(d / d t)^{n}\left(e^{-t t^{n}}\right)$. These polynomials are apart from constant factors the classical Laguerre polynomials.
5. Consider the interval ( $-\infty, \infty$ ) and define the inner product

$$
(f, g)=\int_{-\infty}^{\infty} e^{-\imath g^{\prime}(t) g(t) d t}
$$

for any two real polynomials $f(t)$ and $g(t)$. Let the sequence of polynomials $\left\{H_{n}(t)\right\}$ be determined as follows. $\quad H_{0}(t)=1, H_{n}(t)$ is a polynomial of degree $n$, and $\left(H_{m}, H_{n}\right)=$ $0, m \neq n,\left(H_{n}, H_{n}\right)=1$. Prove that $\left(H_{n} t^{m}\right)=0,0 \leq m \leq n-1$, and construct the first few terms of the sequence in this fashion.
6. Prove that $\left(e^{t 2}(d / d t)^{n}\left(e^{\left.-i s l^{n}\right)}, t^{m}\right)=0,0 \leq m \leq n-1\right.$ and hence express $H_{n}$ in terms of $e^{\prime 2}(d / d t)^{n}\left(e^{-62 t n)}\right.$. These polynomials are apart from constant factors the classical Hermite polynomials.
7. Show that given a real $N$-dimensional vector $x^{1}$, normalized by the condition that $\left(x^{1}, x^{1}\right)=1$, we can find ( $N-1$ ) additional vectors $x^{2}, x^{1}, \ldots, x^{N}$ with the property that the matrix $T=\left(x^{1}, x^{2}, \ldots, x^{N}\right)$ is orthogonal.
8. Obtain the analogue of the Gram-Schmidt method for complex vectors.
4. On the Positivity of the $D_{k}$. All that was required in the foregoing section on orthogonalization was the nonvanishing of the determinants $D_{k}$. Let us now show that a slight extension of the previous argument will enable us to conclude that actually the $D_{k}$ are positive. The result is not particularly important at this stage, but the method is an important and occasionally useful one.

Consider the quadratic form

$$
\begin{align*}
& Q\left(u_{1}, u_{2}, \ldots, u_{k}\right)=\left(u_{1} x^{1}+u_{2} x^{2}+\cdots+u_{k} x^{k},\right. \\
&\left.u_{1} x^{1}+u_{2} x^{2}+\cdots+u_{k} x^{k}\right) \\
&=\sum_{i, j=1}^{k}\left(x^{i}, x^{j}\right) u_{i} u_{j} \tag{1}
\end{align*}
$$

where the $u_{i}$ are real quantities, and the $x^{i}$ as above constitute a system of real linearly independent vectors.

In view of the linear independence of the vectors $x^{i}$, we see that $Q>0$ for all nontrivial sets of values of the $u_{i}$. Consequently, the result we
wish to establish can be made a corollary of the more general result that the determinant

$$
\begin{equation*}
D=\left|a_{i j}\right| \tag{2}
\end{equation*}
$$

of any positive definite quadratic form

$$
\begin{equation*}
Q=\sum_{i, j=1}^{N} a_{i j} u_{i} u_{j} \tag{3}
\end{equation*}
$$

is positive. We shall show that this positivity is a simple consequence of the fact that it is nonzero.

All this, as we shall see, can easily be derived from results we shall obtain further on. It is, however, interesting and profitable to see the depth of various results, and to note how far one can go by means of fairly simple reasoning.

Let us begin by observing that $D$ is never zero. For, if $D=0$, there is a nontrivial solution of the system of linear equations

$$
\begin{equation*}
\sum_{j=1}^{N} a_{i j} u_{j}=0 \quad i=1,2, \ldots, N \tag{4}
\end{equation*}
$$

From these equations, we conclude that

$$
\begin{equation*}
Q=\sum_{i=1}^{N} u_{i}\left(\sum_{j=1}^{N} a_{i j} u_{j}\right)=0 \tag{5}
\end{equation*}
$$

a contradiction. This is essentially the same proof we used in Sec. 3.
The novelty arises in the proof that $D$ is positive. Consider the family of quadratic forms defined by the relation

$$
\begin{equation*}
P(\lambda)=\lambda Q+(1-\lambda) \sum_{i=1}^{N} u_{i}^{2} \tag{6}
\end{equation*}
$$

where $\lambda$ is a scalar parameter ranging over the interval $[0,1]$. For all $\lambda$ in this interval, it is clear that $P(\lambda)$ is positive for all nontrivial $u_{i}$. Consequently, the determinant of the quadratic form $P(\lambda)$ is never zero.

For $\lambda=0$, the determinant has the simple form

clearly positive. Since the determinant of $P(\lambda)$ is continuous in $\lambda$ for $0 \leq \lambda \leq 1$, and never zero in this range, it follows that positivity at $\lambda=0$ implies positivity at $\lambda=1$, the desired result.
5. An Identity. An alternative method of establishing the positivity of the $D_{k}$ when the vectors $x^{i}$ are linearly independent depends upon the following identity, which we shall call upon again in a later chapter devoted to inequalities.

Theorem 1. Let $x^{i}, i=1,2, \ldots, k$, be a set of $N$-dimensional vectors, $N \geq k$. Then

$$
\left|\left(x^{i}, x^{j}\right)\right|_{i, j=1,2, \ldots, k}=\frac{1}{k!} \sum_{M \mid}\left|\begin{array}{cccc}
x_{i_{1}}{ }^{1} & x_{i_{i}}{ }^{1} & \cdots & x_{i,}{ }^{1}  \tag{1}\\
x_{i_{i}}{ }^{2} & x_{i_{i}}{ }^{2} & \cdots & x_{i_{k}}{ }^{2} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
x_{i_{1}{ }^{k}} & x_{i_{i}{ }^{k}}{ }^{k} & \cdots & x_{i_{k}}{ }^{k}
\end{array}\right|^{2}
$$

where the sum is over all sets of integers $\left\{i_{k}\right\}$ with $1 \leq i_{1} \leq i_{2} \leq \cdots \leq i_{k} \leq N$.
Proof. Before presenting the proof, let us observe that the case $k=2$ is the identity of Lagrange

$$
\begin{equation*}
\left(\sum_{i=1}^{N} x_{i}^{2}\right)\left(\sum_{i=1}^{N} y_{i}^{2}\right)-\left(\sum_{i=1}^{N} x_{i} y_{i}\right)^{2}=1 / 2 \sum_{i, j=1}^{N}\left(x_{i} y_{j}-x_{j} y_{i}\right)^{2} \tag{2}
\end{equation*}
$$

It is sufficient to consider the case $k=3$ in order to indicate the method of proof, and it is helpful to employ a less barbarous notation. We wish to demonstrate that

$$
\left|\begin{array}{lll}
\sum_{i=1}^{N} x_{i}{ }^{2} & \sum_{i=1}^{N} x_{i} y_{i} & \sum_{i=1}^{N} x_{i} z_{i}  \tag{3}\\
\sum_{i=1}^{N} x_{i} y_{i} & \sum_{i=1}^{N} y_{i}{ }^{2} & \sum_{i=1}^{N} y_{i} z_{i} \\
\sum_{i=1}^{N} x_{i} z_{i} & \sum_{i=1}^{N} y_{i} z_{i} & \sum_{i=1}^{N} z_{i}{ }^{2}
\end{array}\right|=\frac{1}{3!} \sum_{i \leq k, l, m \leq N}\left|\begin{array}{lll}
x_{k} & x_{l} & x_{m} \\
y_{k} & y_{i} & y_{m} \\
z_{k} & z_{l} & z_{m}
\end{array}\right|^{2}
$$

Let us begin with the result

$$
\left|\begin{array}{lll}
x_{k} & x_{l} & x_{m}  \tag{4}\\
y_{k} & y_{l} & y_{m} \\
z_{k} & z_{l} & z_{m}
\end{array}\right|^{2}=\left|\begin{array}{lll}
x_{k}{ }^{2}+x_{l}{ }^{2}+x_{m}{ }^{2} & x_{k} y_{k}+x_{l} y_{l}+x_{m} y_{m} & x_{k} z_{k}+x_{l} z_{l}+x_{m} z_{m} \\
x_{k} y_{k}+x_{l} y_{l}+x_{m} y_{m} & y_{k}{ }^{2}+y_{l}{ }^{2}+y_{m}{ }^{2} & y_{k} z_{k}+y_{l} z_{l}+y_{m} z_{m}+x_{l} z_{l}+x_{m} z_{m} \\
y_{k} z_{k}+y_{l} z_{l}+y_{m} z_{m} & z_{k}{ }^{2}+z_{l}{ }^{2}+z_{m}{ }^{2}
\end{array}\right|
$$

which we obtain from the rule for multiplying determinants. The last determinant may be written as the sum of three determinants, of which the first is typical,

$$
\left|\begin{array}{lll}
x_{k}{ }^{2} & x_{k} y_{k}+x_{l} y_{l}+x_{m} y_{m} & x_{k} z_{k}+x_{l} z_{l}+x_{m} z_{m}  \tag{5}\\
x_{k} y_{k} & y_{k}{ }^{2}+y_{l}{ }^{2}+y_{m}^{2} & y_{k} z_{k}+y_{l} z_{l}+y_{m} z_{m} \\
x_{k} z_{k} & y_{k} z_{k}+y_{l} z_{l}+y_{m} z_{m} & z_{k}^{2}+z_{l}{ }^{2}+z_{m}^{2}
\end{array}\right|
$$

Subtracting $y_{k} / x_{k}$ times the first column from the second column, and $z_{k} / x_{k}$ times the first column from the third column, we are left with the determinant

$$
\left|\begin{array}{lll}
x_{k}^{2} & x_{l} y_{l}+x_{m} y_{m} & x_{l} z_{l}+x_{m} z_{m}  \tag{6}\\
x_{k} y_{k} & y_{l} l^{2}+y_{m}{ }^{2} & y_{l} z_{l}+y_{m} z_{m} \\
x_{k} z_{k} & y_{l} z_{l}+y_{m} z_{m} & z_{l}{ }^{2}+z_{m}{ }^{2}
\end{array}\right|
$$

Writing this determinant as a sum of two determinants, of which the following is typical, we are left with

$$
\left|\begin{array}{lll}
x_{k}^{2} & x_{l} y_{l} & x_{l} z_{l}+x_{m} z_{m}  \tag{7}\\
x_{k} y_{k} & y_{2} l^{2} & y_{l} z_{l}+y_{m} z_{m} \\
x_{k} z_{k} & y_{l} z_{l} & z_{l}^{2}+z_{m}^{2}
\end{array}\right|
$$

and subtracting $z_{l} / y_{l}$ times the second column from the third column, we obtain the determinant

$$
\left|\begin{array}{lll}
x_{k}^{2} & x_{l} y_{l} & x_{m} z_{m}  \tag{8}\\
x_{k} y_{k} & y_{l}{ }^{2} & y_{m} z_{m} \\
x_{k} z_{k} & y_{l} z_{l} & z_{m}^{2}
\end{array}\right|
$$

Summing over all $k, l$, and $m$, we obtain the left side of (3). Observing that the above procedures reduce us to a determinant of the form given in (8) in $3 \times 2$ ways, we see that a factor of $1 / 3!$ is required.
6. The Diagonalization of General Symmetric Matrices-Two Dimensional. In order to show that a general real symmetric matrix can be reduced to diagonal form by means of an orthogonal transformation, we shall proceed inductively, considering the $2 \times 2$ case first.

Let

$$
A_{2}=\left[\begin{array}{ll}
a_{11} & a_{12}  \tag{1}\\
a_{21} & a_{22}
\end{array}\right]=\left[\begin{array}{l}
a^{1} \\
a^{2}
\end{array}\right]
$$

be a symmetric matrix, and let $\lambda_{1}$ and $x^{1}$ be an associated characteristic root and characteristic vector. This statement is equivalent to the relations

$$
\begin{equation*}
A x^{1}=\lambda_{1} x^{1} \quad \text { or } \quad\left(a^{1}, x^{1}\right)=\lambda_{1} x_{11} \quad\left(a^{2}, x^{1}\right)=\lambda_{1} x_{12} \tag{2}
\end{equation*}
$$

where $x_{11}$ and $x_{12}$ are the components of $x^{1}$, which we take to be normalized by the condition ( $x^{1}, x^{1}$ ) $=1$.

As we know, we can form a $2 \times 2$ orthogonal matrix $T_{2}$ one of whose columns is $x^{1}$. Let the other column be designated by $x^{2}$.

We wish to show that

$$
T_{2}^{\prime} A T_{2}=\left[\begin{array}{cc}
\lambda_{1} & 0  \tag{3}\\
0 & \lambda_{2}
\end{array}\right]
$$

where $\lambda_{1}$ and $\lambda_{2}$ are the two characteristic values of $A$, which need not be distinct. This, of course, constitutes the difficulty of the general case. We already have a very simple proof for the case where the roots are distinct.

Let us show first that

$$
T_{2}^{\prime} A T_{2}=\left[\begin{array}{cc}
\lambda_{1} & b_{12}  \tag{4}\\
0 & b_{22}
\end{array}\right]
$$

where $b_{12}$ and $b_{22}$ are as yet unknown parameters. The significant fact is that the element below the main diagonal is zero. We have

$$
T_{2}^{\prime} A T_{2}=T_{2}^{\prime}\left[\begin{array}{ll}
\lambda_{1} x_{11} & \left(a^{1}, x^{2}\right)  \tag{5}\\
\lambda_{1} x_{12} & \left(a^{2}, x^{2}\right)
\end{array}\right]
$$

upon referring to the equations in (2). Since $T_{2}^{\prime} T_{2}=I$, we obtain, upon carrying through the multiplication,

$$
T_{2}^{\prime}\left[\begin{array}{ll}
\lambda_{1} x_{11} & \left(a^{1}, x^{2}\right)  \tag{6}\\
\lambda_{1} x_{12} & \left(a^{2}, x^{2}\right)
\end{array}\right]=\left[\begin{array}{cc}
\lambda_{1} & b_{12} \\
0 & b_{22}
\end{array}\right]
$$

where $b_{12}$ and $b_{22}$ are parameters whose value we shall determine below.
Let us begin with $b_{12}$, and show that it has the value zero. This follows from the fact that $T_{2}^{\prime} A T_{2}$ is a symmetric matrix, for

$$
\begin{equation*}
\left(T_{2}^{\prime} A T_{2}\right)^{\prime}=T_{2}^{\prime} A^{\prime}\left(T_{2}^{\prime}\right)^{\prime}=T_{2}^{\prime} A^{\prime} T_{2}=T_{2}^{\prime} A T_{2} \tag{7}
\end{equation*}
$$

Finally, let us show that $b_{22}$ must be the other characteristic root of $A$. This follows from the fact already noted that the characteristic roots of $A$ are identical with the characteristic roots of $T_{2}^{\prime} A \dot{T}_{2}$. Hence $b_{22}=\lambda_{2}$.

This completes the proof of the two-dimensional case. Not only is this case essential for our induction, but it is valuable because it contains in its treatment precisely the same ingredients we shall use for the general case.
7. N-dimensional Case. Let us proceed inductively. Assume that for each $k, k=1,2, \ldots, N$, we can determine an orthogonal matrix $T_{k}$ which reduces a real symmetric matrix $A=\left(a_{i j}\right), i, j=1,2, \ldots, k$, to diagonal form,

$$
T_{k}^{\prime} A T_{k}=\left[\begin{array}{lllll}
\lambda_{1} & & & &  \tag{1}\\
& & & & 0 \\
& \lambda_{2} & & & \\
& & \cdot & & \\
& & \cdot & & \\
0 & & & & \\
& & & & \lambda_{k}
\end{array}\right]
$$

The elements of the main diagonal $\lambda_{i}$ must then be characteristic roots of $A$. Under this assumption, which we know to be valid for $N=2$, let us show that the same reduction can be carried out for $N+1$.

Let

$$
A_{N+1}=\left(a_{i j}\right)=\left[\begin{array}{c}
a^{1}  \tag{2}\\
a^{2} \\
\cdot \\
\cdot \\
\cdot \\
a^{N+1}
\end{array}\right]
$$

and let $\lambda_{1}$ and $x^{1}$ be, respectively, an associated characteristic value and normalized characteristic vector of $A_{N+1}$.

Proceeding as in the two-dimensional case, we form an orthogonal matrix $T_{1}$ whose first column is $x^{1}$. Let the other columns be designated as $x^{2}, x^{2}, \ldots, x^{N+1}$, so that $T_{1}$ has the form

$$
\begin{equation*}
T_{1}=\left(x^{1}, x^{2}, \ldots, x^{N+1}\right) \tag{3}
\end{equation*}
$$

Then as before, the first step consists of showing that the matrix $T_{1}^{\prime} A_{N+1} T_{1}$ has the representation

$$
T_{1}^{\prime} A_{N+1} T_{1}=\left[\begin{array}{ccccc}
\lambda_{1} & b_{12} & b_{18} & \cdots & b_{1 N}  \tag{4}\\
0 & & & & \\
. & & & & \\
. & & A_{N} & & \\
. & & & &
\end{array}\right]
$$

where
a. The elements of the first column are all zero except for the first which is $\lambda_{1}$
b. The quantities $b_{12}, b_{18}, \ldots, b_{1 N}$ will be determined below
c. The matrix $A_{N}$ is an $N \times N$ matrix

Carrying out the multiplication, we have

$$
\begin{align*}
A_{N+1} T_{1} & =\left[\begin{array}{cccc}
\left(a^{1}, x^{1}\right) & \left(a^{1}, x^{2}\right) & \cdots & \left(a^{1}, x^{N+1}\right) \\
\left(a^{2}, x^{1}\right) & \left(a^{2}, x^{2}\right) & \cdots & \left(a^{2}, x^{N+1}\right) \\
\cdot & \cdot & & \\
\cdot & \cdot & & \\
\cdot & \cdot & \left(a^{N+1}, x^{1}\right) & \left(a^{N+1}, x^{2}\right) \\
\left(a^{N}\right. & \cdots & \left(a^{N+1}, x^{N+1}\right)
\end{array}\right]  \tag{6}\\
& =\left[\begin{array}{llll}
\lambda_{1} x_{11} & \left(a^{1}, x^{2}\right) & \cdots & \left(a^{1}, x^{N+1}\right) \\
\lambda_{1} x_{12} & \left(a^{2}, x^{2}\right) & \cdots & \left(a^{2}, x^{N+1}\right) \\
\cdot & \cdot & & \\
\cdot & \cdot & & \\
\cdot & \cdot & \\
\lambda_{1} x_{1, N+1} & \left(a^{N+1}, x^{2}\right) & \cdots & \left(a^{N+1}, x^{N+1}\right)
\end{array}\right]
\end{align*}
$$

Since $T_{1}$ is an orthogonal matrix, we see that

$$
T_{1}^{\prime} A_{N+1} T_{1}=\left[\begin{array}{cccc}
\lambda_{1} & b_{12} & \cdots & b_{1, N+1}  \tag{7}\\
0 & & & \\
\cdot & & & \\
\cdot & & A_{N} & \\
. & & &
\end{array}\right]
$$

To determine the values of the quantities $b_{1 i}$, we use the fact that $T_{1}^{\prime} A_{N+1} T_{1}$ is symmetric. This shows that these quantities are zero and simultaneously that the matrix $A_{N}$ must be symmetric.

The result of all this is to establish the fact that there is an orthogonal matrix $T_{1}$ with the property that
with $A_{N}$ a symmetric matrix.

$$
T_{1}^{\prime} A_{N+1} T_{1}=\left[\begin{array}{cccc}
\lambda_{1} & 0 & \cdots & 0  \tag{8}\\
0 & & & \\
. & & & \\
. & & A_{N} & \\
\cdot & & & \\
0 & & &
\end{array}\right]
$$

Finally, let us note that the characteristic roots of the matrix $A_{N}$ must be $\lambda_{2}, \lambda_{3}, \ldots, \lambda_{N+1}$, the remaining $N$ characteristic roots of the matrix $A_{N+1}$. This follows from what we have already observed concerning the identity of the characteristic roots of $A_{N_{+1}}$ and $T_{1}^{\prime} A_{N+1} T_{1}$, and the fact that the characteristic equation of the matrix appearing on the righthand side of (7) has the form $\left|\lambda_{1}-\lambda\right|\left|A_{N}-\lambda I\right|=0$.

Let us now employ our inductive hypothesis. Let $T_{N}$ be an orthogonal matrix which reduces $A_{N}$ to diagonal form. Form the $(N+1)$-dimensional matrix

$$
S_{N+1}=\left[\begin{array}{cccc}
1 & 0 & \cdots & 0  \tag{9}\\
0 & & & \\
. & & & \\
. & & T_{N} & \\
. & & &
\end{array}\right]
$$

which, as we know, is also orthogonal.
It is readily verified that

$$
S_{N+1}^{\prime}\left(T_{1}^{\prime} A_{N+1} T_{1}\right) S_{N+1}=\left[\begin{array}{lllll}
\lambda_{1} & & & &  \tag{10}\\
& & & & 0 \\
& \lambda_{2} & & & \\
& \cdot & & \\
& & \cdot & \\
0 & & & \\
& & & & \\
& & & & \lambda_{N+1}
\end{array}\right]
$$

Since we may write

$$
\begin{equation*}
S_{N+1}^{\prime}\left(T_{1}^{\prime} A_{N+1} T_{1}\right) S_{N+1}=\left(T_{1} S_{N+1}\right)^{\prime} A_{N+1}\left(T_{1} S_{N+1}\right) \tag{11}
\end{equation*}
$$

we see that $T_{1} S_{N+1}$ is the required diagonalizing orthogonal matrix for $A_{N+1}$.

We have thus proved the following basic result.
Theorem 2. Let A be a real symmetric matrix. Then it may be transformed into diagonal form by means of an orthogonal transformation, which is to say, there is an orthogonal matrix $T$ such that

$$
T^{\prime} A T=\left[\begin{array}{lllll}
\lambda_{1} & & & & 0  \tag{12}\\
& \lambda_{2} & & & \\
& & \cdot & & \\
& & & & \\
& & & \cdot & \\
0 & & & & \lambda_{N}
\end{array}\right]
$$

where $\lambda_{i}$ are the characteristic roots of $A$.
Equivalently,

$$
\begin{equation*}
(x, A x)=\sum_{i=1}^{N} \lambda_{i} y_{i}^{2} \tag{13}
\end{equation*}
$$

where $y=T^{\prime} x$.

## EXERCISE

1. What can be said if $\boldsymbol{A}$ is a complex symmetric matrix?
2. A Necessary and Sufficient Condition for Positive Definiteness. The previous result immediately yields Theorem 3.

Theorem 3. A necessary and sufficient condition that $A$ be positive definite is that all the characteristic roots of $A$ be positive.

Similarly, we see that a necessary and sufficient condition that $A$ be positive indefinite, or non-negative definite, is that all characteristic roots of $A$ be non-negative.

## EXERCISES

1. $A=B B^{\prime}$ is positive definite if $B$ is real and $|B| \neq 0$.
2. $H=C C^{*}$ is positive definite if $|C| \neq 0$.
3. If $A$ is symmetric, then $I+\epsilon A$ is positive definite if $\varepsilon$ is sufficiently small.
4. Characteristic Vectors Associated with Multiple Characteristic Roots. If the characteristic roots of $A$ are distinct, it follows from the orthogonality of the associated characteristic vectors that these vectors are linearly independent.

Let us now examine the general case. Suppose that $\lambda_{1}$ is a root of
multiplicity $k$. Is it true that there exist $k$ linearly independent characteristic vectors with $\lambda_{1}$ as the associated characteristic root? If so, is it true that every characteristic vector associated with $\lambda_{1}$ is a linear combination of these $k$ vectors?

To answer the question, let us refer to the representation in (7.12), and suppose that $\lambda_{1}=\lambda_{2}=\cdots=\lambda_{k}$, but that $\lambda_{i} \neq \lambda_{1}$ for

$$
i=k+1, \ldots, N
$$

Retracing our steps and writing

$$
A T=T\left[\begin{array}{llll}
\lambda_{1} & & &  \tag{1}\\
& \lambda_{2} & & \\
& & & \\
& & \cdot & \\
& & & \\
0 & & & \\
& & & \lambda_{N}
\end{array}\right]
$$

it follows that the $j$ th column of $T$ is a characteristic vector of $A$ with the characteristic value $\lambda_{j}$. Since $T$ is orthogonal, its columns are linearly independent. Hence, if $\lambda_{1}$ is a root of multiplicity $k$, it possesses $k$ linearly independent characteristic vectors.

It remains to show that any other characteristic vector $y$ associated with $\lambda_{1}$ is a linear combination of these $k$ vectors. Let $y$ be written as a linear combination of the $N$ columns of $T$,

$$
\begin{equation*}
y=\sum_{i=1}^{N} c_{i} x^{i} \tag{2}
\end{equation*}
$$

The coefficients $c_{i}$ can be determined by Cramer's rule since the determinant is nonzero as a consequence of the linear independence of the $x^{i}$.

Since characteristic vectors associated with distinct characteristic roots are orthogonal, we see that $c_{i}=0$ unless $x^{i}$ is a characteristic vector associated with $\lambda_{1}$. This shows that $y$ is a linear combination of the characteristic vectors associated with $\lambda_{1}$, obtained from the columns of $T$.
10. The Cayley-Hamilton Theorem for Symmetric Matrices. From (7.12), we see that for any polynomial $p(\lambda)$ we have the relation

$$
p(A)=T\left[\begin{array}{ccccc}
p\left(\lambda_{1}\right) & & & &  \tag{1}\\
& p\left(\lambda_{2}\right) & & & \\
& \cdot & & \\
0 & & & & \\
& & & & p\left(\lambda_{N}\right)
\end{array}\right] T^{\prime}
$$

If, in particular, we choose $p(\lambda)=|A-\lambda I|$, the characteristic polynomial of $A$, we see that $p(A)=0$. This furnishes a proof of the following special case of a famous result of Cayley and Hamilton.

Theorem 4. Every symmetric malrix satisfies its characteristic equation.
As we shall see subsequently, this result can be extended to arbitrary square matrices.

## EXERCISE

1. Use the method of continuity to derive the Cayley-Hamilton theorem for general symmetric matrices from the result for symmetric matrices for simple roots.
2. Simultaneous Reduction to Diagonal Form. Having seen that we can reduce a real symmetric matrix to diagonal form by means of an orthogonal transformation, it is natural to ask whether or not we can simultaneously reduce two real symmetric matrices to diagonal form. The answer is given by the following result.

Theorem 5. A necessary and sufficient condition that there exist an orthogonal matrix $T$ with the property that

$$
T^{\prime} A T=\left[\begin{array}{lllll}
\lambda_{1} & & & &  \tag{1}\\
& & 0 & \\
& \lambda_{2} & & & \\
& & \cdot & & \\
0 & & & & \\
& & & & \\
& & & & \lambda_{N}
\end{array}\right] \quad T^{\prime} B T=\left[\begin{array}{lllll}
\mu_{1} & & & & \\
& & 0 & \\
& \mu_{2} & & \\
& & \cdot & & \\
& & & \cdot & \\
& & & & \\
\mu_{N}
\end{array}\right]
$$

is that $A$ and $B$ commute.
Proof. The proof of the sufficiency is quite simple if either $A$ or $B$ has distinct characteristic roots. Assume that $A$ has distinct characteristic roots. Then from

$$
\begin{equation*}
A x=\lambda x \tag{2}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
A(B x)=B(A x)=B(\lambda x)=\lambda(B x) \tag{3}
\end{equation*}
$$

From this we see that $B x$ is a characteristic vector assoriated with $\lambda$ whenever $x$ is. Since the characteristic roots are assumed distinct, any two characteristic vectors associated with the same characteristic root must be proportional. Hence we have

$$
\begin{equation*}
B x^{i}=\mu_{i} x^{i} \quad i=1,2, \ldots, N \tag{4}
\end{equation*}
$$

where the $\mu_{i}$ are scalars-which must then be the characteristic roots of the matrix $B$. We see then that $A$ and $B$ have the same characteristic vectors, $x^{1}, x^{2}, \ldots, x^{N}$.
$T$ can be taken to be

$$
\begin{equation*}
T=\left(x^{1}, x^{2}, \ldots, x^{N}\right) \tag{5}
\end{equation*}
$$

Consider now the general case where $\lambda_{1}$ is a characteristic root of multiplicity $k$ with associated characteristic vectors $x^{1}, x^{2}, \ldots, x^{k}$. Then from (3) we can only conclude that

$$
\begin{equation*}
B x^{i}=\sum_{j=1}^{k} c_{i j} x^{j} \quad i=1,2, \ldots, k \tag{6}
\end{equation*}
$$

Let us, however, see whether we can form suitable linear combinations of the $x^{i}$ which will be characteristic vectors of $B$. We note, to begin with, that the matrix $C=\left(c_{i j}\right)$ is symmetric for the orthonormality of the $x^{i}$ yields

$$
\begin{equation*}
\left(x^{i}, B x^{i}\right)=c_{i j}=\left(B x^{i}, x^{i}\right)=c_{j i} \tag{7}
\end{equation*}
$$

Consider the linear combination $\sum_{i=1}^{k} a_{i} x^{i}$. We have

$$
\begin{equation*}
B\left(\sum_{i=1}^{k} a_{i} x^{i}\right)=\sum_{i=1}^{k} a_{i}\left(\sum_{j=1}^{k} c_{i j} x^{j}\right)=\sum_{j=1}^{k}\left(\sum_{i=1}^{k} c_{i j} a_{i}\right) x^{j} \tag{8}
\end{equation*}
$$

Hence if the $a_{i}$ are chosen so that

$$
\begin{equation*}
\sum_{i=1}^{k} c_{i j} a_{i}=r_{1} a_{j} \quad j=1,2, \ldots, k \tag{9}
\end{equation*}
$$

we will have

$$
\begin{equation*}
B\left(\sum_{i=1}^{k} a_{i} r^{i}\right)=r_{1}\left(\sum_{i=1}^{k} a_{i} x^{i}\right) \tag{10}
\end{equation*}
$$

which means that $r_{1}$ is a characteristic root of $B$ and $\sum_{i=1}^{k} a_{i} x^{i}$ is an associated characteristic vector.

The relation in (9) shows that $r_{1}$ is a characteristic root of $C$ and the $a_{i}$ components of an associated characteristic vector. Thus, if $T_{k}$ is a $k$-dimensional orthogonal transformation which reduces $C$ to diagonal form, the set of vectors $z^{i}$ furnished by the relation

$$
\left[\begin{array}{c}
z^{1}  \tag{11}\\
z^{2} \\
\cdot \\
\cdot \\
\cdot \\
z^{k}
\end{array}\right]=T_{k}^{\prime}\left[\begin{array}{c}
x^{1} \\
x^{2} \\
\cdot \\
\cdot \\
\cdot \\
x^{k}
\end{array}\right]
$$

will be an orthonormal set which are simultaneously characteristic vectors of $A$ and $B$.

Performing similar transformations for the characteristic vectors associated with each multiple characteristic root, we obtain the desired matrix $T$.

The necessity of the condition follows from the fact that two matrices of the form
$A=T\left[\begin{array}{llllll}\lambda_{1} & & & & \\ & & & & 0 \\ & \lambda_{2} & & & \\ & 0 & & & & \\ & & & & \\ & & & & & \\ & & & & \lambda_{N}\end{array}\right] T^{\prime} \quad B=T\left[\begin{array}{lllll}\mu_{1} & & & & \\ & & & & 0 \\ & \mu_{2} & & & \\ & & & & \\ & 0 & & & \\ & & & & \\ & & & & \mu_{N}\end{array}\right] T^{\prime \prime}$
always commute if $T$ is orthogonal.
12. Simultaneous Reduction to Sum of Squares. As was pointed out in the previous section, the simultaneous reduction of two symmetric matrices $A$ and $B$ to diagonal form by means of an orthogonal transformation is possible if and only if $A$ and $B$ commute. For many purposes, however, it is sufficient to reduce $A$ and $B$ simultaneously to diagonal form by means of a nonsingular matrix. We wish to demonstrate Theorem 6.

Theorem 6. Given two real symmetric matrices, $A$ and $B$, with $A$ positive definite, there exists a nonsingular matrix $T$ such that

$$
\begin{align*}
& T^{\prime} A T=I  \tag{1}\\
& T^{\prime} B T=\left[\begin{array}{lllll}
\mu_{1} & & & & \\
& & & 0 & \\
& \mu_{2} & & & \\
& & & \cdot & \\
0 & & & \cdot & \\
& & & & \mu_{N}
\end{array}\right]
\end{align*}
$$

Proof. Let $S$ be an orthogonal matrix such that

$$
A=S\left[\begin{array}{llll}
\lambda_{1} & & &  \tag{2}\\
& & 0 & \\
& \lambda_{2} & & \\
& & \cdot & \\
& & & \\
0 & & & \\
& & & \lambda_{N}
\end{array}\right] S^{\prime}
$$

Then, if $x=S y$, we have

$$
\begin{align*}
& (x, A x)=\sum_{i=1}^{N} \lambda_{i} y_{i}^{2}  \tag{3}\\
& (x, B x)=\left(y, S^{\prime} B S y\right)
\end{align*}
$$

Now perform a "stretching" transformation

$$
\begin{align*}
y_{i} & =\frac{z_{i}}{\lambda_{i}^{3 / 2}} \quad i=1,2, \ldots, N  \tag{4}\\
y & =S_{2} z
\end{align*}
$$

that is
Then

$$
\begin{aligned}
\sum_{i=1}^{N} \lambda_{i} y_{i}^{2} & =(z, z) \\
\left(y, S^{\prime} B S y\right) & =\left(z, S_{2}^{\prime} S^{\prime} B S S_{2} z\right)
\end{aligned}
$$

Denote by $C$ the matrix $S_{2}^{\prime} S^{\prime} B S S_{2}$, and let $S_{3}$ be an orthogonal matrix which reduces $C$ to diagonal form. Then, if we set $z=S_{3} w$, we have

$$
\begin{equation*}
(z, C z)=\left(w, S_{3}^{\prime} C S_{3} w\right)=\sum_{i=1}^{N} \mu_{i} w_{i}^{2} \tag{6}
\end{equation*}
$$

while $(z, z)=(w, w)$. It follows that

$$
\begin{equation*}
T=S S_{2} S_{8} \tag{7}
\end{equation*}
$$

is the desired nonsingular matrix.

## EXERCISES

1. What is the corresponding result in case $A$ is non-negative definite?
2. Let the notation $A>B$ for two symmetric matrices denote the fact that $A-B$ is positive definite. Use the foregoing result to show that $A>B>0$ implies that $B^{-t}>A^{-1}$.
3. Hermitian Matrices. It is clear that precisely the same techniques as used in establishing Theorem 2 enable one to establish Theorem 7.

Theorem 7. If $H$ is a Hermitian matrix, there exists a unitary matrix $U$ such that

$$
H=U\left[\begin{array}{lllll}
\lambda_{1} & & & &  \tag{1}\\
& & & 0 \\
& \lambda_{2} & & & \\
& & \cdot & & \\
0 & & \cdot & \\
& & & & \lambda_{N}
\end{array}\right] U^{*}
$$

14. The Original Maximization Problem. We are now in a position to resolve the problem we used to motivate this study of the positivity and negativity of quadratic forms, namely, that of deciding when a stationary point of a function $f\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ is actually a local maximum or a local minimum.

Let $c=\left(c_{1}, c_{2}, \ldots, c_{N}\right)$ be a stationary point, and suppose that $f$ possesses continuous mixed derivatives of the second order. It is consequently sufficient to consider the nature of the quadratic form

$$
\begin{equation*}
Q=\left(\frac{\partial^{2} f}{\partial c_{i} \partial c_{j}}\right)=\left(f_{c_{c},}\right) \tag{1}
\end{equation*}
$$

where, as before,

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial c_{i} \partial c_{j}}=\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}} \tag{2}
\end{equation*}
$$

evaluated at the point $x_{1}=c_{1}, x_{2}=c_{2}, \ldots, x_{N}=c_{N}$.
We see then that a sufficient condition that $c$ be a local minimum is that $Q$ be positive definite, and a necessary condition that $c$ be a local minimum is that $Q$ be positive indefinite. The criterion given in Sec. 8 furnishes a method for determining whether $Q$ is positive or negative definite. If $Q$ vanishes identically, higher order terms must be examined.
If $N$ is large, it is, however, not a useful method. Subsequently, in Chap. 6, we shall derive the most useful criterion for the positive definiteness of a matrix.

## EXERCISE

1. Show that a set of sufficient conditions for $f\left(x_{1}, x_{2}\right)$ to have a local maximum is

$$
f_{c_{1} \varepsilon_{1}}<0 \quad\left|\begin{array}{ll}
f_{1} c_{1} & f_{c_{1} c_{2}} \\
f_{c_{1} c_{2}} & f_{c_{2} c_{2}}
\end{array}\right|>0
$$

15. Perturbation Theory-I. We can now discuss a problem of great theoretical and practical interest. Let $A$ be a symmetric matrix possessing the known characteristic values $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$ and corresponding characteristic vectors $x^{1}, x^{2}, \ldots, x^{N}$. What can we say about the characteristic roots and vectors of $A+\epsilon B$, where $B$ is a symmetric matrix and $\epsilon$ is a "small" quantity? How small $\epsilon$ has to be in order to be called so will not be discussed here, since we are interested only in the formal theory.

If $A$ and $B$ commute, both may be reduced to diagonal form by the same orthogonal transformation. Consequently, with a suitable reordering of the characteristic roots of $B$, the characteristic roots of $A+\epsilon B$ will be $\lambda_{i}+\epsilon \mu_{i}, i=1,2, \ldots, N$, while the characteristic vectors will be as before.

Let us then consider the interesting case where $A B \neq B A$. For the sake of simplicity, we shall consider only the case where the characteristic roots are distinct.

It is to be expected that the characteristic roots of $A+\epsilon B$ will be distinct, for $\epsilon$ sufficiently small, and that they will be close to the characteristic roots of $A$. It will follow from this, that the characteristic veotors of $A+\epsilon B$ will be close to those of $A$.

One way to proceed is the following. In place of the characteristic equation $|A-\lambda I|=0$, we now have the characteristic equation $|A+\epsilon B-\lambda I|=0$. The problem thus reduces to finding approximate expressions for the roots of this equation, given the roots of the original equation and the fact that $\epsilon$ is small.

To do this, let $T$ be an orthogonal matrix reducing $A$ to diagonal form. Then the determinantal equation may be written

$$
\left|\begin{array}{cccc}
\lambda_{1}+\epsilon C_{11}-\lambda & \epsilon c_{12} & \cdots & \epsilon C_{1 N} \\
\epsilon c_{21} & \lambda_{2}+\epsilon C_{22}-\lambda & \cdots & \epsilon c_{2 N} \\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
\cdot & \cdots C_{N 1} & \cdots & \\
\lambda_{N}+\epsilon c_{N N}-\lambda
\end{array}\right|=0
$$

where $T^{\prime} B T=C=\left(c_{i j}\right)$.
We now look for a set of solutions of this equation of the form

$$
\lambda=\lambda_{i}+d_{1 i \epsilon}+d_{2 i \epsilon^{2}}+\cdots
$$

We leave it as a set of exercises for the reader versed in determinantal expansions to obtain the coefficients $d_{1 i}, d_{2 i}$, and so on, in terms of the elements $c_{i j}$.

We do not wish to pursue it in any detail since the method we present in the following section is more powerful, and, in addition, can be used to treat perturbation problems arising from more general operators.
16. Perturbation Theory-II. Let us now suppose not only that the characteristic roots and vectors of $A+\epsilon B$ are close to those of $A$, but that we actually have power series in $\epsilon$ for these new quantities.

Write $\mu_{i}, y^{i}$ as an associated pair of characteristic root and characteristic vector of $A+\epsilon B$ and $\lambda_{i}, x^{i}$ as a similar set for $A$. Then we set

$$
\begin{align*}
\mu_{i} & =\lambda_{i}+\epsilon \lambda_{1 i}+\epsilon^{2} \lambda_{2 i}+\cdots  \tag{1}\\
y^{i} & =x^{i}+\epsilon x^{i 1}+\epsilon^{2} x^{22}+\cdots
\end{align*}
$$

To determine the unknown coefficients $\lambda_{1 i}, \lambda_{2 i}, \ldots$ and the unknown vectors $x^{i 1}, x^{i 2}, \ldots$, we substitute these expressions in the equation

$$
\begin{equation*}
(A+\epsilon B) y^{i}=\mu_{i} y^{i} \tag{2}
\end{equation*}
$$

and equate coefficients.

We thus obtain

$$
\begin{align*}
(A+\epsilon B)\left(x^{i}\right. & \left.+\epsilon x^{i 1}+\epsilon^{2} x^{i 2}+\cdots \cdot\right) \\
& =\left(\lambda_{i}+\epsilon \lambda_{i 1}+\epsilon^{2} \lambda_{i 2}+\cdots\right)\left(x^{i}+\epsilon x^{i 1}+\epsilon^{2} x^{i 2}+\cdots\right) \tag{3}
\end{align*}
$$

and the series of relations

$$
\begin{array}{ll}
A x^{i} & =\lambda_{i} x^{i} \\
A x^{i 1}+B x^{i} & =\lambda_{i} x^{i 1}+\lambda_{i 1} x^{i} \\
A x^{i 2}+B x^{i 1} & =\lambda_{i} x^{i 2}+\lambda_{i 1} x^{i 1}+\lambda_{i 2} x^{i} \tag{4}
\end{array}
$$

Examining these equations, we see that the first is identically satisfied, but that the second equation introduces two unknown quantities, the scalar $\lambda_{i 1}$ and the vector $x^{i 1}$. Similarly, the third equation introduces two further unknowns, the scalar $\lambda_{i 2}$ and the vector $x^{i 2}$.

At first sight this appears to invalidate the method. However, examining the second equation, we see that it has the form

$$
\begin{equation*}
\left(A-\lambda_{i} I\right) x^{i 1}=\left(\lambda_{i 1} I-B\right) x^{i} \tag{5}
\end{equation*}
$$

where the coefficient matrix $A-\lambda_{i} I$ is singular. Consequently, there will be a solution of this equation only if the right-hand-side vector $\left(\lambda_{i 1} I-B\right) x^{i}$ possesses special properties.

When we express the fact that $\left(\lambda_{i 1} I-B\right) x^{i}$ possesses these properties, we will determine the unknown scalar $\lambda_{i 1}$.

Let us simplify the notation, writing

$$
\begin{align*}
x^{i 1} & =y  \tag{6}\\
\left(\lambda_{i 1} I-B\right) x^{i} & =z
\end{align*}
$$

Then we wish to determine under what conditions upon $z$ the equation

$$
\begin{equation*}
\left(A-\lambda_{i} I\right) y=z \tag{7}
\end{equation*}
$$

has a solution, when $\lambda_{i}$ is a characteristic root of $A$, and what this solution is.

Let $x^{1}, x^{2}, \ldots, x^{N}$ be the normalized characteristic vectors of $A$, and consider the expressions for $y$ and $z$ as linear combinations of these vectors,

$$
\begin{align*}
& y=\sum_{i=1}^{N} b_{j} x^{i} \\
& z=\sum_{i=1}^{N} c_{j} x^{i} \tag{8}
\end{align*}
$$

where

$$
\begin{equation*}
b_{j}=\left(y, x^{i}\right) \quad c_{j}=\left(z, x^{i}\right) \quad i=1,2, \ldots, N \tag{9}
\end{equation*}
$$

Substituting in (7), we obtain the equation

$$
\begin{equation*}
\left(A-\lambda_{i} I\right) \sum_{j=1}^{N} b_{j} x^{i}=\sum_{j=1}^{N} c_{j} x^{i} \tag{10}
\end{equation*}
$$

or, since $A x^{i}=\lambda_{j} x^{i}, j=1,2, \ldots, N$,

$$
\begin{equation*}
\sum_{i=1}^{N} b_{j}\left(\lambda_{j}-\lambda_{i}\right) x^{j}=\sum_{j=1}^{N} c_{j} x^{\prime} \tag{11}
\end{equation*}
$$

Equating the coefficients of $x^{\text {i }}$, we obtain the relations

$$
\begin{equation*}
b_{j}\left(\lambda_{j}-\lambda_{i}\right)=c_{j} \quad j=1,2, \ldots, N \tag{12}
\end{equation*}
$$

We see that these equations are consistent if and only if

$$
\begin{equation*}
c_{i}=0 \tag{13}
\end{equation*}
$$

Then $b_{i}$ is arbitrary, but the remaining $b_{j}$ are given by

$$
\begin{equation*}
b_{j}=c_{j} /\left(\lambda_{j}-\lambda_{i}\right) \quad j=1,2, \ldots, N, j \neq i \tag{14}
\end{equation*}
$$

What the condition in (13) asserts is that (7) has a solution if and only if $z$ is orthogonal to $x^{i}$, the characteristic vector associated with $\lambda_{i}$. If so, there is a one-parameter family of solutions of (7), having the form

$$
\begin{equation*}
y=b_{i} x^{i}+\sum_{j \neq i} \frac{c_{j} x^{i}}{\lambda_{j}-\lambda_{i}} \tag{15}
\end{equation*}
$$

where $b_{i}$ is arbitrary.
Returning to (6), we see that we can take $b_{i}=0$, since a different choice of $b_{i}$ merely affects the normalization of the new characteristic vector $y^{\text {i }}$.

The orthogonality condition yields the relation

$$
\begin{equation*}
\left(x^{i},\left(\lambda_{i 1} I-B\right) x^{i}\right)=0 \tag{16}
\end{equation*}
$$

or, the simple result,

$$
\begin{equation*}
\lambda_{i 1}=\left(x^{i}, B x^{i}\right) \tag{17}
\end{equation*}
$$

## EXERCISES

1. Find the value of $\lambda_{i 2}$.
2. Consider the case of multiple roots, first for the $2 \times 2$ case, and then, in general.
3. Let $\lambda_{i}$ denote the characteristic roots of $A$ and $\lambda_{i}(z)$ those of $A+z B$. Show
that
where

$$
\begin{gathered}
\lambda_{1}(A+z B)=\sum_{m=0}^{\infty} \lambda_{i}(m) z^{m} \quad \lambda_{f}(0)=\lambda_{f} \\
\lambda_{f}(m)=(-1)^{m} m^{-1} t r\left(\sum_{k_{1}+\ldots, k_{k} \geq 0} \sum_{+k_{n}=m-1} B S_{j}^{k_{1} B S_{j} k_{2}} \cdots B S_{j}^{k_{m}}\right) \\
S_{j}=-E_{i}
\end{gathered}
$$

The $E_{i}$ are defined by the relation $A=\sum_{j} \lambda_{i} E_{i}$, and $S_{i}=\sum_{k=j} E_{k} /\left(\lambda_{k}-\lambda_{i}\right)$ (T. Kato).
4. Let $A$ and $B$ be $10 \times 10$ matrices of the form
$A$ and $B$ are identical except for the element in the ( 10,1 ) place, which is $10^{-10}$ in the case of $B$. Show that $|\lambda I-A|=\lambda^{10}$ and that $|\lambda I-B|=\lambda^{10}-10^{-10}$. Hence, the characteristic roots of $B$ are $10^{-1}, 10^{-1} \omega, \ldots, 10^{-1} \omega^{0}$, where $\omega$ is an irreducible tenth root of unity. What is the explanation of this phenomenon? (Forsythe.)

## MISCELLANEOUS EXERCISES

1. Bhow that a real symmetric matrix may be written in the form

$$
A=\sum_{i=1}^{N} \lambda_{i} E_{i}
$$

where the $E_{i}$ are non-negative definite matrices satisfying the conditions

$$
E_{i} E_{i}=0, \quad i \neq j, E_{i}^{2}=E_{i}
$$

and the $\lambda_{i}$ are the characteristic roots of $A$. This is called the spectral decomposition of $A$.
2. Let $A$ be a real skew-symmetric matrix; $a_{i j}=-a_{j i}$. Then the characteristic roots are pure imaginary or zero. Let $x+i y$ be a characteristic vector associated with $i \mu$, where $\mu$ is a real nonzero quantity and where $x$ and $y$ are real. Show that $x$ and $y$ are orthogonal.
8. Referring to the above problem, let $T_{1}$ be an orthogonal matrix whose first two columns are $x$ and $y$,

$$
T_{1}=\left(x, y, x^{2}, x^{4}, \ldots, x^{N}\right)
$$

Show that

$$
\left.T_{1}^{\prime} A T=\left[\begin{array}{cc}
0 & \mu \\
-\mu & 0
\end{array}\right) \quad 0 \quad 1 \quad A_{N-8}\right]
$$

Where $\boldsymbol{A}_{N-8}$ is again skew-symmetric.
4. Prove inductively that if $A$ is a real skew-symmetric matrix of even dimension we can find an orthogonal matrix $T$ such that

$$
T^{\prime} A T=\left[\begin{array}{ccccc}
\left(\begin{array}{cc}
0 & \mu_{1} \\
-\mu_{1} & 0
\end{array}\right) & & & & 0 \\
& & \left(\begin{array}{cc}
0 & \mu_{2} \\
-\mu_{2} & 0
\end{array}\right) & & \\
& & \cdot & \\
0 & & & \\
& & & \left(\begin{array}{cc}
0 & \mu_{N} \\
-\mu_{N} & 0
\end{array}\right)
\end{array}\right]
$$

where some of the $\mu_{i}$ may be zero.
5. If $A$ is of odd dimension, show that the canonical form is

$$
T^{\prime} A T=\left[\begin{array}{ccccc}
\left(\begin{array}{cc}
0 & \mu_{1} \\
-\mu_{1} & 0
\end{array}\right) & & & & \\
& \cdot & & & \\
& & & & \\
& & & \left(\begin{array}{cc}
0 & \mu_{N} \\
-\mu_{N} & 0
\end{array}\right) & \\
0 & & & & 0
\end{array}\right]
$$

where again some of the $\mu_{i}$ may be zero.
6. Show that the determinant of a skew-symmetric matrix of odd dimension is zero.
7. The determinant of a skew-symmetric matrix of even dimension is the square of a polynomial in the elements of the matrix.
s. Let $A$ be an orthogonal matrix, and let $\lambda$ be a characteristic root of absolute value 1 but not equal to $\pm 1$, with $x+i y$ an associated characteristic vector, $x$ and $y$ real. Show that $x$ and $y$ are orthogonal.
9. Proceeding inductively as before, show that every orthogonal matrix $A$ can be reduced to the form

10. Prove that $T \Delta T^{\prime}$ is a positive definite matrix whenever $T$ is an orthogonal matrix and $\Delta$ is a diagonal matrix with positive elements down the main diagonal.
11. Prove Theorem 5 by means of an inductive argument, along the lines of the proof given in Sec. 6.
12. Establish the analogue of the result in Exercise 9 for unitary matrices.
18. Write down a sufficient condition that the function $f\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ possess a local maximum at $x_{i}=c_{i}, i=1,2, \ldots, N$.
14. Given that $A$ is a positive definite matrix, find all solutions of $X X^{\prime}=A$.
15. Define the Gramian of $N$ real functions $f_{1}, f_{2}, \ldots, f_{N}$ over ( $a, b$ ) by means of the expression

$$
G\left(f_{1}, f_{2}, \ldots, f_{N}\right)=\left|\int_{a}^{b} f_{i}(t) f_{j}(t) d t\right|
$$

Prove that if

$$
Q\left(x_{1}, x_{i}, \ldots, x_{N}\right)=\int_{a}^{b}\left[g(t)-\sum_{i=1}^{N} x_{i} f_{i}(t)\right]^{2} d t
$$

then

$$
\min _{x} Q=\frac{G\left(g, f_{1}, f_{2}, \ldots, f_{N}\right)}{G\left(f_{1}, f_{2}, \ldots, f_{N}\right)}
$$

For some further results, see J. Geronimus. ${ }^{1}$ For many further results, see G. Szego. '
16. If we consider the ( $N-1$ )-dimensional matrix

$$
H=\left[\begin{array}{rrrrrr}
2 & -1 & & & & \\
-1 & 2 & -1 & & & \\
& & \cdot & & & \\
& & \cdot & & & \\
& & & -1 & 2 & -1 \\
& & & & -1 & 1
\end{array}\right]
$$

where all undesignated elements are zero, show that

$$
|\lambda I-H|=\prod_{k=1}^{N-1}\left(\lambda-2-2 \cos \frac{2 k \pi}{2 N-1}\right)
$$

and determine the characteristic vectors.
17. Hence, show that if $x_{1}=0$ and the $x_{i}$ are real, then

$$
\sum_{i=1}^{N-1}\left(x_{i}-x_{i+1}\right)^{2} \geq 4 \sin ^{2} \frac{\pi}{2(2 N-1)} \sum_{i=2}^{N} x_{i}^{2}
$$

Determine the case of equality.
18. Show that if the $x_{i}$ are all real and $x_{0}=x_{N+1}=0$ that

$$
\sum_{i=0}^{N}\left(x_{i}-x_{i+1}\right)^{2} \geq 4 \sin ^{2} \frac{\pi}{2(N+1)} \sum_{i=0}^{N} x_{i}^{2}
$$

[^1]and that if $x_{1}=x_{N+1} \sum_{i=1}^{N} x_{i}=0$, then
$$
\sum_{i=1}^{N}\left(x_{i}-x_{i+1}\right)^{2} \geq 4 \sin ^{2} \frac{\pi}{N} \sum_{i=1}^{N} x_{i}^{2}
$$
(Ky Fan, O. Taussky, and J. Todd)
19. Find the characteristic roots and vectors of the matrix associated with the quadratic form $\sum_{i, j=1}^{N}\left(x_{i}-x_{i}\right)^{2}$.
20. Let $A$ and $B$ be real symmetric matrices such that $A$ is non-negative definite. Then if $|A+i B|=0$, there exists a nontrivial real vector such that $(A+i B) x=0$ (Peremans-Duparc-Lekkerkerker).
21. If $A$ and $B$ are symmetric, the characteristic roots of $A B$ are real, provided that at least one is non-negative definite.
22. If $A$ and $B$ are symmetric, the characteristic roots of $A B-B A$ are pure complex.
23. Reduce $Q_{N}(x)=x_{1} x_{2}+x_{2} x_{3}+\cdots+x_{N-1} x_{N}$ to diagonal form, determining the characteristic vectors and characteristic values. Similarly, reduce $P_{N}(x)=$ $x_{1} x_{2}+x_{2} x_{\mathrm{s}}+\cdots+x_{N-\mathrm{t}} x_{N}+x_{N} x_{1}$.
24. If $A$ is a complex square matrix, then $A$ is $H U$, where $H$ is non-negative definite Hermitian and $U$ is unitary.

Further resulta and references to earlier results of Autonne, Wintner, and Murnaghan may be found in J. Williamson. ${ }^{1}$
25. If $A, B$, and $C$ are symmetric and positive definite, the roots of

$$
\left|\lambda^{2} A+\lambda B+C\right|=0
$$

have negative real parts (Parodi).
26. Let $A$ be a square matrix. Set $|A|=|A|_{+}-|A|_{-}$, where $|A|_{+}$denotes the sum of the terms which are given a positive sign in the determinantal expansion. Show that if $A$ is a positive definite Hermitian matrix, then $|A|_{-} \geq 0$ (Schur-Leng).
27. Let $A$ be a real matrix with the property that there exists a positive definite matrix $M$ such that $A^{\prime} M=M A$. A matrix $A$ with this property is called symmetrizable. Show that this matrix $A$ possesses the following properties:
(a) All characteristic roots are real.
(b) In terms of a generalized inner product $[x, y]=(x, M y)$, characteristic vectors associated with distinct characteristic roots are orthogonal.
(c) Let $T$ be called "orthogonal"' if it is real and its columns are orthogonal in the extended sense. Then there exists an "orthogonal" matrix $T$ such that $T A T^{\prime}$ is diagonal. ${ }^{2}$
28. Extend in a similar fashion the concept of Hermitian matrix.
29. Call a matrix $A$ idempotent if $A^{2}=A$. Show that a necessary and sufficient condition that a symmetric matrix $A$ of rank $k$ be idempotent is that $k$ of the characteristic roots are equal to one and the remaining $N-k$ are equal to zero. (The notion of rank is defined in Appendix A.)
30. If $A$ is a symmetric idempotent matrix, then the rank of $A$ is equal to the trace of $A$. (The trace of $A$ is equal to $\sum_{i=1}^{N} a_{i i}$.)
${ }^{1} \mathbf{J}$. Williamson, A Generalization of the Polar Representation of Nonsingular Matrices, Bull. Am. Math. Soc., vol. 48, pp. 856-863, 1942.
${ }^{2}$ See A. Kolmogoroff, Math. Ann., vol. 112, pp. 155-160, 1936.
31. The only nonsingular symmetric idempotent matrix is the identity matrix.
32. If $A$ is an $N \times N$ symmetric idempotent matrix of rank $k$, then $A$ is positive definite if $k=N$, positive indefinite if $k<N$.
33. If $A$ is a symmetric idempotent matrix with $a_{i i}=0$, for a particular value of $\boldsymbol{\imath}_{1}$ then every element in the $i$ th row and $i$ th column is equal to zero.
34. If each $A_{i}$ is symmetric, and $\sum_{i=1}^{m} A_{i}=I$, then the three following conditions are equivalent:
(a) Each $A_{i}$ is idempotent.
(b) $A_{i} A_{;}=0 \quad i \neq j$.
(c) $\sum_{i} n_{i}=N$, where $n_{i}$ is the rank of $A_{i}$ and $N$ the dimension of the $A_{i}$.
85. Let $A_{i}$ be a collection of $N \times N$ symmetric matrices where the rank of $A_{i}$ is $p_{i}$.

Let $A=\sum_{i} A_{i}$ have rank $p$. Consider the four conditions
C1. Each $A_{i}$ is idempotent.
C2. $A_{i} A_{;}=0 \quad i \neq j$.
C3. $A$ is idempotent.
C4. $p=\sum_{i=1}^{m} p_{i}$.
Then

1. Any two of the three conditions $C 1, C 2, C 3$ imply all four of the conditions $C 1, C 2, C 3, C 4$.
2. $C 3$ and $C 4$ imply $C 1$ and $C 2$.

For a proof of the foregoing and some applications, see F. A. Graybill and G. Marsaglia, ${ }^{1}$ D. J. Djoković. ${ }^{2}$
36. Using the fact that $2 x_{1} x_{2}<x_{1}{ }^{2}+x_{2}{ }^{2}$ for any two real quantities $x_{1}$ and $x_{2}$, show that the quadratic form

$$
\lambda \sum_{i=1}^{k} b_{i} x_{i}^{2}+\sum_{i=\frac{k+1}{k}}^{N} b_{i} x_{i}^{2}+\sum_{j=1}^{k} \sum_{i=k+1}^{N} a_{i j} x_{i} x_{j}+\sum_{i, j=1}^{k} a_{i j} x_{i} x_{j}
$$

is positive definite if $\boldsymbol{b}_{\boldsymbol{i}}>0$ and $\boldsymbol{\lambda}$ is sufficiently large.
87. Show that $\sum_{i, j=1}^{N} a_{i j} x_{i} x_{j}$ is positive definite if $\sum_{i} a_{i i} x_{i}{ }^{2}+\sum_{i}\left|a_{j}\right| x_{i} x_{j}$ is positive definite.
38. A matrix $A=\left(a_{i j}\right), i, j=1,2,3,4$, is called a Lorentz matrix if the transformation $x=A y$ leaves the quadratic form $Q(x)=x_{1}{ }^{2}-x_{1}{ }^{2}-x_{8}{ }^{2}-x_{4}{ }^{2}$ unchanged; that is, $Q(x)=Q(y)$. Show that the product of two Lorentz matrices is again a Lorents matrix.
39. Show that

$$
\begin{aligned}
& y_{1}=\left(x_{1}+\beta x_{2}\right) /\left(1-\beta^{2}\right)^{3 / 4} \\
& y_{2}=\left(\beta x_{1}+x_{3}\right) /\left(1-\beta^{2}\right)^{1 / 2} \\
& y_{3}=x_{1} \\
& y_{4}=x_{4}
\end{aligned}
$$

where $0<\beta^{8}<1$ is a Lorentz transformation.
${ }^{1}$ F. A. Graybill and G. Marsaglia, Idempotent Matrices and Quadratic Forms in the General Linear Hypothesis, Anm. Math. Stat., vol. 28, pp. 678-686, 1957.
${ }^{2}$ D. J. Djoković, Note on Two Problems on Matrices, Amer. Math. Monthly, to appear.
40. Show that any Lorentz transformation is a combination of an orthogonal transformation of the variables $x_{2}, x_{1}, x_{4}$ which leaves $x_{1}$ fixed, a transformation of the type appearing above, and a possible change of sign of one of the variables (a refiection). ${ }^{1}$ Physical implications of Lorentz transformations may be found in J. L. Synge. ${ }^{\text {? }}$
11. Let $H$ be a non-negative Hermitian matrix. Show that given any $\ell$ interval $[a, b]$ we can find a sequence of complex functions $\left\{f_{i}(t)\right\}, i=1,2, \ldots$, such that

$$
h_{i j}=\int_{a}^{b} f_{i}(t) \overline{f_{j}(t)} d t \quad i, j=1,2, \ldots \dagger
$$

42. Let $A=\left(a_{i j}\right)$ be an $N \times N$ symmetric matrix, and $A_{N-1}$ the symmetric matrix obtained by taking the $(N-1) \times(N-1)$ matrix whose elements are $a_{i j}, i, j=$ $1,2, \ldots, N-1$. By means of an orthogonal transformation, reduce $A$ to the form

$$
A=\left[\begin{array}{ccccc}
\mu_{1} & & & & z_{1} \\
& \mu_{2} & 0 & & z_{2} \\
& & \cdot & & \cdot \\
& & \cdot & & \cdot \\
& & & & \\
z_{1} & & & \mu_{N-1} & z_{N-1} \\
z_{1} & z_{2} & & z_{N-1} & a_{N N}
\end{array}\right]
$$

where $\mu_{i}$ are the characteristic roots of $A_{N-1}$. Using this representation, determine the relations, if any, between multiple characteristic roots of $A$ and the characteristic roots of $A_{N-1}$.
48. Using these results, show that the rank of a symmetric matrix can be defined as the order, $N$, minus the number of zero characteristic roots.
44. If $H$ is a positive indefinite Hermitian matrix, then $H=T T^{*}$, where $T$ is triangular and has real and non-negative diagonal elements. See H. C. Lee.d
45. Necessary and sufficient conditions for the numbers $d_{1}, d_{2}, \ldots, d_{N}$ to be the diagonal elements of a proper orthogonal matrix are $\left|d_{i}\right| \leq 1, j=1,2, \ldots, N$, and $\sum_{k=1}^{N}\left|d_{k}\right| \leq n-2-2 \lambda \min _{1 \leq j \leq N}\left|d_{j}\right|$, where $\lambda=1$ if the number of negative $d_{i}$ is even and 0 otherwise (L. Mirsky, Amer. Math. Monthly, vol. 66, pp. 19-22, 1959).
46. If $A$ is a symmetric matrix with no characteristic root in the interval $[a, b]$, then $(A-a I)(A-b I)$ is positive definite (Kato's lemma). Can we use this result to obtain estimates for the location of intervals which are free of characteristic roots of $A$ ?
47. Show that

$$
\begin{aligned}
& \min _{a_{i}} \int_{0}^{\infty} e^{-t}\left(1+a_{1} t+\cdots+a_{n} t^{n}\right)^{2} d t=1 /(n+1) \\
& \min _{a_{i}} \int_{0}^{1}\left(1+a_{1} t+\cdots+a_{n} t\right)^{2} d t=1 /(n+1)^{2}
\end{aligned}
$$

(L. J. Mordell, Equationes Mathematicae, to appear)
${ }^{1}$ Cf. I. G. Petrovsky, Lectures on Partial Differential Equations, Interscience Publishers, Inc., New York, 1954.
${ }^{2}$ J. L. Synge, Relativity, the Special Theory, Interscience Publishers, Inc., New York, 1956.
$\dagger$ I. Schur, Math. Z., vol. 1, p. 206, 1918.
${ }^{3}$ H. C. Lee, Canonical Factorization of Non-negative Hermitian Matrices, J. London Math. Soc., vol. 23, pp. 100-110, 1948.
48. Let $z$ be an $N$-dimensional vector such that $(z, z)=1$. Determine the minimum of ( $2-\boldsymbol{\sigma}, A(z-b)$ ) over this z-region assuming that $A$ is Hermitian. See G. E. Foraythe and G. H. Golub, On the Stationary Values of a Second Degree Polynomial on the Unit Sphere, J. Soc. Indus. Appl. Math., vol. 13, pp. 1050-1068, 1965.
49. Let $\lambda_{i}, \mu_{i}, i=1,2, \ldots, N$, be respectively the characteristic roota of $A$ and $B$. Set $M=\max \left(\left|a_{i j}\right|_{0}\left|b_{i j}\right|\right), d=\sum_{i, j}\left|b_{i j}-a_{i j}\right| / M$. To each root $\lambda_{i}$ there is a root $\mu_{j}$ such that $\left|\lambda_{i}-\mu_{j}\right| \leq(N+2) M d^{1 / N}$. Furthermore, the $\lambda_{i}$ and $\mu_{i}$ can be put into one-to-one correspondence in such a way that $\left|\lambda_{i}-\mu_{i}\right| \leq 2(N+1)^{2} M d^{1 / N}$ (A. Ostrowski, Mathematical Miscellanea XXVI: On the Continuity of Characteristic Roots in Their Dependence on the Matrix Elements, Slanford University, 1959).
50. Let $\left\{A_{n}\right\}$ be a bounded, monotone-increasing sequence of positive definite matrices in the sense that there exists a positive definite matrix $B$ such that $B-A_{n}$ is non-negative definite for any $n$ and such that $A_{n}-A_{n-1}$ is non-negative definite for any $n$. Show that $A_{n}$ converges to a matrix $A$ as $n \rightarrow \infty$ (Riesz).
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## 5

## Constrained Maxima

1. Introduction. In the previous chapters, we have discussed the problem of determining the set of values assumed by $(x, A x)$ as $x$ ranged over the region $(x, x)=1$. In particular, we were interested in determining whether ( $x, A x$ ) could assume both positive and negative values. In this chapter we shall investigate this question under the condition that in addition to the relation $(x, x)=1, x$ satisfies certain additional linear constraints of the form

$$
\begin{equation*}
\left(x, b^{i}\right)=c_{i} \quad i=1,2, \ldots, k \tag{1}
\end{equation*}
$$

In geometric terms, we were examining the set of values assumed by ( $x, A x$ ) as $x$ roamed over the unit sphere. We now add the condition that $x$ simultaneously lie on a set of planes, or alternatively, is a point on a given $N-k$ dimensional plane.

Constraints of this nature arise very naturally in various algebraic, analytic, and geometric investigations.

As a first step in this direction, we shall carry out the generalization of the algebraic method used in Chap. 1, obtaining in this way a more useful set of necessary and sufficient conditions for positive definiteness. These results, in turn, will be extended in the course of the chapter.
2. Determinantal Criteria for Positive Definiteness. In Chap. 4, it was demonstrated that a necessary and sufficient condition that a real symmetric matrix be positive definite is that all of its characteristic roots be positive. Although this is a result of theoretical value, it is relatively difficult to verify. For analytic and computational purposes, it is important to derive more usable criteria.

The reason why a criterion in terms of characteristic roots is not useful in applications is that the numerical determination of the characteristic roots of a matrix of large dimension is a very difficult matter. Any direct attempt based upon a straightforward expansion of the determinant $|A-\lambda I|$ is surely destined for failure because of the extraordinarily large number of terms appearing in the expansion of a determinant. A determinant of order $N$ has $N$ ! terms in its complete expansion. Since
$10!=3,628,000$ and $20!\cong 2,433 \times 10^{15}$, it is clear that direct methods cannot be applied, even with the most powerful computers at one's disposal. ${ }^{1}$

The numerical determination of the characteristic roots and vectors constitutes one of the most significant domains of matrix theory. As we have previously indicated, we will not discuss any aspects of the problem here.

For the form in two variables,

$$
\begin{equation*}
Q\left(x_{1}, x_{2}\right)=a_{11} x_{1}^{2}+2 a_{12} x_{1} x_{2}+a_{22} x_{2}{ }^{2} \tag{1}
\end{equation*}
$$

we obtained the representation

$$
\begin{equation*}
Q=a_{11}\left(x_{1}+\frac{a_{12}}{a_{11}} x_{2}\right)^{2}+\left(a_{22}-\frac{a_{12^{2}}}{a_{11}}\right) x_{2}^{2} \tag{2}
\end{equation*}
$$

under the assumption that $a_{11} \neq 0$.
From this, we concluded that the relations

$$
a_{11}>0 \quad\left|\begin{array}{ll}
a_{11} & a_{12}  \tag{3}\\
a_{12} & a_{22}
\end{array}\right|>0
$$

were necessary and sufficient for $A$ to be positive definite.
Let us now continue inductively from this point. Consider the form in three variables,

$$
\begin{equation*}
Q\left(x_{1}, x_{2}, x_{3}\right)=a_{11} x_{1}{ }^{2}+2 a_{12} x_{1} x_{2}+a_{22} x_{2}{ }^{2}+2 a_{23} x_{2} x_{3}+2 a_{13} x_{1} x_{3}+a_{83} x_{3}{ }^{2} \tag{4}
\end{equation*}
$$

Since $a_{11}>0$ is clearly a necessary condition for positive definiteness, as we see upon setting $x_{2}=x_{3}=0$, we can write

$$
\begin{align*}
& Q\left(x_{1}, x_{2}, x_{3}\right)=a_{11}\left(x_{1}+\frac{a_{12} x_{2}}{a_{11}}+\frac{a_{18} x_{3}}{a_{11}}\right)^{2}+\left(a_{22}-\frac{a_{12^{2}}}{a_{11}}\right) x_{2}{ }^{2} \\
&+2\left(a_{23}-\frac{a_{12} a_{13}}{a_{11}}\right) x_{2} x_{3}+\left(a_{38}-\frac{a_{13^{2}}}{a_{11}}\right) x_{8}{ }^{2} \tag{5}
\end{align*}
$$

If $Q\left(x_{1}, x_{2}, x_{3}\right)$ is to be positive definite, we see upon taking

$$
x_{1}+\frac{\left(a_{12} x_{2}+a_{11} x_{3}\right)}{a_{11}}=0
$$

that the quadratic form in $x_{2}$ and $x_{3}$ must be positive definite. It follows, upon applying the result for $2 \times 2$ matrices given in (3), that a set of

[^2]necessary and sufficient conditions that $Q\left(x_{1}, x_{2}, x_{3}\right)$ be positive definite are
\[

a_{11}>0 \quad a_{22}-\frac{a_{12}^{2}}{a_{11}}>0 \quad\left|$$
\begin{array}{ll}
a_{22}-\frac{a_{12}^{2}}{a_{11}} & a_{23}-\frac{a_{12} a_{13}}{a_{11}}  \tag{6}\\
a_{23}-\frac{a_{12} a_{13}}{a_{11}} & a_{33}-\frac{a_{13}^{2}}{a_{11}}
\end{array}
$$\right|>0
\]

The first two conditions we recognize. Let us now see if we can persuade the third to assume a more tractable appearance. Consider the determinant
$D_{3}=\left|\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33}\end{array}\right|=\left|\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ 0 & a_{22}-\frac{a_{12}^{2}}{a_{11}} & a_{23}-\frac{a_{12} a_{13}}{a_{11}} \\ 0 & a_{23}-\frac{a_{13} a_{12}}{a_{11}} & a_{33}-\frac{a_{13}{ }^{2}}{a_{11}}\end{array}\right|$
The last equation follows upon subtracting the first row multiplied by $a_{12} / a_{11}$ from the second, and the first row multiplied by $a_{13} / a_{11}$ from the third (a method previously applied in Sec. 2 of Chap. 3).

It follows then that the conditions in (6) may be written in the suggestive form

$$
a_{11}>0 \quad\left|\begin{array}{ll}
a_{11} & a_{12}  \tag{8}\\
a_{21} & a_{22}
\end{array}\right|>0 \quad\left|\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right|>0
$$

Consequently we have all the ingredients of an inductive proof of
Theorem 1. A necessary and sufficient set of conditions that $A$ be positive definite is that the following relations hold:

$$
\begin{equation*}
D_{k}>0 \quad k=1,2, \ldots, N \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{k}=\left|a_{i j}\right| \quad i, j=1,2, \ldots, k \tag{10}
\end{equation*}
$$

We leave the details of the complete proof as an exercise for the reader.
3. Representation as Sum of Squares. Pursuing the analysis a bit further, we see that we can state the following result.

Theorem 2. Provided that no $D_{k}$ is equal to zero, we may write

$$
\begin{equation*}
Q\left(x_{1}, x_{2}, \ldots, x_{N}\right)=\sum_{k=1}^{N}\left(D_{k} / D_{k-1}\right) y_{k}^{2} \quad D_{0}=1 \tag{1}
\end{equation*}
$$

where

$$
\begin{align*}
y_{k} & =x_{k}+\sum_{j=k+1}^{N} c_{k} x_{j} \quad k=1,2, \ldots, N-1  \tag{2}\\
y_{N} & =x_{N}
\end{align*}
$$

The $c_{i j}$ are rational functions of the $a_{i j}$.
This is the general form of the representation given in (2.5).

## EXERCISE

1. What happens if one or more of the $D_{k}$ are zero?
2. Constrained Variation and Finsler's Theorem. Let us now consider the problem of determining the positivity or negativity of the quadratic form $Q\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ when the variables are allowed to vary over all $x_{i}$ satisfying the constraints

$$
\begin{equation*}
\sum_{j=1}^{N} b_{i j} x_{j}=0 \quad i=1,2, \ldots, k, k<N \tag{1}
\end{equation*}
$$

As usual, all quantities occurring are taken to be real. Without loss of generality, we can suppose that these $k$ equations are independent. Hence, using these equations, we can solve for $k$ of the $x_{i}$ as linear functions of the remaining $N-k$, substitute these relations in $Q$ and use the criteria obtained in the preceding sections to treat the resulting ( $N-k$ )-dimensional problem.

Although this method can be carried through successfully, a good deal of determinantal manipulation is involved. We shall consequently pursue a different tack. However, we urge the reader to attempt an investigation along the lines just sketched at least for the case of one constraint, in order to appreciate what follows.

Let us begin by demonstrating the following result of Finsler.
Theorem 3. If $(x, A x)>0$ whenever $(x, B x)=0$, where $B$ is a positive indefinite matrix, then there exists a scalar constant $\lambda$ such that $(x, A x)+$ $\lambda(x, B x)$ is positive definite.

Proof. Write $x=T y$, where $T$ is an orthogonal matrix chosen so that

$$
\begin{equation*}
(x, B x)=\sum_{i=1}^{k} \mu_{i} y_{i}^{2} \quad \mu_{i}>0,1 \leq k<N \tag{2}
\end{equation*}
$$

Since $B$ is by assumption positive indefinite, we know that ( $x, B x$ ) can be put in this form. Under this transformation, we have

$$
\begin{equation*}
(x, A x)=\sum_{i, j=1}^{N} c_{i j} y_{i} y_{j} \tag{3}
\end{equation*}
$$

If $(x, A x)$ is to be positive whenever $(x, B x)=\sum_{i=1}^{k} \mu_{i} y_{i}{ }^{2}=0$, we must have the relation

$$
\begin{equation*}
\sum_{i, j=k+1}^{N} c_{i j} y_{i} y_{j}>0 \tag{4}
\end{equation*}
$$

for all nontrivial $y_{k+1}, y_{k+2}, \ldots, y_{N}$.

In the ( $N-k$ )-dimensional space ( $y_{k+1}, y_{k+2}, \ldots, y_{N}$ ), make an orthogonal transformation which converts the quadratic form in (4) into a sum of squares. Let the variables $y_{1}, y_{2}, \ldots, y_{k}$ remain unchanged. In $N$-dimensional $y$ space, write $y=S w$ to represent this transformation.

In the $w_{i}$ variables, we have

$$
\begin{align*}
(x, A x)=Q(w)=\sum_{i, j=1}^{N} c_{i j} y_{i} y_{j}= & \sum_{i=k+1}^{N} \mu_{i} w_{i}^{2} \\
& +2 \sum_{i=k+1}^{N} \sum_{j=1}^{k} d_{i j} w_{i} w_{j}+\sum_{i, j=1}^{k} d_{i j} w_{i} w_{j} \tag{5}
\end{align*}
$$

Our problem then reduces to demonstrating that a quadratic form of the type

$$
\begin{equation*}
\lambda \sum_{i=1}^{k} \mu_{i} w_{i}^{2}+Q(w) \tag{6}
\end{equation*}
$$

is positive definite whenever $\mu_{i}>0, i=1,2, \ldots, N$, and $\lambda$ is sufficiently large. Our proof is complete upon using the result indicated in Exercise 36 at the end of Chap. 4.

Returning to the original variational problem, we now make the observation that the $k$ equations in (1) can be combined into one equation,

$$
\begin{equation*}
\sum_{i=1}^{k}\left(\sum_{j=1}^{N} b_{i j} x_{i}\right)^{2}=0 \tag{7}
\end{equation*}
$$

Regarding $\sum_{i=1}^{k}\left(\sum_{j=1}^{N} b_{i} x_{j}\right)^{2}$ as a positive indefinite form, we see that Theorem 3 yields the following result:

A necessary and sufficient condition that $Q\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ be positive for all nontrivial values satisfying the linear equations in (1) is that the quadratic form

$$
\begin{equation*}
P\left(x_{1}, x_{2}, \ldots, x_{N}\right)=Q\left(x_{1}, x_{2}, \ldots, x_{N}\right)+\lambda \sum_{i=1}^{k}\left(\sum_{j=1}^{N} b_{i j} x_{i}\right)^{2} \tag{8}
\end{equation*}
$$

be positive definite for all sufficiently large positive $\lambda$.

## EXERCISE

1. Establish the foregoing result by considering the maximum over all $x_{i}$ of the function

$$
f(x)=-\frac{Q\left(x_{1}, x_{2}, \ldots, x_{N}\right)}{\sum_{i=1}^{k}\left(\sum_{j=1}^{N} b_{i j} x_{i}\right)^{2}}
$$

6. The Case $k=1$. Let us begin the task of obtaining a usable criterion from the foregoing result with a case of frequent occurrence, $k=1$. The quadratic form $P$ is then

$$
\begin{equation*}
P=\sum_{i, j=1}^{N}\left(a_{i j}+\lambda b_{1 i} b_{1 j}\right) x_{i} x_{j} \tag{1}
\end{equation*}
$$

For this to be positive definite for all large positive $\lambda$, we must have, in accord with Theorem 1, the determinantal inequalities

$$
\begin{equation*}
\left|a_{i j}+\lambda b_{1 i} b_{1 j}\right|>0 \quad i, j=1,2, \ldots, k \tag{2}
\end{equation*}
$$

for $k=1,2, \ldots, N$.
In order to obtain simpler equivalents of these inequalities, we employ the following matrix relation.

$$
\begin{align*}
& {\left[\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1 k} & \lambda b_{1} \\
a_{21} & a_{22} & \cdots & a_{2 k} & \lambda b_{2} \\
\cdot & & & & \\
\cdot & & & & \\
\cdot & & & & \\
a_{k 1} & a_{k 2} & \cdots & a_{k k} & \lambda b_{k} \\
b_{1} & b_{2} & \cdots & b_{k} & -1
\end{array}\right]\left[\begin{array}{ccccc}
1 & & & 0 & 0 \\
& 1 & & 0 & 0 \\
& & \cdot & & \cdot \\
& & & \cdot & \cdot \\
0 & & & 1 & 0 \\
b_{1} & b_{2} & \cdots & b_{k} & 1
\end{array}\right] } \\
&=\left[\begin{array}{cccccc}
a_{11}+\lambda b_{1}{ }^{2} & a_{12}+\lambda b_{1} b_{2} & \cdots & a_{1 k}+\lambda b_{1} b_{k} & \lambda b_{1} \\
a_{21}+\lambda b_{1} b_{2} & a_{22}+\lambda b_{2}^{2} & \cdots & a_{2 k}+\lambda b_{2} b_{k} & \lambda b_{2} \\
\cdot & & & & \\
\cdot & & & & \\
\cdot & & & & \\
a_{k 1}+\lambda b_{k} b_{1} & a_{k 2}+\lambda b_{k} b_{2} & \cdots & a_{k k}+\lambda b_{k}^{2} & \lambda b_{k} \\
0 & 0 & \cdots & 0 & -1
\end{array}\right] \tag{3}
\end{align*}
$$

Taking determinants of both sides, we see that positivity of the determinant $\left|a_{i j}+\lambda b_{1 i} b_{1 j}\right|, i, j=1,2, \ldots, k$, for all large $\lambda$ is equivam lent to negativity of the determinant

$$
\left|\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1 k} & \lambda b_{1}  \tag{4}\\
a_{21} & a_{22} & \cdots & a_{2 k} & \lambda b_{2} \\
\cdot & & & & \\
\cdot & & & & \\
\cdot & & & & \\
a_{k 1} & a_{k 2} & \cdots & a_{k k} & \lambda b_{k} \\
b_{1} & b_{2} & \cdots & b_{k} & -1
\end{array}\right|
$$

for large positive $\lambda$ and $k=1,2, \ldots, N$.

Hence, we must have the relation

$$
\lambda\left|\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1 k} & b_{1}  \tag{5}\\
a_{21} & a_{22} & \cdots & a_{2 k} & b_{2} \\
\cdot & & & & \\
\cdot & & & & \\
\cdot & & & & \\
a_{k 1} & a_{k 2} & \cdots & a_{k k} & b_{k} \\
b_{1} & b_{2} & \cdots & b_{k} & 0
\end{array}\right|-\left|\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 k} \\
a_{21} & a_{22} & \cdots & a_{2 k} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
a_{k 1} & a_{k 2} & \cdots & a_{k k}
\end{array}\right|<0
$$

for all large positive $\lambda$ and $k=1,2, \ldots, N$.
Consequently, we see that a sufficient condition that $Q$ be positive for all nontrivial $x_{i}$ satisfying the linear relation in

$$
b_{1} x_{1}+b_{2} x_{2}+\cdots+b_{N} x_{N}=0
$$

is that the bordered determinants satisfy the relations

$$
\left|\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1 k} & b_{1}  \tag{6}\\
a_{21} & a_{22} & \cdots & a_{2 k} & b_{2} \\
\cdot & & & & \\
\cdot & & & & \\
\cdot & & & & \\
a_{k 1} & a_{k 2} & \cdots & a_{k k} & b_{k} \\
b_{1} & b_{2} & \cdots & b_{k} & 0
\end{array}\right|<0
$$

for $k=1,2, \ldots, N$. It is clear that the conditions

$$
\left|\begin{array}{ccccc}
a_{12} & a_{12} & \cdots & a_{1 k} & b_{1}  \tag{7}\\
a_{21} & a_{22} & \cdots & a_{2 k} & b_{2} \\
\cdot & & & & \\
\cdot & & & & \\
\cdot & & & & \\
a_{k 1} & a_{k 2} & \cdots & a_{k k} & b_{k} \\
b_{1} & b_{2} & \cdots & b_{k} & 0
\end{array}\right| \leq 0
$$

for $k=1,2, \ldots, N$ are necessary, but that some of these determinants can be zero without disturbing the positivity property of $Q$. The simplest way in which these can be zero is for some of the $b_{i}$ to be zero.

Referring to (5), we see that if some element of the sequence of bordered determinants is zero, say the $k$ th, then a necessary condition for
positivity is that the relation

$$
\left|\begin{array}{ccc}
a_{11} & \cdots & a_{1 k}  \tag{8}\\
a_{21} & \cdots & a_{2 k} \\
\cdot & & \\
\cdot & & \\
\cdot & & \\
a_{k 1} & \cdots & a_{k k}
\end{array}\right|>0
$$

be valid.
A further discussion of special cases is contained in the exercises following.

## EXERCISES

1. Assuming that $b_{N} \neq 0$, obtain the foregoing results by solving for $x_{N}, x_{N}=$ $-\left(b_{1} x_{1}+b_{2} x_{2}+\cdots+b_{N-1} x_{N-1}\right) / b_{N}$, and considering $Q(x)$ as a quadratic form in $x_{1}, x_{2}, \ldots, x_{N-1}$. Does this yield an inductive approach?
2. If $b_{1}=0$, the condition in (7) yields $-a_{11} b_{2}^{2} \leq 0$. Hence, if $b_{2} \neq 0$, we must have $a_{11} \geq 0$. What form do the relations in (6) and (7) take if $b_{1}=b_{2}=\cdots=$ $b_{r}=0,1 \leq r<N$ ?
3. Consider in homogeneous coordinates, the quadric surface $\sum_{i, j=1}^{4} a_{i}, x_{i} x_{j}=0$ and the plane $\sum_{i=1}^{4} u_{i} x_{i}=0$. Prove that a necessary and sufficient condition that the plane be tangent to the surface is that ${ }^{1}$

$$
\left|\begin{array}{lllll}
a_{11} & a_{12} & a_{13} & a_{14} & u_{1} \\
a_{21} & a_{22} & a_{21} & a_{42} & u_{2} \\
a_{21} & a_{32} & a_{33} & a_{34} & u_{1} \\
a_{42} & a_{42} & a_{13} & a_{44} & u_{4} \\
u_{1} & u_{2} & u_{2} & u_{4} & 0
\end{array}\right|=0
$$

4. Determine the minimum distance from the quadric surface $(x, A x)=0$ to the plane $(u, x)=0$.
5. Prove that a necessary and sufficient condition that the line determined by the planes $(u, x)=(v, x)=0$ be either tangent to $(x, A x)=0$ or a generator, is that the bordered determinant

$$
\left|\begin{array}{llllll} 
& & & & u_{1} & v_{1} \\
& & & & u_{2} & v_{2} \\
& & A & & u_{3} & v_{3} \\
u_{4} & & & u_{4} \\
u_{1} & u_{2} & u_{3} & u_{4} & 0 & 0 \\
v_{1} & v_{2} & v_{3} & v_{4} & 0 & 0
\end{array}\right|=0
$$

${ }^{2}$ Cf. M. Bocher, Introduction to Higher Algebra, Chap. 12, The Macmillan Company, New York, 1947.
6. Determine the minimum distance from the quadric surface $(x, A x)=0$ to the line determined by the planes $(u, x)=(v, x)=0$.
6. A Minimization Problem. Closely related to the foregoing is the problem of determining the minimum of $(x, x)$ over all $x$ satisfying the constraints

$$
\begin{equation*}
\left(x, a^{i}\right)=b_{i} \quad i=1,2, \ldots, k \tag{1}
\end{equation*}
$$

As usual, the vectors and scalars appearing are real. Without loss of generality, we can assume that the vectors $a^{i}$ are linearly independent.

For any $x$ we know that the inequality

$$
\left|\begin{array}{cccc}
(x, x) & \left(x, a^{1}\right) & \cdots & \left(x, a^{k}\right)  \tag{2}\\
\left(x, a^{1}\right) & \left(a^{1}, a^{1}\right) & \cdots & \left(a^{1}, a^{k}\right) \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
\left(x, a^{k}\right) & \left(a^{1}, a^{k}\right) & \cdots & \left(a^{k}, a^{k}\right)
\end{array}\right| \geq 0
$$

is valid. This is equivalent to the relation

$$
(x, x) \geq-\frac{\left|\begin{array}{ccccc}
0 & b_{1} & b_{2} & \ldots & b_{k}  \tag{3}\\
b_{1} & & & & \\
\cdot & & & \left(a^{i}, a^{i}\right) & \\
\cdot & & & \\
b_{k} & & & \\
\left|\left(a^{i}, a^{i}\right)\right|
\end{array}\right|, ~}{l}
$$

since the determinant $\left|\left(a^{i}, a^{i}\right)\right|$ is positive in view of the linear independence of the $a^{i}$.

The right side in (3) is the actual minimum value, since equality is attained in (2) if $x$ is chosen to be a linear combination of the $a^{i}$,

$$
\begin{equation*}
x=\sum_{j=1}^{k} c_{j} a^{j} \tag{4}
\end{equation*}
$$

In order to satisfy (1), the $c_{j}$ are taken to be the solutions of the equations

$$
\begin{equation*}
\sum_{j=1}^{k} c_{j}\left(a^{j}, a^{i}\right)=b_{i} \quad i=1,2, \ldots, k \tag{5}
\end{equation*}
$$

Since $\left|\left(a^{i}, a^{i}\right)\right| \neq 0$, there is a unique solution, which yields the unique minimizing vector $x$.

## EXERCISES

1. Deduce from this result that the quadratic form

$$
Q(x)=\left|\begin{array}{ccccc}
0 & x_{1} & x_{2} & \cdots & x_{N} \\
x_{1} & & & & \\
\cdot & & A & & \\
\cdot & & & & \\
\cdot & & & &
\end{array}\right|
$$

is negative lefinite whenever $A$ is positive definite.
2. Give an independent proof of this result by showing that the associated quadratic form

$$
P(z)=2 z_{1}\left(x_{1} z_{2}+x_{2} z_{3}+\cdots+x_{N} z_{N+1}\right)+(z, A z)
$$

cannot be positive definite, or even positive indefinite if $A$ is positive definite.
8. Assuming that ( $x, A x$ ) possesses a positive minimum on the intersection of the planes $\left(x, a^{0}\right)=b_{i}, i=1,2, \ldots, k$, determine this minimum and thus derive the results of the preceding section in an alternate fashion.
7. General Values of $k$. Let us now return to the problem posed in Sec. 4. It is not difficult to utilize the same techniques in the treatment of the general problem. Since, however, the notation becomes quite cumbersome, it is worthwhile at this point to introduce the concept of a rectangular matrix and to show how this new notation greatly facilitates the handling of the general problem.

Once having introduced rectangular matrices, which it would be well to distinguish by a name such as "array," as Cayley himself wished to do, we are led to discuss matrices whose elements are themselves matrices. We have hinted at this in some of our previous notation, and we shall meet it again in the study of Kronecker products.
8. Rectangular Arrays. A set of complex quantities $a_{i j}$ arranged in the form

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 M}  \tag{1}\\
a_{21} & a_{22} & \cdots & a_{2 M} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
a_{N 1} & a_{N 2} & \cdots & a_{N M}
\end{array}\right]
$$

will be called a rectangular matrix. There is now no restriction that $M=N$. We will call this array an $M \times N$ matrix. Observe the order of $M$ and $N$.

There is no difficulty in adding two $M \times N$ matrices, but the concept of multiplication is perhaps not so clear. We shall allow multiplication of a $K \times M$ matrix $B$ by an $M \times N$ matrix $A$. This arises as before
from the iteration of linear transformations. Thus

$$
\begin{equation*}
A B=C=\left(c_{i j}\right) \tag{2}
\end{equation*}
$$

Schematically,

$$
\begin{array}{cc}
M & K \\
\hline
\end{array} N \begin{aligned}
& K \\
& C
\end{aligned} N
$$

a $K \times N$ matrix, where

$$
\begin{equation*}
c_{i j}=\sum_{k=1}^{M} a_{i k} b_{k j} \tag{3}
\end{equation*}
$$

The transpose $A^{\prime}$ of an $M \times N$ matrix is an $N \times M$ matrix obtained by interchanging rows and columns.

In many cases, these rectangular matrices can be used to unify a presentation in the sense that the distinction between vectors and matrices disappears. However, since there is a great conceptual difference between vectors and square matrices, we feel that particularly in analysis this blending is not always desirable. Consequently, rectangular matrices, although of great significance in many domains of mathematics, will play a small role in the parts of matrix theory of interest to us here.

Hence, although in the following section we wish to give an example of the simplification that occasionally ensues when this notation is used, we urge the reader to proceed with caution. Since the underlying mathematical ideas are the important quantities, no notation should be adhered to slavishly. It is all a question of who is master.

## EXERCISES

1. Let $x$ and $y$ be $N$-dimensional column vectors. Show that

$$
x y^{\prime}=\left(x_{i} y_{j}\right) \quad i, j=1,2, \ldots, N
$$

2. If $x$ is an $N$-dimensional column vector, then

$$
\left|\lambda I-x x^{\prime}\right|=\lambda^{N}-\left(x^{\prime}, x\right) \lambda^{N-1}
$$

9. Composite Matrices. We have previously defined matrices whose elements were complex quantities. Let us now define matrices whose elements are complex matrices,

$$
\begin{equation*}
A=\left(A_{i j}\right) \tag{1}
\end{equation*}
$$

This notation will be particularly useful if it turns out that, for example, a $4 \times 4$ matrix may be written in the form

$$
\left[\begin{array}{llll}
a_{11} & a_{12} & a_{18} & a_{14}  \tag{2}\\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{38} & a_{34} \\
a_{41} & a_{42} & a_{48} & a_{44}
\end{array}\right]=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]
$$

with the $A_{i j}$ defined by

$$
\begin{array}{ll}
A_{21}=\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right] & A_{12}=\left[\begin{array}{ll}
a_{18} & a_{14} \\
a_{28} & a_{24}
\end{array}\right] \\
A_{21}=\left[\begin{array}{ll}
a_{31} & a_{32} \\
a_{41} & a_{42}
\end{array}\right] & A_{22}=\left[\begin{array}{ll}
a_{33} & a_{34} \\
a_{43} & a_{44}
\end{array}\right] \tag{3}
\end{array}
$$

or, alternatively, with the definitions

$$
\begin{array}{ll}
A_{11}=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{18} \\
a_{21} & a_{22} & a_{28} \\
a_{31} & a_{32} & a_{38}
\end{array}\right] & A_{12}=\left[\begin{array}{l}
a_{14} \\
a_{24} \\
a_{34}
\end{array}\right]  \tag{4}\\
A_{21}=\left(\begin{array}{lll}
a_{41} & a_{42} & a_{48}
\end{array}\right) & A_{22}=\left(a_{44}\right)
\end{array}
$$

For various purposes, as we shall see, this new notation possesses certain advantages. Naturally, we wish to preserve the customary rules for addition and multiplication.

It is easy to verify that addition is carried out in the expected fashion, and we leave it as an exercise for the reader to verify that the product of ( $A_{i j}$ ) and ( $B_{i j}$ ) may safely be defined as follows:

$$
\begin{equation*}
\left(A_{i j}\right)\left(B_{i j}\right)=\left(C_{i j}\right) \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{i j}=\sum_{k=1}^{N} A_{i k} B_{k j} \tag{6}
\end{equation*}
$$

provided that all the products $A_{i k} B_{k j}$ are defined. Furthermore, the associativity of multiplication is also preserved.

## EXERCISES

1. From the relation

$$
\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]\left[\begin{array}{rr}
D & -B \\
-C & A
\end{array}\right]=\left[\begin{array}{ll}
A D-B C & B A-A B \\
C D-D C & D A-C B
\end{array}\right]
$$

deduce that

$$
\left|\begin{array}{ll}
A & B \\
C & D
\end{array}\right|=|A D-B C|
$$

if $B A=A B$ or $C D=D C$, and the required products exist.
2. Let $M=A+i B, A$ and $B$ real, and let

$$
M_{1}=\left[\begin{array}{rr}
A & -B \\
B & A
\end{array}\right]
$$

Show that

$$
\left|M_{1}-\lambda I\right|=|M-\lambda I||\bar{M}-\lambda I| \quad \text { (Szaraki and Wazewski) }
$$

3. Hence, show that $\left|M_{1}\right|=|M||\bar{M}|$, and that the characteristic roots of $M_{1}$ are those of $M$ and $\bar{M}$.
4. Show that if $M$ is Hermitian, then $M_{1}$ is symmetric.
5. The Result for General $k$. Let us now discuss the general problem posed in Sec. 4. As Theorem 3 asserts, the quadratic form

$$
\begin{equation*}
P=\sum_{i, j=1}^{N}\left(a_{i j}+\lambda \sum_{r=1}^{k} b_{r i} b_{r j}\right) x_{i} x_{j} \tag{1}
\end{equation*}
$$

must be positive definite for large $\lambda$.
Hence we must have the determinantal relations

$$
\begin{equation*}
\left|a_{i j}+\lambda \sum_{r=1}^{k} b_{r i} b_{r j}\right|>0 \quad i, j=1,2, \ldots, n \tag{2}
\end{equation*}
$$

for $n=1,2, \ldots, N$ and all sufficiently large positive $\lambda$.
In order to simplify this relation, we use the same device as employed in Sec. 5 , together with our new notation. Let $B_{N}$ denote the rectangular array

$$
B_{N}=\left[\begin{array}{cccc}
b_{11} & b_{21} & \cdots & b_{k 1}  \tag{3}\\
b_{12} & b_{22} & & b_{k 2} \\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
b_{1 N} & b_{2 N} & \cdots & b_{k N}
\end{array}\right]
$$

Consider the following product of ( $N+k$ )-dimensional matrices,

$$
\left[\begin{array}{cc}
A_{N} & \lambda B_{N}  \tag{4}\\
B_{N}^{\prime} & -I_{k}
\end{array}\right]\left[\begin{array}{cc}
I_{N} & 0 \\
B_{N}^{\prime} & I_{k}
\end{array}\right]=\left[\begin{array}{cc}
A_{N}+\lambda B_{N} B_{N}^{\prime} & \lambda B_{N} \\
0 & -I_{k}
\end{array}\right]
$$

where $I_{k}$ is the $k$-dimensional unit matrix and

$$
A_{N}=\left(a_{i j}\right) \quad i, j=1,2, \ldots, N
$$

Taking determinants of both sides, we have

$$
(-1)^{k}\left|\begin{array}{ll}
A_{N} & \lambda B_{N}  \tag{5}\\
B_{N}^{\prime} & -I_{k}
\end{array}\right|=\left|A_{N}+\lambda B_{N} B_{N}^{\prime}\right|
$$

Hence, the conditions of (2) are replaced by

$$
(-1)^{k}\left|\begin{array}{ll}
A_{N} & \lambda B_{N}  \tag{6}\\
B_{N}^{\prime} & -I_{k}
\end{array}\right|>0
$$

for all large $\lambda$.
It follows as before that sufficient conditions for positivity are readily obtained. The necessary conditions require a more detailed discussion because of the possible occurrence of zero values, both on the part of the coefficients $b_{i i}$ and the bordered determinants.

## MISCELLANEOUS EXERCISES

1. If $\left\{A_{i}\right\}$ is an arbitrary set of $r \times r$ matrices, there are unitary matrices $U$ and $V$ of order $r \times r$, such that $U A_{i} V=D_{i}, D_{i}$ diagonal and real, if and only if $A_{i} \bar{A}_{j}=$ $A_{i} \bar{A}_{i}$ and $\bar{A}_{i} A_{i}=\bar{A}_{i} A_{i}$ for all $i$ and $j(N . A$. Wiegmann).
2. Let $\sum_{i, j=1}^{N} a_{i j} x_{i} x_{j}$ be a positive definite form. Show that

$$
\sum_{i, j \neq k}\left|\begin{array}{ll}
a_{k k} & a_{i k} \\
a_{i k} & a_{i j}
\end{array}\right| x_{i x_{j}}
$$

is a positive definite form in the $N-1$ variables $x_{1}, x_{2}, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{N}$ What are the characteristic roots and vectors of the matrix of this quadratic form? Generalize this result.
3. Introduce the following correspondence between complex numbers and matrices:

$$
z=x+i y \sim Z=\left[\begin{array}{rr}
x & y \\
-y & x
\end{array}\right]
$$

Show that
(a) $Z W=W Z$
(b) $\equiv \sim Z^{\prime}$
(c) $z \sim Z, \quad w \sim W$ implies that $z w \sim Z W$
4. Usc this correspondence and de Moivre's theorem to determine the form of $Z^{n}$ for $n=1,2, \ldots$
6. From Exercise 3, we see that we have the correspondence

$$
1 \sim\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \quad i \sim\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

Using this in the matrix

$$
Q=\left[\begin{array}{rr}
x_{1}+i x_{2} & x_{3}+i x_{4} \\
-x_{3}+i x_{4} & x_{1}-i x_{2}
\end{array}\right]
$$

we are led to the supermatrix

$$
\text { Q. }=\left[\begin{array}{r}
\left(\begin{array}{rr}
x_{1} & x_{2} \\
-x_{2} & x_{1}
\end{array}\right)\left(\begin{array}{rr}
x_{3} & x_{4} \\
-x_{4} & x_{3}
\end{array}\right) \\
\left(\begin{array}{rr}
-x_{3} & x_{4} \\
-x_{4} & -x_{1}
\end{array}\right)\left(\begin{array}{rr}
x_{1} & -x_{2} \\
+x_{2} & x_{1}
\end{array}\right)
\end{array}\right]
$$

or, dropping parentheses,

$$
Q_{t}=\left[\begin{array}{rrrr}
x_{1} & x_{2} & x_{3} & x_{4} \\
-x_{2} & x_{1} & -x_{4} & x_{3} \\
-x_{3} & x_{4} & x_{1} & -x_{2} \\
-x_{4} & x_{3} & -x_{2} & x_{1}
\end{array}\right]
$$

Consider the equivalence $Q \sim Q_{\text {. }}$. Show that $Q \sim Q_{\text {, }} W \sim W$, results in $Q W \sim$ Q.W. Hence, determine $\left|Q_{\Delta}\right|$, and the characteristic values of $Q$.
6. How does one determine the maximum value of ( $x, A x$ ) subject to the constraints $(x, x)=1,\left(x, c^{4}\right)=0, i=1,2, \ldots, k ?$
7. Write, for two symmetric matrices, $A$ and $B, A \geq B$ to indicate that $A-B$ is non-negative definite. Show that $A \geq B$ does not necessarily imply that $A^{2} \geq B^{2}$.
8. Let $g(t) \geq 0$ and consider the quadratic form

$$
Q_{N}(x)=\int_{0}^{1} g(t)\left(\sum_{k=0}^{N} x_{k} t^{k}\right)^{2} d t
$$

Show that $Q_{N}(x)$ is positive indefinite, and, hence, derive various determinantal inequalities for the quantities $m_{k}=\int_{0}^{1} g(l) t^{k} d l$ (Stielljes).
9. Let $g(t) \geq 0$ and consider the Hermitian form

$$
H_{N}(x)=\int_{0}^{1} g(t)\left|\sum_{k=0}^{N} x_{k} e^{2 \pi i k t}\right|^{2} d t
$$

Show that $H_{N}(x)$ is positive definite, and, hence, derive determinantal inequalities for the quantitics $m_{k}=\int_{0}^{1} g(t) e^{2 \pi i k t} d t$ (O. Toeplitz).
10. Show that

$$
\sum_{m, n=0}^{N} \frac{x_{m} x_{n}}{m+n+1}<\pi \sum_{n=0}^{N} x_{n}{ }^{2} \quad \text { (Hilbert's inequality) }
$$

11. Establish Theorem 1 inductively. See C. J. Seelye. ${ }^{1}$
12. Determine the minimum value over all $x_{i}$ of the expression

$$
Q_{N}(x)=\int_{0}^{\pi}\left|e^{-i \theta}-\sum_{k=0}^{N} x_{k} e^{i k \theta}\right|^{2} d \theta
$$

18. What is the limit of the minimum value as $N \rightarrow \infty$ ? (This result plays an important role in prediction theory. See U. Grenander and G. Szego, Toeplitz Forms and their Applications, University of California Press, 1958.)
19. Determine the minimum value over all $x_{i}$ of the expression

$$
Q_{N}(x)=\int_{0}^{1}\left|t^{k}-\sum_{i=0}^{N} x_{i} i^{\lambda_{i}}\right|^{2} d t
$$

where $\left(\lambda_{i}\right)$ is a sequence of real numbers, $\lambda_{0}<\lambda_{1}<\ldots$.
${ }^{1}$ C. J. Seelye, Am. Math. Monthly, vol. 65, pp. 355-356, 1958.
15. Consider the problem of determining the minimum and maximum values of $(x, A x)+2(b, x)$ on the sphere $(x, x)=1$. How many stationary values are there, and are they all real?
16. How many normals, real and complex, can one draw from a given point in the plane ( $x_{1}, y_{1}$ ) to the eliipse $x^{2} / a^{2}+y^{2} / b^{2}=1$ ?
17. If $A=\left(a_{i j}\right), C=\left(c_{i j}\right)$, and $\sum_{j} a_{i j}=0, \sum_{i} a_{i j}=0, c_{i j}=c_{i}+c_{i}$, then $A B$ and $A(B+C)$ have the same characteristic equation (A. Brauer).
18. If $A, C_{1}$, and $C_{2}$ are such that $C_{1} A=A C_{2}=0, C=C_{1}+C_{2}$, then $A B$ and $A(B+C)$ have the same characteristic equation (Parker).
19. If $A C A=0$, then $A B$ and $A(B+C)$ have the same characteristic equation (Parker).
20. Let $\boldsymbol{H}$ be a Hermitian matrix with the characteristic roots $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq$ $\lambda_{N}$, and let the characteristic roots of $S^{\prime} H S$ be $\mu_{1} \leq \mu_{1} \leq \cdots \leq \mu_{N}$ where $S$ is an arbitrary real nonsingular matrix. Then the number of positive, negative, and zero terms in the two lists of characteristic roots is the same. A quantitative sharpening of this result (due to Sylvester and Jacobi), often called the Law of Inertia, may be found in A. M. Ostrowski, A Quantitative Formulation of Sylvester's Law of Inertia, Proc. Nat. Acad. Sci. U.S., vol. 45, pp. 740-743, 1959.
21. Let $A$ and $B$ be real symmetric matrices. A necessary and sufficient condition that the pencil of matrices $\lambda A+\mu B, \lambda, \mu$ real scalars, contains a positive definite matrix is that $(x, A x)=0$ and $(x, B x)=0$ imply that $x=0$, provided that the dimension $N$ is greater than 2 (Calabi).
22. Any pencil $\lambda A+\mu B$ for which the foregoing holds can be transformed into diagonal form; see O. Taussky, Positive Definite Matrices, Inequalities, Academic Press, Inc., New York, 1967.
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## 6

## Functions of Matrices

1. Introduction. In this chapter, we wish to concentrate on the concept of a function of a matrix. We shall first discuss two important matrix functions, the inverse function, defined generally, and the square root, of particular interest in connection with positive definite matrices. Following this, we shall consider the most important scalar functions of a matrix, the coefficients in the characteristic polynomial.

The problem of defining matrix functions of general matrices is a rather more difficult problem than it might seem at first glance, and we shall in consequence postpone any detailed discussion of various methods that have been proposed until a later chapter, Chap. 11. For the case of symmetric matrices, the existence of the diagonal canonical form removes most of the difficulty.

This diagonal representation, established in Chap. 4, will also be used to obtain a parametric representation for the elements of symmetric matrices which is often useful in demonstrating various results. As an example of this we shall prove an interesting result due to Schur concerning the composition of two positive definite matrices.

Finally, we shall derive an important relation between the determinant of a positive definite matrix and the associated quadratic form which will be made a cornerstone of a subsequent chapter devoted to inequalities, and obtain also an analogous result for Hermitian matrices.
2. Functions of Symmetric Matrices. As we have seen, every real symmetric matrix can be represented in the form

$$
A=T\left[\begin{array}{lllll}
\lambda_{1} & & & &  \tag{1}\\
& \lambda_{2} & & & 0 \\
& & \cdot & & \\
& & & & \\
& 0 & & & \\
& & & & \lambda_{N}
\end{array}\right] T^{\prime \prime}
$$

where $T$ is an orthogonal matrix. From this it follows that

$$
A^{k}=T\left[\begin{array}{lllll}
\lambda_{1}^{k} & & & &  \tag{2}\\
& \lambda_{2}{ }^{k} & & 0 & \\
& & \cdot & & \\
& & & \cdot & \\
& & & & \lambda_{N^{k}}
\end{array}\right] T^{\prime}
$$

for any integer $k$. Hence, for any analytic function $f(z)$ we can define $f(A)$ to be

$$
f(A)=T\left[\begin{array}{lllll}
f\left(\lambda_{1}\right) & & & &  \tag{3}\\
& f\left(\lambda_{2}\right) & & 0 & \\
& & \cdot & & \\
& 0 & & & \\
& & & & f\left(\lambda_{N}\right)
\end{array}\right] T^{\prime}
$$

whenever the scalar functions $f\left(\lambda_{i}\right)$ are well defined.
3. The Inverse Matrix. Following the path pursued above, we are led to define an inverse matrix as follows.

$$
A^{-1}=T\left[\begin{array}{lllll}
\lambda_{1}^{-1} & & & &  \tag{1}\\
& \lambda_{2}^{-1} & & 0 & \\
& & \cdot & & \\
0 & & & & \\
& & & & \lambda_{N}-1
\end{array}\right] T^{\prime}
$$

whenever the $\lambda_{i}$ are all nonzero.
It is clear that $A^{-1}$ has the appropriate properties of an inverse, namely,

$$
\begin{equation*}
A A^{-1}=A^{-1} A=I \tag{2}
\end{equation*}
$$

4. Uniqueness of Inverse. It is natural to inquire whether or not the inverse matrix is unique, if it exists. In the first place, let us observe that the condition that the $\lambda_{i}$ are all nonzero is equivalent to the condition that $|A| \neq 0$. For if $\lambda=0$ is a root of $|A-\lambda I|=0$, we see that $|A|=0$, and if $|A|=0$, then $\lambda=0$ is a root.

If $A$ is a matrix for which $|A|=0$, it will be called singular. If $|A| \neq 0, A$ is called nonsingular.

It is immediately seen that a singular matrix cannot have an inverse. For, from $A B=I$, we have $|A B|=1$ or $|A||B|=1$. No such equation can hold if $|A|=0$.

Let us now show, however, that any nonsingular matrix, symmetric or not, possesses a unique inverse. For the case where $A$ is symmetric, the matrix found in this new way must coincide with that given by (3.1).

The equation $A B=I$ is equivalent to the $N^{2}$ equations

$$
\begin{equation*}
\sum_{k=1}^{N} a_{i k} b_{k j}=\delta_{i j} \quad i, j=1,2, \ldots, N \tag{1}
\end{equation*}
$$

Fixing the value of $j$, we obtain $N$ linear equations for the quantities $b_{k j}$, $k=1,2, \ldots, N$. The determinant of this set of equations is $|A|=\left|a_{i j}\right|$, regardless of the value of $j$.

It follows then that if $A$ is nonsingular, there is a unique solution of the equations in (1). Furthermore, we see that the solution is given by

$$
\begin{equation*}
A^{-1}=\left(\alpha_{i j} /|A|\right) \tag{2}
\end{equation*}
$$

where $\alpha_{i j}$ is the cofactor of $a_{j i}$ in the expansion of the determinant of $A$.

## EXERCISES

1. Show that $A^{-1}$, if it exists, is symmetric if $A$ is symmetric in three ways:
(a) Directly from (3.1)
(b) Using the expression in (4.2)
(c) Using the relations $A A^{-1}=A^{-1} A=I$ and the uniqueness of the inverse
2. If $A$ is singular, show that we can find a matrix $B$ whose elements are arbitrarily small and such that $A+B$ is nonsingular.
3. Let $|\lambda I-A|=\lambda^{N}+c_{1} \lambda^{N-1}+\cdots+c_{N}$, the characteristic polynomial of $A$. Show that $A^{-1}=-\left(A^{N-1}+c_{1} A^{N-2}+\cdots+c_{N-1}\right) / c_{N}$, whenever $c_{N} \neq 0$.
4. If $A_{1}, A_{2}, B_{1}, B_{2}$ are nonsingular square matrices of the same order, then

$$
\left[\begin{array}{ll}
A_{1} & B_{1} \\
A_{2} & B_{2}
\end{array}\right]^{-1}=\left[\begin{array}{ll}
\left(A_{1}-B_{1} B_{2}{ }^{-1} A_{2}\right)^{-1} & \left(A_{2}-B_{2} B_{1}{ }^{-1} A_{1}\right)^{-1} \\
\left(B_{1}-A_{1} A_{2}^{-1} B_{2}\right)^{-1} & \left(B_{2}-A_{2} A_{1}^{-1} B_{1}\right)^{-1}
\end{array}\right]
$$

6. Let $A$ be an $M \times N$ matrix and consider the set of inconsistent linear equations $x=A y$, where $x$ is an $N$-dimensional vector and $y$ an $M$-dimensional vector. To obtain an approximate solution to these equations, we determine $y$ as the minimum of the quadratic function ( $x-A y, x-A y$ ). Show that, under the above assumption of inconsistency, there is a unique solution given by $y=\left(A^{\prime} A\right)^{-1} A^{\prime} x$, and determine the minimum value of ( $x-A y, x-A y$ ).
7. Let $A \geq B$, for two symmetric matrices $A$ and $B$, denote as previously the fact that $A-B$ is non-negative definite. Show that $A \geq B$ implies that $B^{-1} \geq A^{-1}$, provided that $A^{-1}$ and $B^{-1}$ exist.
8. If $S$ is a real skew-symmetric matrix, then $I+S$ is nonsingular.
B. If $S$ is a real skew symmetric, then

$$
\eta^{\prime}=(I-S)(I+S)^{-1}
$$

is orthogonal (the Cayley transform).
9. If $A$ is an orthogonal matrix such that $A+I$ is nonsingular, then we can write

$$
A=(I-S)(I+S)^{-1}
$$

where $S$ is a real skew-symmetric matrix.
10. Given a matrix $A$, we can find a matrix $J$, having $\pm 1 \mathrm{~s}$ along the main diagonal and zeroes elsewhere, such that $J A+I$ is nonsingular.
11. Using this result, show that every orthogonal matrix $A$ can be written in the
form

$$
A=J(I-S)(I+S)^{-1}
$$

where $J$ is as above.
12. Show that
(a) $A_{1} \geq B_{1}, A_{2} \geq B_{2}$, implies $A_{1}+A_{2} \geq B_{1}+B_{2}$
(b) $A_{1} \geq B_{1}, B_{1} \geq C_{1}$, implies $A_{1} \geq C_{1}$
(c) $A_{1} \geq B_{1}, A_{2} \geq B_{2}$, does not necessarily imply $A_{1} A_{2} \geq B_{1} B_{2}$, even if $A_{1} A_{2}$ and $B_{1} B_{2}$ are both symmetric. Thus, $A \geq B$ does not necessarily imply that $A^{2} \geq B^{2}$.
(d) $A_{1} \geq B_{1}$ implies that $T^{\prime} A_{1} T \geq T^{\prime} B_{1} T$
18. Show that $A^{-1}$ can be defined by the relation
if $A$ is positive definite.

$$
\left(x, A^{-1} x\right)=\max _{y}[2(x, y)-(y, A y)]
$$

14. From this, show that $B^{-1} \geq A^{-1}$ if $A$ and $B$ are symmetric and $A \geq B>0$.
15. If $A$ is a matrix whose elements are rational integers, and if $|A|= \pm 1$, then $A^{-1}$ is a matrix of the same type.
16. If $A$ is a matrix whose elements are complex integers, i.e., numbers of the form $x_{1}+i y_{1}$ where $x_{1}$ and $y_{1}$ are rational integers, and if $|A|= \pm 1$ or $\pm i$, then $A^{-1}$ is a matrix of the same type.
17. What is a necessary and sufficient condition that the solutions of $A x=y$ be integers whenever the components of $y$ are integers, given that the elements of $A$ are integers?
18. Show that $|A+i B|^{2}=|A|^{2}\left|I+A^{-1} B A^{-1} B\right|$ if $H=A+i B$ is Hermitian, and $A$ is nonsingular.
19. Show that $(\overline{3}, H z)=(x, A x)+(y, A y)+2(B x, y)$ if $H=A+i B$ is Hermitian and $z=x+i y$.
20. Show that $(x, A x)=\left(x, A_{\Delta} x\right)$ where $A_{4}=\left(A+A^{\prime}\right) / 2$.
21. If $A$ and $B$ are alike except for one column, show how to deduce the elements of $A^{-1}$ from those of $B^{-1}$.
22. If $A$ has the form

$$
A=\left[\begin{array}{lllll}
0 & x_{1} & 0 & \ldots & \\
y_{1} & 0 & x_{2} & 0 & \ldots \\
0 & y_{2} & 0 & x_{3} & . \\
. & 0 & y_{3} & & \\
. & \cdot & \cdot & & \\
. & \cdot & \cdot & &
\end{array}\right]
$$

then, provided that $y_{i} \neq 0$, in $A^{-1}$ the element $b_{1 k}$ is given by

$$
\begin{aligned}
b_{1 k} & =0 \quad k \text { odd } \\
& =(-1)^{k / 2-1} \sum_{i=0}^{k / 2-1} \frac{x_{2 i}}{y_{2 i+1}}, \quad k \text { even }
\end{aligned}
$$

where $x_{0}=1$. (Clement)
29. From this deduce the form of $A^{-1}$.
5. Square Roots. Since a positive definite matrix represents a natural generalization of a positive number, it is interesting to inquire whether or not a positive definite matrix possesses a positive definite square root.

Proceeding as in Sec. 2, we can define $A^{3 / 4}$ by means of the relation

$$
A^{3 / 2}=T\left[\begin{array}{lllll}
\lambda_{1} 1^{34} & & & &  \tag{1}\\
& \lambda_{2} 2^{3 /} & & 0 \\
& & \cdot & \\
0 & & & \\
& & & & \\
& & & & \lambda_{N^{36}}
\end{array}\right] T^{\prime \prime}
$$

obtaining in this way a matrix satisfying the relation $B^{2}=A$, which is positive definite if $A$ is positive definite.

There still remains the question of uniqueness. To settle it, we can proceed as follows. Since $B$ is symmetric, it possesses a representation

$$
B=S\left[\begin{array}{lllll}
\mu_{1} & & & &  \tag{2}\\
& \mu_{2} & & 0 & \\
& & \cdot & & \\
& & & \cdot & \\
& & & & \mu_{N}
\end{array}\right] S^{\prime}
$$

where $S$ is orthogonal. It follows that $B$ and $B^{2}=A$ commute. Hence, both can be reduced to diagonal form by the same orthogonal matrix $T$. The relation $B^{2}=A$ shows that $B$ has the form given in (1) where the positive square roots are taken.

## EXERCISES

1. How many symmetric square roots does an $N \times N$ positive defnite matrix possess?
2. Can a aymmetric matrix possess nonsymmetric square roots?
3. If $B$ is Hermitian and $B \geq 0$, and if $A^{2}=B$ and $\left(A+A^{*}\right) \geq 0$, then $A$ is the unique non-negative Hermitian square root of $B$ (Putnam, On Square Roots and Logarithms of Operators, Purdue University, PRF-1421, 1958).
4. If $e^{A}=B, B$ positive definite, and $A \leq(2 \log 2) I$, then $A$ is the unique positive definite logarithm of $\boldsymbol{B}$ (Putnam).
5. Parametric Representation. The representation

$$
A=T\left[\begin{array}{lllll}
\lambda_{1} & & & &  \tag{1}\\
& \lambda_{2} & & 0 \\
& & \cdot & & \\
& & & \cdot & \\
& & & & \\
& & & & \lambda_{N}
\end{array}\right] T^{\prime \prime}
$$

furnishes us a parametric representation for the elements of a symmetric matrix in terms of the elements $t_{i j}$ of an orthogonal matrix $T$, namely,

$$
\begin{equation*}
a_{i j}=\sum_{k=1}^{N} \lambda_{k} t_{i k} t_{j k} \tag{2}
\end{equation*}
$$

which can be used as we shall see in a moment to derive certain properties of the $a_{i j}$.

## EXERCISE

1. Obtain a parametric representation in terms of $\cos \theta$ and $\sin \theta$ for the elements of a general $2 \times 2$ symmetric matrix.
2. A Result of I. Schur. Using this representation, we can readily prove Theorem 1.

Theorem 1. If $A=\left(a_{i j}\right), B=\left(b_{i j}\right)$ are positive definite, then

$$
C=\left(a_{i j} b_{i j}\right)
$$

is positive definite.
Proof. We have

$$
\begin{align*}
\sum_{i, j=1}^{N} a_{i} b_{i j} x_{i} x_{j} & =\sum_{i, j=1}^{N} b_{i j} x_{i} x_{j}\left(\sum_{k=1}^{N} \lambda_{k} t_{i k} t_{j k}\right) \\
& =\sum_{k=1}^{N} \lambda_{k}\left(\sum_{i, j=1}^{N} b_{i j} x_{i} t_{i k} x_{j} t_{j k}\right) \quad \lambda_{k}>0 \tag{1}
\end{align*}
$$

As a quadratic form in the variables $x_{i} l_{i k}$ the expression $\sum_{i, j=1}^{N} b_{i j} x_{i} i_{i k} x_{j} t_{j k}$ is positive unless the quantities $x_{i} t_{i k}$ are all zero. Since

$$
\begin{equation*}
\sum_{i, k} x_{i}{ }^{2} t_{i k}{ }^{2}=\sum_{i} x_{i}{ }^{2} \sum_{k} t_{i k}{ }^{2}=\sum_{i} x_{i}{ }^{2} \tag{2}
\end{equation*}
$$

we see that this cannot be true for all $i$, unless all the $x_{i}$ are zero.
This establishes the required positive definite character.

## EXERCISE

1. Use Exercise 2 of the miscellaneous exercises of Chap. 5 to obtain an inductive proof of this result, starting with the easily established result for $N=2$.
2. The Fundamental Scalar Functions. Let us now consider some properties of the scalar functions of $A$ determined by the characteristic polynomial,

$$
\begin{equation*}
|\lambda I-A|=\lambda^{N}-\phi_{1}(A) \lambda^{N-1}+\phi_{2}(A) \lambda^{N-2}+\cdots+(-1)^{N} \phi_{N}(A) \tag{1}
\end{equation*}
$$

In this section the matrices which occur are general square matrices, not necessarily symmetric.

It follows from the relations between the coefficients and the roots of a polynomial equation that

$$
\begin{align*}
& \phi_{1}(A)=\lambda_{1}+\lambda_{2}+\cdots+\lambda_{N} \\
& \phi_{2}(A)=\sum_{i \neq j} \lambda_{i} \lambda_{j} \\
& \cdot  \tag{2}\\
& \cdot \\
& \phi_{N}(A)=\lambda_{1} \lambda_{2} \cdots \lambda_{N}
\end{align*}
$$

On the other hand, writing out the term in $\lambda^{N-1}$ of the characteristic polynomial as it arises from the expansion of the determinant $|A-\lambda I|$, we see that

$$
\begin{equation*}
\phi_{1}(A)=a_{11}+a_{22}+\cdots+a_{N N} \tag{3}
\end{equation*}
$$

while setting $\lambda=0$ yields

$$
\begin{equation*}
\phi_{N}(A)=|A| \tag{4}
\end{equation*}
$$

The linear function $\phi_{1}(A)$ is of paramount importance in matrix theory. It is called the trace of $A$, and usually written $\operatorname{tr}(A)$.

It follows from (3) that

$$
\begin{equation*}
\operatorname{tr}(A+B)=\operatorname{tr}(A)+\operatorname{tr}(B) \tag{5}
\end{equation*}
$$

and a little calculation shows that

$$
\begin{equation*}
\operatorname{tr}(A B)=\operatorname{tr}(B A) \tag{6}
\end{equation*}
$$

for any two matrices $A$ and $B$. These relations hold despite the fact that there is no simple relation connecting the characteristic roots of $A$, $B$ and $A+B$ or $A B$.

This last result is a special case of Theorem 2.
Theorem 2. For any two matrices $A$ and $B$, we have

$$
\begin{equation*}
\phi_{k}(A B)=\phi_{k}(B A) \quad k=1,2, \ldots, N \tag{7}
\end{equation*}
$$

The proof will depend upon a fact that we already know, namely, that the result is valid for $k=N$, that is, $|A B|=|B A|$ for any two matrices.

If $A$ is nonsingular, we have the relations

$$
\begin{equation*}
|\lambda I-A B|=\left|A\left(\lambda A^{-1}-B\right)\right|=\left|\left(\lambda A^{-1}-B\right) A\right|=|\lambda I-B A| \tag{8}
\end{equation*}
$$

which yield the desired result.
If $A$ is singular, we can obtain (8) by way of a limiting relation, starting with $A+\epsilon I$, where $\epsilon$ is small and $A+\epsilon I$ is nonsingular.

In the exercises immediately below, we indicate another approach which does not use any nonalgebraic results.

## EXERCISES

1. Show that $|I+t A|=1+t \operatorname{tr}(A)+\cdots \cdot$
2. Show that $\phi_{k}\left(T A T^{-1}\right)=\phi_{k}(A) ; \phi_{k}\left(T A T^{\prime}\right)=\phi_{k}(A)$ if $T$ is orthogonal.
3. Show that any polynomial $p\left(a_{11}, a_{12}, \ldots, a_{N N}\right)$ in the elements of $A$ which has the property that $p(A B)=p(B A)$ for all $A$ and $B$ must be a polynomial in the functions $\phi_{k}(A)$.
4. Show that $\operatorname{tr}\left((A B)^{k}\right)=\operatorname{tr}\left((B A)^{k}\right)$ for $k=1,2, \ldots$, and hence that $\phi_{k}(A B)=$ $\phi_{k}(B A)$ for $k=1,2, \ldots, N$.
5. Show that $\operatorname{tr}(A X)=0$ for all $X$ implies that $A=0$.
6. Exercise 2 and Theorem 2 above are both special cases of the result that for any $m$ matrices $A_{1}, A_{2}, \ldots, A_{m}$, of order $N$, the quantity $\phi_{k}\left(A_{1} A_{2} \ldots A_{m}\right)$ remains unchanged after a cyclic permutation of the factors $A_{1}, A_{2}, \ldots, A_{m}$.
7. The Infinite Integral $\int_{-\infty}^{\infty} e^{-(z, A z)} d x$. One of the most important integrals in analysis is the following:

$$
\begin{equation*}
I_{N}=\int_{-\infty}^{\infty} \cdots \cdot \int_{-\infty}^{\infty} e^{-(x, A x)} d x \tag{1}
\end{equation*}
$$

where $d x=d x_{1} d x_{2} \cdots d x_{N}$. Although the indefinite integral cannot be evaluated in finite terms, it turns out that the definite integral has a quite simple value.

Theorem 3. If $A$ is positive definite, we have

$$
\begin{equation*}
I_{N}=\frac{\pi^{N / 2}}{|A|^{1 / 2}} \tag{2}
\end{equation*}
$$

We shall give two proofs.
First Proof. Let $T$ be an orthogonal matrix reducing $A$ to diagonal form, and make the change of variable $x=T y$. Then

$$
\begin{equation*}
(x, A x)=(y, \Lambda y) \tag{3}
\end{equation*}
$$

Furthermore, $\prod_{i=1}^{N} d x_{i}=\prod_{i=1}^{N} d y_{i}$, since the Jacobian of the transformation $x=T y$ is $|T|$, which can be taken to be +1 . Since $x=T y$ is a one-toone transformation, it follows that

$$
\begin{align*}
I_{N} & =\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} e^{-\lambda_{1} y_{1}-\lambda_{1} y_{2} L \cdots-\lambda_{N v_{N}}} d y \\
& =\prod_{i=1}^{N} \int_{-\infty}^{\infty} e^{-\lambda_{i y} i^{2}} d y_{i}=\frac{\pi^{N / 2}}{\left(\lambda_{1} \lambda_{2} \cdot \cdots \lambda_{N}\right)^{1 / 2}} \tag{4}
\end{align*}
$$

From the fact that $\prod_{i=1}^{N} \lambda_{i}=|A|$, and the known evaluation

$$
\int_{-\infty}^{\infty} e^{-x^{2}} d x=\pi^{3 \varepsilon}
$$

we obtain the result stated in (2).
Let us now give a second proof. In Sec. 3 of Chap. 5, it was shown that we may write

$$
\begin{equation*}
(x, A x)=\sum_{k=1}^{N} \frac{D_{k}}{D_{k-1}} y_{k}^{2} \quad D_{0}=1 \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
y_{k}=x_{k}+\sum_{j=k+1}^{N} b_{k j} x_{j} \quad k=1,2, \ldots, N \tag{6}
\end{equation*}
$$

provided that $A$ is positive definite. Let us then make a change of variable from the $x_{k}$ to the $y_{k}$. The Jacobian is again equal to 1 , and the transformation is one-to-one. It follows that

$$
\begin{align*}
& I_{N}=\left(\int_{-\infty}^{\infty} e^{-D_{1} y_{1}^{2}} d y_{1}\right)\left(\int_{-\infty}^{\infty} e^{-D_{1} y_{1} 1_{1} D_{1}} d y_{2}\right) \\
& \cdots\left(\int_{-\infty}^{\infty} e^{-D_{N V^{N} / D_{N-1}} d y N}\right)=\frac{\pi^{N / 2}}{D_{N^{3 / 4}}}=\frac{\pi^{N / 2}}{|A|^{3 / 2}} \tag{7}
\end{align*}
$$

## EXERCISES

1. Show that if $A$ is positive definite and $B$ symmetric, we have

$$
\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} e^{-(x, \Delta x)-i(x, B x)} d x=\frac{\pi^{N / 2}}{|A+i B|^{132}}
$$

where the principal value of $|A+i B|^{1 / 3}$ is taken, in the following steps:
(a) Set $x=T y$, where $T^{\prime \prime} A T=\Lambda$, a diagonal matrix
(b) Make the further change of variable, $y_{k}=z_{k} / \lambda_{k}^{3 / 2}$
(c) The integrand is now

$$
e^{-\sum_{k=1}^{N} z_{k}^{2-i\left(z, C_{z}\right)}}
$$

Reduce $C$ to diagonal form by means of an orthogonal transformation $z=S w$.
(d) Evaluate the remaining integral.
2. Evaluate integrals of the form

$$
I_{m n}=\int_{0}^{\infty} \int_{0}^{\infty} e^{-a_{11} z_{1}-1-s_{1} z_{1} z_{2} z_{2}-a_{11} \varepsilon_{1} x_{1} x_{1} x_{2} x_{2}^{n}} d x_{1} d x_{2}
$$

$m, n$ positive integers or zero, in the following fashion. Write

$$
I_{0,0}=\frac{\pi}{\left(a_{11} a_{11}-a_{1^{2}}\right)^{3 / 3}}
$$

and thus

$$
I_{2 m \cdot 2 n}=\left(\frac{\partial}{\partial a_{11}}\right)^{m}\left(\frac{\partial}{\partial a_{22}}\right)^{n} I_{0,0}
$$

How does one treat the general case where either $m$ or $n$ may be odd?
8. If $A$ and $B$ are positive definite, evaluate

$$
I_{N}=\int_{-\infty}^{\infty} e^{-(x, A B x) d x}
$$

4. Evaluate

$$
I_{N}=\int_{-\infty}^{\infty} \mathrm{e}^{-(x, A x)+2 i(x, y)} d x
$$

10. An Analogue for Hermitian Matrices. By analogy with (9.1), let us consider the integral

$$
\begin{equation*}
J(H)=\int_{-\infty}^{\infty} e^{-(\mathbf{6} \cdot H z)} d x d y \tag{1}
\end{equation*}
$$

where $d x=d x_{1} d x_{2} \cdots d x_{N}, d y=d y_{1} d y_{2} \cdots d y_{N}$ and $H$ is a positive definite Hermitian matrix.

Write $H=A+i B$, where $A$ is real and positive definite and $B$ is real and skew-symmetric. Then

$$
\begin{equation*}
J(H)=\int_{-\infty}^{\infty} e^{-(x, A x)-2\left(B_{x}, y\right)-(y, A y)} d x d y \tag{2}
\end{equation*}
$$

Since the integral is absolutely convergent, it may be evaluated by integration first with respect to $x$ and then with respect to $y$.

Using the relation

$$
\begin{align*}
(x, A x)+2(B x, y) & =(x, A x)-2(x, B y) \\
& =\left(A\left(x-A^{-1} B y\right), x-A^{-1} B y\right)-\left(B y, A^{-1} B y\right) \tag{3}
\end{align*}
$$

we see that

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-(x, A x)-2\left(B_{x}, y\right)} d x=\frac{\pi^{N / 2} e^{\left(B y, A^{-1} B y\right)}}{|A|^{1 / 2}} \tag{4}
\end{equation*}
$$

Hence,

$$
\begin{align*}
J(H) & =\frac{\pi^{N / 2}}{|A|^{1 / 2}} \int_{-\infty}^{\infty} e^{-\left((y \cdot A y)+\left(y, B A^{-1} B_{y}\right)\right]} d y \\
& =\frac{\pi^{N / 2}}{|A|^{1 / 3}} \cdot \frac{\pi^{N / 2}}{\left|A+B A^{-1} B\right|^{13 /}} \\
& =\frac{\pi^{N}}{|A|\left|I+A^{-1} B A^{-1} B\right|^{1 / 3}} \tag{5}
\end{align*}
$$

11. Relation between $J(H)$ and $|H|$. It remains to express $J(H)$ in terms of $|H|$. We have

$$
\begin{align*}
|H|=|A+i B| & =|A|\left|I+i A^{-1} B\right|  \tag{1}\\
\left|H^{\prime}\right| & =|A-i B|=|A|\left|I-i A^{-1} B\right|
\end{align*}
$$

Since $|H|=\left|H^{\prime}\right|$, we have

$$
\begin{align*}
|H|^{2} & =|A|^{2}\left|\left(I+i A^{-1} B\right)\left(I-i A^{-1} B\right)\right| \\
& =|A|^{2}\left|I+A^{-1} B A^{-1} B\right| \tag{2}
\end{align*}
$$

Combining the foregoing results, we see that

$$
\begin{equation*}
J(H)=\pi^{N} /|H| \tag{3}
\end{equation*}
$$

## MISCEllaneous exercises

1. Show that the characteristic roots of $p(A)$, where $p(\lambda)$ is a polynomial, are $p\left(\lambda_{i}\right)$, and thus that $|p(A)|=\prod_{i} p\left(\lambda_{i}\right)$.
2. Under what conditions does the corresponding result hold for rational functions?
3. Determine the inverses of the following matrices:

$$
\begin{aligned}
& C=\left|\begin{array}{rr}
x & -y \\
y & x
\end{array}\right| \\
& Q=\left[\begin{array}{rrrr}
x_{1} & x_{2} & x_{3} & x_{4} \\
-x_{2} & x_{1} & -x_{4} & x_{1} \\
-x_{3} & x_{4} & x_{1} & x_{2} \\
-x_{4} & x_{3} & -x_{2} & x_{1}
\end{array}\right]
\end{aligned}
$$

4. Let $A_{0}=I$, and the sequence of scalars and matrices be determined by $c_{k}=$ $\operatorname{tr}\left(A A_{k-1}\right) / k, k=1,2, \ldots, A_{k}=A A_{k-1}-c_{k} I$. Then $A^{-1}=A_{n-1} / c_{n}($ Frame $)$.
5. Show that $|A+t B|=|A|\left(1+t \operatorname{tr}\left(A^{-1} B\right)+\cdots\right)$.
6. Using the representation

$$
\begin{aligned}
|A+\epsilon B+\lambda I| & =\phi_{N}(A+\epsilon B)+\lambda \phi_{N-1}(A+\epsilon B)+\cdots \\
& =|A+\lambda I|\left(1+\epsilon \operatorname{tr}\left((A+\lambda I)^{-1} B\right)+\cdots\right)
\end{aligned}
$$

we obtain the relation

$$
\phi_{N-1}(A+e B)=\phi_{N-1}(A)-\epsilon \phi_{N}(A) \operatorname{tr}\left(A^{-2} B\right)+\cdots
$$

and corresponding results for each $\phi_{k}(A)$.
7. Show that a necessary and sufficient condition that $A$ be positive definite is that $\operatorname{tr}(A B)>0$ for all positive definite $B$.
8. Show that

$$
|I+\lambda A|=e^{\sum_{k=1}^{\infty} \frac{(-1)^{n-1}}{k} \lambda^{k t r}\left(A^{k}\right)}
$$

and hence, obtain relations connecting $\phi_{k}(A)$ and $\operatorname{tr}\left(A^{k}\right)$.
9. Show that $A B+B$ and $B A+B$ have the same determinant by showing that $\operatorname{tr}\left((A B+B)^{n}\right)=\operatorname{tr}\left((B A+B)^{n}\right)$ for $n=1,2, \ldots$
10. Let $B_{0}=I, B_{i}=A B_{i-1}+k_{i} I$, where $k_{i}=\operatorname{tr}\left(A B_{i-1}\right) / i$; then

$$
(-1)^{n}|A-\lambda I|=\lambda^{n}+k_{1} \lambda^{n-1}+\cdots \quad \text { (Leverrier) }
$$

11. Let $A, B, \ldots$, be commutative matrices, and let $f\left(x_{1}, x_{2}, \ldots\right)$ be any rational function. The characteristic roots $a_{1}, a_{2}, \ldots, a_{n}$ of $A, b_{1}, b_{2}, \ldots, b_{n}$ of $B, \ldots$, can be ordered in such a way that the characteristic roots of $f(A, B, \ldots)$ are $f\left(a_{1}, b_{1}, \ldots\right), f\left(a_{2}, b_{2}, \ldots\right)$, and so on.
12. Show that every nonsingular matrix may be represented as a product of two not necessarily real symmetric matrices in an infinite number of ways ( $V$ oss).
13. If $H$ is non-negative definite Hermitian, there exists a triangular matrix $T$ such that $H=T T^{*}$ (Toeplitz).
14. For every $A$ there is a triangular matrix such that $T A$ is unitary ( $E$. Schmidt).
15. Let $P, Q, R, X$ be matrices of the second order. Then every characteristic root of a solution $X$ of $P X^{2}+Q X+R=0$ is a root of $\left|P \lambda^{2}+Q \lambda+R\right|=0$ (Sylvester).
16. If $A, B, C$ are positive definite, then the roots of $\left|A \lambda^{2}+B \lambda+C\right|=0$ have negative real parts.
17. Consider matrices $A$ and $B$ such that $A B=r_{1} B A$, where $r_{1}$ is a qth root of unity. Show that the characteristic roots of $A$ and $B, \lambda_{i}$ and $\mu_{i}$, may be arranged so that those of $A+B$ are $\left(\lambda_{i}{ }^{q}+\mu_{i}\right)^{1 / Q}$, and those of $A B$ are $r^{(q-i) / 2} \lambda_{i} \mu_{i}$. Different branches of the $q$ th root may have to be chosen for different values of $i$ (Potter).
18. Using the representation

$$
\frac{\pi^{N / 2}}{|A+\epsilon B| y^{1 / 2}}=\int_{-\infty}^{\infty} e^{-(x, A x)-\epsilon(x, B x)} \prod_{i} d x_{i}
$$

and expanding both sides in powers of $\epsilon$, obtain representations for the coefficients in the expansion of $|A+\epsilon B|$ in powers of $\epsilon$, and thus of the fundamental functions $\phi_{k}(A)$.
19. Let $A$ and $B$ be Hermitian matrices with the property that $c_{1} A+c_{2} B$ has the characteristic roots $c_{1} \lambda_{i}+c_{2} \mu_{i}$ for all scalars $c_{1}$ and $c_{2}$, where $\lambda_{i}, \mu_{i}$ are, respectively, the characteristic roots of $A$ and $B$. Then $A B=B A$ (Molzkin).
20. Show that $A$ is nonsingular if $\left|a_{i i}\right|>\sum_{k \neq i}\left|a_{i k}\right|, i=1,2, \ldots, N$.
21. The characteristic vectors of $A$ are characteristic vectors of $p(A)$, for any polynomial $p$, but not necessarily conversely.
22. If $A$ and $B$ are symmetric matrices such that

$$
|I-\lambda A||I-\mu B|=|I-\lambda A-\mu B|
$$

for all $\lambda$ and $\mu$, then $A B=0$ (Craig-Hotelling).
23. Let $A B=0$, and let $p(A, B)$ be a polynomial having no constant term. Then $|\lambda I-p(A, B)|=\lambda^{-N}|\lambda I-p(A, 0)||\lambda I-p(B, 0)|$ ( $H$. Schneider) .
24. Generalize this result to $p\left(A_{1}, A_{2}, \ldots, A_{n}\right)$, where $A_{i} A_{i}=0, i<j$ ( $H$. Schncider).
25. Let $A$ and $B$ be positive definite. By writing $|A B|=\left|A^{36}\right||B||A 35|$, show that

$$
\frac{\sqrt{\pi}}{|A B|}=\int_{-\infty}^{\infty} e^{-\left(A^{1 / 2} x \cdot B A^{3 / 6} x\right)} \prod_{i=1}^{N} d x_{i}
$$

26. Show that

$$
\int_{-\infty}^{\infty} e^{-(x, A x) / 2+(y, x)} \prod d x_{i}=(2 \pi)^{N / 2}|A|^{-1 / 2} e^{-\left(y, A^{-1} y\right) / 2}
$$

27. Let $Y$ be a positive definite $2 \times 2$ matrix and $X$ a $2 \times 2$ symmetric matrix. Consider the integral

$$
J(Y)=\int_{X>0} e^{-\operatorname{tr}(X Y)|X|^{-3 / 2} d x_{11} d x_{12} d x_{22}}
$$

where the region of integration is determined by the inequalities $x_{11}>0, x_{11} x_{23}-$ $\$_{18^{8}}>0$. In other words, this is the region where $X$ is positive definite. Then

$$
J(Y)=\frac{\pi 3 \Gamma \Gamma(s) \Gamma(s-3 \xi)}{|Y|^{*}}
$$

for $\operatorname{Re}(8)>3 / 2$ (Ingham-Siegel). (See the discussion of Sec. 9 for further information concerning results of this nature.)
28. Let $A$ be a complex matrix of order $N, A=\left(a_{r s}\right)=\left(b_{r a}+i c_{r s}\right)$. Let $B$ be the real matrix of order $2 N$ obtained by replacing $b_{r a}+i c_{r a}$ by its matrix equivalent

$$
b_{r a}+i c_{\mathrm{ra}} \sim\left[\begin{array}{rr}
b_{\mathrm{ra}} & c_{\mathrm{ro}} \\
-c_{\mathrm{ra}} & b_{\mathrm{ra}}
\end{array}\right]
$$

Show that $A^{-1}$ can be obtained from $B^{-1}$ by reversing this process after $B^{-1}$ has been obtained.
29. If $A$ is symmetric and $|A|=0$, then the bordered determinant

$$
B(x)=\left|\begin{array}{llll}
a_{11} & \cdots & a_{1 N} & x_{1} \\
a_{21} & \cdots & a_{2 N} & x_{2} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
a_{N 1} & \cdots & a_{N N} & x_{N} \\
x_{1} & \cdots & x_{N} & 0
\end{array}\right|
$$

multiplied by the leading second minor of $A$ is the square of a linear function of the $x_{i}$ (Burnside-Panton).
80. Consequently, if $A$ is symmetric and the leading first minor vanishes, the determinant and its leading second minor have opposite signs.
81. Let $X$ and $A$ be $2 \times 2$ matrices. Find all solutions of the equation $X^{2}=A$ which have the form $X=c_{1} I+c_{2} A$, where $c_{1}$ and $c_{2}$ are scalars.
82. Similarly, treat the case where $X$ and $A$ are $3 \times 3$ matrices, with $X=c_{1} I+$ $c_{2} A+c_{2} A^{2}$.
88. Let $f(t)$ be a polynomial of degree less than or equal to $N-1$, and let $\lambda_{1}$, $\lambda_{2}, \ldots, \lambda_{N}$ be the $N$ distinct characteristic roots of $A$. Then

$$
f(A)=\sum_{i=1}^{N} f\left(\lambda_{i}\right) \prod_{\substack{1 \leq j \leq N \\ j \leq p_{i}}}\left[\frac{A-\lambda_{i} I}{\lambda_{i}-\lambda_{i}}\right]
$$

(Sylvester interpolation formula)
What is the right-hand side equal to when $f(\lambda)$ is a polynomial of degree greater than $N$ ?
84. Is the formula valid for $f(A)=A^{-1}$ ?
85. Show that

$$
\int_{(x, A x) \leq 1} d x_{1} d x_{2} \cdots d x_{N}=\frac{\pi^{N / 2}|A|^{-3 / 2}}{\Gamma(N / 2+1)}
$$

36. If the clements $a_{i j}$ of the $N \times N$ matrix $A$ are real and satisfy the conditions $a_{i i}>\sum_{j \neq i}\left|a_{i j}\right|, i=1,2, \ldots, N$, then the absolute term in the Laurent expansion of

$$
f\left(z_{1}, z_{2}, \ldots, z_{N}\right)=\prod_{j=1}^{N}\left(\sum_{k=1}^{N} a_{i} z_{k} / z_{j}\right)^{-1}
$$

on $\left|z_{1}\right|=\left|z_{2}\right|=\cdots=\left|z_{N}\right|$ is equal to $|A|^{-1}$.
Alternatively,

$$
\frac{1}{|A|}=\frac{1}{(2 \pi i)^{N}} \oint \cdots \oint \prod_{j=1}^{N}\left[\frac{d z_{i}}{\sum_{k} a_{j k} z_{k}}\right]
$$

where the contour of integration is $\left|z_{j}\right|=1$.
This result remains valid if $A$ is complex and $\left|a_{i i}\right|>\sum_{i=i}\left|a_{i j}\right|$. A number of further results are given in $P$. Whittle. ${ }^{1}$

The original result was first given by Jacobi and applications of it may be found in H. Weyl ${ }^{2}$ and in A. R. Forsyth. ${ }^{3}$
87. Show that if $A$ and $B$ are non-negative definite, then $\sum_{i, j} a_{i} ; b_{i j} \geq 0$, and thus establish Schur's the orem, given in Sec. 7 (Fejer).
38. Let $\left\{A_{i}\right\}$ be a set of $N \times N$ symmetric matrices, and introduce the inner product

$$
\left(A_{i}, A_{j}\right)=\operatorname{tr}\left(A_{i} A_{j}\right)
$$

Given a set of $M=N(N+1) / 2$ linearly independent symmetric matriccs $\left\{A_{i}\right\}$, construct an orthonormal linearly independent set $\left\{Y_{i}\right\}$ using the foregoing inner product and show that every $N \times N$ symmetric matrix $X$ can be written in the form $X=\sum_{i=1}^{M} c_{i} Y_{i}$, where $c_{i}=\left(X, Y_{i}\right)$.
39. For the case of $2 \times 2$ matrices, take

$$
A_{1}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \quad A_{2}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] \quad A_{3}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

What is the corresponding orthonormal set?
40. Similarly, in the general case, take for the $A_{i}$ the matrices obtained in the analogous fashion, and construct the $Y_{i}$.
41. The Cayley-Hamilton theorem asserts that $A$ satisfies a scalar polynomial of degree $N$. Call the minimum polynomial associated with $A$ the scalar polynomial of minimum degree, $q(\lambda)$, with the property that $q(A)=0$. Show that $q(\lambda)$ divides $|A-\lambda I|$.
${ }^{1}$ P. Whittle, Some Combinatorial Results for Matrix Powers, Quart. J. Math., vol. 7, pp. 316-320, 1956.
${ }^{2}$ H. Weyl, The Classical Groups . . . , Princeton University Press, Princeton, N.J., 1946.
s. R. Forsyth, Lectures Introductory to the Theory of Functions of Two Complex Variables, Cambridge University Press, New York, 1914.
42. Find the Jacobian of the transformation $Y=X^{-1}$.*
43. Evaluate the matrix function

$$
\frac{1}{2 \pi i} \int_{C} f(z)(z I-A)^{-1} d z
$$

under various assumptions concerning $A$ and the contour $C$.
The first use of a contour integral $\frac{1}{2 \pi i} \int_{C}(\lambda I-T)^{-1} f(\lambda) d \lambda$ to represent $f(T)$ is found in Poincaré (H. Poincaré, Sur les groupes continus, Trans. Cambridge Phil. Soc., vol. 18, pp. 220-225, 1899, and Oeuvres, vol. 3, pp. 173-212).
44. If $A x=b$ has a solution for all $b$, then $A^{-1}$ exists.
45. For any two positive constants $k_{1}$ and $k_{2}$, there exist matrices $A$ and $B$ such that every element of $A B-I$ is less than $k_{1}$ in absolute value and such that there exist elements of $B A-I$ greater than $k_{2}$ (Householder).
46. If $A_{1}$ is nonsingular, then

$$
\left|\begin{array}{ll}
A_{1} & A_{2} \\
A_{3} & A_{4}
\end{array}\right|=\left|A_{3}\right|\left|A_{4}-A_{3} A_{2}^{-1} A_{3}\right|
$$

47. If $B C=C B$, and

$$
A=\left[\begin{array}{cccccc}
I & 0 & \cdots & & & \\
-B & I & 0 & \cdots & & \\
C & -B & I & 0 & \cdots & \\
0 & C & -B & I & 0 & \cdots \\
\cdot & & & & & \\
\cdot & & & & &
\end{array}\right]
$$

then

$$
A^{-1}=\left[\begin{array}{cccccc}
I & 0 & \ldots & & & \\
D_{1} & I & 0 & \ldots & & \\
D_{2} & D_{1} & I & 0 & \ldots & \\
D_{3} & D_{2} & D_{1} & I & 0 & \ldots
\end{array}\right]
$$

Determine recurrence relations for the $D_{i}$.
48. If $A$ is an $N \times M$ matrix of rank $r, r<N, C$ an $M \times N$ matrix such that $A C A=k A$, where $k$ is a scalar, $B$ an $M \times N$ matrix, then the characteristic equation of $A B$ is $\lambda^{N-r^{\prime}} \phi(\lambda)=0$ and that of $A(B+C)$ is $\lambda^{N-\tau} \phi(\lambda-k)=0$ (Parker).
49. If $Y=(A X+B)(C X+D)^{-1}$, express $X$ in terms of $Y$.
60. We have previously encountered the correspondence

$$
a+b i \sim\left|\begin{array}{rr}
a & b \\
-b & a
\end{array}\right|
$$

Prove that a necessary and sufficient condition for

$$
f(a+b i) \sim f\left|\begin{array}{rr}
a & b \\
-b & a
\end{array}\right|
$$

where $f(z)$ is a power series in $z$, is that $f(\bar{z})=\overline{f(z)}$. For a generalization, see D. W. Robinson, Mathematics Magazine, vol. 32, pp. 213-215, 1959.

* I. Olkin, Note on the Jacobians of Certain Matrix Transformations Useful in Multivariate Analysis, Biometrika, vol, 40, pp. 43-6, 1953.

61. If $F(z)=\sum_{n=0}^{\infty} c_{n} z^{n}$ with $c_{n} \geq 0$, then $F(A)$ is positive definite whenever $A$ is positive definite.
62. If $F(A)$ is positive definite for every $A$ of the form $\left(a_{i-j}\right)$, then $F(z)=\sum_{n=0}^{\infty} c_{n} z^{n}$ with $c_{n} \geq 0$ (W. Rudin). An earlier result is due to Schoenberg, Duke Math. J., 1942.
63. A matrix $A=\left(a_{i j}\right)$ is called a Jacobi matrix if $a_{i j}=0$, for $|i-j| \geq 2$. If $A$ is a symmetric Jacobi matrix, to what extent are the elements $a_{i j}$ determined, if the characteristic roots are given? This is a finite version of a problem of great importance in mathematical physics, namely that of determining the coefficient function $\phi(x)$, given the spectrum of $u^{\prime \prime}+\lambda \phi(x) u=0$, subject to various boundary conditions. ${ }^{1}$
64. If $A$ has the form

$$
A=\left[\begin{array}{llllll}
a_{1} & 1 & 0 & \ldots & & \\
1 & a_{2} & 1 & 0 & \ldots & \\
0 & 1 & a_{3} & 1 & 0 & \ldots
\end{array}\right]
$$

how does one determine the $a_{i}$ given the characteristic roots?
66. Show that for any $A$, there is a generalized inverse $X$ such that $A X A=A$, $X A X=X, X A=(X A)^{\prime}, A X=(A X)^{\prime}\left(P_{\text {Penrose }}{ }^{2}\right)$.
66. $X$ is called a generalized inverse for $A$ if and only if $A X A=A$. Show that $X$ is a generalized inverse if and only if there exist matrices $U, V$, and $W$ such that

$$
X=Q\left[\begin{array}{cc}
I_{R} & U \\
V & W
\end{array}\right] P
$$

where

$$
P A Q=\left[\begin{array}{cc}
I_{R} & 0 \\
0 & 0
\end{array}\right]
$$

and $I_{R}$ is the identity matrix of dimension $n$.
67. $X$ is called a reflexive generalized inverse for $A$ if and only if $A X A=A$ and $X A X=X$. Show that

$$
\left.X=Q\left[\begin{array}{cc}
I_{r} & U \\
V & V U
\end{array}\right] P \quad \text { (C. A. Rhode }\right)
$$

68. Show that if $A x=y$ is consistent, the general solution is given by

$$
x=A^{\prime} y+\left(I-A^{\prime} A\right) z
$$

where $A^{4}$ is the Penrose-Moore inverse and $z$ is arbitrary (Penrose). For computational aspects see Urquehart. ${ }^{3}$

[^3]See also Langenhop, ${ }^{1}$ Radhakrishna Rao, ${ }^{2}$ and Schwerdtfeger. ${ }^{3}$
69. If $A^{-1}$ exists and if more than $N$ of the elements of $A$ are positive with the others non-negative, then $A^{-1}$ has at least one negative element. $A$ has the form $P D$ with $P$ a permutation matrix and $D$ a diagonal matrix with positive elements if and only if $A$ and $A^{-1}$ both have non-negative entries (Spira).
60. Consider the matrix $A+\epsilon B$ where $A$ is positive definite, $B$ is real and symmetric and $e$ is small. Show that we can write $(A+e B)^{-1}=A^{-34}(1+e S)^{-1} A^{-3 / 4}$, where $S$ is symmetric, and thus obtain a symmetric perturbation formula,

$$
(A+e B)^{-1}=A^{-1}-\epsilon A^{-1 / 4} S A^{-3 i}+\cdots
$$

61. Let $f(z)$ be analytic for $|z|<1, f(z)=a_{0}+a_{1} z+\cdots$. Write $f(z)^{k}=$ $a_{0 k}+a_{1 k} z+a_{2} z^{2}+\ldots, k=1,2, \ldots$ Can one evaluate $\left|a_{i j}\right|, i, j=0,1$, . . . , $N$, in simple terms?
62. Write $f(z)=b_{1} z+b_{1} z^{2}+\cdots$, and $f^{(k)}(z)=b_{1 k} z+b_{2 k} z^{2}+\cdots$, where $f^{(k)}$ is the $k$ th iterate, that is, $f^{(3)}=f(f)$, . . , $f^{(k)}=f\left(f^{(k-1)}\right), \ldots$ Can one evaluate $\left|b_{i j}\right|, i, j=0,1, \ldots, N$, in simple terms?
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## 7

## Variational Description of Characteristic Roots

1. Introduction. In earlier chapters, we saw that both the largest and smallest characteristic roots had a quite simple geometric significance which led to variational problems for their determination.

As we shall see, this same geometric setting leads to corresponding variational problems for the other characteristic values. However, this variational formulation is far surpassed in usefulness and elegance by another approach due to R. Courant and E. Fischer. Both depend upon the canonical form derived in Chap. 4.

We shall then obtain some interesting consequences of this second representation, which is, in many ways, the link between the elementary and advanced analytic theory of symmetric matrices.
2. The Rayleigh Quotient. As we know, the set of values assumed by the quadratic form ( $x, A x$ ) on the sphere $(x, x)=1$ is precisely the same set taken by the quadratic form $(y, \Lambda y)=\lambda_{1} y_{1}{ }^{2}+\lambda_{2} y_{2}{ }^{2}+\cdots+\lambda_{N} y_{N}{ }^{2}$ on $(y, y)=1, \Lambda=T^{\prime} A T, y=T x$, with $T$ orthogonal. Let us heneeforth suppose that

$$
\begin{equation*}
\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{N} \tag{1}
\end{equation*}
$$

Since, with this convention,

$$
\begin{align*}
& (y, \Lambda y) \geq \lambda_{N}\left(y_{1}{ }^{2}+y_{2}{ }^{2}+\cdots+y_{N}{ }^{2}\right) \\
& (y, \Lambda y) \leq \lambda_{1}\left(y_{1}{ }^{2}+y_{2}{ }^{2}+\cdots+y_{N}\right) \tag{2}
\end{align*}
$$

we readily obtain the representations

$$
\begin{align*}
& \lambda_{1}=\max _{y} \frac{(y, \Lambda y)}{(y, y)}=\max _{x} \frac{(x, A x)}{(x, x)} \\
& \lambda_{N}=\min _{v} \frac{(y, \Lambda y)}{(y, y)}=\min _{x} \frac{(x, A x)}{(x, x)} \tag{3}
\end{align*}
$$

The quotient

$$
\begin{equation*}
q(x)=\frac{(x, A x)}{(x, x)} \tag{4}
\end{equation*}
$$

is often called the Rayleigh quotient.

From the relation in (3), we see that for all $x$ we have

$$
\begin{equation*}
\lambda_{1} \geq \frac{(x, A x)}{(x, x)} \geq \lambda_{N} \tag{5}
\end{equation*}
$$

Relations of this type are of great importance in applications where one is interested in obtaining quick estimates of the characteristic values. Remarkably, rudimentary choices of the $x_{i}$ often yield quite accurate approximations for $\lambda_{1}$ and $\lambda_{N}$. Much of the success of theoretical physics depends upon this phenomenon.

The reason for this interest in the characteristic roots, and not so much the characteristic vectors, lies in the fact that in many physical applications the $\lambda_{i}$ represent characteristic frequencies. Generally speaking, in applications the $\lambda_{i}$ are more of ten the observables which allow a comparison of theory with experiment.

Matters of this type will be discussed in some slight detail in Sec. 12 below.
3. Variational Description of Characteristic Roots. Let us begin our investigation of variational properties by proving Theorem 1.
Theorem 1. Let $x^{i}$ be a set of $N$ characteristic vectors associated with the $\lambda_{i}$. Then, for $k=1,2, \ldots, N$,

$$
\begin{equation*}
\lambda_{k}=\max _{R_{k}}(x, A x) /(x, x) \tag{1}
\end{equation*}
$$

where $R_{k}$ is the region of $x$ space determined by the orthogonality relations

$$
\begin{equation*}
\left(x, x^{i}\right)=0 \quad i=1,2, \ldots, k-1, x \neq 0 \tag{2}
\end{equation*}
$$

Geometrically, the result is elear. To determine, for example, the second largest semiaxis of an ellipsoid, we determine the maximum distance from the origin in a plane perpendicular to the largest semiaxis.

To demonstrate the result analytically, write

$$
\begin{equation*}
x=\sum_{k=1}^{N} u_{k} x^{k} \tag{3}
\end{equation*}
$$

Then

$$
\begin{align*}
(x, A x) & =\sum_{k=1}^{N} \lambda_{k} u_{k}^{2}  \tag{4}\\
(x, x) & =\sum_{k=1}^{N} u_{k}^{2}
\end{align*}
$$

The result for $\lambda_{1}$ is precisely that given in See. 2. Consider the expression for $\lambda_{2}$. The condition $\left(x, x^{1}\right)=0$ is the same as the assertion that
$u_{1}=0$. It is clear then that the maximum of $\sum_{k=2}^{N} \lambda_{k} u_{k}{ }^{2}$ subject to $\sum_{k=2}^{N} u_{k}{ }^{2}=1$ is equal to $\lambda_{2}$.

In exactly the same fashion, we see that $\lambda_{k}$ has the stated value for the remaining values of $k$.
4. Discussion. It is known from physical considerations that stiffening of a bar or plate results in an increase in all the natural frequencies. The analytic equivalent of this fact is the statement that the characteristic roots of $A+B$ are uniformly larger than those of $A$ if $B$ is positive definite.

To demonstrate the validity of this statement for $\lambda_{1}$ or $\lambda_{N}$ is easy. We have, using an obvious notation,

$$
\begin{align*}
\lambda_{1}(A+B) & =\max _{x} \frac{[x,(A+B) x]}{(x, x)} \\
& =\max _{x}\left[\frac{(x, A x)}{(x, x)}+\frac{(x, B x)}{(x, x)}\right] \\
& \geq \max _{x} \frac{(x, A x)}{(x, x)}+\min \frac{(x, B x)}{(x, x)} \\
& \geq \lambda_{1}(A)+\lambda_{N}(B) \tag{1}
\end{align*}
$$

Since by assumption $\lambda_{N}(B)>0$, we see that $\lambda_{1}(A+B)>\lambda_{1}(A)$ if $B$ is positive definite. The proof that $\lambda_{N}(A+B)>\lambda_{N}(A)$ proceeds similarly.

If, however, we attempt to carry through a proof of this type for the roots $\lambda_{2}, \lambda_{3}, \ldots, \lambda_{N-1}$, we are baffled by the fact that the variational description of Theorem 1 is inductive. The formula for $\lambda_{2}$ depends upon the characteristic vector $x^{1}$, and so on.

Furthermore, as noted above, in general, in numerous investigations of engineering and physical origin, we are primarily concerned with the characteristic values which represent resonant frequencies. The characteristic vectors are of only secondary interest. We wish then to derive a representation of $\lambda_{k}$ which is independent of the other characteristic values and their associated characteristic vectors.

## EXERCISES

1. Show that $\lambda_{N}(A+B) \geq \lambda_{N}(A)+\lambda_{N}(B)$ if $A$ and $B$ are positive definite.
2. Suppose that $B$ is merely positive indefinite. Must $\lambda_{N}(A+B)$ actually be greater than $\lambda_{N}(A)$ ?
3. Geometric Preliminary. In order to see how to do this, let us take an ellipsoid of the form $x^{2} / a^{2}+y^{2} / b^{2}+z^{2} / c^{2}=1$, and pass a plane through the origin of coordinates. The cross section will be an ellipse
which will have a major semiaxis and a minor semiaxis. If we now rotate this cross-sectional plane until the major semiaxis assumes its smallest value, we will have determined the semiaxis of the ellipsoid of second greatest length.

The analytic transliteration of this observation will furnish us the desired characterization. Like many results in analysis which can be demonstrated quite easily, the great merit of this contribution of Courant and Fischer lies in its discovery.
6. The Courant-Fischer min-max Theorem. Let us now demonstrate Theorem 2.

Theorem 2. The characteristic roots $\lambda_{i}, i=1,2, \ldots, N$, may be defined as follows:

$$
\begin{aligned}
& \lambda_{1}=\max _{x}(x, A x) /(x, x) \\
& \lambda_{2}=\min _{(y, y)=1}^{x} \max _{(x, y)=0}(x, A x) /(x, x)
\end{aligned}
$$

Equivalently,

$$
\begin{align*}
\lambda_{N} & =\min _{x}(x, A x) /(x, x)  \tag{1}\\
\lambda_{N-1} & =\max _{(y, y)=1} \min _{(x, y)=0}(x, A x) /(x, x) \tag{2}
\end{align*}
$$

and so on.
Proof. Let us consider the characteristic root $\lambda_{2}$. Define the quantity

$$
\begin{equation*}
\mu_{2}=\min _{(y, y)=1} \max _{(x, y)=0}(x, A x) /(x, x) \tag{3}
\end{equation*}
$$

We shall begin by making an orthogonal transformation which converts $A$ into diagonal form, $x=T z$. Then

$$
\begin{align*}
\mu_{2} & =\min _{(y, v)=1} \max _{\left(T_{2}, v\right)=0}\left\{\sum_{k=1}^{N} \lambda_{k} z_{k}^{2} / \sum_{k=1}^{N} z_{k}^{2}\right\} \\
& =\min _{(x, v)=1} \max _{\left(z, T^{\prime} \psi\right)=0}\{\cdots \cdot\} \tag{4}
\end{align*}
$$

Setting $T^{\prime} y=y^{1}$, this becomes

$$
\begin{equation*}
\mu_{2}=\min _{\left(T y^{1}, T y^{\prime}\right)=1} \max _{\left(2, y^{\prime}\right)=0}\{\cdots\} \tag{5}
\end{equation*}
$$

Since $\left(T y^{1}, T y^{1}\right)=\left(y^{1}, y^{1}\right)$, we may write

$$
\begin{equation*}
\mu_{2}=\min _{(\nu, v)=1} \max _{(s, v)=0}\{\cdots\} \tag{6}
\end{equation*}
$$

In other words, it suffices to assume that $A$ is a diagonal matrix.
In place of maximizing over all $z$, let us maximize over the subregion defined by

$$
\begin{equation*}
S: z_{3}=z_{4}=\cdots=z_{N}=0 \text { and }(z, y)=0 \tag{7}
\end{equation*}
$$

Since this is a subregion of the $z$ region defined by $(z, y)=0$, we have

$$
\begin{equation*}
\mu_{2} \geq \min _{(y, y)=1} \max _{S}\left\{\lambda_{1} z_{1}^{2}+\lambda_{2} z_{2}^{2} / z_{1}^{2}+z_{2}^{2}\right\} \tag{8}
\end{equation*}
$$

Since $\left(\lambda_{1} z_{1}{ }^{2}+\lambda_{2}{ }^{1} z_{2}{ }^{2}\right) /\left(z_{1}{ }^{2}+z_{2}{ }^{2}\right) \geq \lambda_{2}$ for all $z_{1}$ and $z_{2}$, it follows that we have demonstrated that $\mu_{2} \geq \lambda_{2}$. Now let us show that $\mu_{2} \leq \lambda_{2}$. To do this, in the region defined by $(y, y)=1$, consider the set consisting of the single value $y_{1}=1$. This choice of the vector $y$ forces $z$ to satisfy the condition that its first component $z_{1}$ must be zero. Since the minimum over a subset must always be greater than or equal to the minimum over the larger set, we see that

$$
\begin{align*}
\mu_{2} & \leq \max _{z_{1} 0}\left\{\left(\lambda_{1} z_{1}{ }^{2}+\lambda_{2} z_{2}{ }^{2}+\cdots+\lambda_{N} z_{N}{ }^{2}\right) /\left(z_{1}{ }^{2}+z_{2}{ }^{2}+\cdots+z_{N}{ }^{2}\right)\right\} \\
& \leq \max _{z}\left\{\left(\lambda_{2} z_{2}{ }^{2}+\cdots\right) /\left(z_{2}{ }^{2}+\cdots+z_{N}{ }^{2}\right)\right\}=\lambda_{2} \tag{9}
\end{align*}
$$

It follows that $\mu_{2}=\lambda_{2}$.
Now let us pursue the same techniques to establish the result for general $k$. Consider the quantity

$$
\begin{align*}
& \mu_{k}=\min _{\substack{\left(y^{\prime}, y^{\prime}\right)=1 \\
i=1,2, \ldots, k-1}} \max _{\substack{(x, y)=0}}(x, A x) /(x, x) \tag{10}
\end{align*}
$$

Consider maximization over the subregion defined by

$$
\begin{equation*}
S: \quad z_{k+1}=z_{k+2}=\cdots=z_{N}=0 \tag{11}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\mu_{k} \geq \min _{\substack{\left(y^{i}, y^{\prime}\right)=1 \\ i=1,2, \ldots, k-1}} \max _{s}\{\cdot \cdot\} \geq \lambda_{k} \tag{12}
\end{equation*}
$$

since $\sum_{i=1}^{k} \lambda_{i} z_{i}{ }^{2} / \sum_{i=1}^{k} z_{i}{ }^{2} \geq \lambda_{k}$ for all $z$.
Similarly, to show that $\lambda_{k} \leq \mu_{k}$, we consider minimization over the subregion of $\left(y^{4}, y^{i}\right)=1, i=1,2, \ldots, k-1$, consisting of the $(k-1)$
vectors

$$
y^{2}=\left[\begin{array}{c}
1  \tag{13}\\
0 \\
\cdot \\
\cdot \\
\cdot \\
0
\end{array}\right] \quad y^{2}=\left[\begin{array}{c}
0 \\
1 \\
0 \\
\cdot \\
\cdot \\
\cdot \\
0
\end{array}\right] \quad \ldots \quad y^{k-1}=\left[\begin{array}{c}
0 \\
\cdot \\
\cdot \\
1 \\
\cdot \\
\cdot \\
\cdot \\
0
\end{array}\right]
$$

The orthogonality conditions $\left(y^{i}, \boldsymbol{z}\right)=0$ are then equivalent to

$$
\begin{equation*}
z_{1}=z_{2}=\cdots=z_{k-1}=0 \tag{14}
\end{equation*}
$$

As before, we see that $\mu_{k} \leq \lambda_{k}$, and thus that $\mu_{k}=\lambda_{k}$.
7. Monotone Behavior of $\lambda_{k}(A)$. The representation for $\lambda_{k}$ given in Theorem 2 permits us to conclude the following result.

Theorem 3. Let $A$ and $B$ be symmetric matrices, with $B$ non-negative definite. Then

$$
\begin{equation*}
\lambda_{k}(A+B) \geq \lambda_{k}(A) \quad k=1,2, \ldots, N \tag{1}
\end{equation*}
$$

If $B$ is positive definite, then

$$
\begin{equation*}
\lambda_{k}(A+B)>\lambda_{k}(A) \quad k=1,2, \ldots, N \tag{2}
\end{equation*}
$$

## EXERCISE

1. Obtain a lower bound for the difference $\lambda_{k}(A+B)-\lambda_{k}(A)$.
2. A Sturmian Separation Theorem. Theorem 2 also permits us to demonstrate Theorem 4.

Theorem 4. Consider the sequence of symmetric matrices

$$
\begin{equation*}
A_{r}=\left(a_{i j}\right) \quad i, j=1,2, \ldots, r \tag{1}
\end{equation*}
$$

for $r=1,2, \ldots, N$.
Let $\lambda_{k}\left(A_{\tau}\right), k=1,2, \ldots, r$, denote the kth characteristic root of $A_{\tau}$, where, consistent with the previous notation,

$$
\begin{equation*}
\lambda_{1}\left(A_{r}\right) \geq \lambda_{2}\left(A_{\tau}\right) \geq \cdots \geq \lambda_{r}\left(A_{\tau}\right) \tag{2}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lambda_{k+1}\left(A_{i+1}\right) \leq \lambda_{k}\left(A_{i}\right) \leq \lambda_{k}\left(A_{i+1}\right) \tag{3}
\end{equation*}
$$

Proof. Let us merely sketch the proof, leaving it as a useful exercise for the reader to fill in the details. Let us prove

$$
\begin{equation*}
\lambda_{2}\left(A_{i+1}\right) \leq \lambda_{1}\left(A_{i}\right) \leq \lambda_{1}\left(A_{i+1}\right) \tag{4}
\end{equation*}
$$

We have

$$
\begin{align*}
\lambda_{1}\left(A_{i}\right) & =\max _{x}\left(x, A_{i} x\right) /(x, x) \\
\lambda_{1}\left(A_{i+1}\right) & =\max _{x}\left(x, A_{i+1} x\right) /(x, x) \tag{5}
\end{align*}
$$

where the $x$ appearing in the first expression is $i$-dimensional, and the $x$ appearing in the second expression is $(i+1)$-dimensional. Considering variation over the set of $(i+1)$-dimensional vectors $x$ with $(i+1)$ st component zero, we see that $\lambda_{1}\left(A_{i}\right) \leq \lambda_{1}\left(A_{i+1}\right)$.

To obtain the inequality $\lambda_{2}\left(A_{i+1}\right) \leq \lambda_{1}\left(A_{i}\right)$, we use the definition of the $\lambda_{k}$ in terms of max-min. Thus

The vectors appearing in the expression for $\lambda_{1}\left(A_{i}\right)$ are all $i$-dimensional, while those appearing in the expression for $\lambda_{2}\left(A_{i+1}\right)$ are all $(i+1)$-dimensional. In this second expression, consider only vectors $x$ for which the ( $i+1$ )st component is zero. Then it is clear that for vectors of this type we maximize over the $y^{k}$ by taking vectors $y^{k}$ whose ( $i+1$ )st components are zero. It follows that $\lambda_{2}\left(A_{i+1}\right) \leq \lambda_{1}\left(A_{i}\right)$.
9. A Necessary and Sufficient Condition that $A$ be Positive Definite. Using the foregoing result, we can obtain another proof of the fact that a necessary and sufficient condition that $A$ be positive definite is that $\left|A_{k}\right|>0, k=1,2, \ldots, N$.

As we know, a necessary and sufficient condition that $A$ be positive definite is that $\lambda_{k}(A)>0, k=1,2, \ldots, N$. If $A$ is positive definite, and thus $\lambda_{k}(A)>0$, we must have, by virtue of the above separation theorem, $\lambda_{k}\left(A_{i}\right)>0, k=1,2, \ldots, i$, and thus $\left|A_{i}\right|=\prod_{k=1} \lambda_{k}(A)>0$.

On the other hand, if the determinants $\left|A_{k}\right|$ are positive for all $k$, we must have as the particular case $k=1, \lambda_{1}\left(A_{1}\right)>0$. Since

$$
\begin{equation*}
\lambda_{1}\left(A_{2}\right) \geq \lambda_{1}\left(A_{1}\right) \geq \lambda_{2}\left(A_{2}\right) \tag{1}
\end{equation*}
$$

the condition $\left|A_{2}\right|>0$ ensures that $\lambda_{2}\left(A_{2}\right)>0$. Proceeding inductively, we establish that $\lambda_{k}\left(A_{i}\right)>0, k=1,2, \ldots, i$ for $i=1,2, \ldots, N$, and thus obtain the desired result. Again the details of the complete proof are left as an exercise for the reader.
10. The Poincare Separation Theorem. Let us now establish the following result which is useful for analytic and computational purposes.

Theorem 5. Let $\left\{y^{k}\right\}, k=1,2, \ldots, K$, be a set of $K$ orthonormal vectors and set $x=\sum_{k=1}^{K} u_{k} y^{k}$, so that

$$
\begin{equation*}
(x, A x)=\sum_{k, l=1}^{K} u_{k} u_{l}\left(y^{k}, A y^{l}\right) \tag{1}
\end{equation*}
$$

Set

$$
\begin{equation*}
B_{K}=\left(y^{k}, A y^{l}\right) \quad k, l=1,2, \ldots, K \tag{2}
\end{equation*}
$$

Then

$$
\begin{array}{cc}
\lambda_{i}\left(B_{K}\right) \leq \lambda_{i}(A) & i=1,2, \ldots, K  \tag{3}\\
\lambda_{K-j}\left(B_{K}\right) \geq \lambda_{N-j}(A) & j=0,1,2, \ldots, K-1
\end{array}
$$

The results follow immediately from Theorem 4.
11. A Representation Theorem. Let us introduce the notation

$$
\begin{equation*}
|A|_{k}=\lambda_{N} \lambda_{N-1} \cdots \lambda_{N-k+1} \tag{1}
\end{equation*}
$$

We wish to demonstrate
Theorem 6. If $A$ is positive definite,

$$
\begin{equation*}
\frac{\pi^{k / 2}}{|A|_{k}^{3 / 2}}=\max _{R} \int_{R} e^{-(x, A x)} d V_{k} \tag{2}
\end{equation*}
$$

where the integration is over a $k$-dimensional linear subspace of $N$-dimensional space $R$, whose volume element is $d V_{k}$, and the maximization is over all $R$.

Proof. It is easy to see that it is sufficient to take ( $x, A x$ ) in the form $\lambda_{1} x_{1}{ }^{2}+\lambda_{2} x_{2}{ }^{2}+\cdots+\lambda_{N} x_{N}{ }^{2}$. Hence, we must show that

$$
\begin{equation*}
\frac{\pi^{k / 2}}{\left(\lambda_{N} \lambda_{N-1} \cdots \lambda_{N-k+1}\right)^{1 / 2}}=\max _{R} \int_{R} e^{-\left(\lambda_{1} x_{1} 1^{2}+\lambda_{x} x_{2}^{2}+\cdots+\lambda_{N} x_{N}\right)} d V_{k} \tag{3}
\end{equation*}
$$

Denote by $V_{a}(\rho)$ the volume of the region defined by

$$
\begin{align*}
& \lambda_{1} x_{1}{ }^{2}+\lambda_{2} x_{2}^{2}+\cdots+\lambda_{N} x_{N}{ }^{2} \leq \rho \\
& \left(x, a^{i}\right)=0 \quad i=1,2, \ldots, N-k \tag{4}
\end{align*}
$$

where the $a^{i}$ are $N-k$ linearly independent vectors.
It is clear that

$$
\begin{equation*}
V_{a}(\rho)=\rho^{k / 2} V_{a}(1) \tag{5}
\end{equation*}
$$

Then

$$
\begin{align*}
\int_{R} & =\int_{\left(x, a^{i}\right)=0} e^{-\lambda_{1} x_{1} 2_{2}-\lambda_{2} x_{2} 2 \cdots-\lambda_{N} N^{2}} d V_{k}  \tag{6}\\
& =\int_{-\infty}^{\infty} e^{-\rho} d V_{a}(\rho)=\frac{k V_{a}(1)}{2} \int_{-\infty}^{\infty} e^{-\rho} \rho^{k / 2-1} d \rho
\end{align*}
$$

To complete the proof, we must show that the maximum of $V_{a}(1)$ is attained when the relations $\left(x, a^{i}\right)=0$ are $x_{1}=0, x_{2}=0, \ldots, x_{k}=0$.

This, however, is a consequence of the formula for the volume of the ellipsoid, $1=\sum_{i=N=k+1}^{N} \lambda_{k} x_{k}{ }^{2}$, and the min-max characterization of the characteristic roots given in Theorem 2.
12. Approximate Techniques. The problem of determining the minimum of $\int_{0}^{1} u^{\prime 2} d t$ over all functions satisfying the constraints

$$
\begin{array}{r}
\int_{0}^{1} q(t) u^{2} d t=1 \\
u(0)=u(1)=0 \tag{1b}
\end{array}
$$

is one that can be treated by means of the calculus of variations. Using standard variational techniques, we are led to consider the SturmLiouville problem of determining values of $\lambda$ which yield nontrivial solutions of the equation

$$
\begin{equation*}
u^{\prime \prime}+\lambda q(t) u=0 \quad u(0)=u(1)=0 \tag{2}
\end{equation*}
$$

Since, in general, the differential equation cannot be solved in terms of the elementary transcendents, various approximate techniques must be employed to resolve this problem.

In place of obtaining the exact variational equation of (2) and using an approximate method to solve it, we can always replace the original variational problem by an approximate variational problem, and then use an exact method to solve this new problem. One way of doing this is the following.

Let $\left\{u_{i}(t)\right\}$ be a sequence of linearly independent functions over $[0,1]$ satisfying the conditions of (1b), that is, $u_{i}(0)=u_{i}(1)=0$. We attempt to find an approximate solution to the original variational problem having the form

$$
\begin{equation*}
u=\sum_{i=1}^{N} x_{i} u_{i}(t) \tag{3}
\end{equation*}
$$

The problem that confronts us now is finite dimensional, involving only the unknowns $x_{1}, x_{2}, \ldots, x_{N}$. We wish to minimize the quadratic form

$$
\begin{equation*}
\sum_{i, j=1}^{N} x_{i} x_{j} \int_{0}^{1} u_{i}^{\prime}(t) u_{j}^{\prime}(t) d t \tag{4}
\end{equation*}
$$

subject to the constraint

$$
\begin{equation*}
\sum_{i, j=1}^{N} x_{i} x_{j} \int_{0}^{1} q(t) u_{i}(t) u_{j}(t) d t=1 \tag{5}
\end{equation*}
$$

It is clear that important simplifications result if we choose the sequence $\left\{u_{i}(t)\right\}$ so that either

$$
\begin{equation*}
\int_{0}^{1} u_{i}^{\prime}(t) u_{i}^{\prime}(t) d t=\delta_{i j} \quad \text { or } \quad \int_{0}^{1} q(t) u_{i}(t) u_{j}(t) d t=\delta_{i j} \tag{6}
\end{equation*}
$$

The first condition is usually easier to arrange, if $q(t)$ is not a function of particularly simple type. 'Thus, for example, we may take

$$
\begin{equation*}
u_{k}^{\prime}(t)=\sin \pi k t \tag{7}
\end{equation*}
$$

properly normalized, or

$$
\begin{equation*}
u_{k}^{\prime}(t)=P_{k}(t) \tag{8}
\end{equation*}
$$

the $k$ th Legendre polynomial, again suitably normalized. This last would be an appropriate choice if $q(t)$ were a polynomial in $t$, since integrals of the form $\int_{0}^{1} t^{k} u_{i}(t) u_{j}(t) d t$ are readily evaluated if the $u_{i}(t)$ are given by (8).

This procedure leads to a large number of interesting and significant problems. In the first place, we are concerned with the question of convergence of the solution of the finite-dimensional problem to the solution of the original problem.

Second, we wish to know something about the rate of convergence, a matter of great practical importance, and the mode of convergence, monotonic, oscillatory, and so forth. We shall, however, not pursue this path any further here.

## EXERCISE

1. Let $\lambda_{1}{ }^{(N)}, \lambda_{2}{ }^{(N)}, \ldots, \lambda_{N}{ }^{(N)}$ denote characteristic values associated with the problem posed in (4) and (5), for $N=2,3, \ldots$. What inequalities exist connecting $\lambda_{i}(N)$ and $\lambda_{i}{ }^{(N-t)}$ ?

## MISCELLANEOUS EXERCISES

1. Let $A$ and $B$ be Hermitian matrices with respective characteristic values $\lambda_{1} \geq$ $\lambda_{2} \geq \cdots, \mu_{1} \geq \mu_{2} \geq \cdots$, and let the characteristic values of $A+B$ be $v_{1} \geq$ $v_{2} \geq \cdots$, then $\lambda_{i}+\mu_{j} \geq v_{i+i-1}$, for $i+j \leq N+1$ (Weyl).
2. By considering $A$ as already reduced to diagonal form, construct an inductive proof of the Poincaré separation theorem.
3. What are necessary and sufficient conditions that $a_{11} x_{1}{ }^{2}+2 a_{12} x_{1} x_{2}+a_{22} x_{2}{ }^{2} \geq 0$ for all $x_{1}, x_{2} \geq 0$ ?
4. What are necessary and sufficient conditions that $\sum_{i, j=1}^{3} a_{i} x_{i} x_{i} \geq 0$ for $x_{1}, x_{2}$ $x_{0} \geq 0$ ?
5. Can one obtain corresponding resulta for $\sum_{i, j=1}^{N} a_{i j} x_{i} x_{j}$ ?
6. Prove that

$$
A(r)=\left[\begin{array}{ll}
a_{11^{\prime}} & a_{11^{\prime}} \\
a_{21} & a_{22^{\prime}}
\end{array}\right]
$$

is positive definite for $r>0$ if $A=\left(a_{i j}\right)$ is positive definite and $a_{i j} \geq \mathbf{u}$.
7. Does a eorresponding result hold for $3 \times 3$ matrices?
8. Prove that ( $a_{i j}$ ) is positive definite if $a_{i i}>0$ and ( $\left.\left|a_{i j}\right|\right)$ is positive definite.
9. Show that the characteristic roots of $A 3 B A H 4$ are less than those of $A$ if $B$ is a symmetric matrix all of whose roots are between 0 and 1 and $A$ is positive definite.
10. If $T$ is orthogonal, $x$ real, is ( $T x, A x) \leq(x, A x)$ for all $x$ if $A$ is positive definite?
11. Define rank for a symmetric matrix as the order of $A$ minus the number of zero characteristic roots. Show, using the results of this chapter, that this definition is equivalent to the definition given in Appendix A.
12. Suppose that we have a set of real symmetric matrices depending upon a parameter, scalar or vector, $q,\{A(q)\}$. We wish to determine the maximum characteristic root of each matrix, a quantity we shall call $f(g)$, and then to determine the maximum over $q$ of this function. Let us proceed in the following way. Choose an initial value of $q$, say $q_{0}$, and let $x^{0}$ be a characteristic vector associated with the characteristic root $f\left(q_{0}\right)$. To determine our next choice $q_{1}$, we maximize the expression $\left(x^{0}, A(q) x^{0}\right) /\left(x^{0}, x^{0}\right)$ over all $q$ values. Cali one of the values yielding a maximum $q_{1}$, and let $x^{1}$ be a characteristic vector associated with the characteristic root $f\left(g_{1}\right)$. We continue in this way, determining a sequence of values $f\left(q_{0}\right), f\left(q_{1}\right), \ldots$ Show that

$$
f\left(q_{0}\right) \leq f\left(q_{1}\right) \leq f\left(q_{2}\right) \leq \cdots
$$

13. Show, however, by means of an example, that we may not reach the value $\max f(q)$ in this way.
$\bullet$
14. Under what conditions on $A(q)$ can we guarantee reaching the absolute maximum in this way?
15. Let the spectral radius $r(A)$, of a square matrix $A$ be defined to be the greatest of the absolute values of its characteristic roots. Let $H$ be a positive definite Hermitian matrix and let

$$
g(A, H)=\max _{x}[(A x, H A x) /(x, H x)]^{1 / 2}
$$

Show that $r(A)=\min _{H} g(A, H)$.
16. If $A$ is a real matrix, show that $r(A)=\min _{S} g(A, S)$, where now the minimum is taken over all real symmetric matrices (H. Osborn, The Existence of Conservation Laws, Annals of Math., vol. 69, pp. 105-118, 1959).
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## 8

## Inequalities

1. Introduction. In this chapter, we shall establish a number of interesting inequalities concerning characteristic values and determinants of symmetric matrices. Our fundamental tools will be the integral identity

$$
\begin{equation*}
\frac{\pi^{N / 2}}{|A|^{1 / 2}}=\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} e^{-(x, A x)} d x \tag{1}
\end{equation*}
$$

valid if $A$ is positive definite, its extension given in Theorem 6 of Chap. 7, and some extensions of min-max characterizations of Courant-Fischer, due to Ky Fan.

Before deriving some inequalities pertaining to matrix theory, we shall establish the standard inequalities of Cauchy-Schwarz and Hölder. Subsequently, we shall also prove the arithmetic-geometric mean inequality, since we shall require it for one of the results of the chapter.
2. The Cauchy-Schwarz Inequality. The first result we obtain has already been noted in the exercises. However, it is well worth restating.

Theorem 1. For any two real vectors $x$ and $y$ we have

$$
\begin{equation*}
(x, y)^{2} \leq(x, x)(y, y) \tag{1}
\end{equation*}
$$

Proof. Consider the quadratic form in $u$ and $v$,

$$
\begin{align*}
Q(u, v) & =(u x+v y, u x+v y) \\
& =u^{2}(x, x)+2 u v(x, y)+v^{2}(y, y) \tag{2}
\end{align*}
$$

Since $Q(u, v)$ is clearly non-negative definite, we must have the relation in (1). We see that (1) is a special, but most important case, of the nonnegativity of the Gramian determinant established in Sec. 4 of Chap. 4.
3. Integral Version. In exactly the same way, we can establish the integral version of the preceding inequality.
Theorem 2. Let $f(x), g(x)$ be functions of $x$ defined over some region $R$. Then

$$
\begin{equation*}
\left(\int_{R} f g d V\right)^{2} \leq\left(\int_{R} f^{2} d V\right)\left(\int_{R} g^{2} d V\right) \tag{1}
\end{equation*}
$$

Proof. Since $(f-g)^{2} \geq 0$, we have

$$
\begin{equation*}
2 f g \leq f^{2}+g^{2} \tag{2}
\end{equation*}
$$

Hence, $f g$ is integrable if $f^{2}$ and $g^{2}$ are. Now consider the integral

$$
\begin{equation*}
\int_{R}(f u+g v)^{2} d V \tag{3}
\end{equation*}
$$

which by virtue of the above inequality exists. As a quadratic form in $u$ and $v$, the expression in (3) is non-negative definite. Consequently, as before, we see that (1) must be satisfied.

## EXERCISES

1. We may also proceed as follows:

$$
\begin{aligned}
(x, x)(y, y)-(x, y)^{2} & =(y, y)\left[(x, x)-2 \frac{(x, y)^{2}}{(y, y)}+\frac{(x, y)^{2}}{(y, y)}\right] \\
& =(y, y)\left(x-y \frac{(x, y)}{(y, y)^{\prime}} x-y \frac{(x, y)}{(y, y)}\right) \geq 0
\end{aligned}
$$

2. Prove that $\left(\sum_{k=1}^{N} x_{k} y_{k}\right) \leq\left(\sum_{k=1}^{N} \lambda_{k} x_{k^{2}}\right)\left(\sum_{k=1}^{N} y_{k^{2}} / \lambda_{k}\right)$ if the $\lambda_{k}$ are positive.
3. Hence, show that $(x, A x)\left(y, A^{-1} y\right) \geq(x, y)^{2}$ if $A$ is positive definite. Establish the result without employing the diagonal form.
4. Hölder Inequality. As an extension of (1), let us prove

Theorem 3. Let $p>1$, and $q=p /(p-1)$; then

$$
\begin{equation*}
\sum_{k=1}^{N} x_{k} y_{k} \leq\left(\sum_{k=1}^{N} x_{k}^{p}\right)^{1 / p}\left(\sum_{k=1}^{N} y_{k}^{\mathrm{q}}\right)^{1 / q} \tag{1}
\end{equation*}
$$

if $x_{k}, y_{k} \geq 0$.
Proof. Consider the curve

$$
\begin{equation*}
v=u^{p-1} \tag{2}
\end{equation*}
$$

where $p>1$.


It is clear that the area of the rectangle $O v R u$ is less than or equal to the sum of the areas $O P u$ and $O Q v$,

$$
\begin{equation*}
u v \leq \int_{0}^{u} u_{1}^{p-1} d u_{1}+\int_{0}^{v} v_{1}^{1 /(p-1)} d v_{1} \tag{3}
\end{equation*}
$$

with equality only if $v=u^{p-1}$. Hence, if $u, v \geq 0, p>1$, we have

$$
\begin{equation*}
u v \leq \frac{u^{p}}{p}+\frac{v^{q}}{q} \tag{4}
\end{equation*}
$$

Now set successively

$$
\begin{align*}
& u=x_{k} /\left(\sum_{k=1}^{N} x_{k}^{p}\right)^{2 / p} \\
& v=y_{k} /\left(\sum_{k=1}^{N} y_{k} \mathrm{q}\right)^{1 / \ell} \tag{5}
\end{align*}
$$

$k=1,2, \ldots, N$, and sum over $k$.
The result is

$$
\begin{equation*}
\frac{\sum_{k=1}^{N} x_{k} y_{k}}{\left(\sum_{k=1}^{N} x_{k}^{p}\right)^{1 / p}\left(\sum_{k=1}^{N} y_{k}^{q}\right)^{1 / q}} \leq \frac{1}{p} \frac{\sum_{k=1}^{N} x_{k}^{p}}{\sum_{k=1}^{N} x_{k}^{p}}+\frac{1}{q} \frac{\sum_{k=1}^{N} y_{k}^{q}}{\sum_{k=1}^{N} y_{k}^{q}} \tag{6}
\end{equation*}
$$

Since $1 / p+1 / q=1$, the result is as stated in (1).
Setting

$$
\begin{equation*}
u=\frac{f(x)}{\left(\int_{R} f(x)^{p} d V\right)^{1 / p}} \quad v=\frac{g(x)}{\left(\int_{R} g(x)^{q} d V\right)^{1 / q}} \tag{7}
\end{equation*}
$$

the inequality in (4) yields

$$
\begin{equation*}
\frac{f(x) g(x)}{\left(\int_{R} f(x)^{p} d V\right)^{1 / p}\left(\int_{R} g(x)^{q} d V\right)^{1 / q}} \leq \frac{1}{p} \frac{f(x)^{p}}{\int_{R} f(x)^{p} d V}+\frac{1}{q} \frac{g(x)^{q}}{\int_{R} g(x)^{q} d V} . \tag{8}
\end{equation*}
$$

Integrating over $R$, the result is

$$
\begin{equation*}
\int_{R} f(x) g(x) d V \leq\left(\int_{R} f(x)^{p} d V\right)^{1 / p}\left(\int_{R} g(x)^{q} d V\right)^{1 / q} \tag{9}
\end{equation*}
$$

valid when $f(x), g(x) \geq 0$ and the integrals on the right exist.
6. Concavity of $|A|$. Let us now derive some consequences of the integral identity of (1.1). The first is

Theorem 4. If $A$ and $B$ are positive definite, then

$$
\begin{equation*}
|\lambda A+(1-\lambda) B| \geq|A|^{\lambda}|B|^{1-\lambda} \tag{1}
\end{equation*}
$$

for $0 \leq \lambda \leq 1$.

## Proof. We have

$$
\begin{equation*}
\frac{\pi^{N / 2}}{|\lambda A+(1-\lambda) B|^{3 / 2}}=\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} e^{-\lambda(x, \Lambda x)-(1-\lambda)(x, B z)} d x \tag{2}
\end{equation*}
$$

Let us now use the integral form of Hölder's inequality given in (4.9) with $p=1 / \lambda, q=1 /(1-\lambda)$. Then

$$
\begin{align*}
\frac{\pi^{N / 2}}{|\lambda A+(1-\lambda) B|^{1 / 2}} & \leq\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} e^{-(x, A x)} d x\right)^{\lambda} \\
& \leq \frac{\pi^{N \lambda / 2}}{|A|^{\lambda / 2}} \frac{\pi^{N(1-\lambda) / 2}}{|B|^{(1-\lambda) / 2}}
\end{align*}
$$

The result when simplified is precisely (1), which is a special case of a more general result we shall derive below.

## EXERCISES

1. Prove that $|A+i B| \geq|A|$ if $A$ is positive definite and $B$ is real symmetric.
2. Show that $\lambda x+(1-\lambda) y \geq x^{\lambda} y^{1-\lambda}$ for $x, y \geq 0,0 \leq \lambda \leq 1$.
3. A Useful Inequality. A result we shall use below is given in Theorem 5.

Theorem 5. If $A$ is positive definite, then

$$
\begin{equation*}
|A| \leq a_{11} a_{22} \cdots a_{N N} \tag{1}
\end{equation*}
$$

Let us give two proofs.
First Proof. We have

$$
|A|=a_{11}\left|\begin{array}{ccc}
a_{22} & \cdots & a_{2 N}  \tag{2}\\
a_{32} & \cdots & a_{3 N} \\
\cdot & & \\
\cdot & & \\
\cdot & & \\
a_{N 2} & \cdots & a_{N N}
\end{array}\right|+\left|\begin{array}{cccc}
0 & a_{12} & \cdots & a_{1 N} \\
a_{12} & a_{22} & \cdots & a_{2 N} \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
a_{N 1} & a_{N 2} & \cdots & a_{N N}
\end{array}\right|
$$

Since $A$ is positive definite, the matrix $\left(a_{i j}\right), i, j=2, \ldots, N$, is positive definite; hence the quadratic form in $a_{12}, a_{13}, \ldots, a_{1 N}$ appearing as the second term on the right in (2) is negative definite. Thus

$$
|A| \leq a_{11}\left|\begin{array}{ccc}
a_{22} & \cdots & a_{2 N}  \tag{3}\\
a_{32} & \cdots & a_{3 N} \\
\cdot & & \\
\cdot & & \\
\cdot & & \\
a_{N 2} & \cdots & a_{N N}
\end{array}\right|
$$

whence the result follows inductively.

Second Proof. Consider the integral in (1.1) for the case $N=3$. Replacing $x_{1}$ by $-x_{1}$ and adding, we have

$$
\begin{equation*}
\frac{\pi^{3 / 3}}{|A|^{1 / 2}}=\int_{-\infty}^{\infty} e^{-a_{23} x_{1}-2 a_{12} x_{2} r a_{3 x} 1^{2} e^{-a_{11} 1_{1}^{2}}\left(\frac{z+z^{-1}}{2}\right) d x_{1} d x_{2} d x_{3}} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
z=e^{-2 a_{1} x_{1} x_{1} x_{1}-2 a_{1} a_{1} x_{1} x_{1}} \tag{5}
\end{equation*}
$$

Since $z+z^{-1} \geq 2$ for all $z \geq 0$, we have

$$
\begin{align*}
& \frac{\pi^{3 / 2}}{|A|^{1 / 2}} \geq\left(\int_{-\infty}^{\infty} e^{-\left(a_{1} x_{2}+2 a_{12} x_{1} x_{1}+a_{11} x_{1}\right)} d x_{2} d x_{8}\right)\left(\int_{-\infty}^{\infty} e^{-a_{11} x_{1}^{2}} d x_{1}\right) \\
& \geq \frac{\pi^{3 / 2}}{\left|a_{11}\right|^{3 / 2}} \frac{\pi}{\left|A_{2}\right|^{1 / 2}} \tag{6}
\end{align*}
$$

where $A_{2}=\left(a_{i j}\right), i, j=2,3$. Hence,

$$
\begin{equation*}
\left|a_{11}\right|^{1 / 2}\left|A_{2}\right|^{136} \geq|A|^{13 / 4} \tag{7}
\end{equation*}
$$

whence the result for $N=3$ follows inductively. The inequality for general $N$ is derived similarly.

## EXERCISE

1. Let $D_{1}=\left|a_{i}\right|, i, j=1,2, \ldots, n_{1}, D_{2}=\left|a_{i j}\right|, i, j=n_{1}+1, \ldots, n_{2}$ $D_{r}=\left|a_{i j}\right|, i, j=n_{r-1}+1, \ldots, N$. Then

$$
|A| \leq D_{1} D_{\mathbf{z}} \cdots D_{r}
$$

7. Hadamard's Inequality. The most famous determinantal inequality is due to Hadamard.

Theorem 6. Let $B$ be an arbitrary nonsingular real square matrix. Then

$$
\begin{equation*}
|B|^{2} \leq \prod_{i=1}^{N}\left(\sum_{k=1}^{N} b_{i k}{ }^{2}\right) \tag{1}
\end{equation*}
$$

Proof. Apply Theorem 5 to the positive definite square matrix $A=B B^{\prime}$.
8. Concavity of $\lambda_{N} \lambda_{N-1} \cdots \lambda_{k}$. Now define the matrix function

$$
\begin{equation*}
|A|_{k}=\lambda_{N} \lambda_{N-1} \cdots \lambda_{k} \tag{1}
\end{equation*}
$$

Then we may state Theorem 7.
Theorem 7. If $A$ and $B$ are positive definite, we have

$$
\begin{equation*}
|\lambda A+(1-\lambda) B|_{k} \geq|A|_{k}^{\lambda}|B|_{k}^{1-\lambda} \tag{2}
\end{equation*}
$$

for $0 \leq \lambda \leq 1, k=1,2, \ldots, N$.
The proof follows from Theorem 6 of Chap. 7 in exactly the same way that Theorem 4 followed from (1.1).

## EXERCISES

1. Show that

$$
\phi(A)=\frac{|A|}{\left|A_{i}\right|}=\min _{x}(x, A x)
$$

where $x$ is constrained by the condition that $x_{i}=1$, and $A_{i}$ is the matrix obtained by deleting the $i$ th row and $i$ th column of $A$.
2. Hence, show that

$$
\phi[\lambda A+(1-\lambda) B] \geq \phi(A)^{\lambda} \phi(B)^{(1-\lambda)}
$$

for $0 \leq \lambda \leq 1$ (Bergstrom's inequality).
3. Let $A$ and $B$ be two positive definite matrices of order $N$ and let $C=\lambda A+$ $(1-\lambda) B, 0 \leq \lambda \leq 1$. For each $j=1,2, \ldots, N$, let $A^{i}$ denote the submatrix of $A$ obtained by deleting the first $(j-1)$ rows and columns. If $k_{1}, k_{2}, \ldots, k_{N}$ are $N$ real numbers such that $\sum_{i=1}^{j} k_{i} \geq 0$, then

$$
\prod_{i=1}^{N}\left|C^{j}\right|^{k_{i}} \geq \prod_{i=1}^{N}\left|A^{i}\right|^{\lambda k_{j}}\left|B^{i}\right|^{(1-\lambda) k_{i}} \quad \text { (Ky Fan) }
$$

4. Establish Hadamard's inequality for Hermitian matrices.
b. If $A$ is a positive definite $N \times N$ matrix and $P_{k}$ denotes the product of all principal $k$-rowed minors of $A$, then

$$
\left.P_{1} \geq P_{2}^{1 /\left(N_{1}^{1}\right)} \geq P_{1}^{1 /\left(N_{2}^{1}\right)} \geq P_{N-1}^{1 /(N-1} N^{N-1}\right) \geq P_{N} \quad \text { (Szasz) }
$$

See L. Mirsky. ${ }^{1}$
6. Let $A_{p}$ denote the principal submatrix of $A$ formed by the first $p$ rows and $p$ columns, and let $B_{p}$ and $C_{p}$ have similar meanings. Then

$$
\left(\frac{|C|}{\left|C_{p}\right|}\right)^{1 /(N-p)} \geq\left(\frac{|A|}{\left|A_{p}\right|}\right)^{1 /(N-p)}\left(\frac{|B|}{\left|B_{p}\right|}\right)^{1 /(N-p)} \quad \text { (KyFan) }
$$

9. Additive Inequalities from Multiplicative. Let us now give an example of a metamathematical principle which asserts that every multiplicative inequality has an associated additive analogue. Consider Theorem 7 applied to the matrices

$$
\begin{equation*}
A=I+\epsilon X \quad B=I+\epsilon Y \quad \epsilon>0 \tag{1}
\end{equation*}
$$

where $X$ and $Y$ are now merely restricted to be symmetric. If $\epsilon$ is sufficiently small, $A$ and $B$ will be positive definite.

Let $x_{1} \geq x_{2} \geq \cdots \geq x_{N}, y_{1} \geq y_{2} \geq \cdots \geq y_{N}$ be the characteristic roots of $X$ and $Y$, respectively, and $z_{1} \geq z_{2} \geq \cdots \geq z_{N}$ the character-

[^4]istic roots of $\lambda X+(1-\lambda) Y$. Then Theorem 7 yields the result
\[

$$
\begin{align*}
&\left(1+\epsilon z_{N}\right)\left(1+\epsilon z_{N-1}\right) \cdots\left(1+\epsilon z_{k}\right) \\
& \geq\left[\left(1+\epsilon x_{N}\right)\left(1+\epsilon x_{N-1}\right) \cdots\left(1+\epsilon x_{k}\right)\right]^{\lambda} \\
& {\left[\left(1+\epsilon y_{N}\right)\left(1+\epsilon y_{N-1}\right) \cdots\left(1+\epsilon y_{k}\right)\right]^{1-\lambda} } \tag{2}
\end{align*}
$$
\]

To first-order terms in $\epsilon$, this relation yields

$$
\begin{align*}
& 1+\epsilon\left(z_{N}+z_{N-1}+\cdots+z_{k}\right) \geq 1+\lambda \epsilon\left(x_{N}+x_{N-1}+\cdots+x_{k}\right) \\
&+(1-\lambda) \epsilon\left(y_{N}+y_{N-1}+\cdots+y_{k}\right)+0\left(\epsilon^{2}\right) \tag{3}
\end{align*}
$$

Letting $\epsilon \rightarrow 0$, we obtain

$$
\begin{align*}
z_{N}+z_{N-1}+\cdots+z_{k} \geq\left(x_{N}+\cdots\right. & \left.+x_{k}\right) \\
& +\left(y_{N}+y_{N-1}+\cdots+y_{k}\right) \tag{4}
\end{align*}
$$

Let us state this result, due to Ky Fan, in the following form.
Theorem 8. Let us define the matrix function

$$
\begin{equation*}
S_{k}(A)=\lambda_{N}+\lambda_{N-1}+\cdots+\lambda_{k} \tag{5}
\end{equation*}
$$

for a symmetric matrix $A$. Then

$$
\begin{equation*}
S_{k}[\lambda A+(1-\lambda) B] \geq \lambda S_{k}(A)+(1-\lambda) S_{k}(B) \tag{6}
\end{equation*}
$$

for $0 \leq \lambda \leq 1, k=1,2, \ldots, N$.
From this follows, upon replacing $A$ by $-A$,
Theorem 9. If

$$
\begin{equation*}
T_{k}(A)=\lambda_{1}+\lambda_{2}+\cdots+\lambda_{k} \tag{7}
\end{equation*}
$$

where $A$ is symmetric, then

$$
\begin{equation*}
T_{k}[\lambda A+(1-\lambda) B] \leq \lambda T_{k}(A)+(1-\lambda) T_{k}(B) \tag{8}
\end{equation*}
$$

for $0 \leq \lambda \leq 1, k=1,2, \ldots, N$.
10. An Alternate Route. Let us obtain these results in a different fashion, one that will allow us to exhibit some results of independent interest. We begin by demonstrating Theorem 10.

Theorem 10. We have, if $A$ is positive definite

$$
\begin{align*}
\lambda_{1} \lambda_{2} \cdots \lambda_{N-k+1} & =\max _{R}\left|\left(z^{i}, A z^{i}\right)\right|  \tag{1}\\
\lambda_{N} \lambda_{N-1} \cdots \lambda_{k} & =\min _{R}\left|\left(z^{i}, A z^{j}\right)\right|
\end{align*}
$$

where $R$ is the $z$ region defined by

$$
\begin{equation*}
\left(z^{i}, z^{i}\right)=\delta_{i j} \quad i, j=1,2, \ldots, N-k+1 \tag{2}
\end{equation*}
$$

In other words, the minimization is over all sets of $N-k+1$ orthonormal vectors.

Proof. Consider the determinant

$$
D_{2}(x, y)=\left|\begin{array}{ll}
(x, A x) & (x, A y)  \tag{3}\\
(x, A y) & (y, A y)
\end{array}\right|=\left|\begin{array}{ll}
\sum_{k=1}^{N} \lambda_{k} u_{k}^{2} & \sum_{k=1}^{N} \lambda_{k} u_{k} v_{k} \\
\sum_{k=1}^{N} \lambda_{k} u_{k} v_{k} & \sum_{k=1}^{N} \lambda_{k} v_{k}^{2}
\end{array}\right|
$$

upon setting $x=\sum_{k=1}^{N} u_{k} x^{k}, y=\sum_{k=1}^{N} v_{k} x^{k}$, where the $x^{k}$ are the characteristic vectors of $A$.

The identity of Lagrange yields

$$
\begin{equation*}
D_{2}(x, y)=\sum_{i, j=1}^{N} \lambda_{i} \lambda_{j}\left(u_{i} v_{j}-u_{j} v_{i}\right)^{2} \tag{4}
\end{equation*}
$$

No terms with $i=j$ enter, since then $u_{i} v_{j}-u_{j} v_{i}=0$.
It follows that

$$
\begin{align*}
\lambda_{1} \lambda_{2} \sum_{i, j=1}^{N}\left(u_{i} v_{j}-u_{j} v_{i}\right)^{2} & \geq D_{2}(x, y) \\
& \geq \lambda_{N} \lambda_{N-1} \sum_{i, j=1}^{N}\left(u_{i} v_{j}-u_{j} v_{i}\right)^{2} \tag{5}
\end{align*}
$$

Hence

$$
\lambda_{1} \lambda_{2}\left|\begin{array}{ll}
\sum_{i=1}^{N} u_{i}{ }^{2} & \sum_{i=1}^{N} u_{i} v_{i}  \tag{6}\\
\sum_{i=1}^{N} u_{i} v_{i} & \sum_{i=1}^{N} v_{i}{ }^{2}
\end{array}\right| \geq D_{2}(x, y) \geq \lambda_{N} \lambda_{N-1}\left|\begin{array}{ll}
\sum_{i=1}^{N} u_{i}{ }^{2} & \sum_{i=1}^{N} u_{i} v_{i} \\
\sum_{i=1}^{N} u_{i} v_{i} & \sum_{i=1}^{N} v_{i}{ }^{2}
\end{array}\right|
$$

or

$$
\begin{equation*}
\lambda_{1} \lambda_{2} \geq D_{2}(x, y) \geq \lambda_{N} \lambda_{N-1} \tag{7}
\end{equation*}
$$

This proves the result for $k=1$. To derive the general result, we use the identity for the Gramian given in Sec. 5 of Chap. 3, rather than the Lagrangian identity used above.

## EXERCISE

1. Use Theorem 9 , together with Theorem 4, to establish Theorem 7.
2. A Simpler Expression for $\lambda_{N} \lambda_{N-1} \cdots \lambda_{k}$. Since determinants are relatively complicated functions, let us obtain a simpler representation than that given in Theorem 10. We wish to prove Theorem 11.

Theorem 11. If $A$ is positive definite,

$$
\begin{equation*}
\lambda_{N} \lambda_{N-1} \cdots \lambda_{k}=\min _{R}\left(z^{1}, A z^{1}\right)\left(z^{2}, A z^{2}\right) \cdots\left(z^{N-k+1}, A z^{N-k+1}\right) \tag{1}
\end{equation*}
$$

where $R$ is as defined in (10.2).
Proof. We know that $\left(z^{i}, A z^{i}\right), i, j=1,2, \ldots, N-k+1$, is positive definite if $A$ is positive definite. Hence, Theorem 5 yields

$$
\begin{equation*}
\left|\left(z^{i}, A z^{j}\right)\right| \leq \prod_{i=1}^{N-k+1}\left(z^{i}, A z^{i}\right) \tag{2}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\min _{R}\left|\left(z^{i}, A z^{j}\right)\right| \leq \min _{R} \prod_{i=1}^{N-k+1}\left(z^{i}, A z^{i}\right) \tag{3}
\end{equation*}
$$

Choosing $z^{i}=x^{i}, i=N, N-1, \ldots, N-k+1$, we see that

$$
\min _{R} \prod_{i=1}^{N-k+1}\left(z^{i}, A z^{i}\right) \leq \lambda_{N} \lambda_{N-1} \cdots \lambda_{k}
$$

This result combined with Theorem 9 yields Theorem 10.

## EXERCISES

1. Prove Theorem 7, using the foregoing result.
2. Consider the case $k=N$ and specialize $z^{1}$ so as to show that

$$
\lambda_{N} \leq \min _{i} a_{i i}
$$

3. Considering the general case, show that

$$
\lambda_{N} \lambda_{N-1} \cdots \lambda_{k} \leq a_{N N} a_{N-1, N-1} \cdots a_{k k}
$$

4. Show that $\min _{B} \operatorname{tr}(A B) / N=|A|^{1 / N}$, where the minimum is taken over all $B$ satisfying the conditions $B \geq 0,|B|=1$, and $A$ is positive definite.
5. Hence, show that $|A+B|^{1 / N} \geq|A|^{1 / N}+|B|^{1 / N}$ if $A$ and $B$ are positive definite (A. Minkowski).
6. Arithmetic-Geometric Mean Inequality. For our subsequent purposes, we require the fundamental arithmetic-geometric mean inequality.

Theorem 12. If $x_{i} \geq 0$, then

$$
\begin{equation*}
\sum_{i=1}^{N} x_{i} / N \geq\left(x_{1} x_{2} \cdots x_{N}\right)^{1 / N} \tag{1}
\end{equation*}
$$

Proof. Although the result can easily be established via calculus, the following proof is more along the lines we have been pursuing. $\dagger$ Starting
$\dagger$ This proof is due to Cauchy.
with the relation $\left(a_{1}^{3 / 2}-a_{2}^{1 / 2}\right)^{2} \geq 0$, or

$$
\begin{equation*}
\frac{a_{1}+a_{2}}{2} \geq\left(a_{1} a_{2}\right)^{1 / 2} \tag{2}
\end{equation*}
$$

the result for $N=2$, we set

$$
\begin{equation*}
a_{1}=\left(b_{1}+b_{2}\right) / 2 \quad a_{2}=\left(b_{3}+b_{4}\right) / 2 \tag{3}
\end{equation*}
$$

The result is

$$
\begin{align*}
\frac{b_{1}+b_{2}+b_{3}+b_{4}}{4} & \geq\left(\frac{b_{1}+b_{2}}{2}\right)^{3 / 4}\left(\frac{b_{3}+b_{4}}{2}\right)^{1 / 4}  \tag{4}\\
& \geq\left(b_{1} b_{2} b_{8} b_{4}\right)^{3 / 4}
\end{align*}
$$

Continuing in this fashion, we see that (1) is valid for $N$ a power of 2. To complete the proof, we use a backward induction, namely, we show that the result is valid for $N-1$ if it holds for $N$. To do this, set

$$
\begin{equation*}
y_{1}=x_{2}, \ldots, y_{N-1}=x_{N-1} \quad y_{N}=\frac{x_{1}+x_{2}+\cdots+x_{N-1}}{N-1} \tag{5}
\end{equation*}
$$

and substitute in (1). The result is the same inequality for $N-1$.
Examining the steps of the proof, we see that there is strict inequality unless $x_{1}=x_{2}=\cdots=x_{N}$.
13. Multiplicative Inequalities from Additive. In a preceding section, we showed how to deduce additive inequalities from multiplicative results. Let us now indicate how the converse deduction can be made.

Theorem 13. The inequality

$$
\begin{equation*}
\sum_{i=k}^{N} \lambda_{i} \leq \sum_{i=k}^{N}\left(x^{i}, A x^{i}\right) \tag{1}
\end{equation*}
$$

$k=1,2, \ldots, N$, valid for any set of orthonormal vectors $\left\{x^{i}\right\}$, yields the inequality

$$
\begin{equation*}
\prod_{i=k}^{N} \lambda_{i} \leq \prod_{i=k}^{N}\left(x^{i}, A x^{i}\right) \tag{2}
\end{equation*}
$$

Proof. Consider the sum

$$
\begin{align*}
c_{k} \lambda_{k}+c_{k+1} \lambda_{k+1}+\cdots+c_{N} \lambda_{N} & =c_{k}\left(\lambda_{k}+\lambda_{k+1}+\cdots+\lambda_{N}\right) \\
& +\left(c_{k+1}-c_{k}\right)\left(\lambda_{k+1}+\cdots+\lambda_{N}\right)+\cdots+\left(c_{N}-c_{N-1}\right) \lambda_{N} \tag{3}
\end{align*}
$$

If we impose the restriction that

$$
\begin{equation*}
0 \leq c_{k} \leq c_{k+1} \leq \cdots \leq c_{N} \tag{4}
\end{equation*}
$$

we have, upon using (1), the inequality

$$
\begin{align*}
c_{k} \lambda_{k}+c_{k+1} \lambda_{k+1}+\cdots+ & c_{N} \lambda_{N} \leq c_{k}\left(x^{k}, A x^{k}\right) \\
& +c_{k+1}\left(x^{k+1}, A x^{k+1}\right)+\cdots+c_{N}\left(x^{N}, A x^{N}\right) \tag{5}
\end{align*}
$$

for any set of orthonormal vectors $\left\{x^{i}\right\}$ and scalar constants satisfying (2).

We deduce from (5) that

$$
\begin{equation*}
\min _{R}\left(\sum_{i=k}^{N} c_{i} \lambda_{i}\right) \leq \min _{R}\left[\sum_{i=k}^{N} c_{i}\left(x^{i}, A x^{i}\right)\right] \tag{6}
\end{equation*}
$$

where $R$ is the region in $c$ space defined by (4).
Now it follows from Theorem 12 that
$\frac{1}{N-\frac{k}{k}+1} \sum_{i=k}^{N} c_{i} \lambda_{i} \geq\left(c_{k} c_{k+1} \cdots c_{N}\right)^{1 /(N-1+1)}\left(\lambda_{k} \lambda_{k+1} \cdots \lambda_{N}\right)^{1 /(N-k+1)}$
with equality only if all $\lambda_{i} c_{i}$ are equal, whence

$$
\begin{equation*}
c_{i}=\left(\lambda_{k} \lambda_{k+1} \cdots \lambda_{N}\right)^{1 /(N-k+1) / \lambda_{i}} \tag{8}
\end{equation*}
$$

Since $\lambda_{k} \geq \lambda_{k+1} \geq \cdots \geq \lambda_{N}$, it follows that $0<c_{k} \leq c_{k+1} \leq \cdots \leq c_{N}$.
This means that the minimum over all $c_{;}$is equal to the minimum over $\boldsymbol{R}$ for the left side of (6). Let us temporarily restrict ourselves to orthonormal vectors $\left\{x^{i}\right\}$ satisfying the restriction

$$
\begin{equation*}
\left(x^{k}, A x^{k}\right) \leq\left(x^{k+1}, A x^{k+1}\right) \leq \cdots \leq\left(x^{N}, A x^{N}\right) \tag{9}
\end{equation*}
$$

Then (6) yields the inequality

$$
\begin{equation*}
\lambda_{k} \lambda_{k+1} \cdots \lambda_{N} \leq\left(x^{k}, A x^{k}\right)\left(x^{k+1}, A x^{k+1}\right) \cdots\left(x^{N}, A x^{N}\right) \tag{10}
\end{equation*}
$$

for these $\left\{x^{i}\right\}$. However, since it is clear that any set of $x^{i}$ can be reordered to satisfy (9), the inequality in (10) holds for all orthonormal $\left\{x^{i}\right\}$.

## MISCELLANEOUS EXERCISES

1. Let $n(A)=\left(\sum_{i, j}\left|a_{i}\right|^{2}\right)^{1 / 2}$. Show that

$$
\left(\sum_{j=1}^{N}\left|\lambda_{j}\right|^{2 k}\right)^{1 / 2} \leq n\left(A^{k}\right) \leq c_{0} N^{m-1}\left(\sum_{j=1}^{N}\left|\lambda_{j}\right|^{2 k}\right)^{1 / k}
$$

where $m$ is the maximum multiplicity of any characteristic root of $A$ (Gaulschi).
2. If $\lambda_{i}, \mu_{i}, \nu_{i}$ are the characteristic values arranged in decreasing order of $A^{*} A$, $B^{*} B$, and $(A+B)^{*}(A+B)$, respectively, then

$$
\sum_{i=1}^{k} v_{i} y_{1} \leq \sum_{i=1}^{k} \lambda_{i} y_{2}+\sum_{i=1}^{k} \mu_{s}^{3 / 2} \quad k=1,2, \ldots, N \quad \text { (KyFan) }
$$

Under the same hypothesis, one has

$$
\left(v_{i+i-1}\right)^{1 / 2} \leq \lambda_{i} / 2+\mu_{i} / 4 \quad \text { (KyFan) }
$$

8. If $H=A+i B$ is a Hermitian matrix, then it is positive definite if and only if the characteristic values of $i A^{-1} B$ are real and less than or equal to 1 (RobertsonO. Taussky).
9. If $H=A+i B$ is positive definite, where $A$ and $B$ are real, then $|A| \geq|H|$, with equality if and only if $B=0$ ( 0 . Taussky).
10. If $H_{1}$ is a positive definite Hermitian matrix and $H_{2}$ is a Hermitian matrix, then $H_{1}+H_{2}$ is positive definite if and only if the characteristic values of $H_{1}^{-1} H_{2}$ are all greater than - 1 (Ky Fan-O. Taussky).
11. Let $K_{1}$ be a positive definite matrix and $K_{2}$ such that $K_{1} K_{2}$ is Hermitian. Then $K_{1} K_{2}$ is positive definite if and only if all characteristic values of $K_{2}$ are real and positive (Ky Fan-O. Taussky).
12. If $A$ and $B$ are symmetric matrices, the characteristic roots of $A B-B A$ are pure complex. Hence, show that $\operatorname{tr}\left((A B)^{2}\right) \leq \operatorname{tr}\left(A^{2} B^{2}\right)$.
13. If $A, B$ are two matrices, the square of the absolute value of any characteristic root of $A B$ is greater than or equal to the product of the minimum characteristic root of $A A^{\prime}$ by the minimum characteristic root of $B B^{\prime}$.
14. Let $H=A+i B$ be positive definite Hermitian; then $|A|>|B|$ (Robertson).
15. If $A=B+C$, where $B$ is positive definite and $C$ is skew-symmetric, then $|A| \geq|B|$ (O. Taussky).
16. If $A$ is symmetric, $A$ and $I-A$ are non-negative definite, and $O$ is orthogonal, then $|I-A O| \geq|I-A|$ (O. Taussky).
17. Establish Schur's inequality ${ }^{1}$

$$
\sum_{i=1}^{N}\left|\lambda_{i}\right|^{2} \leq \sum_{i, j}\left|a_{i i}\right|^{2}
$$

18. Let $A$ be symmetric and $k$ be the number of zero characteristic roots. Then

$$
\sum_{i=1}^{N} \lambda_{i}=\sum_{i=1}^{N-k} \lambda_{i} \quad \sum_{i=1}^{N} \lambda_{i}{ }^{2}=\sum_{i=1}^{N-k} \lambda_{i}{ }^{2}
$$

where the summation is now over nonzero roots. From the Cauchy inequality

$$
\left(\sum_{i=1}^{N-k} \lambda_{i}\right)^{2} \leq(N-k)\left(\sum_{i=1}^{N-k} \lambda_{i}^{2}\right)
$$

deduce that

$$
(\operatorname{tr} A)^{2} \leq(N-k) \operatorname{tr}\left(A^{2}\right)
$$

whence

$$
k \leq \frac{N \operatorname{tr}}{\left(A^{2}\right)-(\operatorname{tr} A)^{2}} \operatorname{tr}_{\left(A^{2}\right)}
$$

14. From the foregoing, conclude that the rank of a symmetric matrix $A$ is greater than or equal to $(\operatorname{tr} A)^{2} / \operatorname{tr}\left(A^{2}\right)$.
15. Obtain similar relations in terms of $\operatorname{tr}\left(A^{k}\right)$ for $k=1,2,3, \ldots$
(The foregoing trick was introduced by Schnirelman in connection with the problem of representing every integer as a sum of at most a fixed number of primes.)
16. Let $\lambda_{N}$ be the smallest characteristic value and $\lambda_{1}$ the largest characteristic value of the positive definite matrix $A$. Then

$$
(x, x)^{2} \leq(A x, x)\left(A^{-1} x, x\right) \leq \frac{\left(\lambda_{1}+\lambda_{N}\right)^{2}}{4 \lambda_{1} \lambda_{N}}(x, x)^{2}
$$

${ }^{1}$ I. Sohur, Math. Ann., vol. 66, pp. 488-510, 1909.

This is a special case of more general results given by $W$. Greub and $W$. Rhein boldt. ${ }^{1}$
17. If $X$ is positive definite, then $X+X^{-1} \geq 2 I$.
18. If $X$ is positive definite, there is a unique $Y$ which minimizes $\operatorname{tr}\left(X Y^{-1}\right)$ subject to the conditions that $Y$ be positive definite and have prescribed diagonal elements.
19. This matrix $Y$ satisfies an equation of the form $X=Y \Lambda Y$, where $\Lambda$ is a diagonal matrix of positive elements $\lambda_{i}$.
20. The minimum value of $\operatorname{tr}\left(X Y^{-1}\right)$ is $\sum_{j=1}^{N} \lambda_{j} b_{i j}(P$. Whittle).
21. If $B$ and $C$ are both positive definite, is $B C+C B \geq 2 B 3 C B 14$ ?
 $B^{32} \mathrm{C} B^{3 / 2}$ ?
23. Let $A$ and $B$ be $N \times N$ complex matrices with the property that $I-A^{*} A$ and $I-B^{*} B$ are both positive semidefinite. Then $\left|I-A^{*} B\right|^{2} \geq\left|I-A^{*} A\right|$ $\left|I-B^{*} B\right|$. (Hua, Acta Math. Sinica, vol. 5, pp. 463-470, 1955; see Math. Rev., vol. 17, p. 703, 1956.) For extensions, using the representation of Sec. 10 of Chap. 6, see R. Bellman, Representation Theorems and Inequalities for Hermitian Matrices, Duke Malh. J., 1959, and, for others using a different method, M. Marcus, On a Determinantal Inequality, Amer. Math. Monthly, vol, 65, pp. 266-268, 1958.
24. Let $A, B \geq 0$. Then $\operatorname{tr}\left((A B)^{2 n+1}\right) \leq \operatorname{tr}\left(\left(A^{2} B^{2}\right)^{3 n}\right), n=0,1, \ldots$ (Golden).
26. Let $X^{+}$denote the Penrose-Moore generalized inverse. Define the parallel sum of two non-negative definite matrices $A$ and $B$ by the expression

$$
A: B=A(A+B)^{+} B
$$

Then $A: B=B: A,(A: B) C=A:(B: C)$.
26. If $A x=\lambda x, B x=\mu x$, then $(A: B) x=(\lambda: \mu) x$.
27. If $a_{i}, b_{i}>0$, then $\left(\sum_{i} a_{i}\right):\left(\sum_{i} b_{i}\right) \geq \sum_{i}\left(a_{i}: b_{i}\right)$ and if $A, B \geq 0$, then $\operatorname{tr}(A: B)$ $\leq(\operatorname{tr} A):(\operatorname{tr} B)$, with equality if and only if $A=c_{1} B, c_{1}$ a scalar.
28. If $A, B \geq 0$, then $|A: B| \leq|A|:|B|$.
29. Can one derive the result of Exercise 27 from the result of Exercise 28 and conversely? For the results in Exercises 25-28, and many further results, see W. N. Anderson, Jr., and R. J. Duffin, Series and Parallel Addition of Matrices, J. Math. Anal. Appl., to appear.
80. Let $A_{1}, A_{2}>0$ and $M\left(A_{1}, A_{2}\right)$ denote the convex hull of the set of matrices $C$ such that $C \geq A_{1}$ and $C \geq A_{2}$. Similarly define $M\left(A_{1}, A_{1}, A_{3}\right)$ with $A_{3}>0$. Is it true that $M\left(A_{1}, A_{2}, A_{3}\right)=M\left(M\left(A_{1}, A_{2}\right), A_{3}\right)$, with the obvious definition of the righthand side?
31. A matrix is said to be doubly stochastic if its elements are nonnegative and the row and column sums are equal to one. A conjecture of Van der Waerden then states that $\operatorname{per}(A) \geq N 1 / N^{N}$ with equality only if $a_{i j}=1 / N, N$ the dimension of $A$. Here, $\operatorname{per}(A)$ iş the expression obtained from $|A|$ by changing all minus signs into plus signs. Establish the conjecture for $N=2,3$. See Marcus and Minc. ${ }^{2}$ For an application of this result to some interesting problems in statistical mechanics, see Hammersley.:
${ }^{1}$ W. Greub and W. Rheinboldt, On a Generalization of an Inequality of L. V. Kantorovich, Proc. Am. Math. Soc., 1959.
${ }^{2}$ M. Marcus and H. Minc, Am. Math. Monthly, vol. 72, pp. 577-591, 1965.
' J. M. Hammersley, An Improved Lower Bound for the Multidimensional Dimer Problem, Proc, Cambridge Phil. Soc., vol. 64, pp. 455-463, 1968.
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## Dynamic Programming

1. Introduction. In Chap. 1, we encountered quadratic forms in connection with maximization and minimization problems, and observed that systems of linear equations arose in connection with the determination of the extrema of quadratic functions.

Although simple conceptually, the solution of linear equations by means of determinants is not feasible computationally for reasons we have discussed in previous pages. Consequently, we must devise other types of algorithms to compute the solution. This suggests that it might be well to develop algorithms connected directly with the original maximization problem without considering the intermediate linear equations at all.

In this chapter, we shall study a number of problems in which this can be done. Our basic tool will be the functional equation technique of dynamic programming.
2. A Problem of Minimum Deviation. Given a sequence of real numbers $\left\{a_{k}\right\}, k=1,2, \ldots, N$, we wish to determine another sequence $\left\{x_{k}\right\}, k=1,2, \ldots, N$, "close" to the $a_{k}$ and "close" to each other. Specifically, we wish to minimize the quadratic expression

$$
\begin{equation*}
Q(x)=\sum_{k=1}^{N} c_{k}\left(x_{k}-x_{k-1}\right)^{2}+\sum_{k=1}^{N} d_{k}\left(x_{k}-a_{k}\right)^{2} \tag{1}
\end{equation*}
$$

where $c_{k}$ and $d_{k}$ are prescribed positive quantities, and $x_{0}$ is a given constant.

Proceeding in the usual fashion, taking partial derivatives, we obtain the system of linear equations

$$
\begin{align*}
& c_{1}\left(x_{1}-x_{0}\right)-c_{2}\left(x_{2}-x_{1}\right)+d_{1}\left(x_{1}-a_{1}\right)=0 \\
& \cdot \\
& \cdot  \tag{2}\\
& c_{k}\left(x_{k}-x_{k-1}\right)-c_{k+1}\left(x_{k+1}-x_{k}\right)+d_{k}\left(x_{k}-a_{k}\right)=0 \\
& \cdot \\
& \cdot \\
& \cdot \\
& c_{N}\left(x_{N}-x_{N-1}\right)+d_{N}\left(x_{N}-a_{N}\right)=0 \\
& 144
\end{align*}
$$

If $N$ is large, the solution of this system requires some care.
In place of using any of a number of existing techniques to resolve this system of equations, we shall pursue an entirely different course.
3. Functional Equations. Let us consider the sequence of minimization problems:

Minimize over all $x_{k}$

$$
\begin{equation*}
Q_{r}(x)=\sum_{k=r}^{N} c_{k}\left(x_{k}-x_{k-1}\right)^{2}+\sum_{k=r}^{N} d_{k}\left(x_{k}-a_{k}\right)^{2} \tag{1}
\end{equation*}
$$

with $x_{r-1}=u$, a given quantity.
It is clear that the minimum value depends upon $u$, and, of course, upon $r$. Let us then introduce the sequence of functions $\left\{f_{r}(u)\right\}$, where $-\infty<u<\infty$ and $r=1,2, \ldots, N$, defined by the relation

$$
\begin{equation*}
f_{r}(u)=\min _{x} Q_{r}(x) \tag{2}
\end{equation*}
$$

We see that

$$
\begin{equation*}
f_{N}(u)=\min _{x_{N}}\left[c_{N}\left(x_{N}-u\right)^{2}+d_{N}\left(x_{N}-a_{N}\right)^{2}\right] \tag{3}
\end{equation*}
$$

a function which can be readily determined.
To derive a relation connecting $f_{r}(u)$ with $f_{r+1}(u)$, for $r=1,2, \ldots$, $N-1$, we proceed as follows:

$$
\begin{align*}
f_{r}(u) & =\min _{x_{r}} \min _{x_{r+1}} \cdots \min _{x_{N}}\left[\sum_{k=r}^{N} c_{k}\left(x_{k}-x_{k-1}\right)^{2}+\sum_{k=r}^{N} d_{k}\left(x_{k}-a_{k}\right)^{2}\right] \\
& =\min _{x_{r}}\left\{c_{r}\left(x_{r}-u\right)^{2}+d_{r}\left(x_{r}-a_{r}\right)^{2}\right. \\
& \left.+\min _{x_{+1}} \cdots \min _{x_{N}}\left[\sum_{k=r+1}^{N} c_{k}\left(x_{k}-x_{k-1}\right)^{2}+\sum_{k=r^{++1}}^{N} d_{k}\left(x_{k}-a_{k}\right)^{2}\right]\right\} \\
& =\min \left[c_{r}\left(x_{r}-u\right)^{2}+d_{r}\left(x_{r}-a_{r}\right)^{2}+f_{r+1}\left(x_{r}\right)\right] \tag{4}
\end{align*}
$$

Since $f_{N}(u)$ is determined by (3), this recurrence relation in principle determines $f_{N-1}(u), f_{N-2}(u)$, and so on, back to $f_{1}(u)$, the function we originally wanted.

Using a digital computer, this series of equations can be used to compute the members of the sequence $\left\{f_{i}(u)\right\}$.

In place of solving a particular problem for a single value of $N$, our aim has been to imbed this variational problem within a family of problems of the same general type. Even though an individual problem may be complex, it may be quite simply related to others members of the family. This turns out to be the case in a large class of variational questions of which the one treated above is a quite special example.
4. Recurrence Relations. Making use of the analytic structure of each member of the sequence $f_{r}(u)$, we can do much better. Let us begin by proving inductively that each member of the sequence is a quadratic function of $u$, having the form

$$
\begin{equation*}
f_{r}(u)=u_{r}+v_{r} u+w_{r} u^{2} \tag{1}
\end{equation*}
$$

where $u_{r}, v_{r}$, and $w_{r}$ are constants, dependent on $r$, but not on $u$.
The result 's easily seen to be true for $r=N$, since the minimum value in (3.1) is furnished by the value

$$
\begin{equation*}
x_{N}=\frac{c_{N} u+d_{N} a_{N}}{c_{N}+d_{N}} \tag{2}
\end{equation*}
$$

Using this value of $x_{N}$ in the right-hand side of (3.3), we see that $f_{N}(u)$ is indeed quadratic in $u$.

The same analysis shows that $f_{N-1}(u)$, and so inductively that each function, is quadratic. This means that the functions $f_{r}(u)$ are determined once the sequence of coefficients $\left\{u_{r}, v_{r}, w_{r}\right\}$ has been found. Since we know $u_{N}, v_{N}$, and $w_{N}$, it suffices to obtain recurrence relations connecting $u_{r}, v_{r}$, and $w_{r}$ with $u_{r+1}, v_{r+1}, w_{r+1}$. To accomplish this, we turn to (3.4) and write

$$
\begin{align*}
u_{r}+v_{r} u+w_{r} u^{2}=\min _{x_{r}}\left[c_{r}\left(x_{r}-u\right)^{2}+\right. & d_{r}\left(x_{r}-a_{r}\right)^{2} \\
& \left.+u_{r+1}+v_{r+1} x_{r}+w_{r+1} x_{r}^{2}\right] \tag{3}
\end{align*}
$$

The minimizing value of $x_{r}$ is seen to be given by

$$
\begin{equation*}
\left(c_{r}+d_{r}+w_{r+1}\right) x_{r}=c_{r} u+d_{r} a_{r}-\frac{v_{r+1}}{2} \tag{4}
\end{equation*}
$$

Substituting this value in (3) and equating coefficients of powers of $u$, we obtain the desired recurrence relations, which are nonlinear. We leave the further details as an exercise for the reader.
6. A More Complicated Example. In Sec. 2, we posed the problem of approximating to a varying sequence $\left\{a_{k}\right\}$ by a sequence $\left\{x_{k}\right\}$ with smaller variation. Let us now pursue this a step further, and consider the problem of minimizing the quadratic function

$$
\begin{align*}
& Q(x)=\sum_{k=1}^{N} c_{k}\left(x_{k}-x_{k-1}\right)^{2}+\sum_{k=1}^{N} d_{k}\left(x_{k}-a_{k}\right)^{2} \\
&+\sum_{k=1}^{N} e_{k}\left(x_{k}-2 x_{k-1}+x_{k-2}\right)^{2} \tag{1}
\end{align*}
$$

where $x_{0}=u, x_{-1}=v$.
As above, we introduce the function of two values $f_{r}(u, v)$ defined by
the relation

$$
\begin{align*}
f_{r}(u, v)=\min _{x}\left[\sum_{k=r}^{N} c_{k}\left(x_{k}-x_{k-1}\right)^{2}+\right. & \sum_{k=r}^{N} d_{k}\left(x_{k}-a_{k}\right)^{2} \\
& \left.+\sum_{k=r}^{N} e_{k}\left(x_{k}-2 x_{k-1}+x_{k-2}\right)^{2}\right] \tag{2}
\end{align*}
$$

$r=1,2, \ldots, N,-\infty<u, v<\infty$, with $x_{r-1}=u, x_{r-2}=v$.
It is easy to see, as above, that

$$
\begin{align*}
& f_{r}(u, v)=\min _{x_{r}}\left[c_{r}\left(x_{r}-u\right)^{2}+d_{r}\left(x_{r}-a_{r}\right)^{2}\right. \\
&\left.+e_{r}\left(x_{r}-2 u+v\right)^{2}+f_{r+1}\left(x_{r}, u\right)\right] \tag{3}
\end{align*}
$$

$r=1,2, \ldots, N$, and that

$$
f_{r}(u, v)=u_{r}+v_{r} u+w_{r} u^{2}+v_{r}^{\prime} v+w_{r}^{\prime} v^{2}+z_{r} u v
$$

where the coefficients depend only upon $r$.
Combining these relations, we readily derive recurrence relations connecting successive members of sequence $\left\{u_{r}, v_{r}, w_{r}, u_{r}^{\prime}, v_{r}^{\prime}, z_{r}\right\}$. Since we easily obtain the values for $r=N$, we have a simple method for determining the sequence.
6. Sturm-Liouville Problems. A problem of great importance in theoretical physics and applied mathematics is that of determining the values of $\lambda$ which permit the homogeneous equation

$$
\begin{align*}
& u^{\prime \prime}+\lambda \phi(t) u=0 \\
& u(0)=u(1)=0 \tag{1}
\end{align*}
$$

to possess a nontrivial solution. The function $\phi(t)$ is assumed to be real, continuous, and uniformly positive over $[0,1]$.

In Sec. 12 of Chap. 7, we sketched one way of obtaining approximate solutions to this problem. Let us now present another, once again leaving aside the rigorous aspects. Observe, however, that the questions of degree of approximation as $N \rightarrow \infty$ are of great importance, since the efficacy of the method rests upon the answers to these questions.

In place of seeking to determine a function $u(t)$ for $0 \leq t \leq 1$, we attempt to determine a sequence $\left\{u_{k}=u(k \Delta)\right\}, k=0,1, \ldots, N-1$, where $N \Delta=1$. The second derivative $u^{\prime \prime}$ is replaced by the second difference

$$
\begin{equation*}
\frac{u_{k+1}-2 u_{k}+u_{k-1}}{\Delta^{2}} \tag{2}
\end{equation*}
$$

with the result that the differential equation in (1) is replaced by a difference equation which is equivalent to the system of linear homo-
geneous equations

$$
\begin{align*}
& u_{2}-2 u_{1}+\lambda \Delta^{2} \phi_{1} u_{1}=0 \\
& u_{8}-2 u_{2}+u_{1}+\lambda \Delta^{2} \phi_{2} u_{2}=0 \\
& \cdot \\
& \cdot  \tag{3}\\
& -2 u_{N-1}+u_{N-2}+\lambda \Delta^{2} \phi_{N-1} u_{N-1}=0
\end{align*}
$$

where $\phi_{k}=\phi(k \Delta)$.
We see then that the original problem has been approximated to by a problem of quite familiar type, the problem of determining the characteristic values of the symmetric matrix
$A=\left[\begin{array}{ccccc}-2+\Delta^{2} \phi_{1} & 1 & & & \\ 1 & -2+\Delta^{2} \phi_{2} & & 1 & \\ & & \cdot & & \\ & & & \cdot & \\ & 1 & & -2+\Delta^{2} \phi_{N-2} & 1 \\ & & & 1 & -2+\Delta^{2} \phi_{N-1}\end{array}\right]$

We shall discuss this type of matrix, a particular example of what is called a Jacobi matrix, again below.

It is essential to note that this is merely one technique for reducing the differential equation problem to a matrix problem. There are many others.

## EXERCISES

1. Show that the equation in (6.1), together with the boundary condition, is equivalent to the integral equation

$$
u=\lambda \int_{0}^{1} K(l, s) \phi(s) u(s) d s
$$

where

$$
\begin{aligned}
K(t, s) & =t(1-8) & & 1 \geq t \geq 8 \geq 0 \\
& =s(1-t) & & 0 \leq t \leq s \leq 1
\end{aligned}
$$

2. Use this representation to obtain anot hel approximating matrix problem of the form

$$
u_{i}=\lambda \sum_{j=1}^{N} k_{i ; \phi_{i} u_{i}} \quad i=1,2, \ldots, N
$$

7. Functional Equations. Since $A$, as given by (6.4), is real and symmetric, we know that the characteristic values can be determined from the problem:

> Dynamic Programming

Minimize

$$
\begin{equation*}
\sum_{k=1}^{N}\left(u_{k}-u_{k-1}\right)^{2} \tag{1}
\end{equation*}
$$

subject to the conditions

$$
\begin{align*}
& u_{0}=u_{N}=0  \tag{2a}\\
& \sum_{k=1}^{N-1} \phi_{k} u_{k}^{2}=1 \tag{2b}
\end{align*}
$$

In place of this problem, consider the problem of determining the minimum of

$$
\begin{equation*}
\sum_{k=r}^{N}\left(u_{k}-u_{k-1}\right)^{2} \tag{3}
\end{equation*}
$$

subject to the conditions

$$
\begin{align*}
u_{r-1} & =v  \tag{4a}\\
u_{N} & =0 \tag{4b}
\end{align*}
$$

$$
\begin{equation*}
\sum_{k=r}^{N-1} \phi_{k} u_{k}^{2}=1 \tag{4c}
\end{equation*}
$$

for $r=1,2, \ldots, N-1$, where $-\infty<v<\infty$.
The minimum is then for each $r$ a function of $v_{1} f_{r}(v)$. We see that

$$
\begin{equation*}
f_{N-1}(v)=\left(1 / \sqrt{\phi_{N-1}}-v\right)^{2}+\left(\frac{1}{\phi_{N-1}}\right) \tag{5}
\end{equation*}
$$

and that, arguing as before, we have the relation

$$
\begin{equation*}
f_{r}(v)=\min _{u_{r}}\left[\left(u_{r}-v\right)^{2}+\left(1-\phi_{r} u_{r}^{2}\right) f_{r+1}\left(u_{r} / \sqrt{1-\phi_{r} u_{r}{ }^{2}}\right)\right] \tag{6}
\end{equation*}
$$

for $r=1,2, \ldots, N-1$.
The sequence of functions $\left\{f_{r}(v)\right\}$ apparently possesses no simple analytic structure. However, the recurrence relation in (6) can be used to compute the sequence numerically.

## EXERCISE

1. Treat in the same fashion the problem of determining the maximum and minimum of
(a) $\left(a x_{1}\right)^{2}+\left(x_{1}+a x_{2}\right)^{2}+\cdots\left(x_{1}+x_{2}+\cdots+x_{N-1}+a x_{N}\right)^{2}$ subject to $x_{1}^{2}+x_{2}{ }^{2}+\cdots+x_{N}{ }^{2}=1$
(b) $x_{1}{ }^{2}+\left(x_{1}+a x_{2}\right)^{2}+\cdots\left(x_{1}+a x_{2}+a^{2} x_{3}+\cdots+a^{N-1} x_{N}\right)^{2}$ subject to $x_{1}{ }^{2}+x_{0}{ }^{2}+\cdots+x_{N^{2}}=1$
(c) $x_{1}^{2}+\left(x_{1}+a x_{2}\right)^{2}+\left[x_{1}+a x_{2}+(a+b) x_{3}\right]^{2}+\cdots+\left\{x_{1}+a x_{2}+\right.$ $(a+b) x_{3}+\cdots+\left.[a+(N-2) b] x_{N}\right|^{2}$ subject to $x_{1}{ }^{2}+x_{2}{ }^{2}+\cdots+$ $x_{N}{ }^{2}=1$

For a discussion of these questions by other means, see A. M. Ostrowski, On the Bounds for a One-parameter Family of Matrices, J. für Math., vol. 200, pp. 190-200, 1958.
8. Jacobi Matrices. By a Jacobi matrix, we shall mean a matrix with the property that the only nonzero elements appear along the main diagonal and the two contiguous diagonals. Thus

$$
\begin{equation*}
a_{i j}=0 \quad|i-j| \geq 2 \tag{1}
\end{equation*}
$$

Let us now consider the question of solving the system of equations

$$
\begin{equation*}
A x=c \tag{2}
\end{equation*}
$$

where $A$ is a positive definite Jacobi matrix. As we know, this problem is equivalent to that of minimizing the inhomogeneous form

$$
\begin{equation*}
Q(x)=(x, A x)-2(c, x) \tag{3}
\end{equation*}
$$

Writing this out, we see that we wish to minimize

$$
\begin{align*}
\boldsymbol{Q}(x) & =a_{11} x_{2}{ }^{2}+2 a_{12} x_{1} x_{2}+a_{22} x_{2}{ }^{2}+2 a_{23} x_{2} x_{8}+\cdots \\
& +2 a_{N-1, N} x_{N-1} x_{N}+a_{N N} x_{N}{ }^{2}-2 c_{1} x_{1}-2 c_{2} x_{2}-\cdots-2 c_{N} x_{N} \tag{4}
\end{align*}
$$

Consider then the problem of minimizing

$$
\begin{align*}
Q_{k}(x, z)= & a_{11} x_{1}{ }^{2}+2 a_{12} x_{1} x_{2}+a_{22} x_{2}{ }^{2}+2 a_{23} x_{2} x_{3}+\cdots \\
& +2 a_{k-1} x_{k-1} x_{k}+a_{k k} x_{k}^{2}-2 c_{1} x_{1}-2 c_{2} x_{2}-\cdots-2 z x_{k} \tag{5}
\end{align*}
$$

for $k=1,2, \ldots$, with

$$
\begin{equation*}
Q_{1}(x, z)=a_{11} x_{1}^{2}-2 z x_{1} \tag{6}
\end{equation*}
$$

Define

$$
\begin{equation*}
f_{k}(z)=\min _{x} Q_{k}(x, z) \tag{7}
\end{equation*}
$$

Then it is easy to see that

$$
\begin{equation*}
f_{k}(z)=\min _{x k}\left[a_{k k} x_{k}^{2}-2 z x_{k}+f_{k-1}\left(c_{k-1}-a_{k-1, k} x_{k}\right)\right] \tag{8}
\end{equation*}
$$

for $k=2,3, \ldots$
Once again, we observe that each function $f_{k}(z)$ is a quadratic in $z$,
with

$$
\begin{equation*}
f_{k}(z)=u_{k}+v_{k} z+w_{k} z^{2} \quad k=1,2, \ldots \tag{9}
\end{equation*}
$$

$$
f_{1}(z)=\frac{z^{2}}{a_{11}}
$$

Substituting in (8), we obtain recurrence relations connecting $u_{k}, v_{k}$, and $w_{k}$ with $u_{k-1}, v_{k-1}$, and $w_{k-1}$. We leave the derivation of these as exercises for the reader.

## EXERCISES

1. Generalize the procedure above in the case where $A$ is a matrix with the property that $a_{i ;}=0,|j-i| \geq 3$.
2. Obtain relations corresponding to those given in Sec. 7 for the largest and smallest values of a symmetric matrix $A$ with $a_{i j}=0,|j-i| \geq 2 ;$ and $a_{i j}=0,|j-i| \geq 3$.
3. Analytic Continuation. We were able to apply variational techniques to the problem of solving the equation $A x=c$ at the expense of requiring that $A$ be symmetric and positive definite. It is tempting to assert that the explicit solutions we have found are valid first of all for symmetric matrices which are not necessarily positive definite, provided only that none of the denominators which occur is zero, and then suitably interpreted for not necessarily symmetric matrices.

The argument would proceed along the following lines. The expressions for the $x_{i}$ are linear functions of the $c_{i}$ and rational functions of the $a_{i j}$. An equality of the form

$$
\begin{equation*}
\sum_{j=1}^{N} a_{1 j} x_{j}=c_{l} \tag{1}
\end{equation*}
$$

valid in the domain of $a_{i j}$ space where $A$ is positive definite should certainly be valid for all $a_{i j}$ which satisfy the symmetry condition.

It is clear, however, that the rigorous presentation of an argument of this type would require a formidable background of the theory of functions of several complex variables. Consequently, we shall abandon this path, promising as it is, and pursue another which requires only the rudimentary facts concerning analytic continuation for functions of one complex variable.

Consider in place of the symmetric matrix $A$ the matrix $z I+A$, where $z$ is a scalar. If $z$ is chosen to be a sufficiently large positive number, this matrix will be positive definite, and will be a Jacobi matrix if $A$ is a Jacobi matrix.

We can now apply the principle of analytic continuation. The $x_{i}$, as given by the formulas derived from the variational technique, are rational functions of $z$, analytic for the real part of $z$ sufficiently large. Hence, identities valid in this domain must hold for $z=0$, provided none of the functions appearing has singularities at $z=0$. These singularities can arise only from zeroes of the denominators. In other words, the formulas are valid whenever they make sense.
10. Nonsymmetric Matrices. In order to apply variational techniques to nonsymmetric matrices, we must use a different device.

Consider the expression

$$
\begin{equation*}
f(x, y)=(x, B x)+2(x, A y)+(y, B y)-2(a, x)-2(b, y) \tag{1}
\end{equation*}
$$

where we shall assume that $B$ is symmetric and positive definite and that $A$ is merely real.

Minimizing over $x$ and $y$, we obtain the variational equations

$$
\begin{align*}
B x+A y & =a \\
A^{\prime} x+B y & =b \tag{2}
\end{align*}
$$

In order to ensure that $f(x, y)$ is positive definite in $x$ and $y$, we must impose some further conditions upon $B$. Since we also wish to use analytic continuation, perhaps the simplest way to attain our ends is to choose $B=z I$, where $z$ is a sufficiently large positive quantity.

The functional equation technique can now be invoked as before. We leave it to the reader to work through the details and to carry out the analytic continuation.
11. Complex $A$. Let us now see what can be done in case $A$ is symmetric, but complex, $A=B+i C, B$ and $C$ real. The equation $A x=c$ takes the form

$$
\begin{equation*}
(B+i C)(x+i y)=a+i b \tag{1}
\end{equation*}
$$

or, equating real and complex parts,

$$
\begin{align*}
& B x-C y=a \\
& C x+B y=b \tag{2}
\end{align*}
$$

Observe that these relations establish a natural correspondence between the $N$-dimensional complex matrix $B+i C$ and the $2 N$-dimensional matrix

$$
\left[\begin{array}{rr}
B & -C  \tag{3}\\
C & B
\end{array}\right]
$$

a relationship previously noted in the exercises.
In order to relate this matrix, and the system of equations in (2) to a variational problem, we consider the quadratic form

$$
\begin{equation*}
f(x, y)=(x, C x)+2(x, B y)-(y, C y)-2(b, x)-2(a, y) \tag{4}
\end{equation*}
$$

If we impose the condition that $C$ is positive definite, it follows that $f(x, y)$ is convex in $x$ and concave in $y$ and hence, as a consequence of general theorems, which we shall mention again in Chap. 16, that

$$
\begin{equation*}
\min _{x} \max _{y} f(x, y)=\max _{y} \min _{x} f(x, y) \tag{5}
\end{equation*}
$$

Since $f(x, y)$ is a quadratic form, there is no need to invoke these general results since both sides can be calculated explicitly and seen to be equal. We leave this as an exercise for the reader.

Before applying the functional equation technique, we need the further result that the minimum over the $x_{i}$ and the maximum over the $y_{i}$ can be
taken in any order. In particular,

$$
\begin{equation*}
\min _{\left(x_{1}, x_{2}, \ldots, x_{N}\right)} \max _{\left(y_{1}, y_{2}, \ldots, y_{N}\right)}=\min _{x_{1}} \max _{y_{1}} \min _{\left(x_{1}, \ldots, x_{N}\right)} \max _{\left(y_{2}, \ldots, y N\right)} \tag{6}
\end{equation*}
$$

This we also leave to the enterprising reader. Problems of this nature are fundamental in the theory of games, which we shall discuss briefly in Chap. 16.

Combining the foregoing results, we can treat the case of complex $A$. If necessary, we consider $A+i z I$, where $z$ is a sufficiently large positive quantity, once again introduced for the purposes of analytic continuation.
12. Slightly Intertwined Systems. Let us now consider the problem of resolving a set of linear equations of the form

$$
\begin{gather*}
a_{11} x_{1}+a_{12} x_{2}+a_{13} x_{3}=c_{1} \\
a_{21} x_{1}+a_{22} x_{2}+a_{23} x_{8}=c_{2} \\
a_{31} x_{1}+a_{32} x_{2}+a_{33} x_{3}+b_{1} x_{4}=c_{8} \\
b_{1} x_{3}+a_{44} x_{4}+a_{46} x_{5}+a_{46} x_{6}=c_{4} \\
a_{54} x_{4}+a_{56} x_{5}+a_{56} x_{6}=c_{5} \\
a_{64} x_{4}+a_{65} x_{5}+a_{66} x_{6}+b_{2} x_{7}=c_{6} \\
\cdot  \tag{1}\\
\cdot \\
\cdot \\
b_{N-1} x_{3 N-8}+a_{3 N-2,3 N-2} x_{3 N-2}+a_{3 N-2,3 N-1} x_{3 N-1}+a_{3 N-2,3 N} x_{8 N}=c_{3 N-2} \\
a_{3 N-1,3 N-2} x_{3 N-2}+a_{3 N-1,3 N-1} x_{3 N-1}+a_{3 N-1,3 N} x_{3 N}=c_{3 N-1} \\
a_{3 N, 3 N-2} x_{3 N-2}+a_{3 N, 3 N-1} x_{3 N-1}+a_{3 N, 3 N} x_{3 N}=c_{8 N}
\end{gather*}
$$

If the coefficients $b_{i}$ were all zero, this problem would separate into $N$ simple three-dimensional problems. It is reasonable to assume that there is some way of utilizing the near-diagonal structure. We shall call matrices of the type formed by the coefficients above slightly intertwined. They arise in a variety of physical, engineering, and economic analyses of multicomponent systems in which there is "weak coupling" between different parts of the system.

To simplify the notation, let us introduce the matrices

$$
\begin{equation*}
A_{k}=\left(a_{i+3 k-3, j+3 k-2}\right) \quad i, j=1,2,3 \tag{2}
\end{equation*}
$$

and the vectors

$$
x^{k}=\left[\begin{array}{l}
x_{3 k-2}  \tag{3}\\
x_{3 k-1} \\
x_{3 k}
\end{array}\right] \quad c^{k}=\left[\begin{array}{l}
c_{3 k-2} \\
c_{3 k-1} \\
c_{3 k}
\end{array}\right]
$$

$k=1,2, \ldots$
We shall assume initially that the matrix of coefficients in (1) is a positive definite. Hence, the solution of the linear system is equivalent
to determining the minimum of the inhomogeneous quadratic form

$$
\begin{align*}
& \left(x^{1}, A x^{1}\right)+\left(x^{2}, A x^{2}\right)+\cdots+\left(x^{N}, A x^{N}\right) \\
& \quad-2\left(c^{1}, x^{1}\right)-2\left(c^{2}, x^{2}\right)-\cdots-2\left(c^{N}, x^{N}\right) \\
& \quad+2 b_{1} x_{3} x_{4}+2 b_{2} x_{6} x_{7}+\cdots+2 b_{N-1} x_{3 N-3} x_{3 N-2} \tag{4}
\end{align*}
$$

This we shall attack by means of functional equation techniques. Introduce the sequence of functions $\left\{f_{N}(z)\right\},-\infty<z<\infty, N=1$, 2, . . . , defined by the relation
$f_{N}(z)=\min _{x_{i}}\left[\sum_{i=1}^{N}\left(x^{i}, A_{i} x^{i}\right)-2 \sum_{i=1}^{N}\left(c^{i}, x^{i}\right)+2 \sum_{i=1}^{N-1} b_{i} x_{1+3 i} x_{3 i}+2 z x_{3 N}\right]$
Proceeding in the usual fashion, we obtain the recurrence relation

$$
\begin{equation*}
f_{N}(z)=\min _{R_{N}}\left[\left(x^{N}, A_{N} x^{N}\right)+2 z x_{3 N}-2\left(c^{N}, x^{N}\right)+f_{N-1}\left(b_{N-1} x_{3 N-2}\right)\right] \tag{6}
\end{equation*}
$$

where $R_{N}$ is three-dimensional region $-\infty<x_{3 N}, x_{3 N-1}, x_{3 N-2}<\infty$.
13. Simplifications-I. We can write (12.6) in the form

$$
\begin{equation*}
f_{N}(z)=\min _{x_{2 N-1}}\left[\min _{x_{2 N}, x_{2 N-1}}\left[\left(x^{N}, A_{N} x^{N}\right)+2 z x_{8 N}-2\left(c^{N}, x^{N}\right)\right]+f_{N-1}\left(b_{N-1} x_{8 N-2}\right)\right] \tag{1}
\end{equation*}
$$

Introduce the sequence of functions

$$
\begin{equation*}
g_{N}(z, y)=\min _{x_{A N, x_{N-1}}}\left[\left(x^{N}, A^{N} x^{N}\right)+2 z x_{8 N}-2\left(c^{N}, x^{N}\right)\right] \tag{2}
\end{equation*}
$$

where $x_{3 N-2}=y$. Then

$$
\begin{equation*}
f_{N}(z)=\min _{y}\left[g_{N}(z, y)+f_{N-1}\left(b_{N-1} y\right)\right] \tag{3}
\end{equation*}
$$

a simple one-dimensional recurrence relation.
14. Simplifications-II. We can, as in the section on Jacobi matrices, go even further, if we observe that $f_{N}(z)$ is for each $N$ a quadratic in $z$,

$$
\begin{equation*}
f_{N}(z)=u_{N}+2 v_{N} z+w_{N} z^{2} \tag{1}
\end{equation*}
$$

where $u_{N}, v_{N}, w_{N}$ are independent of $z$. Using this relation in (3), we readily obtain recurrence relations for $\left\{u_{N}, v_{N}, w_{N}\right\}$.

## EXERCISES

1. Obtain recurrence relations which enable us to compute the largest and smallest characteristic roots of slightly intert wined matrices.
2. Extend the foregoing technique to the case where the $A_{k}$ are not all of the same dimension.
3. The Equation $A x=y$. Let us now pursue a simple theme. If $A$ is a positive definite matrix, we know that the solution of

$$
\begin{equation*}
A x=y \tag{1}
\end{equation*}
$$

given by $x=A^{-1} y$ can also be obtained as the solution of the problem of minimizing the quadratic form

$$
\begin{equation*}
Q(x)=(x, A x)-2(x, y) \tag{2}
\end{equation*}
$$

The minimum has the value $-\left(y, A^{-1} y\right)$. Comparing the two approaches to the problem of solving (1), we can obtain some interesting identities.

Introduce the function of $N$ variables

$$
\begin{equation*}
f_{N}\left(y_{1}, y_{2}, \ldots, y_{N}\right)=\min _{x_{1}}\left[\sum_{i, j=1}^{N} a_{i} x_{i} x_{j}-2 \sum_{i=1}^{N} x_{i} y_{i}\right] \tag{3}
\end{equation*}
$$

Write

$$
\begin{align*}
\sum_{i, j=1}^{N} a_{i j} x_{i} x_{j} & -2 \sum_{i=1}^{N} x_{i} y_{i} \\
& =a_{N N} x_{N}^{2}+\sum_{i, j=1}^{N-1} a_{i j} x_{i} x_{j}-2 \sum_{i=1}^{N-1} x_{i}\left(y_{i}-a_{i N} x_{N}\right)-2 x_{N} y_{N} \tag{4}
\end{align*}
$$

From this expression, we obtain the functional equation

$$
\begin{align*}
& f_{N}\left(y_{1}, y_{2}, \ldots, y_{N}\right)=\min _{x N}\left[a_{N N} x_{N}{ }^{2}-2 x_{N} y_{N}\right. \\
&\left.\quad+f_{N-1}\left(y_{1}-a_{1 N} x_{N}, y_{2}-a_{2 N} x_{N}, \ldots, y_{N-1}-a_{N-1} x_{N}\right)\right] \tag{5}
\end{align*}
$$

In order to use this relation in some constructive form, we recall that $f_{N}\left(y_{1}, y_{2}, \ldots, y_{N}\right)=-\left(y, A^{-1} y\right)$. Hence, write

$$
\begin{equation*}
f_{N}\left(y_{1}, y_{2}, \ldots, y_{N}\right)=\sum_{i, j=1}^{N} c_{i j}(N) y_{i} y_{j} \tag{6}
\end{equation*}
$$

Returning to (5), we obtain the relation

$$
\begin{align*}
\sum_{i, j=1}^{N} c_{i j}(N) y_{i} y_{j}=\min _{x_{N}} & {\left[a_{N N} x_{N}{ }^{2}-2 x_{N} y_{N}\right.} \\
& \left.+\sum_{i, j=1}^{N-i} c_{i j}(N-1)\left(y_{i}-a_{i N} x_{N}\right)\left(y_{j}-a_{j N} x_{N}\right)\right] \tag{7}
\end{align*}
$$

or, collecting terms,

$$
\begin{align*}
& \sum_{i, j=1}^{N} c_{i j}(N) y_{i} y_{j}=\min _{x N}\left[x_{N}{ }^{2}\left\{a_{N N}+\sum_{i, j=1}^{N-1} a_{i N} a_{j N} c_{i j}(N-1)\right\}\right. \\
& \left.\quad+x_{N}\left\{-2 y_{N}-2 \sum_{i, j=1}^{N-1}\left[y_{j} a_{i N}\right] c_{i j}(N-1)\right\}+\sum_{i, j=1}^{N-1} c_{i j}(N-1) y_{i} y_{j}\right] \tag{8}
\end{align*}
$$

The minimization can now be readily performed,

$$
\begin{equation*}
x_{N}=\frac{y_{N}+\sum_{i, j=1}^{N-1} a_{i N} y_{j} c_{i j}(N-1)}{a_{N N}+\sum_{i, j=1}^{N-1} a_{i N} a_{j N} c_{i j}(N-1)} \tag{9}
\end{equation*}
$$

while the minimum value itself is given by

$$
\frac{\left(\sum_{i, j=1}^{N-1} c_{i j}(N-1) y_{i} y_{j}\right)\left(a_{N N}+\sum_{i, j=1}^{N-1} a_{i N} a_{j N} c_{i j}(N-1)\right)}{a_{N N}+\sum_{i, j=1}^{N-1} a_{i N} a_{j N} c_{i j}(N-1)}
$$

Equating coefficients of $y_{i} y_{j}$ in (10) and $\sum_{i, j=1}^{N} c_{i j}(N) y_{i} y_{j}$, we obtain recurrence relations connecting the sequences $\left\{c_{i j}(N)\right\}$ and $\left\{c_{i j}(N-1)\right\}$.
16. Quadratic Deviation. The problem of minimizing over all $x_{k}$ the quadratic form

$$
\begin{equation*}
Q_{N}(x)=\int_{0}^{T}\left(f(t)-\sum_{k=1}^{N} x_{k} g_{k}(t)\right)^{2} d t \tag{1}
\end{equation*}
$$

is, in principle, quite easily resolvable. Let $\left\{h_{k}(t)\right\}$ denote the orthonormal sequence formed from $\left\{g_{k}(t)\right\}$ by means of the Gram-Schmidt orthogonalization procedure, where, without loss of generality, the $g_{k}(t)$ are taken to be linearly independent. Then

$$
\begin{align*}
\min _{x} Q_{N}(x) & =\min _{y} \int_{0}^{T}\left(f(t)-\sum_{k=1}^{N} y_{k} h_{k}(t)\right)^{2} d t \\
& =\int_{0}^{T} f^{2} d t-\sum_{k=1}^{N}\left(\int_{0}^{T} f h_{k}(t) d t\right)^{2} \tag{2}
\end{align*}
$$

This result may be written

$$
\begin{equation*}
\int_{0}^{T} f^{2} d t-\int_{0}^{T} \int_{0}^{T} f(s) f(t) k_{N}(s, t) d s d t \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{N}(s, t)=\sum_{k=1}^{N} h_{k}(s) h_{k}(t) \tag{4}
\end{equation*}
$$

Let us now obtain a recurrence relation connecting the members of the sequence $\left\{k_{N}(s, t)\right\}$. Introduce the quadratic functional, a function of the function $f(t)$,

$$
\begin{equation*}
\phi_{N}(f)=\min _{x} \int_{0}^{T}\left(f-\sum_{k=1}^{N} x_{k g_{k}}\right)^{2} d t \tag{5}
\end{equation*}
$$

Employing the functional equation technique, we have for $N=2$, 3, . . . ,

$$
\begin{equation*}
\phi_{N}(f)=\min _{x_{N}} \phi_{N-1}\left(f-x_{N} g_{N}\right) \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{1}(f)=\min _{x_{1}} \int_{0}^{T}\left(f-x_{1} g_{1}\right)^{2} d t \tag{7}
\end{equation*}
$$

In order to use (6), we employ the technique used above repeatedly we take advantage of the quadratic character of $\phi_{N}(f)$. Hence,

$$
\begin{align*}
& \phi_{N}(f)=\min _{x_{N}} {\left[\int_{0}^{T}\left(f-x_{N} g_{N}\right)^{2} d t\right.} \\
&\left.\quad-\int_{0}^{T} \int_{0}^{T}\left(f(s)-x_{N} g_{N}(s)\right)\left(f(t)-x_{N} g_{N}(t)\right) k_{N}(s, t) d s d t\right] \\
&=\min _{x_{N}}\left\{\int_{0}^{T} f^{2} d t-\int_{0}^{T} \int_{0}^{T} k_{N-1}(s, t) f(s) f(t) d s d t\right. \\
& \quad 2 x_{N}\left[\int_{0}^{T} f g_{N} d t-\int_{0}^{T} \int_{0}^{T} g_{N}(s) f(t) k_{N-1}(s, t) d s d t\right] \\
&\left.+x_{N}{ }^{2}\left[\int_{0}^{T} g_{N}{ }^{2} d t-\int_{0}^{T} \int_{0}^{T} k_{N-1}(s, t) g_{N}(s) g_{N}(t) d s d t\right]\right\} \tag{8}
\end{align*}
$$

Obtaining the minimum value of $x_{N}$, and determining the explicit value of the minimum, we obtain the recurrence relation

$$
\begin{align*}
k_{N}(s, t)=k_{N-1}(s, t) & +\frac{g_{N}(s) g_{N}(t)}{d_{N}}-\frac{2 g_{N}(s) \int_{0}^{T} g_{N}\left(s_{1}\right) k_{N-1}\left(t, s_{1}\right) d s_{1}}{d_{N}} \\
& +\frac{1}{d_{N}} \int_{0}^{T} \int_{0}^{T} g_{N}\left(s_{1}\right) g_{N}\left(t_{1}\right) k_{N-1}\left(s_{1}, s\right) k_{N-1}\left(t_{1}, t\right) d s_{1} d t_{1} \tag{9}
\end{align*}
$$

where

$$
\begin{equation*}
d_{N}=\int_{0}^{T} g_{N}{ }^{2}(s) d s-\int_{0}^{T} \int_{0}^{T} k_{N-1}(s, t) g_{N}(s) g_{N}(t) d s d t \tag{10}
\end{equation*}
$$

17. A Result of Stieltjes. Since we have been emphasizing in the preceding sections the connection between the solution of $A x=b$ and the minimization of $(x, A x)-2(b, x)$ when $A$ is positive definite, let us use the same idea to establish an interesting result of Stieltjes. We shall obtain a generalization in Chap. 16.

Theorem 1. If $A$ is a positive definite matrix with the property that $a_{i j}<0$ for $i \neq j$, then $A^{-1}$ has all positive elements.

Proof. Consider the problem of minimizing $Q(x)=(x, A x)-2(b, x)$, where the components of $b$ are all positive. Assume that $x_{1}, x_{2}, \ldots$, $x_{k}<0, x_{k+1}, x_{k+2}, \ldots, x_{N} \geq 0$, at the minimum point. Writing out $(x, A x)-2(b, x)$ in the form

$$
\begin{align*}
a_{11} x_{1}^{2} & +a_{22} x_{2}^{2}+a_{N N} x_{N}{ }^{2}+\sum_{i, j=1}^{k} a_{i j} x_{i} x_{j}+\sum_{i=1}^{k} \sum_{j=k+1}^{N} a_{i j} x_{i} x_{j} \\
& +\sum_{i=\frac{k}{k}+1}^{N} \sum_{j=1}^{N} a_{i j} x_{i} x_{j}+\sum_{i, j=k+1}^{N} a_{i j} x_{i} x_{j}-2 \sum_{i=1}^{k} b_{i} x_{i}-2 \sum_{i=k+1}^{N} b_{i} x_{i} \tag{1}
\end{align*}
$$

we see, in view of the negativity of $a_{i j}$ for $i \neq j$, that we can obtain a smaller value of $Q(x)$ by replacing $x_{i}$ by $-x_{i}$ for $i=1,2, \ldots, k$, and leaving the other values unchanged, provided at least one of the $x_{i}$, $i=k+1, \ldots, N$, is positive. In any case, we see that all the $x_{i}$ can be taken to be non-negative.

To show that they are actually all positive, if the $b_{i}$ are positive, we observe that one at least must be positive. For if

$$
x_{1}=x_{2}=\cdots=x_{N-1}=0
$$

at the minimum point, then $x_{N}$ determined as the value which minimizes $x_{N}{ }^{2}-2 b_{N} x_{N}$ is equal to $b_{N}$ and thus positive. Since $A x=b$ at the minimum point, we have

$$
\begin{equation*}
a_{i \ddot{i} x_{i}}=b_{i}-\sum_{j \not r_{i}} a_{i j} x_{j} \quad i=1,2, \ldots, N-1 \tag{2}
\end{equation*}
$$

which shows that $x_{i}>0$.
We see then that $A^{-1} b$ is a vector with positive components whenever $b$ is likewise. This establishes the non-negativity of the elements of $A^{-1}$. To show that $A^{-1}$ actually has all positive elements, we must show that $A^{-l} b$ has positive components whenever $b$ has non-negative components with at least one positive.

Turning to (2), we see that the condition $a_{i j}<0, i \neq j$, establishes this.

## miscellaneous exercises

1. Given two sequences $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}, k=0,1,2, \ldots, N$, we often wish to determine a finite sequence $\left\{x_{k}\right\}, k=0,1, \ldots, M$ which expresses $b_{k}$ most closely in the form $b_{k}=\sum_{l=0}^{M} x_{l} a_{k-1}$.

To estimate the closeness of fit, we use the sum

$$
Q_{N, M}(x)=\sum_{k=0}^{N}\left(b_{k}-\sum_{i=0}^{M} x_{1 a_{k-1}}\right)^{2} \quad N>M \geq 1
$$

Consider the quadratic form in $y_{0}, y_{1}, \ldots, y_{N}$ defined by

$$
\begin{aligned}
f_{N, M}\left(y_{0}, y_{1}, \ldots, y_{N}\right)=\min _{x}\left[\left(y_{0}-x_{0} a_{0}\right)^{2}\right. & +\left(y_{1}-x_{0} a_{1}-x_{1} a_{0}\right)^{2}+\cdots \\
& \left.\quad+\left(y_{N}-x_{0} a_{N}-x_{1} a_{N-1}-\cdots-x_{M} a_{N-M}\right)^{2}\right]
\end{aligned}
$$

Show that

$$
f_{N, 0}\left(y_{0}, y_{1}, \ldots, y_{N}\right)=\left(\sum_{k=0}^{N} y_{k}{ }^{2}\right)\left(\sum_{k=0}^{N} a_{k}{ }^{2}\right)-\left(\sum_{k=0}^{N} a_{k} y_{k}\right)^{2}
$$

and that, generally,
$f_{N, M}\left(y_{0}, y_{1}, \ldots, y_{N}\right)=\min _{x_{0}}\left[\left(y_{0}-x_{0} a_{0}\right)^{2}\right.$

$$
\left.+f_{N-1, M-1}\left(y_{1}-x_{0} a_{1}, y_{2}-x_{0} a_{2}, \ldots, y_{N}-x_{0} a_{N}\right)\right]
$$

2. Write

$$
f_{N, M}\left(y_{0}, y_{1}, \ldots, y_{N}\right)=\sum_{i, j=0}^{N} c_{i j}(N, M) y_{i} y_{j}
$$

and use the preceding recurrence relation to obtain the $c_{i j}(N, M)$ in terms of the $c_{i j}(N-1, M-1)$.
3. Write $f_{N, M}\left(y_{0}, y_{1}, \ldots, y_{N}\right)=\left(y, A_{M N} y\right)$ and obtain the recurrence relation in terms of matrices.

For an alternate discussion of this problem which is paramount in the KolmogorovWiener theory of prediction, see N. Wiener, The Extrapolation, Interpolation and Smoothing of Stationary Time Series and Engineering Applications, John Wiley \& Sons, Inc., 1942, and particularly the Appendix by N. Levinson.
4. Let $A$ and $B$ be two positive definite matrices of order $N$ with $A B \neq B A$ and $c$ a given $N$-dimensional vector. Consider the vector $x_{N}=Z_{N} Z_{N-1} \cdots Z_{2} Z_{1} c$, where each matrix $Z_{i}$ is either an $A$ or a $B$. Suppose that the $Z_{i}, i=1,2, \ldots, N$, are to be chosen so as to maximize the inner product ( $x_{N}, b$ ) where $b$ is a fixed $N$-dimensional vector.

Define the function

$$
f_{N}(c)=\max _{\{z i\}}\left(x_{N}, b\right)
$$

for $N=1,2, \ldots$, and all $c$. Then

$$
\begin{aligned}
f_{1}(c) & =\max ((A c, b),(B c, b)), \\
f_{N}(c) & =\max \left(f_{N-1}(A c), f_{N-1}(B c)\right) \quad N=2,3, \ldots
\end{aligned}
$$

6. Does there exist a scalar $\lambda$ such that $f_{N}(c) \sim \lambda^{N} g(c)$ as $N \rightarrow \infty$ ?
7. What is the answer to this question if $A B=B A$ ?
8. Suppose that $C$ is a given positive definite matrix, and the $Z_{i}$ are to be chosen so that $Z_{N} Z_{N-1} \cdots Z_{2} Z_{1} C$ has the maximum maximum characteristic root. Let $g_{N}(C)$ denote this maximum maximorum, Then

$$
\begin{aligned}
g_{1}(C) & =\max [\phi(A C), \phi(B C)] \\
g_{N}(C) & =\max \left[g_{N-1}(A C), g_{N-1}(B C)\right] \quad N=2,3, \ldots,
\end{aligned}
$$

where $\phi(X)$ is used to denote the maximum characteristic root of $X$.
8. Does there exist a scalar $\lambda$ such that $g_{N}(C) \sim \lambda^{N} h(c)$ as $N \rightarrow \infty$ ? See C. Bohm, Sulla minimizzazione di una funzione del prodotto di enti non commutati, LinceiRend. Sci. fis. Mal. e Nal., vol. 23, pp. 386-388, 1957.
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## 10

## Matrices and Differential Equations

1. Motivation. In this chapter which begins the second main portion of the book, we shall discuss the application of matrix theory to the solution of linear systems of differential equations of the form

$$
\begin{equation*}
\frac{d x_{i}}{d t}=\sum_{j=1}^{N} a_{i j} x_{j} \quad x_{i}(0)=c_{i} \quad i=1,2, \ldots, N \tag{1}
\end{equation*}
$$

where the $a_{i j}$ are constants.
In order to understand the pivotal positions that equations of this apparently special type occupy, let us explain a bit of the scientific background. Consider a physical system $S$ whose state at any time $t$ is assumed to be completely described by means of the $N$ functions $x_{1}(t)$, $x_{2}(t), \ldots, x_{N}(t)$. Now make the further assumption that the rate of change of all these functions at any time $t$ depends only upon the values of these functions at this time.

This is always an approximation to the actual state of affairs, but a very convenient and useful one.

The analytic transliteration of this statement is a set of differential equations of the form

$$
\begin{equation*}
\frac{d x_{i}}{d t}=f_{i}\left(x_{1}, x_{2}, \ldots, x_{N}\right) \quad i=1,2, \ldots, N \tag{2}
\end{equation*}
$$

with an associated set of initial conditions

$$
\begin{equation*}
x_{i}(0)=c_{i} \quad i=1,2, \ldots, N \tag{3}
\end{equation*}
$$

The vector $c=\left(c_{1}, c_{2}, \ldots, c_{N}\right)$ represents the initial state of the system,
Sets of constants, $\left\{c_{i}\right\}$, for which

$$
\begin{equation*}
f_{i}\left(c_{2}, c_{2}, \ldots, c_{N}\right)=0 \quad i=1,2, \ldots, N \tag{4}
\end{equation*}
$$

play a particularly important role. They are obviously equilibrium states since $S$ cannot depart from them without the intervention of external forces.

Whenever such states exist, it is of great interest to study the behavior of the system in the neighborhood of these states. In other words, we are examining the stability of the system under small disturbances. If the perturbed system eventually returns to the equilibrium state, we say that it is stable; otherwise, we say that it is unstable. These considerations are of great practical significance.

In order to carry out this study, we set

$$
\begin{equation*}
x_{i}=c_{i}+y_{i} \tag{5}
\end{equation*}
$$

where the $y_{i}$ are taken to be small quantities. Substituting in (2), we obtain the equations

$$
\begin{align*}
\frac{d y_{i}}{d t}=\frac{d x_{i}}{d t} & =f_{i}\left(c_{1}+y_{1}, c_{2}+y_{2,}, \ldots, c_{N}+y_{N}\right) \quad i=1,2, \ldots, N \\
& =f_{i}\left(c_{1}, c_{2}, \ldots, c_{N}\right)+\sum_{i=1}^{N} a_{i j} y_{j}+\cdots \tag{6}
\end{align*}
$$

where

$$
\begin{equation*}
a_{i j}=\frac{\partial f_{i}}{\partial x_{j}} \quad \text { at } x_{1}=c_{1}, x_{2}=c_{2}, \ldots, x_{N}=c_{N} \tag{7}
\end{equation*}
$$

and the three dots signify terms involving higher powers of the $y_{i}$.
The behavior of $S$ in the neighborhood of the equilibrium state, $\left\{c_{i}\right\}$, is thus determined, to an approximation whose accuracy must be carefully examined, by the linear system with constant coefficients given in (1).

We have then a powerful motivation for the study of linear systems of this type. Our aim is to determine analytic representations of the solution which will permit us to ascertain its limiting behavior as $t \rightarrow \infty$.

These questions of stability will be taken up again in Chap. 13.
2. Vector-matrix Notation. To study (1.1), we introduce the vectors $y$ and $c$, possessing the components $y_{i}$ and $c_{i}$, respectively, and the matrix $A=\left(a_{i j}\right)$. It is clear from the way that the difference of two vectors is defined that the appropriate way to define the derivative of a vector is the following:

$$
\frac{d y}{d t}=\left[\begin{array}{c}
\frac{d y_{1}}{d t}  \tag{1}\\
\frac{d y_{2}}{d t} \\
\vdots \\
\vdots \\
\frac{d y_{N}}{d t}
\end{array}\right]
$$

Similarly, the integral of $y(t)$ is defined to be

$$
\int^{t} y(s) d s=\left[\begin{array}{c}
\int^{t} y_{1}(s) d s  \tag{2}\\
\int^{t} y_{2}(s) d s \\
\cdot \\
\cdot \\
\cdot \\
\int^{t} y_{N}(s) d s
\end{array}\right]
$$

The derivatives and integrals of matrices are defined analogously. It follows that (1.1) can be written

$$
\begin{equation*}
\frac{d y}{d t}=A y \quad y(0)=c \tag{3}
\end{equation*}
$$

The matrix $A$ will, in general, not be symmetric. Consequently, the techniques and results of the first part of this volume can be expected to play a small role. We shall have to develop some new methods for treating general square matrices.

A vector whose components are functions of $t$ will be called a vector function, or briefly, a function of $t$. It will be called continuous if its components are continuous functions of $t$ in the interval of interest. We shall use similar terms in describing matrix functions.

## EXERCISES

1. Show that
(a) $\frac{d}{d \ell}(x, y)=\left(\frac{d x}{d t^{\prime}} y\right)+\left(x, \frac{d y}{d t}\right)$
(b) $\frac{d}{d t}(A x)=\left(\frac{d A}{d l}\right) x+A \frac{d x}{d t}$
(c) $\frac{d}{d t}(A B)=\left(\frac{d A}{d l}\right) B+A\left(\frac{d B}{d l}\right)$
(d) $\frac{d}{d t}\left(X^{-1}\right)=-X^{-1}\left(\frac{d X}{d t}\right) X^{-1}$
(e) $\frac{d}{d t}\left(X^{n}\right)=\left(\frac{d X}{d t}\right) X^{n-1}+X\left(\frac{d X}{d t}\right) X^{n-2}+\cdots+X^{n-1} \frac{d X}{d t}$
2. Obtain an equation for the derivative of $X^{3}$.
3. Norms of Vectors and Matrices. We could, if we so desired, use the scalar function $(x, \bar{x})$ as a measure of the magnitude of $x$. However, it is more convenient to use not these Euclidean norms, but the simpler function

$$
\begin{equation*}
\|x\|=\sum_{i=1}^{N}\left|x_{i}\right| \tag{1}
\end{equation*}
$$

and, for matrices,

$$
\begin{equation*}
\|A\|=\sum_{i, j=1}^{N}\left|a_{i j}\right| \tag{2}
\end{equation*}
$$

It is readily verified that

$$
\begin{align*}
\|x+y\| & \leq\|x\|+\|y\| & \|A+B\| \leq\|A\|+\|B\| \\
\|A x\| & \leq\|A\|\|x\| & \|A B\| \leq\|A\|\|B\|  \tag{3}\\
\left\|c_{1} x\right\| & =\left|c_{1}\right|\|x\| & \left\|c_{1} A\right\|=\left|c_{1}\right|\|A\|
\end{align*}
$$

The reason why we have chosen the foregoing norms for vectors and matrices is that the verification of the results in (3) is particularly simple. As we shall see in the exercises below, there are a large number of choices of norms which are equally useful when dealing with finite dimensional vectors and matrices. It is only when we turn to infinite dimensional vectors and matrices that the choice of a norm becomes critical.

## EXERCISES

1. Show that we could define as norms satisfying (3) the functions

$$
\begin{aligned}
& \|x\|=\left(\sum_{i=1}^{N}\left|x_{i}\right|^{2}\right)^{3 / 4}=(x, \bar{x})^{3 / 4} \\
& \|A\|=\left(\sum_{i, j=1}^{N}\left|a_{i j}\right|^{2}\right)^{1 / 2}=\operatorname{tr}\left(A A^{*}\right)^{1 / 2}
\end{aligned}
$$

2. If we set $\|x\|=\max _{i}\left|x_{i}\right|$, what definition should we take for $\|A\|$ in order that ali of the inequalities of (3) be valid?
3. Let $\|x\|$ be a vector norm satisfying the vector relations in (3) and the condition that $\|x\| \geq 0$ and $\|x\|=0$ if and only if $x=0$. Show that $\|A\|=\max _{\|x\|=1}\|A x\|$ is a matrix norm which satisfies the remaining relations in (3). (This is the standard way of inducing a norm for transformations, given a norm for vectors.)
4. If we use the norm for $x$ appearing in Exercise 2, which norm do we obtain for $A$ using the technique of Exercise 3 ?
b. Show that convergence of a sequence of vectors $\left\{x^{n}\right\}$ to a vector $x$ implies and is implied by convergence of the $k$ th components of the members of the sequence $\left\{x^{n}\right\}$ to the $k$ th component of $x$.
5. Show that convergence of a sequence of vectors $\left\{x^{n}\right\}$ in one norm satisf ying the conditions of Exercise 3 implies convergence in any other norm satisfying these conditions.
6. Show that

$$
\begin{array}{r}
\|x(t) d t\| \leq \int\|x(t)\| d t \\
\left\|\int A(t) d t\right\| \leq \int\|A(t)\| d t
\end{array}
$$

8. Show that $\left\|A^{n}\right\| \leq\|A\|^{n}$ for any norm satisfying the condition in (3).
9. Is there any norm satisfying the conditions in (3) for which $\|A B\|=\|A\|\|B\|$ ?
10. Infinite Series of Vectors and Matrices. In the course of establishing the existence of solutions of the linear vector equation appearing above, we shall have need of infinite series of vectors and matrices. By the vector $\sum_{n=0}^{\infty} x^{n}$, we shall mean the vector whose $i$ th component is the sum of the series $\sum_{n=0}^{\infty} x_{i}{ }^{n}$. Thus, the convergence of the vector series is equivalent to the simultaneous convergence of the $N$ series, $\sum_{n=0}^{\infty} x_{i}{ }^{n}$. It follows that a sufficient condition for convergence of the vector series $\sum_{n=0}^{\infty} x^{n}$ is that the scalar series $\sum_{n=0}^{\infty}\left\|x^{n}\right\|$ converge.

Similarly, a matrix series of the form $\sum_{n=0}^{\infty} A_{n}$ represents $N^{2}$ infinite series, and a sufficient condition for convergence is that $\sum_{n=0}^{\infty}\left\|A_{n}\right\|$ converge.
5. Existence and Uniqueness of Solutions of Linear Systems. With these preliminaries, we are ready to demonstrate the following basic result.

Theorem 1. If $A(t)$ is continuous for $t \geq 0$, there is a unique solution to the vector differential equation

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x \quad x(0)=c \tag{1}
\end{equation*}
$$

This solution exists for $t \geq 0$, and may be written in the form

$$
\begin{equation*}
x=X(t) c \tag{2}
\end{equation*}
$$

where $X(t)$ is the unique matrix satisfying the matrix differential equation

$$
\begin{equation*}
\frac{d X}{d t}=A(t) X \quad X(0)=I \tag{3}
\end{equation*}
$$

Proof. We shall employ the method of successive approximations to establish the existence of a solution of (3). In place of (3), we consider the integral equation

$$
\begin{equation*}
X=I+\int_{0}^{t} A(s) X d s \tag{4}
\end{equation*}
$$

Define the sequence of matrices $\left\{X_{n}\right\}$ as follows:

$$
\begin{align*}
X_{0} & =I  \tag{5}\\
X_{n+1} & =I+\int_{0}^{t} A(s) X_{n} d s \quad n=0,1, \ldots
\end{align*}
$$

Then we have

$$
\begin{equation*}
X_{n+1}-X_{n}=\int_{0}^{t} A(s)\left(X_{n}-X_{n-1}\right) d s \quad n=1,2, \ldots \tag{6}
\end{equation*}
$$

Let

$$
\begin{equation*}
m=\max _{0 \leq t \leq \iota_{1}}\|A(s)\| \tag{7}
\end{equation*}
$$

Here and in what follows, we are employing the norms defined in (3.1) and (3.2). Using (6), we obtain

$$
\begin{align*}
\left\|X_{n+1}-X_{n}\right\| & =\left\|\int_{0}^{t} A(s)\left(X_{n}-X_{n-1}\right) d s\right\| \\
& \leq \int_{0}^{t}\|A(s)\|\left\|X_{n}-X_{n-1}\right\| d s \\
& \leq m \int_{0}^{t}\left\|X_{n}-X_{n-1}\right\| d s \tag{8}
\end{align*}
$$

for $0 \leq t \leq t_{1}$. Since, in this same interval,

$$
\begin{equation*}
\left\|X_{1}-X_{0}\right\| \leq \int_{0}^{t}\|A(s)\| d s \leq m t \tag{9}
\end{equation*}
$$

we have inductively from (8),

$$
\begin{equation*}
\left\|X_{n+1}-X_{n}\right\| \leq \frac{m^{n+1} t^{n+1}}{(n+1)!} \quad \text { for } 0 \leq t \leq t_{1} \tag{10}
\end{equation*}
$$

Hence, the series $\sum_{n=0}^{\infty}\left(X_{n+1}-X_{n}\right)$ converges uniformly for $0 \leq t \leq t_{1}$. Consequently, $X_{n}$ converges uniformly to a matrix $X(t)$ which satisfies (4), and thus (3).

Since, by assumption, $A(t)$ is continuous for $t \geq 0$, we may take $t_{1}$ arbitrarily large. We thus obtain a solution valid for $t \geq 0$.

It is easily verified that $x=X(t) c$ is a solution of (1), satisfying the required initial condition.

Let us now establish uniqueness of this solution. Let $Y$ be another solution of (3). Then $Y$ satisfies (4), and thus we have the relation

$$
\begin{equation*}
X-Y=\int_{0}^{t} A(s)(X(s)-Y(s)) d s \tag{11}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\|X-Y\| \leq \int_{0}^{t}\|A(s)\|\|X(s)-Y(s)\| d s \tag{12}
\end{equation*}
$$

Since $Y$ is differentiable, hence continuous, define

$$
\begin{equation*}
m_{1}=\max _{0 \leq \iota \leq t_{1}}\|X-Y\| \tag{13}
\end{equation*}
$$

From (12), we obtain

$$
\begin{equation*}
\|X-Y\| \leq m_{1} \int_{0}^{t}\|A(s)\| d s \quad 0 \leq t \leq t_{1} \tag{14}
\end{equation*}
$$

Using this bound in (12), we obtain

$$
\begin{align*}
\|X-Y\| & \leq m_{1} \int_{0}^{t}\|A(s)\|\left(\int_{0}^{s}\left\|A\left(s_{1}\right)\right\| d s_{1}\right) d s \\
& \leq \frac{m_{1}\left(\int_{0}^{t}\|A(s)\| d s\right)^{2}}{2} \tag{15}
\end{align*}
$$

Iterating, we obtain

$$
\begin{equation*}
\|X-Y\| \leq \frac{m_{1}\left(\int_{0}^{t}\|A(s)\| d s\right)^{n+1}}{(n+1)!} \tag{16}
\end{equation*}
$$

Letting $n \rightarrow \infty$, we see that $\|X-Y\| \leq 0$. Hence $X \equiv Y$.
Having obtained the matrix $X$, it is easy to see that $X(t) c$ is a solution of (1). Since the uniqueness of solutions of (1) is readily established by means of the same argument as above, it is easy to see $X(t) c$ is the solution.

## EXERCISE

1. Establish the existence of a solution of (1) under the condition that $A(t)$ is a Riemann-integrable function over any finite interval. In this case, need the differential equation be satisfied everywhere? Examine, in particular, the case where $A(t)=A, 0 \leq t \leq t_{0}, A(t)=B, t>t_{0}$.
2. The Matrix Exponential. Consider now the particular case where $A(t)$ is a constant matrix. In the scalar case, the equation

$$
\begin{equation*}
\frac{d u}{d t}=a u \quad u(0)=c \tag{1}
\end{equation*}
$$

has the solution $u=e^{a t} c$. It would be very convenient to find an analogous solution of the matrix equation

$$
\begin{equation*}
\frac{d X}{d t}=A X \quad X(0)=C \tag{2}
\end{equation*}
$$

having the form $X=e^{A t} C$.
By analogy with the scalar case, or from the method of successive approximations used in Sec. 5, we are led to define the matrix exponential function by means of the infinite series

$$
\begin{equation*}
e^{A t}=I+A t+\cdots+\frac{A^{n t n}}{n!}+\cdots \tag{3}
\end{equation*}
$$

Let us now demonstrate

Theorem 2. The matrix series defined above exists for all A for any fixed value of $t$, and for all t for any fixed A. It converges uniformly in any finite region of the complex t plane.

Proof. We have

$$
\begin{equation*}
\frac{\left\|A^{n} t^{n}\right\|}{n!} \leq \frac{\|A\|^{n}|t|^{n}}{n!} \tag{4}
\end{equation*}
$$

Since $\|A\|^{n}|t|^{n} / n!$ is a term in the series expansion of $e^{\||A\| \|| t \mid}$, we see that the series in (3) is dominated by a uniformly convergent series, and hence is itself uniformly convergent in any finite region of the $t$ plane.

## EXERCISE

1. Using the infinite series representation, show that $d / d t\left(e^{A t}\right)=A e^{A t}=e^{A t} A$.
2. Functional Equations-I. The scalar exponential function satisfies the fundamental functional equation

$$
\begin{equation*}
e^{a(a+t)}=e^{a s} e^{a t} \tag{1}
\end{equation*}
$$

Unless there is an analogue of this for the matrix exponential, we have no right to use the notation of (3).

Let us now demonstrate that

$$
\begin{equation*}
e^{A(0+t)}=e^{A} e^{A t} \tag{2}
\end{equation*}
$$

Using the series expansions for the three exponentials and the fact that absolutely convergent series may be rearranged in arbitrary fashion, we have

$$
\begin{align*}
e^{A s} e^{A t} & =\left(\sum_{k=0}^{\infty} \frac{A^{k} s^{k}}{k!}\right)\left(\sum_{l=0}^{\infty} \frac{A^{l} t^{\prime}}{l!}\right) \\
& =\sum_{n=0}^{\infty} A^{n}\left(\sum_{k+l=n} \frac{s^{k} t}{k!l!}\right) \\
& =\sum_{n=0}^{\infty} A^{n} \frac{(s+t)^{n}}{n!}=e^{A(s+t)} \tag{3}
\end{align*}
$$

From (2) we obtain, upon setting $s=-t$, the important result that

$$
\begin{equation*}
e^{A(-t+6)}=I=e^{-A t} e^{A t} \tag{4}
\end{equation*}
$$

Hence, $e^{A t}$ is never singular and its inverse is $e^{-A t}$. This is a matrix analogue of the fact that the scalar exponential never vanishes.
8. Functional Equations-II. The proof of the functional equation in Sec. 7 was a verification rather than a derivation. In order to understand the result, let us turn to the differential equation

$$
\begin{equation*}
\frac{d X}{d t}=A X \tag{1}
\end{equation*}
$$

Observe that $e^{A t}$ is a solution with the boundary condition $X(0)=I$, and that $e^{A(a+t)}$ is a solution with the boundary condition $X(0)=e^{A e}$. Hence, from the uniqueness theorem, we may conclude that

$$
\begin{equation*}
e^{A(\sigma+t)}=e^{A t} e^{A s} \tag{2}
\end{equation*}
$$

9. Functional Equations-III. Having derived the functional equation discussed above, the question naturally arises as to the relation between $e^{(A+B) ،}$ and $e^{A t} e^{B i}$. Since

$$
\begin{align*}
e^{(A+B) t} & =I+(A+B) t+\frac{(A+B)^{2}}{2} t^{2}+\cdots \\
e^{A t} e^{B t} & =\left(I+A t+\frac{A^{2} t^{2}}{2}+\cdots\right)\left(I+B t+\frac{B^{2} t^{2}}{2}+\cdots\right)  \tag{1}\\
& =I+(A+B) t+\frac{A^{2} t^{2}}{2}+A B t^{2}+\frac{B^{2} t^{2}}{2}+\cdots
\end{align*}
$$

we see that

$$
\begin{equation*}
e^{(A+B) t}-e^{A t} e^{B t}=(B A-A B) \frac{t^{2}}{2}+\cdots \tag{2}
\end{equation*}
$$

Consequently, $e^{(A+B) t}=e^{A t} e^{B t}$ for all $t$ only if $A B=B A$, which is to say if $A$ and $B$ commute. It is easy to see that this is a sufficient condition.
10. Nonsingularity of Solution. We observed in Sec. 7 that $e^{A t}$ is never singular. Let us now point out that this is a special case of the general result that the solution of the equation

$$
\begin{equation*}
\frac{d X}{d t}=A(t) X \quad X(0)=I \tag{1}
\end{equation*}
$$

is nonsingular in any interval $0 \leq t \leq t_{1}$ in which $\int_{0}^{t}\|A(t)\| d t$ exists.
There are several ways of establishing this result. The first is the most interesting, while two other methods will be given in the exercises below. The first method is based upon the following identity of Jacobi:

$$
\begin{equation*}
|X(t)|=e^{\int_{0}^{t} \operatorname{tr}(\boldsymbol{A}(\theta)) d s} \tag{2}
\end{equation*}
$$

To derive this result, let us consider the derivative of the scalar function $|X(t)|$. To simplify the notational problem, consider the two-
dimensional case. We have

$$
|X(t)|=\left|\begin{array}{ll}
x_{1} & y_{1}  \tag{3}\\
x_{2} & y_{2}
\end{array}\right|
$$

where

$$
\begin{array}{ll}
\frac{d x_{1}}{d t}=a_{11} x_{1}+a_{12} x_{2} & \frac{d y_{1}}{d t}=a_{11} y_{1}+a_{12} y_{2} \\
\frac{d x_{2}}{d t}=a_{21} x_{1}+a_{22} x_{2} & \frac{d y_{2}}{d t}=a_{21} y_{1}+a_{22} y_{2} \tag{4}
\end{array}
$$

and

$$
\begin{array}{ll}
x_{1}(0)=1 & y_{1}(0)=0 \\
x_{2}(0)=0 & y_{2}(0)=1 \tag{5}
\end{array}
$$

Then

$$
\begin{align*}
\frac{d}{d t}|X(t)| & =\left|\begin{array}{cc}
\frac{d x_{1}}{d t} & \frac{d y_{1}}{d t} \\
x_{2} & y_{2}
\end{array}\right|+\left|\begin{array}{cc}
x_{1} & y_{1} \\
\frac{d x_{2}}{d t} & \frac{d y_{2}}{d t}
\end{array}\right| \\
& =\left|\begin{array}{cc}
a_{11} x_{1}+a_{12} x_{2} & a_{11} y_{1}+a_{12} y_{2} \\
x_{2} & y_{2}
\end{array}\right| \\
& +\left|\begin{array}{cc}
x_{1} & y_{1} \\
a_{21} x_{1}+a_{22} x_{2} & a_{21} y_{1}+a_{22} y_{2}
\end{array}\right| \\
& =a_{11}\left|\begin{array}{ll}
x_{1} & y_{1} \\
x_{2} & y_{2}
\end{array}\right|+a_{22}\left|\begin{array}{ll}
x_{1} & y_{1} \\
x_{2} & y_{2}
\end{array}\right| \\
& =(\operatorname{tr} A(t))|X(t)| \tag{6}
\end{align*}
$$

Thus

$$
\begin{equation*}
|X(t)|=e^{\int_{0}^{t} \operatorname{tr} \Delta(o) d t} \tag{7}
\end{equation*}
$$

since $|X(0)|=1$.

## EXRRCISES

1. Consider the equations $\frac{d X}{d t}=A(t) X, X(0)=I$, and $d Y / d t=-Y A(t), Y(0)=I$. Show that $Y=X^{-1}$, and conclude that $X(t)$ is nonsingular in any interval where $\|A(t)\|$ is integrable.
2. Consider the second-order differential equation $u^{\prime \prime}+p(t) u^{\prime}+q(t) u=0$. Write $u^{\prime}=v$ and obtain a first-order system corresponding to this second-order equation, namely,

$$
\begin{aligned}
& \frac{d u}{d t}=v \\
& \frac{d v}{d t}=-p(t) v-q(t) u
\end{aligned}
$$

3. Consider the integral $J=\int_{0}^{t} w\left(u^{\prime \prime}+p(t) u^{\prime}+q(t) u\right) d t$. Integrating by parte we obtain

$$
J=[\cdot \cdot]+\int_{0}^{t} u\left(w^{\prime \prime}+p_{1}(t) w^{\prime}+q_{1}(t) w\right) d t
$$

What is the connection between the vector-matrix system for $w^{\prime \prime}+p_{1}(t) w^{\prime}+$ $q_{1}(t) w=0$ and the vector-matrix system for $u^{\prime \prime}+p(t) u^{\prime}+q(t) u=0$ ?
4. Consider the foliowing proof of the nonsingular nature of $X(t)$. If $|X(t)|=0$ at a point $t_{2}, 0 \leq t_{1} \leq t_{1}$, there exists a nontrivial relation between the vectors constituting the columns of $X(t), c_{1} x^{1}+c_{2} x^{2}+\cdots+c_{N} x^{N}=0$. Since $c_{1} x^{1}+$ $c_{2} x^{2}+\cdots+c_{N} x^{N}$ is a solution of the equation $d x / d t=A(t) x$, if it is zero at one point, it is zero for all $t$ in $\left[0, t_{1}\right]$. The relation $|X(t)|=0$, however, clearly does not hold at $t=0 ; a$ contradiction.
11. Solution of Inhomogeneous Equation-Constant Coefficients. Let us now consider the problem of solving the inhomogeneous system

$$
\begin{equation*}
\frac{d x}{d t}=A x+f(t) \quad x(\mathbf{0})=c \tag{1}
\end{equation*}
$$

The utility of the matrix exponential notation shows to advantage here. We have

$$
\begin{equation*}
e^{-A t}\left(\frac{d x}{d t}-A x\right)=\frac{d}{d t}\left(e^{-A t} x\right)=e^{-A t f} \tag{2}
\end{equation*}
$$

Hence,
or

$$
\begin{align*}
& e^{-A t} x=c+\int_{0}^{t} e^{-A c} f(s) d s  \tag{3}\\
& x=e^{A t} c+\int_{0}^{t} e^{A(t-s)} f(s) d s \tag{4}
\end{align*}
$$

Observe how the use of matrix exponential function permits us to obtain the solution of (1) in exactly the same fashion as if we were dealing with a scalar equation.
12. Inhomogeneous Equation-Variable Coefficients. Consider the case where $A$ is time-dependent. We wish to solve

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x+f(t) \quad x(0)=c \tag{1}
\end{equation*}
$$

Let us use the Lagrange variation of parameters technique and attempt to find a solution of the form $x=X y$ where $X=X(t)$ is the solution of the equation $d X / d t=A(t) X, X(0)=I$. Substituting in (1), we obtain the equation

$$
\begin{equation*}
X^{\prime} y+X y^{\prime}=A(t) X y+X y^{\prime}=A(t) X y+f(t) \tag{2}
\end{equation*}
$$

Hence

$$
\begin{equation*}
X y^{\prime}=f(t) \tag{3}
\end{equation*}
$$

whence
or

$$
\begin{align*}
y^{\prime} & =X^{-1}(t) f(t)  \tag{4}\\
y & =c+\int_{0}^{t} X^{-1}(s) f(s) d s \tag{5}
\end{align*}
$$

Consequently,

$$
\begin{equation*}
x=X(t) c+\int_{0}^{t} X(t) X^{-1}(s) f(s) d s \tag{6}
\end{equation*}
$$

a generalization of the result of (11.4).
13. Inhomogeneous Equation-Adjoint Equation. Let us now pursue a different approach, one of great importance in the general theory of linear functional equations. Take $Y(t)$ to be a variable matrix, as yet unspecified, and integrate between 0 and $t$ the equation

$$
\begin{equation*}
Y(t) \frac{d x}{d t}=Y(t) A(t) x+Y(t) f(t) \tag{1}
\end{equation*}
$$

The result is, upon integrating by parts,

$$
\begin{align*}
& Y(t) x(t)-Y(0) c-\int_{0}^{t} \frac{d Y}{d s} x(s) d s=\int_{0}^{t} Y(s) A(s) x(s) d s \\
&+\int_{0}^{t} Y(s) f(s) d s \tag{2}
\end{align*}
$$

Without loss of generality, we can take $c=0$, since we can obtain the solution of (12.1) by adding to the solution of this special case the vector $X(t)$ c. Since our aim is to solve for $x(t)$, suppose that we make the most convenient assumptions that we can, namely, that

$$
\begin{align*}
\frac{d Y}{d s} & =-Y(s) A(s) \quad 0 \leq s \leq t  \tag{3a}\\
Y(t) & =I \tag{3b}
\end{align*}
$$

If we can satisfy both of these equations, we can write $x$ in the simple form

$$
\begin{equation*}
x=\int_{0}^{t} Y(s) f(s) d s \tag{4}
\end{equation*}
$$

The equation in (3) is called the adjoint equation. We know from the general existence and uniqueness theorem established previously that a unique solution to (3) exists. The matrix $Y$ will now be a function of $s$ and $t$.

## EXERCISE

1. Show that $Y(s)=X(t)^{-1} X(s)$.
2. Perturbation Theory. An interesting application of the formula for the solution of the inhomogeneous equation is in the direction of perturbation theory. Given the matrix exponential $e^{A+i B}$, we wish to evaluate it as a power series in $\epsilon$,

$$
\begin{equation*}
e^{A+\epsilon B}=e^{\Lambda}+\sum_{n=1}^{\infty} \epsilon^{n} Q_{n}(A, B) \tag{1}
\end{equation*}
$$

The problem is readily resolved if $A$ and $B$ commute, since then

$$
e^{A+\epsilon B}=e^{A} e^{\epsilon B}
$$

Let us then consider the interesting case where $A B \neq B A$.

If we write

$$
\begin{equation*}
e^{A+\epsilon B}=I+\sum_{n=1}^{\infty} \frac{(A+\epsilon B)^{n}}{n!} \tag{2}
\end{equation*}
$$

and attempt to collect the terms in $\epsilon$, we soon see that it is quite difficult to do this in a systematic fashion. In place of this direct procedure, we pursue the following route. The matrix $e^{1+\epsilon B}$ is the solution of the differential equation

$$
\begin{equation*}
\frac{d X}{d t}=(A+\epsilon B) X \quad X(0)=I \tag{3}
\end{equation*}
$$

evaluated at the point $t=1$.
Let us write this equation in the form

$$
\begin{equation*}
\frac{d X}{d t}=A X+\epsilon B X \quad X(0)=I \tag{4}
\end{equation*}
$$

It follows from (11.4) that $X$ satisfies the linear integral equation

$$
\begin{equation*}
X=e^{A t}+\epsilon \int_{0}^{t} e^{A(t-s)} B X(s) d s \tag{5}
\end{equation*}
$$

Solving this Volterra integral equation by iteration, we obtain an infinite series of the form

$$
\begin{equation*}
X=e^{\Lambda t}+t \int_{0}^{t} e^{A(t-s)} B e^{\Lambda t} d s+\cdots \tag{6}
\end{equation*}
$$

Hence, $e^{A+, B}$ has as the first two terms of its series expansion

$$
\begin{equation*}
e^{A+\epsilon B}=e^{A}+\epsilon \int_{0}^{1} e^{A(1-s)} B e^{A \varepsilon} d s+\cdots \tag{7}
\end{equation*}
$$

## EXERCISES

1. Set $X(t)=e^{A t}+\sum_{n=1}^{\infty} \epsilon^{n} P_{n}(t)$ and use (5) to determine recurrence relations connecting $P_{n}(t)$ and $P_{n-1}(t)$.
2. Assuming for the moment that $e^{A 1} e^{B t}$ can be written in the form $e^{C}$ (a result we shall establish below), where $C=C_{t} t+C_{2} t^{2}+C_{s} t^{1}+\cdots$, determine the coefficient matrices $C_{1}, C_{2}, C_{3}$.
3. Assuming that $e^{A+\epsilon B}$ can be written in the form

$$
e^{A+* B}=e^{A} e^{A C_{1}} e^{t 2} C_{2} e^{43} C_{2} \ldots
$$

determine the matrices $C_{1}, C_{2}, C_{3}$. $\dagger$
(The perturbation expansion in (7) possesses the great defect that it takes a matrix $e^{A+B}$, which will be unitary if $A$ and $B$ are skew-Hermitian, and replaces it by an approximation which is nonunitary. The perturbation expansion given above does not suffer from this.)
$\dagger$ See also F. Fer, Acad. Roy. Belg. Cl. Sci., vol. 44, no. 5, pp. 818-829, 1958.
15. Non-negativity of Solution. The following question arises in mathematical economics. Consider the equation

$$
\begin{equation*}
\frac{d x}{d t}=A x+f(t) \quad x(\mathbf{0})=c \tag{1}
\end{equation*}
$$

where $A$ is a constant matrix. What are necessary and sufficient conditions upon $A$ in order that all the components of $x$ be non-negative for $t \geq 0$ whenever the components of $c$ are non-negative and the components of $f(t)$ are non-negative for $t \geq 0$ ?

Referring to (11.4), we see that a sufficient condition is that all elements of $e^{\Delta t}$ be non-negative for $t \geq 0$, and it is easily seen that this condition is necessary as well.

It is rather surprising that there is a very simple criterion for this condition.

Theorem 3. A necessary and sufficient condition that all elements of $e^{A t}$ be non-negative for $t \geq 0$ is that

$$
\begin{equation*}
a_{i j} \geq 0 \quad i \neq j \tag{2}
\end{equation*}
$$

Proof. Since

$$
\begin{equation*}
e^{\Delta t}=I+A t+\cdots \tag{3}
\end{equation*}
$$

it is clear that the condition in (2) is necessary for the result to be true for small $t$. To establish the sufficiency, let us show that $a_{i j}>0, i \neq j$, implies that the elements of $e^{A t}$ are positive for all $t$. It is clear that $a_{i j}>0$ implies that $e^{A t}$ has positive elements for small $t$. Since

$$
\begin{equation*}
e^{A t}=\left(e^{A t / n}\right)^{n} \tag{4}
\end{equation*}
$$

for any integer $n$, the fact that the product of two positive matrices is positive yields the requisite positivity.

Sinee the elements of $e^{d t}$ are continuous functions of the $a_{i j}$, we see that the positivity of the elements of $e^{\Lambda t}$ for $a_{i j}>0, i \neq j$, implies the nonnegativity of the elements of $e^{\Delta t}$ for $a_{i j} \geq 0, i \neq j$.

Another more direct proof proceeds as follows. Let $c_{1}$ be a scalar so that all the elements of $A+c_{1} I$ are non-negative. Then, clearly, all the elements of $e^{\left(A+c_{1}\right) t}$ are non-negative. Also, the elements of $e^{-c_{1} I t}$ are non-negative since exponentials are always non-negative. Since

$$
\begin{align*}
e^{A t} & =e^{\left(A+0_{1} I\right) t-c_{1} 1 t} \\
& =e^{\left(A+c_{1}\right) t} e^{-0_{0} 1 t} \tag{5}
\end{align*}
$$

observing that $A+c_{1} I$ and $-c_{1} I$ commute, we have the desired non-negativity.

## EXERCISES

1. Prove the foregoing result by using the system of differential equations

$$
\frac{d x_{i}}{d t}=\sum_{j=1}^{N} a_{i} x_{i} \quad x_{i}(0)=c_{i} \quad i=1,2, \ldots, N
$$

2. Show that the result $a_{i j}(l) \geq 0, i \neq j$, is sufficient to ensure that the solution of the corresponding equation with variable coefficients is non-negative if the initial conditions are non-negative.
3. Polya's Functional Equation. We have seen that $Y(t)=e^{A t}$ satisfies the functional equation

$$
\begin{equation*}
Y(s+t)=Y(s) Y(t) \quad-\infty<s, t<\infty \quad Y(0)=I \tag{1}
\end{equation*}
$$

An interesting and important question is whether or not there are any other types of solutions of this fundamental matrix equation.

If $Y(t)$ has a derivative for all finite $t$, the answer is simple. Differentiating first with respect to $s$ and then with respect to $t$, we obtain the two equations

$$
\begin{align*}
& Y^{\prime}(s+t)=Y(s) Y^{\prime}(t) \\
& Y^{\prime}(s+t)=Y^{\prime}(s) Y(t) \tag{2}
\end{align*}
$$

Hence

$$
\begin{equation*}
Y(s) Y^{\prime}(t)=Y^{\prime}(s) Y(t) \tag{3}
\end{equation*}
$$

From (1) we see that $Y(0)=Y(-t) Y(t)$, which shows that $Y(t)$ cannot be singular for any value of $t$. Thus (3) yields

$$
\begin{equation*}
Y^{-1}(s) Y^{\prime}(s)=Y^{\prime}(t) Y^{-1}(t) \tag{4}
\end{equation*}
$$

for all $s$ and $t$. Thus we must have $Y^{\prime}(t) Y^{-1}(t)=A$, a constant matrix. The equation

$$
\begin{equation*}
Y^{\prime}(t)=A Y(t) \tag{5}
\end{equation*}
$$

then yields $Y(t)=e^{A t} Y(0)=e^{A t}$.
Let us now prove a stronger result.
Theorem 4. Let $Y(t)$ be a continuous matrix function of $t$ satisfying the functional equation in (1) for $0 \leq s, t, s+t \leq t_{0}$. Then in $\left[0, t_{0}\right], Y(t)$ is of the form $e^{A t}$ for some constant matrix $A$.

Proof. Consider the Riemann integral

$$
\begin{equation*}
\int_{0}^{t} Y(s) d s=\lim _{\delta \rightarrow 0} \sum_{k=0}^{N} Y(k \delta) \delta \tag{6}
\end{equation*}
$$

where $N$ is determined by the condition that $(N+1) \delta=t$. Since, from (1) for $\delta>0$,

$$
\begin{equation*}
Y(k \delta)=Y((k-1) \delta) Y(\delta)=Y(\delta)^{k} \tag{7}
\end{equation*}
$$

we see that

$$
\begin{equation*}
\int_{0}^{t} Y(s) d s=\lim _{\delta \rightarrow 0} \sum_{k=0}^{N} Y(\delta)^{k} \delta \tag{8}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\frac{[Y(\delta)-I]}{\delta} \sum_{k=0}^{N} Y(k \delta) \delta=Y((N+1) \delta)-I \tag{9}
\end{equation*}
$$

which leads to the result

$$
\begin{equation*}
\lim _{\Delta \rightarrow 0}\left\{\left(\frac{Y(\delta)-I}{\delta}\right)\left(\sum_{k=0}^{N} Y(k \delta) \delta\right)\right\}=Y(t)-I \tag{10}
\end{equation*}
$$

We have assumed that $Y(0)=I$. Hence, for small $t$,

$$
\begin{equation*}
\int_{0}^{t} Y(s) d s=t I+o(t) \tag{11}
\end{equation*}
$$

and thus $\int_{0}^{t} Y(s) d s$ is nonsingular for small $t$. It follows that for fixed small $t$ and sufficiently small $\delta$, the matrix $\sum_{k=0}^{N} Y(k \delta) \delta$ is nonsingular and

$$
\begin{equation*}
\lim _{\delta \rightarrow 0}\left(\sum_{k=0}^{N} Y(k \delta) \delta\right)^{-1}=\left(\int_{0}^{t} Y(s) d s\right)^{-1} \tag{12}
\end{equation*}
$$

Hence (10) yields the fact that $[Y(\delta)-I] / \delta$ has a limit as $\delta \rightarrow 0$. Call this limit $A$. Then

$$
\begin{equation*}
A=\lim _{\delta \rightarrow 0}\left(\frac{Y(\delta)-I}{\delta}\right)=[Y(t)-I]\left[\int_{0}^{t} Y(s) d s\right]^{-1} \tag{13}
\end{equation*}
$$

for small $t$. From this we obtain

$$
\begin{equation*}
A \int_{0}^{t} Y(s) d s=Y(t)-I \tag{14}
\end{equation*}
$$

and, finally,

$$
\begin{equation*}
Y^{\prime}(t)=A Y \quad Y(0)=I \tag{15}
\end{equation*}
$$

for small $t$. Since $Y(t)=e^{A t}$ for small $t$, the functional equation yields $Y(t)=e^{\Delta t}$ for all $t$ in $\left[0, t_{0}\right]$.

## EXERCISES

1. What is wrong with the following continuation of (10): From (10) we have

$$
\begin{aligned}
\lim _{\delta \rightarrow 0}\left[\frac{Y(\delta)-I}{\delta}\right] \lim _{\delta \rightarrow 0}\left[\sum_{k=0}^{N} Y(k \delta) \delta\right] & =Y(t)-I \\
\lim _{\delta \rightarrow 0}\left[\frac{Y(\delta)-I}{\delta}\right] \int_{0}^{t} Y(s) d s & =Y(t)-I
\end{aligned}
$$

etc.?
2. Let $Y$ and $Z$ denote the solutions of

$$
\frac{d Y}{d t}=A(t) Y \quad Y(0)=I \quad \frac{d Z}{d t}=Z B(t) \quad Z(0)=I
$$

Then the solution of

$$
\frac{d X}{d t}=A(t) X+X B(t) \quad X(0)=C
$$

is given by $X=Y C Z$.
8. Write the linear equation $u^{\prime \prime}+p(t) u^{\prime}+q(t) u=0$ in the form

$$
\left[\begin{array}{l}
u^{\prime} \\
v^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
-q(t) & -\boldsymbol{p}(t)
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]
$$

Use the preceding result to show that the linear equation whose general solution is $u=a_{1} u_{1}^{2}+a_{8} u_{1} u_{2}+a_{8} u_{2}{ }^{2}$, where $u_{1}$ and $u_{2}$ are a set of linearly independent solutions of the second-order equation, is

$$
u^{\prime \prime \prime}+3 p(l) u^{\prime \prime}+\left[2 p^{2}(l)+p^{\prime}(l)+4 q(\ell)\right] u^{\prime}+\left[4 p(l) q(t)+2 q^{\prime}(t)\right] u=0
$$

17. The Equation $d X / d t=A X+X B$. Let us now demonstrate Theorem 5.

Theorem 5. The solution of

$$
\begin{equation*}
\frac{d X}{d t}=A X+X B \quad X(0)=C \tag{1}
\end{equation*}
$$

is given by

$$
\begin{equation*}
X=e^{A t} C e^{B t} \tag{2}
\end{equation*}
$$

The proof follows immediately by direct verification. The result, although simple (and a special case of Exercise 2 of Sec. 16), plays an important role in various parts of mathematical physics.

## EXERCISES

1. Obtain the solution given above by looking for a solution of the form $X=e^{A t} Y$.
2. Let $Y(t)$ be a square root of $X(t)$. Show that

$$
\left(\frac{d Y}{d t}\right) Y+Y\left(\frac{d Y}{d t}\right)=\frac{d X}{d t}
$$

18. The Equation $A X+X B=C$. Using the foregoing result, we can establish Theorem 6.

Theorem 6. If the expression

$$
\begin{equation*}
X=-\int_{0}^{\infty} e^{A t} C e^{B t} d t \tag{1}
\end{equation*}
$$

exists for all $C$, it represents the unique solution of

$$
\begin{equation*}
A X+X B=C \tag{2}
\end{equation*}
$$

Proof. Consider the equation

$$
\begin{equation*}
\frac{d Z}{d t}=A Z+Z B \quad Z(0)=C \tag{3}
\end{equation*}
$$

Let us integrate both sides between 0 and $\infty$, under the assumption that $\lim _{t \rightarrow \infty} Z(t)=0$. The result is

$$
\begin{equation*}
-C=A\left(\int_{0}^{\infty} Z d s\right)+\left(\int_{0}^{\infty} Z d s\right) B \tag{4}
\end{equation*}
$$

We see then that

$$
-\int_{0}^{\infty} Z d s=-\int_{0}^{\infty} e^{A t} C e^{B t} d t
$$

satisfies (2).
In Chap. 12, we shall discuss in some detail the existence of the integral in (1) and the solutions of (2).

The uniqueness of solution follows from the linearity of the equation in (2). Considering this matrix equation as $N^{2}$ linear equations for the elements $x_{i j}$ of $X$, we see that the existence of a solution for all $C$ implies that the determinant of the coefficients of the $x_{i j}$ is nonzero. Hence, there is a unique solution.

## MISCELLANEOUS EXERCISES

1. Consider the sequence of matrices $\left\{X_{n}\right\}$ defined by

$$
X_{n+1}=X_{n}\left(2 I-A X_{n}\right) \quad X_{0}=B
$$

Under what conditions on $A$ and $B$ does this sequence converge, and, if so, to what does it converge?
2. If $A B-B A=I$, and $c_{1}$ and $c_{2}$ are scalars, then

$$
e^{c_{1} A+c_{2} B}=e^{c_{1} A} e^{c_{2} B} e^{c_{1} c_{2} / 2}
$$

See R. A. Sack, ${ }^{1}$ where the general problem of determining the expansion of $f(A+B)$ $=f(A)+\cdots$, for the case where $A B \neq B A$, is discussed. See also W. O. Kermack and W. H. McCrea ${ }^{2}$ and R. Kubo, ${ }^{2}$ where related expansions in terms of commutators appear.
8. What is the analogue of the result in Exercise 2 if $A B-B A=c_{1} A$ ?
4. If $A$ is positive definite, $B(t)$ is positive definite for $t \geq 0$, and $|A| \leq|B(t)|$ for all $t \geq 0$, then $|A| \leq\left|\int_{0}^{\infty} B(t) g(t) d t\right|$ for any non-negative function $g(t)$ such that $\int_{0}^{\infty} g(t) d t=1$.
${ }^{1}$ R. A. Sack, Taylor's Theorem for Shift Operators, Phil. Mag., vol. 3, pp. 497-503, 1958.
${ }^{2}$ W. O. Kermack and W. H. MeCrea, Proc. Edinburgh Math. Soc., vol. 2 (220).
${ }^{8}$ R. Kubo, J. Chem. Phys., vol. 20, p. 770, 1952.
6. If $A$ is symmetric positive definite and $A \leq I$, then the sequence of matrices defined by the recurrence relation

$$
X_{n+1}=X_{n}+1 / 2\left(A-X_{n}^{2}\right) \quad X_{0}=0
$$

converges to the positive definite square root of $A . \dagger$
6. The problem of determining the values of $\lambda$ satisfying the determinantal equation $\left|I-\lambda F_{1}-\lambda^{2} F_{3}-\cdots-\lambda^{k} F_{k}\right|=0$, where the $F_{1}$ are square matrices of order $N$, is equivalent to determining the characteristic values of

$$
A=\left[\begin{array}{cccc}
F_{1} & F_{2} & \cdots & \cdots \\
F_{k} \\
I & 0 & \cdots & 0 \\
0 & I & \cdots & 0 \\
\cdots & & 0 & I \\
0
\end{array}\right]
$$

See K. G. Guderley, On Nonlinear Eigenvalue Problems for Matrices, J. Ind. and Appl. Math., vol. 6, pp. 335-353, 1958.
7. Let $H$ be a function of a parameter $t, H=H(t)$. Then

$$
\frac{\partial}{\partial t} e^{-\Delta H}=-\int_{0}^{s} e^{-\left(0-a_{1}\right) H} \frac{\partial H}{\partial t} e^{-s_{1} H} d s_{1}
$$

8. Show that

$$
\left.\left[A, e^{-A}\right]\right]=-\int_{0}^{a} e^{-\left(a-s_{1}\right) H}[A, H] e^{-s_{1} H} d s_{1}
$$

9. If $[A, H(t)]=\partial H / \partial t$, then $[A, f(H)]=\partial f(H) / \partial t$.
10. Show that $\left.e^{A} B e^{-A}=B+[A, B]+[A,[A, B]] / 2\right]+\cdots \cdot$
11. Write $e^{Z}=e^{i A} e^{t B}, Z=\sum_{n=1}^{\infty} Z_{n} t^{n}, \quad Z^{\prime}=\sum_{n=1}^{\infty} n Z_{n} t^{n-1}$. Show that

$$
\int_{0}^{1} e^{r z} Z^{\prime}(t) e^{-r z} d r=A+e^{t A} B e^{-i A}
$$

12. Obtain recurrence relations for the $Z_{n}$ in this fashion, for example $Z_{1}=A+B$, $\left.Z_{1}=[A, B] / 2, Z_{s}=[[A,[A, B]]+[\mid A, B], B]\right] / 12, \ldots$ (Baker-Campbell-Hausdorff formula). For the results of Exercises 7-12 and many further results, see Wilcox ${ }^{1}$ and Eichler. ${ }^{2}$
13. Show that $e^{t(A+B)}=\lim _{n \rightarrow \infty}\left(e^{A t / n} e^{B t / n}\right)^{n}$. The result is given in Trotter, ${ }^{2}$ and has interesting applications to the study of the Schrödinger equation and Feynman integrals. See Faris."
$\dagger$ C. Visser, Notes on Linear Operators, Proc. Acad. Sci. Amsterdam, vol. 40, pp. 270-272, 1937.
${ }^{1}$ R. M. Wilcox, Exponential Operators and Parameter Differentiation in Quantum Physics, J. Math. Phys., vol. 8, pp. 962-982, 1967.
${ }^{2}$ M. Eichler, A New Proof of the Baker-Campbell-Hausdorff Formula, J. Math. Soc. Japan, vol. 20, pp. 23-25, 1968.
${ }^{1}$ H. F. Trotter, On the Products of Semigroups of Operators, Proc. Am. Malh. Soc., pp. 545-551, 1959.

4 W. G. Faris, The Trotter Product Formula for Perturbations of Semibounded Operators, Bull. Am. Math. Soc., vol. 73, pp. 211-215, 1967.
14. Let $x=y+A x$ where $A$ depends on a parameter $t$. Write $x=y+R y$, defining the resolvent matrix. Show that $R^{\prime}=(I+R) A^{\prime}(I+R)$.
16. Assume that $A(t)$ has distinct characteristic values for $0 \leq t \leq t_{1}, \lambda_{1}, \lambda_{2}, \ldots$, $\lambda_{N}$ and let $x_{1}, x_{2}, \ldots, x_{N}$, the $N$ associated characteristic vectors, be orthonormal. Show that

$$
\begin{aligned}
& \lambda_{n}^{\prime}=\left(A^{\prime} x_{n}, x_{n}\right) \quad n=1,2, \ldots, N \\
& x_{n}^{\prime}=\sum_{i \neq n} \frac{\left(A^{\prime} x_{n}, x_{i}\right) x_{i}}{\lambda_{n}-\lambda_{i}}
\end{aligned}
$$

Discuss the use of these results for computational purposes (Kalaba-SchmaedekeVereeke).
16. Consider the matrix operation

$$
\frac{d f(T)}{d T}=\left(\eta_{i j} \frac{\partial f(T)}{\partial t_{i j}}\right)
$$

where $f(T)$ is a complex-valued function of the $N^{2}$ elements of $T$ and $\eta_{i j}=1, i=j$ $=32, i \neq j$. Show that

$$
\begin{aligned}
\frac{d}{d T}(f(T) g(T)) & =\frac{d f(T)}{d T} g(T)+f(T) \frac{d g(T)}{d T} \\
\frac{d}{d T} \varphi(f(T)) & =\varphi^{\prime}(f(T)) \frac{d f(T)}{d T} \\
\frac{d}{d T}|T| & =|T| T^{-1}
\end{aligned}
$$

The operator $d / d T$ was introduced by Garding in the study of hyperbolic partial differential equations and has been used by Koecher and Maass in the study of Siegel modular functions. See Bellman and Lehman ${ }^{1}$ for another application and references to the foregoing; also see Vetter. ${ }^{2}$
17. Introduce the norms

$$
\begin{aligned}
& \|A\|_{1}=\max _{1 \leq j \leq N} \sum_{i=1}^{N}\left|a_{i j}\right| \\
& \|A\|_{2}=\max _{(x, t)=1}(\overline{A x}, A x)^{1 / 4} \\
& \|A\|_{\infty}=\max _{1 \leq i \leq N} \sum_{j=1}^{N}\left|a_{i j}\right| \\
& \alpha(A)=\sum_{i, j}\left|a_{i j}\right| \\
& N(A)=\left(\sum_{i, j}\left|a_{i j}\right|^{2}\right)^{3 / 2} \\
& M(A)=N \max _{i, j}\left|a_{i j}\right|
\end{aligned}
$$

[^5]For what $A$ do the ratios of these norms achieve their upper and lower bounds. See B. J. Stone, Best Possible Ratios of Certain Matrix Norms, Technical Report 19, Stanford University, 1962.
18. Let $u(t)$ be a function of $t n$ times differentiable over $[0, T]$ and consider the quadratic form

$$
Q_{n}(a)=\int_{0}^{T}\left(u^{(n)}+a_{1} u^{(n-t)}+\cdots+a_{n} u\right)^{2} d t
$$

Does $\min \boldsymbol{Q}_{\boldsymbol{n}}(a)$ necessarily approach zero as $n \rightarrow \infty$.
19. Consider the case where the interval is $[-\infty, \infty]$. Use Fourier integrals and the Parseval-Plancherel theorem to obtain an expression for $\min \boldsymbol{Q}_{n}(a)$ in terms of orthogonal polynomials. (The foregoing is connected with differential approximation see Bellman and Kalaba ${ }^{1}$ and Lew. ${ }^{2}$ )
20. Consider the matrix equation $X-U X V=W$. Show that a formal solution is $X=\sum_{k=0}^{\infty} U^{k} W V^{k}$. When does the series converge and actually represent a solution?
See R. A. Smith, Matrix Equation $X A+B X=C, S I A M J . A p p l$. Math., vol. 16, pp. 198-201, 1968.
21. Consider the equation $X=C+\epsilon(A X+X B)$, a scalar parameter. Write $X=C+\sum_{n=1}^{\infty} \epsilon^{n} \varphi_{n}(A, B)$. Show that $\varphi_{n}=A \varphi_{n-1}+\varphi_{n-1} B, n \geq 1$, with $\varphi_{0}=C$, and that

$$
\varphi_{n}=A^{n} C+\binom{n}{1} A^{n-1} C B+\cdots+C B^{n}
$$

22. Introduce a position operator $P$ with the property that when it operates on a monomial consisting of powers of $A$ and $B$ in any order with $C$ somewhere, it shifts all powers of $A$ in front of $C$ and all powers of $B$ after $C$. Thus

$$
P\left(A^{a_{1}} B^{b_{1}} \cdots A^{a_{k}} B^{b_{2}} C A^{a_{k+1}} B^{b_{k+1}} \cdots A^{a n} B^{b_{N}}\right)=A^{\Sigma_{a}} C B^{\Sigma_{b_{i}}}
$$

Further, define $P$ to be additive,

$$
P\left(m_{\mathrm{t}}(A, B)+m_{\mathrm{z}}(A, B)\right)=P\left(m_{\mathrm{t}}(A, B)\right)+P\left(m_{\mathrm{z}}(A, B)\right)
$$

where $m_{1}$ and $m_{2}$ are monomials of the foregoing types. Show that $\varphi_{n}(A, B)=$ $P\left((A+B)^{n} C\right)$.
23. Hence, show that $X$, as defined by Exercise 21, may be written $X=P([I-$ $\left.\epsilon(A+B)]^{-1} C\right)$.
24. Similarly show that if $X=E+\epsilon(A X+X B+C X D)$, then $X=P([I-$ $\left.\cdot(A+B+C F)]^{-1} E\right)$, with $P$ suitably defined.

[^6]25. Show that if all the characteristic roots of $A$ are less than one in absolute value, the solution of $A^{*} X A-X=-Q$ is given by
$$
X=(2 \pi i)^{-1} \int\left(A^{*}-z^{-1} I\right)^{-1} Q(A-z I)^{-1} z^{-1} d z
$$
where $\int$ denotes integration round the circle $|z|=1$. Alternately,
$$
X=(2 \pi)^{-1} \int_{-\pi}^{\pi}\left(G^{-1}\right)^{*} Q G^{-1} d \theta
$$
where $G=A-I e^{i l}$. See R. A. Smith. ${ }^{1}$

## Bibliography and Discussion
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Some interesting transformations of matrix differential equations may be found in the following papers:
J. H. Barrett, Matrix Systems of Second Order Differential Systems, Portugalicae Math., vol. 14, pp. 79-89, 1955.
J. H. Barrett, A Prufer Transformation for Matrix Differential Equations, Proc. Am. Math. Soc., vol. 8, pp. 510-518, 1957. ${ }^{2}$
82. The matrix exponential lies at the very heart of all advanced work in the field of linear functional equations. Suitably generalized to arbitrary operators, it is the foundation stone of the theory of semigroups, see
E. Hille, Functional Analysis and Semi-groups, Am. Math. Soc. Pub., 1942.
and its revised form

[^7]E. Hille and R. Phillips, Functional Analysis and Semi-groups, Am. Math. Soc. Colloq. Pub., vol. 31, 1958.
In a second direction, the problem of expressing $e^{A} e^{B 1}$ in the form $e^{0 t}$, where $A$ and $B$ do not commute, has important ramifications not only in the theory of Lie groups and algebras, but also in modern quantum field theory. The interested reader may consult

> W. Magnus, Algebraic Aspects of the Theory of Systems of Linear Differential Equations, Research Rept. BR-3, New York University, Institute of Mathematical Sciences, June, 1953; also Comm. Pure Appl. Math., vol. 7, no. 4, 1954.

H, F. Baker, On the Integration of Linear Differential Equations, Proc. London Math. Soc., vol. 34, pp. 347-360, 1902; vol. 35, pp. 333-374, 1903; second series, vol. 2, pp. 293-296, 1904.
H. F. Baker, Alternants and Continuous Groups, Proc. London Math. Soc., second series, vol. 3, pp. 24-47, 1904.
H. B. Keller and J. B. Keller, On Systems of Linear Ordinary Differential Equations, Research Rept. EM-33, New York University, Washington Square College, Mathematics Research Group, 1957.
F. Hausdorff, Die symbolische exponential Formel in der Gruppentheorie, Saechsischen Akademie der Wissenschaften zu Leipzig, Math.-phys. Klasse, vol. 58, pp. 19-48, 1906.
K. Goldberg, The Formal Power Series for $\log \left(e^{x} e^{\nu}\right)$, Duke Math. J., vol. 23, pp. 13-21, $1956 . \dagger$

In another, and related direction, we meet the problem of expressing the solution of a linear system of the form $d X / d t=A(t) X, X(0)=I$, in the form of an "exponential." This question leads to the study of "product integrals"; see
L. Schlesinger, Neue Grundlagen für einen Infinitesimalkalkul der Matrizen, Math. Z., vol. 33, pp. 33-61, 1931.
L. Schlesinger, Weitere Beitrage zum Infinitesimalkalkul der Matrizen, Math. Z., vol. 35, pp. 485-501, 1932.
G. Rasch, Zur Theorie und Anwendung des Produktintegrals, J. reine angew. Math., vol. 171, pp. 65-119, 1934.
B. W. Helton, Integral Equations and Product Integrals, Pacific J.

Math., vol. 16, pp. 297-322, 1968.

[^8]For more recent developments, see
W. Magnus, On the Exponential Solution of Differential Equations for a Linear Operator, Comm. Pure Appl. Math., vol. 7, pp. 649-673, 1954.

For an understanding of the physical interest in this problem, see
R. P. Feynman, An Operator Calculus Having Applications in Quantum Electrodynamics, Phys. Rev., vol. 84, pp. 108-128, 1951.

Finally, let us mention that a great deal of effort has been devoted to the generalization of the foregoing results and methods to infinite systems of linear differential equations with constant coefficients. Systems of this type arise in a natural fashion in probability theory, particularly in its applications to physics and biology in the study of "birth-anddeath" processes. These matters will be discussed again in Chap. 16. See
N. Arley and A. Borchsenius, On the Theory of Infinite Systems of Differential Equations and Their Applications to the Theory of Stochastic Processes and the Perturbation Theory of Quantum Mechanics, Acta Math., vol. 76, pp. 261-322, 1945.
R. Bellman, The Boundedness of Solutions of Infinite Systems of Linear Differential Equations, Duke Math J., vol. 14, pp. 695-706, 1947.
83. Further results concerning norms of matrices, and further references, may be found in
A. S. Householder, The Approximate Solution of Matrix Problems, J. Assoc. Comp. Mach., vol. 5, pp. 205-243, 1958.
J. von Neumann and H. Goldstine, Numerical Inverting of Matrices of High Order, Bull. Am. Math. Soc., vol. 53, pp. 1021-1099, 1947.
A. Ostrowski, Uber Normen von Matrizen, Math. Z., Bd. 63, pp. 2-18, 1955.
K. Fan and A. J. Hoffman, Some Metric Inequalities in the Space of Matrices, Proc. Am. Math. Soc., vol. 6, pp. 111-116, 1955.
T. E. Easterfield, Matrix Norms and Vector Measures, Duke Math. J., vol. 24, pp. 663-671, 1957.
85. The reader who is familiar with the theory of Lebesgue integration will see that the result of Theorem 1 can be obtained under much weaker conditions on $A(t)$. However, since we have no need for the stronger result, we have not stated it.
814. Variation of the characteristic values and characteristic roots of $A$ as the dimension changes can be discussed using the techniques presented in
R. Bellman and S. Lehman, Functional Equations in the Theory of Dynamic Programming-X: Resolvents, Characteristic Values and Functions, Duke Math. J., 1960.
815. Non-negativity results of this type play an important role in probability theory and mathematical economics, where the physical model makes the result intuitively clear. This point will be discussed again in Chap. 16. They also play a role in the study of various classes of nonlinear equations; see
R. Bellman, Functional Equations in the Theory of Dynamic Pro-gramming-V: Positivity and Quasi-linearity, Proc. Natl. Acad. Sci. U.S., vol. 41, pp. 743-746, 1955.
R. Kalaba, On Nonlinear Differential Equations, the Maximum Operation, and Monotone Convergence, Ph.D. Thesis, New York University, February, 1958.

For an extensive discussion of the positivity of operators, see Chap. 5 of
E. F. Beckenbach and R. Bellman, Inequalities, Springer, 1961.

The first proof is due to S . Karlin, and the second proof to O. Taussky. The result was first presented in
R. Bellman, I. Glicksberg, and O. Gross, On Some Variational Problems Occurring in the Theory of Dynamic Programming, Rend. Circ. Palermo, Serie II, pp. 1-35, 1954.
816. The result and proof follow
G. Polya, Uber die Funktionalgleichung der Exponentialfunktion in Matrizkalkul, Sitzber. Akad. Berlin, pp. 96-99, 1928.

The nature of the solutions of $Y(s+t)=Y(s) Y(t)$ without the normalizing condition $Y(0)=I$ is also of interest. See Shaffer. ${ }^{1}$
817. We are not aware of the origin of this result which may be found in the papers of many authors. For an extensive discussion of this and related equations, see
J. A. Lappo-Danilevsky, Mémoires sur la théorie des systèmes des equations differentielles linéaires, Chelsea Publishing Co., New York, 1953.

[^9]The fact that the solution of the equation $d X / d t=A X+X B$ has the indicated form becomes quite natural when one examines the way in which it arises in quantum mechanics; cf.
D. ter Haar, Elements of Statistical Mechanics, Rinehart \& Company, Inc., New York, p. 149, 1954.
Y. Nambu, Progr. Theoret. Phys. (Kyoto), vol. 4, p. 331, 1949.
H. Primas and H. Gunthard, Eine Methode zur direkten Berechnung . . . , Helv. Phys. Acta, vol. 31, pp. 413-434, 1958.
818. For a discussion of the operator $T$ defined by $T X=A X-X B$, see
M. Rosenbloom, On the Operator Equation BX $-X A=Q$, Duke Math. J., vol. 23, pp. 263-269, 1956.

For a generalization to the operator $S$ defined by $S X=\sum A_{j} X B_{j}$, see
G. Lumer and M. Rosenbloom, Linear Operator Equations, Proc. Am. Math. Soc., vol. 10, pp. 32-41, 1959.

Exercises 2 and 3 are taken from
R. Bellman, On the Linear Differential Equation Whose Solutions Are the Products of Solutions of Two Given Linear Differential Equations, Bol. unione mat. Italiana, ser. III, anno XII, pp. 12-15, 1957.

The intimate connection between matrix theory and the theory of the behavior of the solutions of linear differential equations and thus with the study of linear oscillatory systems leads to the beautiful theory of Gantmacher and Krein,
V. Gantmacher and M. Krein, Sur les matrices complètement non négatives et oscillatoires, Comp. math., vol. 4, pp. 445-476, 1937.

As pointed out at the end of the remarks on Chap. 16, these results have important applications in probability theory.

For a treatment of the equation

$$
A \frac{d^{2} x}{d t^{2}}+B \frac{d x}{d t}+C x=f
$$

where $A, B$, and $C$ are symmetric by variational techniques, under suitable hypotheses concerning $A, B$, and $C$, see

# Matrices and Differential Equations 

R. J. Duffin, A Minimax Theory for Overdamped Networks, J. Rat. Mech. and Analysis, vol. 4, pp. 221-233, 1955.

See also
A. M. Ostrowski, On Lancaster's Decomposition of a Matrix Differential Operator, Arch. Rat. Mech. Anal., vol. 8, pp. 238-241, 1961. H. Langer, Uber Lancaster's Zerlegung von Matrizen-Scharen, Arch. Rat. Mech. Anal., vol. 29, pp. 75-80, 1968.

The study of linear circuits leads in another way to an interesting domain of matrix theory, namely, the study of when a given matrix of rational functions can be considered to be the open-circuit impedance matrix of an $n$-port network. The concept of a positive real matrix enters here in a fundamental fashion. For work on this subject, and references, see
L. Weinberg and P. Slepian, Positive Real Matrices, Hughes Research Laboratories, Culver City, Calif., 1958.

## Explicit Solutions and Canonical Forms

1. Introduction. Although the results obtained in Chap. 10 are of great elegance, it must be confessed that they do not satisfactorily resolve the problem of obtaining explicit scalar solutions.

In this chapter, we shall pursue this question and show that it leads us to the question of determining the characteristic roots and vectors of matrices which are not necessarily symmetric. As in the case of symmetric matrices, this leads us to the study of various canonical forms for matrices.
2. Euler's Method. In Chap. 10, we demonstrated the fact that the vector-matrix equation

$$
\begin{equation*}
\frac{d x}{d t}=A x \quad x(0)=c \tag{1}
\end{equation*}
$$

possessed a unique solution which could be represented in the form

$$
\begin{equation*}
x=e^{A} c \tag{2}
\end{equation*}
$$

Here, we traverse another road. Following the method of Euler, let us begin by looking for special solutions of the form $x=e^{\lambda} c^{1}$, where $\lambda$ is a scalar and $c^{1}$ a vector, ignoring for the moment the initial condition $x(0)=c$. Substituting, we see that $\lambda$ and $c^{1}$ are bound by the relation

$$
\begin{equation*}
\lambda c^{1}=A c^{1} \tag{3}
\end{equation*}
$$

Since $c^{1}$ is to be nontrivial, $\lambda$ must be a root of the characteristic equation

$$
\begin{equation*}
|A-\lambda I|=0 \tag{4}
\end{equation*}
$$

and $c^{1}$ must be an associated characteristic vector.
From this quite different direction then, we are led to the basic problem treated in the first part of the book-the determination of characteristic roots and vectors. Here, however, the analysis is both more complicated and less complete due to the fact that the matrices we encounter are not necessarily symmetric.

## EXERCISE

1. Find the characteristic roots and vectors of the matrix

$$
A=\left[\begin{array}{lllll}
\lambda & 1 & & & . \\
& & & & 0 \\
& \lambda & 1 & & \\
& & \cdot & & \\
& & & & \\
& 0 & & & 1 \\
& & & & \lambda
\end{array}\right]
$$

3. Construction of a Solution. Let us now see if we can construct a solution of the initial value problem along the preceding lines. As before, denote the characteristic roots by $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$. Since these will, in general, be complex, there is now no attached ordering.

To simplify our initial discussion, let us assume initially that the characteristic roots are distinct. Let $c^{1}, c^{2}, \ldots, c^{N}$, be a set of associated characteristic vectors, also, in general, complex.

To put together the required solution, we use the principle of superposition. Since $e^{\lambda_{4} t} c^{k}$ is a solution for $k=1,2, \ldots, N$, the linear combination

$$
\begin{equation*}
x=\sum_{k=1}^{N} a_{k} e^{\lambda_{n} t} c^{k} \tag{1}
\end{equation*}
$$

is a solution of $d x / d t=A x$ for any set of scalars $a_{k}$.
The question is now whether or not these scalars can be chosen so that $x(0)=c$. This condition leads to the vector equation

$$
\begin{equation*}
c=\sum_{k=1}^{N} a_{k} c^{k} \tag{2}
\end{equation*}
$$

This system has a unique solution provided that $C$ is nonsingular, where

$$
\begin{equation*}
C=\left(c^{1} c^{2} \cdots c^{N}\right) \tag{3}
\end{equation*}
$$

and, as before, this represents the matrix whose columns are the vectors $c^{c}$.
4. Nonsingularity of $C$. There are several ways of establishing the fact that $C$ is nonsingular. The first method proceeds as follows. Suppose that $|C|=0$. Then there exist a nontrivial set of scalars $b_{1}, b_{2}, \ldots, b_{N}$ such that

$$
\begin{equation*}
0=\sum_{k=1}^{N} b_{k} c^{k} \tag{1}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
z=\sum_{k=1}^{N} b_{k} c^{k} e^{\lambda_{b t}} \tag{2}
\end{equation*}
$$

is a solution of $d x / d t=A x$ satisfying the initial condition $x(0)=0$. The uniqueness theorem asserts that actually $z=0$ for all $t$.

We must then show that the relation

$$
\begin{equation*}
0=\sum_{k=1}^{N} b_{k} c^{k} e^{\lambda_{k t}} \tag{3}
\end{equation*}
$$

cannot hold for all $t$ if the $\left\{b_{k}\right\}$ are a nontrivial set of scalars, none of the $c^{k}$ is trivial, and the $\lambda_{i}$ are all distinct.

Without loss of generality, assume that $b_{N} \neq 0$. Divide through by $e^{\lambda_{1} t}$ in (3) and differentiate the resultant expression with respect to $t$. The new expression has the form

$$
\begin{equation*}
\sum_{k=2}^{N} b_{k} c^{k}\left(\lambda_{k}-\lambda_{1}\right) e^{\left(\lambda_{1}-\lambda_{1}\right) t}=0 \tag{4}
\end{equation*}
$$

Since the $\lambda_{k}$ have been assumed distinct, the quantities $\lambda_{k}-\lambda_{1}$, $k=2,3, \ldots, N$, are all distinct. We may now appeal to an inductive argument, or merely repeat the above procedure.

It is clear that in this way we eventually reach a relation of the form

$$
\begin{equation*}
b_{N} c^{N}\left(\lambda_{N}-\lambda_{1}\right)\left(\lambda_{N}-\lambda_{2}\right) \cdots\left(\lambda_{N}-\lambda_{N-1}\right) e^{\left(\lambda_{N-}-\lambda_{N-1}\right) t}=0 \tag{5}
\end{equation*}
$$

Since $c^{N}$ is nontrivial, we must have $b_{N}=0$, a contradiction.
5. Second Method. Beginning with the relation in (4.1), multiply both sides by $A$. The result is

$$
\begin{equation*}
0=\sum_{k=1}^{N} b_{k} \lambda_{k} c^{k} \tag{1}
\end{equation*}
$$

Repeating this operation ( $N-1$ ) times, the result is the system of linear equations

$$
\begin{equation*}
0=\sum_{k=1}^{N} b_{k} \lambda_{k} c^{k} \quad r=0,1,2, \ldots, N-1 \tag{2}
\end{equation*}
$$

Considering only the $i$ th components of the $c^{k}$, the quantities $c_{i}{ }^{k}$, we obtain the scalar equations

$$
\begin{equation*}
0=\sum_{k=1}^{N} b_{k} \lambda_{k}{ }^{r} c_{i}^{k} \quad r=0,1,2, \ldots, N-1 \tag{3}
\end{equation*}
$$

Since not all of the $b_{k}$ are zero, and since all of the $c_{c}{ }^{k}$ cannot be zero as $i$ and $k$ take the values $1,2, \ldots, N$, we see that (3) possesses a nontrivial solution for some $i$.
It follows then that the determinant of the coefficients

$$
\begin{equation*}
\left|\lambda_{k^{\prime}}\right| \quad k=1,2, \ldots, N, r=0,1,2, \ldots, N-1 \tag{4}
\end{equation*}
$$

must be zero. This, however, is not true, as we shall see in a moment.
6. The Vandermonde Determinant. The determinant

$$
\left|\lambda_{k} k^{r}\right|=\left|\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{1}\\
\lambda_{1} & \lambda_{2} & & \lambda_{N} \\
\lambda_{1}{ }^{2} & \lambda_{2}{ }^{2} & & \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
\lambda_{1}{ }^{N-1} & \lambda_{2}{ }^{N-1} & \cdots & \lambda_{N^{N-1}}
\end{array}\right|
$$

is a very famous one, bearing the name, Vandermonde determinant.
We wish to show that $\left|\lambda_{k^{\prime}}\right| \neq 0$ if $\lambda_{i} \neq \lambda_{j}$ for $i \neq j$. The simplest way to do this is to evaluate the determinant. Regard $\left|\lambda_{k}{ }^{r}\right|$ as a polynomial of degree $N-1$ in $\lambda_{1}$. As a polynomial of degree $N-1,\left|\lambda_{k}{ }^{\dagger}\right|$ has the roots $\lambda_{1}=\lambda_{2}, \lambda_{1}=\lambda_{3}, \ldots, \lambda_{1}=\lambda_{N}$, since the determinant is zero whenever two columns are equal.

It follows that

$$
\begin{equation*}
\left|\lambda_{k^{r}}\right|=\left(\lambda_{1}-\lambda_{2}\right)\left(\lambda_{1}-\lambda_{8}\right) \cdots\left(\lambda_{1}-\lambda_{N}\right) q\left(\lambda_{2}, \lambda_{3}, \ldots, \lambda_{N}\right) \tag{2}
\end{equation*}
$$

where $q$ is a function depending only upon $\lambda_{2}, \lambda_{3}, \ldots, \lambda_{N}$. Similarly, viewed as a polynomial of degree $N-1$ in $\lambda_{2},\left|\lambda_{k}{ }^{r}\right|$ must possess the factor $\left(\lambda_{2}-\lambda_{1}\right)\left(\lambda_{2}-\lambda_{3}\right) \cdots\left(\lambda_{2}-\lambda_{N}\right)$. Continuing in this way, we see that

$$
\begin{equation*}
\left|\lambda_{k}{ }^{r}\right|=\prod_{1 \leq i<j \leq N}\left(\lambda_{j}-\lambda_{i}\right) \phi\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right) \tag{3}
\end{equation*}
$$

where $\phi$ is a polynomial in the $\lambda_{i}$. Comparing, however, the degrees in the $\lambda_{i}$ of the two sides, we see that $\phi$ must be a constant. Examining the coefficients of $\lambda_{1} \lambda_{2}{ }^{2} \cdots \lambda_{N-1}{ }^{N-1}$ on both sides, we see that $\phi=1$.

From this explicit representation, we see that $\left|\lambda_{k}\right| \neq 0$ if $\lambda_{i} \neq \lambda_{j}$ for $i \neq j$.

## EXERCISE

1. Using similar reasoning, evaluate the Cauchy determinant

$$
\left|\frac{1}{\lambda_{i}+\mu_{j}}\right| \quad i, j=1,2, \ldots, N
$$

7. Explicit Solution of Linear Differential Equations-Diagonal Matrices. Let us now consider another approach, quite different from that given in the preceding sections.

Given the equation

$$
\begin{equation*}
\frac{d x}{d t}=A x \quad x(0)=c \tag{1}
\end{equation*}
$$

make a change of variable, $x=T y$, where $T$ is a constant nonsingular matrix to be chosen in a moment. The equation for $y$ is then

$$
\begin{equation*}
\frac{d y}{d t}=T^{-1} A T y \quad y(0)=T^{-1} c \tag{2}
\end{equation*}
$$

What choice of $T$ will simplify this equation to the point where the solution can be immediately obtained? Suppose that we can find a matrix $T$ such that

$$
T^{-1} A T=\left[\begin{array}{ccccc}
\mu_{1} & & & &  \tag{3}\\
& & & & 0 \\
& \mu_{2} & & & \\
& & \cdot & & \\
& & & \cdot & \\
0 & & & \\
& & & & \mu_{N}
\end{array}\right]
$$

a diagonal matrix.
If this can be done, the equation in (2) decomposes into $N$ independent equations of the form

$$
\begin{equation*}
\frac{d y_{i}}{d t}=\mu_{i} y_{i} \quad y_{i}(0)=c_{i}^{\prime} \quad i=1,2, \ldots, N \tag{4}
\end{equation*}
$$

having the elementary solutions $y_{i}=e^{\mu_{i} c_{i}^{\prime}}$. Once $y$ has been determined, $x$ is readily determined.
8. Diagonalization of a Matrix. Let us now discuss the possibility of the diagonalization of $A$, a problem of great interest and difficulty. As we know from the first part of the book, if $A$ is symmetric, real or complex, a matrix $T$ possessing the required property can be found, with $T^{-1}=T^{\prime}$. As we shall see, there are a number of other important classes of matrices which can be diagonalized, and, what is more important, there are other types of canonical representations which are equally useful.

Consider, however, the general case. To begin with, we know that the $\left\{\mu_{i}\right\}$ must be the same set as the $\left\{\lambda_{i}\right\}$ since the characteristic roots of $T^{-1} A T$ are the same as those of $A$.

It follows then, as in previous chapters, that the columns of $T$ must be characteristic vectors of $A$.

Conversely, if the $\lambda_{i}$ are distinct and $T$ is the matrix formed using the associated characteristic vectors as columns, it follows that

$$
A T=T\left[\begin{array}{llll}
\lambda_{1} & & &  \tag{1}\\
& & 0 & \\
& \lambda_{2} & & \\
& & \cdot & \\
& & & \\
0 & & & \\
& & & \\
\lambda_{N}
\end{array}\right]
$$

We have thus established the following important result.
Theorem 1. If the characteristic roots of $A$ are distinct, there exists a matrix $T$ such that

$$
T^{-1} A T=\left[\begin{array}{llll}
\lambda_{1} & & &  \tag{2}\\
& & 0 & \\
& \lambda_{2} & & \\
& & \cdot & \\
& & & \cdot \\
0 & & & \\
& & & \lambda_{N}
\end{array}\right]
$$

As we shall see, the assumption that the roots are distinct is now quite an important one. In the general case, no such simple representation holds, as we shall see in Sec. 10.

## EXERCISES

1. Show that the Cayley-Hamilton theorem is valid for matrices with distinct characteristic roots.
2. Show that the assumption concerning $N$ distinct characteristic roots may be replaced by one requiring $N$ linearly independent characteristic vectors.
3. Connection between Approaches. As we have seen, one method of solution of the linear equation

$$
\begin{equation*}
\frac{d x}{d l}=A x \quad x(0)=c \tag{1}
\end{equation*}
$$

leads to the expression $x=e^{A t} c$, while on the other hand, a method based upon characteristic roots and vectors produces scalar exponentials.

To obtain the connection between these approaches (still under the
assumption that $\lambda_{i} \neq \lambda_{j}$ ), which must exist because of uniqueness of solution, in the equation

$$
\begin{equation*}
\frac{d X}{d t}=A X \quad X(0)=I \tag{2}
\end{equation*}
$$

make the change of variable $X=T Y$, where $T$ is as in Sec. 8. Then $Y$ satisfies the equation

$$
\begin{equation*}
\frac{d Y}{d t}=T^{-1} A T Y \quad Y(0)=T^{-1} \tag{3}
\end{equation*}
$$

or

$$
\frac{d Y}{d t}=\left[\begin{array}{ccccc}
\lambda_{1} & & & &  \tag{4}\\
& & & & 0 \\
& \lambda_{2} & & & \\
& & \cdot & & \\
& & & \cdot & \\
0 & & & \\
& & & & \lambda_{N}
\end{array}\right] Y \quad Y(0)=T^{-1}
$$

It follows that

$$
Y=\left[\begin{array}{ccccc}
e^{\lambda_{1} t} & & &  \tag{5}\\
& & & 0 \\
& e^{\lambda_{z t} t} & & \\
& & \cdot & \\
& & & \\
0 & & & \\
& & & & e^{\lambda_{N t}}
\end{array}\right] T^{-1}
$$

whence

$$
X=e^{A t}=T\left[\begin{array}{lllll}
e^{\lambda_{1 t}} & & & &  \tag{6}\\
& & & & 0 \\
& e^{\lambda_{s t}} & & & \\
& & \cdot & \\
& & & \cdot & \\
& & & & e^{\lambda s t}
\end{array}\right] T^{-1}
$$

Let us again note that this representation has been established under the assumption that the characteristic roots of $A$ are distinct.

## EXERCISES

1. Establish the representation in (6) directly from the exponential series and the representation for $A$.
2. Use (6) to show that $\left|e^{A}\right|=e^{\text {tr (4) }}$.
3. Use the method of continuity to show that this result is valid for any square matrix $A$.
4. Multiple Characteristic Roots. Let us now turn to a discussion of the case where $A$ has multiple roots. In order to appreciate some of the difficulties that we may expect to encounter, let us begin by showing that it may not always be possible to obtain a canonical representation such as that given in (8.2).

Theorem 2. There exist matrices which cannot be reduced to a diagonal form by means of a nonsingular matrix, as in (8.2). Equivalently, there exist matrices of dimension $N$ which do not possess $N$ linearly independent characteristic vectors.

Proof. Consider the particular matrix

$$
A=\left[\begin{array}{ll}
1 & 1  \tag{1}\\
0 & 1
\end{array}\right]
$$

If there exists a $T$ such that

$$
T^{-1} A T=\left[\begin{array}{cc}
\lambda_{1} & 0  \tag{2}\\
0 & \lambda_{2}
\end{array}\right]
$$

we know that the columns of $T$ must be characteristic vectors of $A$. Let us then determine the characteristic roots and vectors.

The characteristic equation is

$$
\left|\begin{array}{cc}
1-\lambda & 1  \tag{3}\\
0 & 1-\lambda
\end{array}\right|=(1-\lambda)^{2}=0
$$

Hence 1 is a double root. The characteristic vectors are determined by the equations

$$
\begin{align*}
x_{1}+x_{2} & =x_{1} \\
x_{2} & =x_{2} \tag{4}
\end{align*}
$$

It follows that $x_{2}=0$, with $x_{1}$ arbitrary. Consequently, all characteristic vectors are scalar multiples of

$$
c^{1}=\left[\begin{array}{l}
1  \tag{5}\\
0
\end{array}\right]
$$

This means that $T$ must be a singular matrix.
Observe then the surprising fact that an arbitrary matrix need not possess a full complement of characteristic vectors. This makes us more appreciative of what a strong restriction on a matrix symmetry is.

The fact that diagonalization may not be always available greatly complicates the study of general matrices-and, in return, adds equally to their interest. As we shall see below, there are several methods we
can use, based upon the use of alternate canonical forms and approximation theorems, to bypass some of these hurdles.

## EXRRCISES

1. Why can't we use a continuity argument to deduce a diagonal representation for general matrices from the result for matrices with distinct characteristic roots?
2. Derive the solution of the differential equation

$$
\begin{aligned}
& \frac{d x_{1}}{d t}=x_{1}+x_{2} \quad x_{1}(0)=c_{1} \\
& \frac{d x_{2}}{d t}=x_{2} \quad x_{2}(0)=c_{2}
\end{aligned}
$$

and thus show that the matrix

$$
A=\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]
$$

cannot be reduced to diagonal form.
11. Jordan Canonical Form. Let us now discuss a canonical form for an arbitrary square matrix which is useful in the treatment of a number of problems. Since its proof is quite detailed and is readily available in a number of texts, and furthermore since its use can always be avoided by one means or another (at least in our encounters), we shall merely state the result without a proof.

Theorem 3. Let us denote by $L_{k}(\lambda) a k \times k$ matrix of the form

$$
L_{k}(\lambda)=\left[\begin{array}{ccccc}
\lambda & 1 & 0 & \cdots & 0  \tag{1}\\
0 & \lambda & 1 & \cdots & 0 \\
& & & & . \\
& & & & . \\
. & . & & \lambda & 1 \\
. & . & & & \\
. & . & & & \\
0 & 0 & & \cdots & \lambda
\end{array}\right]
$$

where $L_{1}(\lambda)=\lambda . \quad$ There exists a matrix $T$ such that

$$
T^{-1} A T=\left[\begin{array}{ccccc}
L_{k_{1}}\left(\lambda_{1}\right) & & & &  \tag{2}\\
& L_{k_{2}}\left(\lambda_{2}\right) & & & \\
& & & & \\
& & & & \\
& 0 & & & \\
& & & & L_{k_{r}}\left(\lambda_{r}\right)
\end{array}\right]
$$

with $k_{1}+k_{2}+\cdots+k_{r}=N$. The $\lambda_{i}$ are the characteristic roots of $A$, not necessarily distinct.

This representation is called the Jordan canonical form.
For example, if $A$ is of the third degree and has $\lambda_{1}$ as a root of multiplicity three, it may be reduced to one of the three forms

$$
\begin{array}{ll}
A_{1} & =\left[\begin{array}{lll}
\lambda_{1} & 0 & 0 \\
0 & \lambda_{1} & 0 \\
0 & 0 & \lambda_{1}
\end{array}\right] \\
A_{3} & =\left[\begin{array}{lll}
\lambda_{1} & 1 & 0 \\
0 & \lambda_{1} & 1 \\
0 & 0 & \lambda_{1}
\end{array}\right] \tag{3}
\end{array}
$$

## EXERCISES

1. Using the Jordan canonical form, determine the form of $e^{A t}$ for general $A$.
2. Use this result to obtain the necessary and sufficient condition that $e^{A t} \rightarrow 0$ as $t \rightarrow \infty$.
3. Prove that the $A_{i}, i=1,2,3$, are distinct in the sense that there exists no $T$ for which $T^{-1} A_{i} T=A_{i}$, for $i \neq j$. Give both an algebraic proof and one depending upon the solutions of the associated linear differential equations.
4. Show that $L_{k}(\lambda)-\lambda I$ when raised to the $k$ th power yields the null matrix.
5. Multiple Characteristic Roots. Using the Jordan canonical form, we possess a systematic method for obtaining the explicit analytic structure of the solutions of linear differential equations with constant coefficients. Thus, if the equation is reduced to

$$
\begin{align*}
& \frac{d y_{1}}{d t}=\lambda y_{1}+y_{2} \quad y_{1}(\mathbf{0})=c_{1} \\
& \frac{d y_{2}}{d t}=\lambda y_{2} \quad y_{2}(\mathbf{0})=c_{2} \tag{1}
\end{align*}
$$

we have $y_{2}=e^{\lambda t} c_{2,}$ and $y_{1}$ determined as the solution of

$$
\begin{equation*}
\frac{d y_{1}}{d t}=\lambda y_{1}+e^{\lambda t} c_{2} \quad y_{1}(\mathbf{0})=c_{1} \tag{2}
\end{equation*}
$$

Using the integrating factor $e^{-\lambda t}$, this yields

$$
\begin{equation*}
\frac{d}{d t}\left(y_{1} e^{-\lambda t}\right)=c_{2} \tag{3}
\end{equation*}
$$

whence

$$
\begin{equation*}
y_{1}=c_{1} e^{\lambda t}+c_{2} t e^{\lambda t} \tag{4}
\end{equation*}
$$

This is one way of seeing why terms of the form $t e^{\lambda t}$, and generally terms of the form $t^{k} e^{\lambda t}$, enter into the solution in the case of multiple roots. Let us now discuss an alternative approach.

If $A$ has distinct characteristic roots, $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$, we may write $N$ particular solutions of $d y / d t=A y$ in the form $y=c(\lambda) e^{\lambda t}, \lambda=\lambda_{1}$, $\lambda_{2}, \ldots, \lambda_{N}$, where $c(\lambda)$ is a polynomial funstion of $\lambda$. This we can see in the following way.

As we know, to obtain a solution of the equation, we set $y=e^{\lambda t} c$, where $c$ is a scalar, and determine $\lambda$ and $c$ from the equation

$$
\begin{equation*}
A c=\lambda c \quad \text { or } \quad(A-\lambda I) c=0 \tag{5}
\end{equation*}
$$

Once $\lambda$ has been determined from the characteristic equation

$$
|A-\lambda I|=0
$$

we must determine a solution of the linear system in (5). Let

$$
\begin{equation*}
b_{i j}=|A-\lambda I|_{i j} \tag{6}
\end{equation*}
$$

denote the cofactor of the term $a_{i j}-\lambda \delta_{i j}$ in the determinantal expansion of $|A-\lambda I|$.

Then

$$
\begin{equation*}
c_{i}=b_{1 i} \quad i=1,2, \ldots, N \tag{7}
\end{equation*}
$$

is a solution of (5), with the property that the $c_{i}$ are polynomials in $\lambda$. It may happen that this is a trivial solution in the sense that all the $c_{i}$ are zero. In that case, we may try the alternative sets of solutions

$$
\begin{equation*}
c_{i}=b_{k i} \quad i=1,2, \ldots, N \tag{8}
\end{equation*}
$$

for $k=2,3, \ldots, N$.
Let us now show that one of these sets of solutions must be nontrivial if the characteristic roots of $A$ are all distinct. In particular, let us show that for any particular characteristic root, $\lambda=\lambda_{1}$, not all the expressions $b_{i i}$ can be zero if $\lambda_{1}$ is not a multiple root.

Consider the characteristic equation

$$
f(\lambda)=|A-\lambda I|=\left|\begin{array}{cccc}
a_{11}-\lambda & a_{12} & \cdots & a_{1 N}  \tag{9}\\
a_{21} & a_{22}-\lambda & \cdots & a_{2 N} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & \cdots & a_{N N}-\lambda
\end{array}\right|=0
$$

Then, using the rule for differentiating a determinant, we have

$$
\begin{align*}
& f^{\prime}(\lambda)=\left|\begin{array}{cccc}
-1 & 0 & \cdots & 0 \\
a_{21} & a_{22}-\lambda & \cdots & a_{2 N} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
a_{N 1} & a_{N 2} & \cdots & a_{N N}-\lambda
\end{array}\right| \\
& +\cdots+\left|\begin{array}{cccc}
a_{11}-\lambda & a_{12} & \cdots & a_{1 N} \\
a_{21} & a_{22}-\lambda & \cdots & a_{2 N} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & -1 \\
0 & 0 & \cdots & -1
\end{array}\right| \\
& =-b_{11}-b_{22}-\cdots-b_{N N} \tag{10}
\end{align*}
$$

If, for $\lambda=\lambda_{1}$, we have $b_{i i}\left(\lambda_{1}\right)=0, i=1,2, \ldots, N$, then $f^{\prime}\left(\lambda_{1}\right)=0$, which means that $\lambda_{1}$ is a multiple root, a contradiction.

It follows that we have a solution of the desired form which we use in the following fashion.

If $\lambda_{1}$ and $\lambda_{2}$ are two distinct characteristic roots, then

$$
\begin{equation*}
z=\frac{c\left(\lambda_{1}\right) e^{\lambda_{1} t}-c\left(\lambda_{2}\right) e^{\lambda_{2} t}}{\lambda_{1}-\lambda_{2}} \tag{11}
\end{equation*}
$$

is also a solution of the differential equation. The case where $\lambda_{1}$ is a multiple root can be considered to be a limiting case of the situation where $\lambda_{2}$ approaches $\lambda_{1}$. Taking the limit as $\lambda_{2} \rightarrow \lambda_{1}$, we find, as a candidate for a solution, the expression

$$
\begin{equation*}
z=\left[\frac{d c(\lambda)}{d \lambda} e^{\lambda t}+t e^{\lambda t} c(\lambda)\right]_{\lambda=\lambda_{1}} \tag{12}
\end{equation*}
$$

We leave as an exercise for the reader the task of putting this on a rigorous foundation. Let us merely point out that there are two ways of establishing this result, direct verification, or as a consequence of general theorems concerning the continuous dependence of solutions upon the matrix $A$.

## EXERCISE

1. How do we obtain solutions if $\lambda_{1}$ is a double root, using a direct algebraic approach '?
2. Semidiagonal or Triangular Form-Schur's Theorem. Let us now prove one of the most useful reduction theorems in matrix theory.

Theorem 4. Given any matrix $A$, there exists a unitary matrix $T$ such that

$$
T^{*} A T=\left[\begin{array}{cccc}
\lambda_{1} & b_{12} & \cdots & b_{1 N}  \tag{1}\\
& \lambda_{2} & & \\
& & & \\
& & & \\
0 & & & \\
& & \lambda_{N}
\end{array}\right]
$$

where, as the notation indicates, the elements below the main diagonal are zero.

Proof. Let us proceed by induction, beginning with the $2 \times 2$ case. Let $\lambda_{1}$ be a characteristic root of $A$ and $c^{1}$ an associated characteristic vector normalized by the condition $\left(c^{1}, c^{1}\right)=1$. Let $T$ be a matrix whose first column is $c^{1}$ and whose second column is chosen so that $T$ is unitary. Then evaluating the expression $T^{-1} A T$ as the product $T^{-1}(A T)$, we see that

$$
T^{-1} A T=\left[\begin{array}{cc}
\lambda_{1} & b_{12}  \tag{2}\\
0 & b_{22}
\end{array}\right]
$$

The quantity $b_{22}$ must equal $\lambda_{2}$ since $T^{-1} A T$ has the same characteristic roots as $A$.

Let us now show that we can use the reduction for $N$ th-order matrices to demonstrate the result for ( $N+1$ )-dimensional matrices. As before, let $c^{1}$ be a normalized characteristic vector associated with $\lambda_{1}$, and let $N$ other vectors $a^{1}, a^{2}, \ldots, a^{N}$, be chosen so that the matrix $T_{1}$, whose columns are $c^{1}, a^{1}, a^{2}, \ldots, a^{N}$, is unitary. Then, as for $N=2$, we have

$$
T_{1}^{-1} A T_{1}=\left[\begin{array}{llll}
\lambda_{1} & b_{11^{1}} & \cdots & b_{1 N+1}  \tag{3}\\
0 & & & \\
. & & & \\
. & & B_{N} & \\
. & & &
\end{array}\right]
$$

where $B_{N}$ is an $N \times N$ matrix.
Since the characteristic equation of the right-hand side is

$$
\begin{equation*}
\left(\lambda_{1}-\lambda\right)\left|B_{N}-\lambda I\right|=0 \tag{4}
\end{equation*}
$$

it follows that the characteristic roots of $B_{N}$ are $\lambda_{2}, \lambda_{3}, \ldots, \lambda_{N+1}$, the remaining $N$ characteristic roots of $A$. The inductive hypothesis asserts that there exists a unitary matrix $T_{N}$ such that

$$
T_{N}{ }^{-1} B_{N} T_{N}=\left[\begin{array}{cccc}
\lambda_{2} & c_{12} & \cdots & c_{1 N}  \tag{5}\\
& \lambda_{3} & & c_{2 N} \\
& & \cdot & \cdot \\
& & \cdot & \cdot \\
0 & & & \cdot \\
0 & & & \lambda_{N+1}
\end{array}\right]
$$

Let $T_{N+1}$ be the unitary $(N+1) \times(N+1)$ matrix formed as follows:

$$
T_{N+1}=\left[\begin{array}{cccc}
1 & 0 & \cdots & 0  \tag{6}\\
0 & & & \\
. & & & \\
\cdot & & T_{N} & \\
0 & & &
\end{array}\right]
$$

Consider the expression

$$
\begin{align*}
\left(T_{1} T_{N+1}\right)^{-1} A\left(T_{1} T_{N+1}\right) & =T_{N+1}{ }^{-1}\left(T_{1}{ }^{-1} A T_{1}\right) T_{N+1} \\
& =\left[\begin{array}{ccccc}
\lambda_{1} & b_{12} & \cdots & b_{1, N+1} \\
& \lambda_{2} & & & \cdot \\
& & \cdot & \cdot \\
& & & \cdot & \cdot \\
0 & & & & \cdot \\
0 & & & \lambda_{N+1}
\end{array}\right] \tag{7}
\end{align*}
$$

The matrix $T_{1} T_{N+1}$ is thus the required unitary matrix which reduces $A$ to semidiagonal form.

## EXERCISES

1. Show that if $A$ has $k$ simple roots, there exists a matrix $T$ such that

$$
T^{-1} A T=\left[\begin{array}{ccccccc}
\lambda_{1} & 0 & \cdots & 0 & b_{1, k+1} & \cdots & b_{1, N} \\
0 & \lambda_{2} & \cdots & 0 & b_{2, k+1} & \cdots & b_{2, N} \\
\cdot & & & & \cdot & & \cdot \\
\cdot & & & \cdot & & \cdot \\
0 & \cdots & \cdots & \lambda_{k} & b_{k, k+1} & & b_{k, N} \\
& & & & \lambda_{k+1} & \cdot & \\
& & & & & \cdot & \\
& 0 & & 0 & & \lambda_{N}
\end{array}\right]
$$

2. Using the semidiagonal form derived above, obtain the general solution of $d x / d t=A x, x(0)=c$.
3. Determine a necessary and sufficient condition that no terms of the form $t e^{\lambda t}$ occur.
4. Determine the general solution of $x^{\prime \prime}+A x=0$, where $A$ is positive definite.
5. Use the triangular form to obtain necessary and sufficient conditions that $e^{A t} \rightarrow 0$ as $t \rightarrow \infty$.
6. Consider the difference equation $x(n+1)=A x(n), n=0, i, \ldots$, where $x(0)=c$. Show that the solution is given by $x(n)=A^{n} c$.
7. Find particular solutions by setting $x(n)=\lambda^{n} c$, and determine the set of possible $\lambda$ and $c$.
8. Show that the general solution has the form

$$
x(n)=\sum_{i=1}^{N} p_{i}(n) \lambda_{i} n
$$

where the $p_{i}(n)$ are vectors whose components are polynomials in $n$ of degree at most $N-1$.
9. What is the necessary and sufficient condition that every solution of $x(n+1)=$ $A x(n)$ approach zero as $n \rightarrow \infty$ ?
10. Consider the difference equation $x((n+1) \Delta)=x(n \Delta)+A \Delta x(n \Delta), n=0$, $1, \ldots, x(0)=c$, where $\Delta$ is a positive scalar. As $\Delta \rightarrow 0$, show that $x(n \Delta) \rightarrow x(t)$, the solution of the differential equation $d x / d t=A x, x(0)=c$, provided that $n \Delta \rightarrow t$. Give two proofs, one using the explicit form of the solution, and the other without this aid.
14. Normal Matrices. Real matrices which commute with their transposes, or, more generally, complex matrices which commute with their conjugate transposes, are called normal. Explicitly, we must have

$$
\begin{equation*}
A A^{*}=A^{*} A \tag{1}
\end{equation*}
$$

The utility of this concept lies in the following theorem.
Theorem 5. If $A$ is normal, it can be reduced to diagonal form by a unitary matrix.

Proof. As we know, we can find a unitary transformation, $T$, which reduces $A$ to semidiagonal form,

$$
A=T\left[\begin{array}{llll}
\lambda_{1} & b_{12} & \cdots & \cdots  \tag{2}\\
& \lambda_{2} & \cdots & b_{1 N} \\
& & \cdots & b_{2 N} \\
& & & \\
0 & & & \\
& & & \lambda_{N}
\end{array}\right] T^{-1}=T S T^{-1}
$$

Then, since $T$ is unitary,

$$
A^{*}=T\left[\begin{array}{ccccc}
\overline{\lambda_{1}} & & & & 0  \tag{3}\\
\overline{b_{12}} & \overline{\lambda_{2}} & & & \\
\cdot & & \cdot & \\
\cdot & & \cdot & \\
\cdot & & & \\
\overline{b_{1 N}} & \cdots & & \overline{\lambda_{N}}
\end{array}\right] T^{-1}=T S^{*} T^{-1}
$$

Hence,

$$
\begin{align*}
A A^{*} & =T S S^{*} T^{-1} \\
& =A^{*} A=T S^{*} S T^{-1} \tag{4}
\end{align*}
$$

Thus, we must have

$$
\begin{equation*}
S S^{*}=S^{*} S \tag{5}
\end{equation*}
$$

Equating corresponding elements in the products, we see that

$$
\begin{equation*}
b_{i j}=0 \quad 1 \leq i<j \leq N \tag{6}
\end{equation*}
$$

which means that the semidiagonal form in (2) is actually diagonal.

## EXERCISES

1. If $A$ is a normal matrix with all characteristic roots real, it is Hermitian, and it can be reduced to diagonal form by an orthogonal transformation.
2. Show that $(A x, A x)=\left(A^{\prime} x, A^{*} x\right)$ if $A$ is normal.
3. Show that $A-\lambda I$ is normal if $A$ is normal.
4. Using the foregoing exercises, or otherwise, show that if $A$ is normal, then $x$ is a characteristic vector of $A$ if and only if it is a characteristic vector of $A^{*}$.
5. If $A$ is normal, characteristic vectors $x, y$ belonging to distinct characteristic values are orthogonal in the sense that $(x, y)=0$.
6. Establish Theorem 5 using this fact.
7. Prove that the converse of Theorem 5 is also true.
8. If $B$ is normal and there exists an angle $\theta$ such that $A e^{i \theta}+A^{*} e^{-i \theta} \geq 0$ where $A^{2}=B$, then $A$ is normal (Putnam, Proc. Am. Math. Soc., vol. 8, pp. 768-769, 1957).
9. If $A$ and $B$ commute, then $A^{*}$ and $B$ commute if $A$ is normal.
10. An Approximation Theorem. Let us now state a very useful approximation theorem which can often be used to treat questions involving general square matrices.

Theorem 6. We can find a matrix $T$ such that

$$
T^{-1} A T=\left[\begin{array}{cccc}
\lambda_{1} & b_{12} & \cdots & b_{1 N}  \tag{1}\\
& \lambda_{2} & & \\
& & & \\
& & & \\
0 & & & \\
& & & \lambda_{N}
\end{array}\right]
$$

with $\sum_{i, j}\left|b_{i j}\right| \leq \epsilon$, where $\epsilon$ is any preassigned positive constant.
Proof. Let $T_{1}$ be a matrix which reduces $A$ to semidiagonal form. Then the change of variable $y=T_{1} z$ converts $d y / d t=A y$ into

$$
\begin{aligned}
& \frac{d z_{1}}{d t}=\lambda_{1} z_{1}+b_{12} z_{2}+\cdots+b_{1 N} z_{N} \\
& \frac{d z_{2}}{d t}=\lambda_{2} z_{2}+\cdots+b_{2 N} z_{N}
\end{aligned}
$$

- 

$$
\begin{equation*}
\frac{d z_{N}}{d t}=\lambda_{N} z_{N} \tag{2}
\end{equation*}
$$

It is now easy to see how to choose $T$ so as to obtain the stated result. In (2) make the change of variable

$$
\begin{equation*}
z_{k}=r_{1}{ }^{k} z_{k}{ }^{1} \tag{3}
\end{equation*}
$$

Then the new variables $z_{i}{ }^{1}$ satisfy the system of equations

$$
\begin{align*}
& \frac{d z_{1}{ }^{1}}{d t}=\lambda_{1} z_{1}^{1}+r_{1} b_{12} z_{2}^{1}+\cdots+r_{1}^{N-1} b_{1 N} z_{N}{ }^{1} \\
& \frac{d z_{2}^{1}}{d t}=\lambda_{2} z_{2}^{1}+\cdots+r_{1}^{N-2} b_{2 N} z_{N}{ }^{1}  \tag{4}\\
& \cdot \\
& \cdot \\
& \cdot \\
& \frac{d z_{N}{ }^{1}}{d t}=\lambda_{N} z_{N}{ }^{1}
\end{align*}
$$

With a suitable choice of $r_{1}$, the sum of the absolute values of the off-diagonal terms can be made as small as possible. The last change of variable is equivalent to a transformation $z=E z^{1}$, where $E$ is nonsingular. Hence we can take $T$ to be $T_{1} E$.

At first sight, the above result may seem to contradict the result that a general matrix possessing multiple characteristic roots may not be reducible to diagonal form. The point is that $T$ depends upon $\epsilon$. If we attempt to let $\epsilon \rightarrow 0$, we find that either $T$ approaches a singular matrix, or else possesses no limit.
16. Another Approximation Theorem. A further result which can similarly be used to reduce the proof of results involving general matrices to a proof involving diagonal matrices is given in Theorem 7.

Theorem 7. Given any matrix $A$, we can find a matrix $B$ with distinct characteristic roots such that $\|A-B\| \leq \epsilon$, where $\epsilon$ is any preassigned positive quantity.

Proof. Consider the matrix $A+E$, where $E=\left(e_{i j}\right)$ with the $e_{i j}$ independent complex variables. If $A+E$ has a multiple characteristic root, then $f(\lambda)=|A+E-\lambda I|$ and $f^{\prime}(\lambda)$ have a root in common. If $f(\lambda)$
and $f^{\prime}(\lambda)$ have a root in common, the resultant of the two polynomials, $R(E)$, a polynomial in the $e_{i j}$ must vanish. We wish to show that we can find a set of values of the $e_{i j}$ for which $\sum_{i, j}\left|e_{i j}\right|$ is arbitrarily small, and for which $R(E) \neq 0$. The negation of this is the statement that $R(E)$ vanishes identically in the neighborhood of the origin in eij space. If this is true, the polynomial $R(E)$ vanishes identically, which means that $f(\lambda)$ always has a multiple root.

Consider, however, the following choice of the $e_{i j}$,

$$
\begin{array}{ll}
e_{i j}=-a_{i j} & i \neq j  \tag{1}\\
e_{i i}=i-a_{i i} \quad i=1,2, \ldots, N
\end{array}
$$

The matrix $A+E$ clearly does not have multiple roots. Hence, $R(E)$ does not vanish identically, and we can find a matrix $B=A+E$ with the desired properties.

## EXERCISE

1. Construct a proof of this result which depends only upon the fact that $A$ can be reduced to triangular form. (The point of this is that the foregoing proof, although short and rigorous, makes use of the concept and properties of the resultant of two polynomials which are not as easy to establish rigorously as might be thought.)
2. The Cayley-Hamilton Theorem. Using the approximation theorem established in Sec. 16, we can finally establish in full generality the famous Cayley-Hamilton theorem.

Theorem 8. Every matrix satisfies its characteristic equation.
Proof. Let $A+E$, with $\|E\| \leq \epsilon$, be a matrix with distinct characteristic roots. Then, as we know, $A+E$ satisfies its characteristic equation. The characteristic polynomial of $A+E$ is $f(\lambda, E)=|A+E-\lambda I|$, a polynomial in $\lambda$ whose coefficients are polynomials in the elements of $E$, and thus continuous in the elements of $E$. Hence,

$$
\begin{equation*}
\lim _{E \rightarrow 0} f(A+E, E)=f(A) \tag{1}
\end{equation*}
$$

Since $f(A+E, E)=0$, we see that $f(A)=0$.

## EXERCISES

1. Establish the Cayley-Hamilton theorem using the Jordan canonical form.
2. Establish the Cayley-Hamilton theorem under the assumption that $A$ possesses a full set of characteristic vectors which are linearly independent.
3. Use the Cayley-Hamilton theorem to derive a representation for $A^{-1}$ as a polynomial in $A$, provided that $A$ is nonsingular.
4. Alternate Proof of Cayley-Hamilton Theorem. Once we know what we wish to prove, it is much easier to devise a variety of short and
elegant proofs. Let us present one of purely algebraic nature, making no appeal to continuity.

Consider the matrix inverse to $A-\lambda I,(A-\lambda I)^{-1}$, for $\lambda$ not a characteristic value. We see that

$$
\begin{equation*}
(A-\lambda I)^{-1}=B(\lambda) / f(\lambda) \tag{1}
\end{equation*}
$$

where the elements of $B(\lambda)$ are polynomials in $\lambda$ of degree $N-1$ and $f(\lambda)$ is the characteristic polynomial of $A-\lambda I$, the determinant $|A-\lambda I|$. Hence,

$$
\begin{equation*}
(A-\lambda I) B(\lambda)=f(\lambda) I \tag{2}
\end{equation*}
$$

Write

$$
\begin{align*}
B(\lambda) & =\lambda^{N-1} B_{N-1}+\lambda^{N-2} B_{N-2}+\cdots+B_{0}  \tag{3}\\
f(\lambda) & =(-1)^{N} \lambda^{N}+c_{1} \lambda^{N-1}+\cdots+c_{N}
\end{align*}
$$

where the $B_{i}$ are matrices independent of $\lambda$. Equating coefficients, we obtain a sequence of relations

$$
\begin{align*}
-B_{N-1} & =(-1)^{N} I \\
A B_{N-1}-B_{N-2} & =c_{1} I  \tag{4}\\
A B_{N-2}-B_{N-8} & =c_{2} I
\end{align*}
$$

and so on. We see that each $B_{i}$ is a polynomial in $A$ with scalar coefficients, and hence that $B_{i} A=A B_{i}$ for each $i$. It follows then that the identity in (2) is valid not only for all scalar quantities $\lambda$, but also for all matrices which commute with $A$.

In particular, it is valid for $\lambda=A$. Substituting in (2), we see that $f(A)=0$, the desired result.
19. Linear Equations with Periodic Coefficients. Let us now examine the problem of solving a linear differential equation with periodic coefficients,

$$
\begin{equation*}
\frac{d x}{d t}=P(t) x \quad x(0)=c \tag{1}
\end{equation*}
$$

where $P(t)$ is a continuous function of $t$ satisfying the condition

$$
\begin{equation*}
P(t+1)=P(t) \tag{2}
\end{equation*}
$$

for all $t$. Surprisingly, the problem is one of extreme difficulty. Even the relatively simple scalar equation

$$
\begin{equation*}
\frac{d^{2} u}{d t^{2}}+(a+b \cos t) u=0 \tag{3}
\end{equation*}
$$

the Mathieu equation, poses major difficulties, and has essentially a theory of its own.

In obtaining a canonical representation of the solution of (1), we are
led to discuss a problem of independent interest, namely the representation of a nonsingular matrix as an exponential.

As usual, it is convenient to discuss the matrix equation first.
We shall prove Theorem 9.
Theorem 9. The solution of

$$
\begin{equation*}
\frac{d X}{d t}=P(t) X \quad X(0)=I \tag{4}
\end{equation*}
$$

where $P(t)$ is periodic of period 1, may be written in the form

$$
\begin{equation*}
X(t)=Q(t) e^{c_{1}} \tag{5}
\end{equation*}
$$

where $Q(t)$ is periodic of period 1 .
Proof. It is clear from the periodicity of $P(t)$, that $X(t+1)$ is a solution of the differential equation in (4) whenever $X(l)$ is. Since $X(1)$ is not singular, we see that $X(t+1) X(1)^{-1}$ is a solution of (4) with the initial value $I$. It follows from the uniqueness theorem that

$$
\begin{equation*}
X(t+1) X(1)^{-1}=X(t) \tag{6}
\end{equation*}
$$

Suppose that it were possible to write

$$
\begin{equation*}
X(1)=e^{c} \tag{7}
\end{equation*}
$$

Consider, then, the matrix $Q(t)=X(t) e^{-c t}$. We have

$$
\begin{align*}
Q(t+1) & =X(t+1) e^{-c(t+1)}=X(t+1) e^{-C} e^{-C t} \\
& =X(t+1) X(1)^{-1} e^{-C t}=X(t) e^{-C t}=Q(t) \tag{8}
\end{align*}
$$

This establishes (5).
It remains to prove that (7) is valid.
20. A Nonsingular Matrix Is an Exponential. Let us now establish Theorem 10.

Theorem 10. A nonsingular matrix is an exponential.
Let $A$ be nonsingular with distinct characteristic roots, so that $A$ may be written

$$
A=T\left[\begin{array}{lllll}
\lambda_{1} & & & &  \tag{1}\\
& & & & 0 \\
& \lambda_{2} & & & \\
& & \cdot & \\
& & & & \\
0 & & & \\
& & & & \lambda_{N}
\end{array}\right] T^{-1}
$$

Then $A=e^{c}$ where

$$
C=T\left[\begin{array}{ccccc}
\log \lambda_{1} & & & &  \tag{2}\\
& & & & 0 \\
& & \log \lambda_{2} & & \\
& & & \cdot & \\
& & & & \\
& 0 & & & \log \lambda_{N}
\end{array}\right] T^{-1}
$$

which proves the result for this case.
If $A$ has multiple characteristic roots, we can use the Jordan canonical form with equal effect. Let

$$
A=T\left[\begin{array}{ccccc}
L_{k_{1}}\left(\lambda_{1}\right) & & & &  \tag{3}\\
& L_{k_{2}}\left(\lambda_{2}\right) & & & \\
& & \cdot & & \\
& & & \cdot & \\
& 0 & & & \\
& & & & L_{k_{r}}\left(\lambda_{r}\right)
\end{array}\right] T^{-1}
$$

It is sufficient to show that each of the matrices $L_{k_{i}}\left(\lambda_{i}\right)$ has a logarithm. For if $B_{i}$ is a logarithm of $L_{k_{i}}\left(\lambda_{i}\right)$, then

$$
B=T\left[\begin{array}{ccccc}
B_{1} & & & &  \tag{4}\\
& & & & 0 \\
& B_{2} & & & \\
& & \cdot & & \\
& & & \cdot & \\
0 & & & \\
& & & & B_{r}
\end{array}\right] T^{-1}
$$

is a logarithm of $A$.
We have noted above in Exercise 4 of Sec. 11 that

$$
\begin{equation*}
\left[L_{k}(\lambda)-\lambda I\right]^{k}=0 \tag{5}
\end{equation*}
$$

It follows then that the formal logarithm

$$
\begin{aligned}
B & =\log L_{k}(\lambda)=\log \left[\lambda I+L_{k}(\lambda)-\lambda I\right] \\
& =I \log \lambda+\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n \lambda^{n}}\left[L_{k}(\lambda)-\lambda I\right]^{n} \\
& =I \log \lambda+\sum_{n=1}^{k-1} \frac{(-1)^{n+1}}{n \lambda^{n}}\left[L_{k}(\lambda)-\lambda I\right]^{n}
\end{aligned}
$$

exists and is actually a logarithm in the sense that $e^{B}=A$.

## EXERCISES

1. A nonsingular matrix has a $k$ th root for $k=2,3, \ldots$
2. The solution of $d X / d t=Q(t) X, X(0)=I$, can be put in the form $e^{P} e^{P_{1}} \cdots$ $e^{P_{n}} \cdots$, where $P=\int_{0}^{t} Q(s) d s$, and $P_{n}=\int_{0}^{t} Q_{n} d s$, with

$$
Q_{n}=e^{-P_{n-1}} Q_{n-1} e^{P_{n-1}}+\int_{0}^{-1} e^{P_{n-1} P_{n-1}} Q_{n-t, P_{n-1}} d s
$$

The infinite product converges if $t$ is sufficiently small (F. Fer, Bull. classe sci., Acad. roy. Belg., vol. 44, no. 5, pp. 818-829, 1958).
21. An Alternate Proof. Since we have not proved the Jordan representation, let us present an independent proof of an inductive nature. Assume that the result holds for $N \times N$ matrices and that we have already converted the nonsingular ( $N+1$ )-dimensional matrix under consideration to triangular form,

$$
A_{N+1}=\left[\begin{array}{ll}
A_{N} & a_{N}  \tag{1}\\
0 & \lambda_{N+1}
\end{array}\right]
$$

where $A_{N}$ is an $N$-dimensional matrix in triangular form and $a_{N}$ denotes an $N$-dimensional column vector.

Let $B_{N}$ be a logarithm of $A_{N}$, which is nonsingular if $A_{N+1}$ is, and write

$$
B_{N+1}=\left[\begin{array}{ll}
B_{N} & x  \tag{2}\\
0 & l
\end{array}\right]
$$

where $l=\log \lambda_{N+1}$ and $x$ is an unknown $N$-dimensional vector.
It remains to show that $x$ may be determined so that $e^{B_{N+1}}=A_{N+1}$. It is easy to see inductively that

$$
B_{N+1}^{k}=\left[\begin{array}{lc}
B_{N}^{k} & \left(B_{N}^{k-1}+l B_{N}{ }^{k-2}+\cdots+l^{k-1} I\right) x  \tag{3}\\
0 & l^{k}
\end{array}\right]
$$

for $k=1,2, \ldots$.

Hence

$$
e^{B_{N+1}}=\left[\begin{array}{cc}
e^{B_{N}} & \sum_{k=0}^{\infty}\left(B_{N^{k-1}}+B_{N}^{k-2} l+\cdots+l^{k-1} I\right) x / k!  \tag{4}\\
0 & \lambda_{N+1}
\end{array}\right]
$$

where the first two terms are taken to be 0 and 1.
If $l$ is not a characteristic root of $B_{N}$, we have

$$
\begin{align*}
C(l) & =\sum_{k=0}^{\infty}\left(B_{N}^{k-1}+B_{N}^{k-2} l+\cdots+l^{k-1} I\right) / k! \\
& =\sum_{k=0}^{\infty}\left(B_{N}^{k}-l k I\right)\left(B_{N}-l I\right)^{-1} / k!=\left(e^{B_{N}}-e^{l} I\right)\left(B_{N}-l I\right)^{-1} \tag{5}
\end{align*}
$$

Hence

$$
\begin{equation*}
|C(l)|=\frac{\left|e^{B_{N}}-e^{l} I\right|}{\left|B_{N}-l I\right|}=\prod_{k=1}^{N} \frac{e^{r_{k}}-e^{l}}{r_{k}-l} \tag{6}
\end{equation*}
$$

where $r_{1}, r_{2}, \ldots, r_{N}$ are the characteristic roots of $B_{N}$.
Since $|C(l)|$ is a continuous function of $l$ for all $l$, as we see from the series, it follows that (6) derived under the assumption that $l \neq r_{k}$ holds for all $l$.

If $l \neq r_{k}$ or any of the other values of the logarithms of the $\lambda_{k}$, it is clear that $|C(l)| \neq 0$. If $l=r_{k}$, then the factor $\left(e^{r k}-e^{l}\right) /\left(r_{k}-l\right)$ reduces to $e^{r u} \neq 0$. Restricting ourselves to principal values of the logarithms, we see that $C(l)$ is never singular.

Hence, we see that $x$ may be determined so that $C(l) x=a_{N}$.
This completes the demonstration.
22. Some Interesting Transformations. The reduction of differential equations with variable matrix,

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x \quad x(0)=c \tag{1}
\end{equation*}
$$

to canonical form is a problem of some difficulty. Since it lies more within the province of the theory of differential equations than of matrix theory, we shall not pursue it further here.

Some interesting transformations, however, arise at the very beginning of the investigation. Set $x=T y$, where $T$ is a function of $t$. Then $y$ satisfies the equation

$$
\begin{equation*}
\frac{d y}{d t}=T^{-1}(A T-d T / d t) y \tag{2}
\end{equation*}
$$

Write

$$
\begin{equation*}
f(A, T)=T^{-1}(A T-d T / d t) \tag{3}
\end{equation*}
$$

Then we see from the derivation that $f(A, T)$ satisfies the functional equation

$$
\begin{equation*}
f(A, S T)=f\left(T^{-1}(A T-d T / d t), S\right) \tag{4}
\end{equation*}
$$

## EXERCISE

1. Use the scalar equation

$$
\frac{d^{n} u}{d t^{n}}+a_{1}(t) \frac{d^{n-1} u}{d t^{n-1}}+\cdots+a_{n}(l) u=0
$$

and the transformations $u=s v, t=\phi(s)$, to derive similar classes of functional equations.
23. Biorthogonality. In the first part of the book, dealing with symmetric matrices, we observed that every N -dimensional vector could be written as a linear combination of $N$ orthonormal characteristic vectors associated with the $N$ characteristic roots of an $N \times N$ matrix $A$.

Thus, if

$$
\begin{equation*}
x=\sum_{i=1}^{N} a_{i} x^{i} \tag{1}
\end{equation*}
$$

the coefficients are determined very simply by means of the formula

$$
\begin{equation*}
a_{i}=\left(x, x^{i}\right) \tag{2}
\end{equation*}
$$

If $A$ is not symmetric, we face two difficulties in obtaining an analogue of this result. In the first place, $A$ may not have a full quota of characteristic vectors, and in the second place, these need not be mutually orthogonal.

To overcome the first difficulty, we need merely make an assumption that we consider only matrices that do possess $N$ linearly independent characteristic vectors. To overcome the second difficulty, we shall use the adjoint matrix and the concept of biorthogonality, rather than orthogonality.

Let $y^{1}, y^{2}, y^{2}, \ldots, y^{N}$ be a set of linear independent characteristic vectors associated with the characteristic roots $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$ of $A$. Then

$$
\begin{equation*}
T=\left(y^{1}, y^{2}, \ldots, y^{N}\right) \tag{3}
\end{equation*}
$$

is nonsingular and possesses the property of transforming $A$ to diagonal form,

$$
T^{-1} A T=\left[\begin{array}{ccccc}
\lambda_{1} & & & &  \tag{4}\\
& & & 0 \\
& \lambda_{2} & & & \\
& & \cdot & \\
& & & \cdot & \\
0 & & & \\
& & & & \lambda_{N}
\end{array}\right]
$$

From this, it follows that

$$
T^{*} A^{*}\left(T^{*}\right)^{-1}=\left[\begin{array}{lllll}
\lambda_{1} & & & &  \tag{5}\\
& & & & 0 \\
& \lambda_{2} & & & \\
& & & & \\
& & & & \\
& 0 & & & \\
& & & & \lambda_{N}
\end{array}\right]
$$

Hence, $A^{*}$ also possesses the property of possessing $N$ linearly independent characteristic vectors, furnished by the columns of $\left(T^{*}\right)^{-1}$ and associated with the characteristic roots $\bar{\lambda}_{1}, \bar{\lambda}_{2}, \ldots, \lambda_{N}$. Call these characteristic vectors $z^{1}, z^{2}, \ldots, z^{N}$, respectively. To determine the coefficients in the representation

$$
\begin{equation*}
x=\sum_{i=1}^{N} a_{i} y^{i} \tag{6}
\end{equation*}
$$

we proceed as follows. From

$$
\begin{align*}
A y^{i} & =\lambda_{i} y^{i}  \tag{7}\\
A^{*} z^{i} & =\bar{\lambda}_{j} z^{i}
\end{align*}
$$

we obtain the further relations

$$
\begin{equation*}
\left(A y^{i}, \overline{z^{i}}\right)=\left(\lambda_{i} y^{i}, \overline{z^{i}}\right) \tag{8}
\end{equation*}
$$

and thus

$$
\left(y^{i}, \overline{A^{*} z^{\prime}}\right)=\left(y^{i}, \lambda_{j} \overline{z_{j}}\right)=\left(\lambda_{i} y^{i}, \overline{z^{i}}\right)
$$

Hence,

$$
\begin{equation*}
\left(\lambda_{i}-\lambda_{j}\right)\left(y^{i}, \overline{z_{j}}\right)=0 \tag{9}
\end{equation*}
$$

Hence, if $\lambda_{i} \neq \lambda_{j}$, we have

$$
\begin{equation*}
\left(y^{i}, \overline{z^{\prime}}\right)=0 \tag{10}
\end{equation*}
$$

It is clear that $\left(y^{\prime}, \overline{z^{\prime}}\right) \neq 0$, since $\overline{z^{\prime}}$, being nontrivial, cannot be orthogonal to all of the $y^{\text {i }}$.

Thus, in the special case where the $\lambda_{i}$ are all distinct, we can write, for the coefficients in (6),

$$
\begin{equation*}
a_{i}=\frac{\left(x, \overline{z^{i}}\right)}{\left(y^{i}, \overline{z^{i}}\right)} \tag{11}
\end{equation*}
$$

Two sets of vectors $\left\{y^{i}\right\},\left\{z^{i}\right\}$, satisfying the condition

$$
\begin{equation*}
\left(y^{\mathrm{i}, z^{i}}\right)=0 \quad i \neq j \tag{12}
\end{equation*}
$$

are said to be biorthogonal. It is clear that we can normalize the vectors so as to obtain the additional condition

$$
\begin{equation*}
\left(y^{i}, \overline{z^{\overline{1}}}\right)=1 \tag{13}
\end{equation*}
$$

This technique for expanding $x$ as a linear combination of the $y^{i}$ bears out a comment made earlier that often the properties of a matrix are most easily understood in terms of the properties of its transpose.

## EXERCISES

1. How does one treat the case of multiple characteristic roots?
2. What simplifications ensue if $A$ is normal?
3. The Laplace Transform. Once we know that the solution of a linear differential equation with constant coefficients has the form

$$
\begin{equation*}
x=\sum_{k=1}^{N} e^{\lambda_{E} t} p_{k}(t) \tag{1}
\end{equation*}
$$

where $p_{k}(t)$ is a vector whose components are polynomials of degree at most $N-1$, we can use the Laplace transform to determine the solution without paying any attention to a number of details of rigor which usually necessitate an involved preliminary discussion.

The value of the Laplace transform lies in the fact that it can be used to transform a transcendental function into an algebraic function. Specifically, it transforms the simplest exponential function into the simplest rational function.

The integral

$$
\begin{equation*}
g(s)=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{2}
\end{equation*}
$$

is called the Laplace transform of $f(t)$, provided that it exists. Since we shall be interested only in functions $f(t)$ having the form given in (1), it is clear that $g(s)$ will always exist if $\operatorname{Re}(s)$ is sufficiently large.

The basic formula is

$$
\begin{equation*}
\int_{0}^{\infty} e^{-i t} e^{a t} d t=\frac{1}{s-a} \tag{3}
\end{equation*}
$$

for $\operatorname{Re}(s)>\operatorname{Re}(a)$. It follows that if we know that $f(t)$ has the form

$$
\begin{equation*}
f(t)=c_{1} e^{\lambda_{1} t} \tag{4}
\end{equation*}
$$

then the equality

$$
\begin{equation*}
\int_{0}^{\infty} e^{-\mu} f(t) d t=c_{2} /(s-a) \tag{5}
\end{equation*}
$$

means that $c_{1}=c_{2}$ and $\lambda_{1}=a$.
Similarly, from the additivity of the integral, it follows that if $f(t)$ is of the form given in (1), and if $g(s)$ has the form

$$
\begin{equation*}
g(s)=c_{1} /\left(s-a_{1}\right)+c_{2} /\left(s-a_{2}\right) \tag{6}
\end{equation*}
$$

then we must have

$$
\begin{equation*}
f(t)=c_{1} e^{a_{1} t}+c_{2} e^{a_{2} t} \tag{7}
\end{equation*}
$$

25. An Example. Consider the problem of solving the linear differential equation

$$
\begin{gather*}
u^{\prime \prime}-3 u^{\prime}+2 u=0 \\
u(0)=1 \quad u^{\prime}(0)=0 \tag{1}
\end{gather*}
$$

Since the characteristic equation is

$$
\begin{equation*}
\lambda^{2}-3 \lambda+2=0 \tag{2}
\end{equation*}
$$

with roots $\lambda=1$ and $\lambda=2$, we see that the solution of (1) will have the form

$$
\begin{equation*}
u=c_{1} e^{2 t}+c_{2} e^{t} \tag{3}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ will be determined by the initial conditions in (1). Thus we obtain the linear system

$$
\begin{align*}
c_{1}+c_{2} & =1 \\
2 c_{1}+c_{2} & =0 \tag{4}
\end{align*}
$$

yielding

$$
\begin{gather*}
c_{1}=-1 \quad c_{2}=2  \tag{5}\\
u=2 e^{t}-e^{2 t} \tag{6}
\end{gather*}
$$

so that the solution is

In place of this procedure, let us use the Laplace transform. From (1). for $\operatorname{Re}(s)>2$, we obtain the relation

$$
\begin{equation*}
\int_{0}^{\infty} u^{\prime \prime} e^{-a t} d t-3 \int_{0}^{\infty} u^{\prime} e^{-a t} d t+2 \int_{0}^{\infty} u e^{-a t} d t=0 \tag{7}
\end{equation*}
$$

## Explicit Solutions and Canonical Forms

In order to evaluate the first two terms, we integrate by parts, obtaining

$$
\begin{align*}
\int_{0}^{\infty} u^{\prime} e^{-a t} d t & \left.=u e^{-a t}\right]_{0}^{\infty}+s \int_{0}^{\infty} u e^{-s t} d t \\
& =-1+s \int_{0}^{\infty} u e^{-s t} d t \\
\int_{0}^{\infty} u^{\prime \prime} e^{-s t} d t & \left.=u^{\prime} e^{-a t}\right]_{0}^{\infty}+s \int_{0}^{\infty} u^{\prime} e^{-a t} d t \\
& =0+s \int_{0}^{\infty} u^{\prime} e^{-a t} d t \\
& =-s+s^{2} \int_{0}^{\infty} u e^{-a t} d t \tag{8}
\end{align*}
$$

upon referring to the relation for $\int_{0}^{\infty} u^{\prime} e^{-s t} d t$.
Thus, (7) yields the equation
or

$$
\begin{gather*}
\left(s^{2}-3 s+2\right) \int_{0}^{\infty} u e^{-s t} d t=s-3  \tag{9}\\
\int_{0}^{\infty} u e^{-s t} d t=\frac{s-3}{s^{2}-3 s+2} \tag{10}
\end{gather*}
$$

The rational function on the right side of (10) has a partial fraction decomposition

$$
\begin{equation*}
\frac{s-3}{s^{2}-3 s+2}=\frac{a_{1}}{s-1}+\frac{a_{2}}{s-2} \tag{11}
\end{equation*}
$$

with

$$
\begin{align*}
& \left.a_{1}=\lim _{s \rightarrow 1} \frac{(s-1)(s-3)}{s^{2}-3 s+2}=\frac{s-3}{s-2}\right]_{s=1}=2  \tag{12}\\
& \left.a_{2}=\lim _{s \rightarrow 2} \frac{(s-2)(s-3)}{s^{2}-\frac{s}{3}+2}=\frac{s-3}{s-1}\right]_{s=2}=-1
\end{align*}
$$

Hence,

$$
\begin{equation*}
\int_{0}^{\infty} u e^{-s t} d t=\frac{2}{s-1}-\frac{1}{s-2} \tag{13}
\end{equation*}
$$

whence $u(t)$ has the form stated in (6).
26. Discussion. If, in place of the second-order system appearing in (5.1), we had studied a tenth-order system, the straightforward approach, based upon undetermined coefficients, would have required the solution of ten simultaneous linear equations in ten unknowns-a formidable problem. The use of the Laplace transform technique avoids this. Actually, this is only a small part of the reason why the Laplace transform plays a fundamental role in analysis.

## EXERCISES

1. Show that

$$
\int_{0}^{\infty} t^{n} e^{-a} e^{a t} d t=\frac{n!}{(s-a)^{n+1}}
$$

using
(a) Integration by parts
(b) Differentiation with respect to $s$ or $a$
2. Using this formula, show how to solve linear differential equations whose characteristic equations have multiple roots. In particular, solve

$$
u^{\prime \prime}-2 u^{\prime}+u=0 \quad u(0)=1 \quad u^{\prime}(0)=0
$$

3. Use the Laplace transform solution of an associated differential equation to obtain a representation for the solution of the system of linear equations $b_{k}=$

4. How does one treat the corresponding problem when the $x_{i}$ and $N$ are unknowns?
5. Matrix Case. Consider the equation

$$
\begin{equation*}
\frac{d x}{d t}=A x \quad x(0)=c \tag{1}
\end{equation*}
$$

where $A$ is a constant matrix. Taking transforms, we have

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d x}{d t} e^{-a} d t=A \int_{0}^{\infty} x e^{-a t} d t \tag{2}
\end{equation*}
$$

whence, integrating by parts,

$$
\begin{equation*}
(A-s I) \int_{0}^{\infty} x e^{-s t} d t=-c \tag{3}
\end{equation*}
$$

Thus, the Laplace transform of the solution is given by

$$
\begin{equation*}
\int_{0}^{\infty} x e^{-a t} d t=(s I-A)^{-1} c \tag{4}
\end{equation*}
$$

In order to solve this, we can use the same type of partial fraction decomposition referred to above, namely

$$
\begin{equation*}
(s I-A)^{-1}=\sum_{k=1}^{N} A_{k}\left(s-\lambda_{k}\right)^{-1} \tag{5}
\end{equation*}
$$

We shall assume, for the sake of simplicity, that the characteristic roots of $A$ are distinct. Then

$$
\begin{equation*}
A_{k}=\lim _{s \rightarrow \lambda_{k}}\left(s-\lambda_{k}\right)(s I-A)^{-1} \tag{6}
\end{equation*}
$$

## EXERCISES

1. Find an explicit representation for $A_{k}$, using the Sylvester interpolation formula of Exercise 34, Miscellaneous Exercises, Chap. 6.
2. What happens if $A$ has multiple characteristic roots?
3. Use the Laplace transform of a linear differential equation of the form $u^{(N)}+$ $a_{1} u^{(N-1)}+\cdots+a_{N} u=0, \quad u(0)=a_{0}, \quad u^{\prime}(0)=a_{1}, \ldots, \quad u^{(N-1)}(0)=a_{N-1}, \quad$ to obtain a solution of the linear system

$$
\sum_{i=1}^{N} \lambda_{i} a_{i}=a_{r} \quad r=0,1, \ldots, N-1
$$

where $\lambda_{i} \neq \lambda_{i}$ for $i \neq j$.

## MISCELLANEOUS EXERCISES

1. If $A=I+B$, under what conditions does

$$
A^{-1}=1-B+B^{2}-\cdots ?
$$

2. By considering the equation $x^{\prime \prime}+A x=0$, where $A$ is positive definite, show that the characteristic roots of a positive definite matrix are positive.
3. Let $A=H U$ be a representation of the complex matrix $A$ where $H$ is a positive definite Hermitian matrix and $U$ is unitary. Show that $A$ is normal if and only if $H$ and $U$ commute.
4. Prove that if $A, B$ and $A B$ are normal, then $B A$ is normal ( $N . A$. Wiegmann).
5. A necessary and sufficient condition that the product of two normal matrices be normal is that each commute with the $H$ matrices of the other. By the $H$ matrix of $A$, we mean the non-negative definite square root of $A A^{*}(N . A$. Wiegmann).
6. $A^{n}=I$ for some $n$ if and only if the characteristic roots of $A$ are roots of unity.
7. If $B^{k}=0$ for some $k$, then $|A+B|=|A|$.
8. If $|A+\lambda l|=0$ has reciprocal roots, $A$ is either orthogonal, or $A^{2}=I$ (Burgatti).
9. Let $P, Q, R, X$ be matrices of the second order. Then every characteristic root of a solution $X$ of $P X^{2}+Q X+R=0$ is a root of $\left|P \lambda^{2}+Q \lambda+R\right|=0$ (Sylvester).
10. Prove that the result holds for $N$-dimensional matrices and the equation

$$
A_{0} X^{m}+A_{1} X^{m-1}+\cdots+A_{m-1} X+A_{m}=0
$$

11. The scalar equation $u^{\prime \prime}+p(t) u^{\prime}+q(t) u=0$ is converted into the Riccati equation $v^{\prime}+v^{2}+p(t) v+q(t)=0$ by means of the change of variable $u=\exp \left(\int v d t\right)$ or $v=u u^{\prime} / u$. Show that there is a similar connection between the matrix Riccatian equation $X^{\prime}=A(t)+B(t) X+X C(t) X$ and a second-order linear differential equation.
12. Every matrix $A$ with $|A|=1$ can be written in the form $A=B C B^{-1} C^{-1}$ (Shoda).
13. If $|X|=|Y| \neq 0$, then two matrices $C$ and $D$ can be found such that

$$
X=C^{-1} D^{-1} Y C D
$$

( 0. Taussky).
14. Let

$$
H_{N}=\left[\begin{array}{cccccc}
0 & i \lambda_{1} & 0 & & & \\
-i \lambda_{1} & 0 & i \lambda_{2} & & & \\
& -i \lambda_{2} & & & & \\
& & & \cdot & & \\
& & & & & \\
& & & & 0 & i \lambda_{N-1} \\
& & & & -i \lambda_{N-1} & 0
\end{array}\right]
$$

Show that

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \log \left|H_{N}+\lambda I\right|=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} \log \left[\lambda+z_{n}(\lambda)\right]
$$

where $z_{n}(\lambda)$ represents the continued fraction

$$
z_{n}(\lambda)=\lambda_{n}^{2} / \lambda+\lambda_{n+1}{ }^{2} / \lambda+\cdots
$$

Hinl: Start with the recurrence relation
$H_{N}\left(\lambda ; \lambda_{1}, \lambda_{2}, \ldots, \lambda_{N-1}\right)=\lambda H_{N-1}\left(\lambda ; \lambda_{2}, \lambda_{1}, \ldots, \lambda_{N-1}\right)+\lambda_{1}{ }^{2} H_{N-2}\left(\lambda ; \lambda_{2}, \lambda_{4}, \ldots, \lambda_{N-1}\right)$
for $N \geq 3$, where $H_{N}(\lambda)=\left|H_{N}+\lambda I\right|$.
16. If $A$ and $B$ are both normal, then if $c_{1} A+c_{2} B$ has the characteristic values $c_{1} \lambda_{i}+c_{2} \mu_{i}$ for all $c_{1}$ and $c_{2}$, we must have $A B=B A$ (N. A. Wiegmann-H. Wielandt).
16. Write

$$
e^{A} e^{B}=e^{A+B+f(A, B)}
$$

Show that $f(A, B)=[A, B] / 2+g(A, B)+h(A, B),[A, B]=A B-B A$, where $g(A, B)$ is a homogeneous polynomial of degree 3 in $A$ and $B$ satisfying the relation $g(A, B)=$ $g(B, A)$, and $h(A, B)$ is a sum of homogeneous polynomials beginning with one of degree 4.
17. Show that

$$
f(B, C)+f(A, B+C+f(B, C))=f(A, B)+f(A+B+f(A, B), C)
$$

18. Using this result, show that

$$
[A,[B, C]]+[B,[C, A]]+[C,[A, B]]=0
$$

where $[A, B]$ is the Jacobi bracket symbol.
19. A necessary and sufficient condition that $\lim _{n \rightarrow \infty} B^{n}=0$, for $B$ real or complex, is that there exist a positive definite Hermitian matrix $H$ such that $H-B^{*} H B$ is positive definite ( $P$. Stein).
20. $A$ is diagonalizable if and only if $H A H^{-1}$ is normal for some positive definite Hermitian matrix $H$ (Mitchell).
21. Let $r$ be a root of the quadratic equation $r^{2}+a_{1} r+a_{2}=0$. Write $y=x_{0}+$ $x_{1} r, y r=x_{0} r+x_{1}\left[-a_{1} r-a_{2}\right]=-a_{2} x_{1}+\left(x_{0}-x_{1} a_{1}\right) r$. Introduce the matrix

$$
X=\left[\begin{array}{cc}
x_{0} & x_{1} \\
-a_{2} & x_{0}-x_{1} a
\end{array}\right]
$$

and write $X \sim x_{0}+x_{1} r$.
If $X \sim x_{0}+x_{1} r$ and $Y \sim y_{0}+y_{1} r$, to what does $X Y$ correspond?
22. Determine the characteristic roots of $X$.
28. Generalize the foregoing results to the case where $r$ is a root of the $N$ th-order polynomial equation

$$
r^{N}+a_{i} r^{N-1}+\cdots+a_{N}=0
$$

24. There exists an orthogonal matrix $B(t)$ such that $y=B(t) z$ transforms $d y / d t=$ $A(t) y$ into $d z / d t=A_{1}(t) z$ where $A_{1}(t)$ is semidiagonal (Diliberto).
25. $B(t)$ can be chosen to be bounded and nonsingular and $A_{1}(t)$ diagonal (Diliberto).
26. Given one characteristic vector of an $N \times N$ matrix $A$, can this information be used to reduce the problem of determining all characteristic vectors of $\hat{A}$ to that of determining all characteristic vectors of an $(N-1) \times(N-1)$ matrix?
27. The matrix $A$ is called circular if $A^{*}=A^{-1}$. Show that $e^{i R}$ is circular if $R$ is real.
28. The matrix $A$ has the form $e^{S}$ where $S$ is real skew-symmetric if and only if $A$ is a real orthogonal matrix with $|A|=1$ (Taber).
29. Every nonsingular matrix can be expressed as the product of
(a) A symmetric matrix and an orthogonal matrix, if real
(b) A Hermitian matrix and a unitary matrix, if complex

If the first factor is chosen to be positive definite, the factors are uniquely determined. These and many other results are derived by DeBruijn and Szekeres in the paper cited below, ${ }^{1}$ using the logarithm of a matrix.
30. Derive the result of Exercise 28 from the canonical representation given above for orthogonal matrices.
81. Let $u_{1}, u_{2}, \ldots, u_{N}$ be a set of linearly independent solutions of the $N$ th-order linear differential equation

$$
u^{(N)}+p_{\mathrm{i}}(l) u^{(N-1)}+\cdots+p_{N}(l) u=0
$$

The determinant

$$
W\left(u_{1}, u_{2}, \ldots, u_{N}\right)=\left|\begin{array}{llll}
u_{1} & u_{2}^{\prime} & & u_{N} \\
u_{1}^{\prime} & u_{2}^{\prime} & & u_{N}^{\prime} \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
u_{1}^{(N-1)} & u_{2}^{(N-1)} & \cdots & u_{N^{(N-1)}}
\end{array}\right|
$$

is called the Wronskian of the function $u_{1}, u_{2}, \ldots, u_{N}$. Show that

$$
W(t)=W\left(u_{1}, u_{2}, \ldots, u_{N}\right)=W\left(t_{0}\right) e^{-\int_{l_{0}}^{t} p_{1}(s) d s}
$$

For an extension of the concept of the Wronskian, see A. Ostrowski. ${ }^{2}$
The corresponding determinant associated with the solution of a linear difference equation of the form

$$
u(x+N)+p_{1}(x) u(x+N-1)+\cdots+p_{N}(x) u(x)=0
$$

$x=0,1,2, \ldots$,

$$
\boldsymbol{C}\left(u_{1}, \ldots, u_{N}\right)=\left|\begin{array}{llll}
u_{1}(x) & u_{2}(x) & \cdots & u_{N}(x) \\
u_{1}(x+1) & u_{2}(x+1) & \cdots & u_{N}(x+1) \\
\cdot & & & \\
\cdot & & & \\
u_{1}(x+N-1) & u_{2}(x+N-1) & \cdots & u_{N}(x+N-1)
\end{array}\right|
$$

is called a Casorati deterninant. ${ }^{3}$
Many further results concerning Wronskians can be found in G. Polya and G. Szego. ${ }^{4}$
${ }^{1}$ N. G. DeBruijn and G. Szekercs, Nieuw. Arch. Wisk., (3), vol. 111, pp. 20-32, 1955.
${ }^{2}$ A. Ostrowski, Uber ein Analogon der Wronskischen Determinante bei Funktionen mehrerer Veränderlicher, Math. Z., vol. 4, pp. 223-230, 1919.
${ }^{3}$ For some of its properties, see P. Montel, Legons sur les recurrences et leurs applications, Gauthier-Villars, Paris, 1957.
See also D. M. Krabill, On Extension of Wronskian Matrives, Bull. Am. Math. Soc., vol. 49, pp. 593-601, 1943.
${ }^{4}$ G. Polya and G. Szego, Aufgaben und Lehrsatze aus der Analysis, Zweiter Band, p. 113, Dover Publications, New York, 1945.
82. A unitary matrix $U$ can be expressed in the form $U=V^{-1} W^{-1} V W$ with unitary $V, W$, if and only if $\operatorname{det} U=1$.
88. The unitary matrices $U, V$ can be expressed in the form $U=W_{1} W_{2} W_{8}$, $V=W_{8} W_{2} W_{1}$ with unitary $W_{1}, W_{2}, W_{8}$ if and only if $\operatorname{det} U=\operatorname{det} V$.
84. If $A A^{*}-A^{*} A$ has all non-negative elements, then actually $A$ is normal.
85. If $H_{1}$ and $H_{2}$ are Hermitian and one, at least, is positive definite, then $H_{1} H_{2}$ can be transformed into diagonal form (O. Taussky).
36. If $\lambda A+\mu B$ can be diagonalized for all scalars $\lambda$ and $\mu$, then $A B=B A$ (T. S. Motzkin and O. Taussky).
87. Show that a matrix $A$, which is similar to a real diagonal matrix $D$ in the sense that $A=T D T^{-1}$, is the product of two Hermitian matrices ( 0 . Taussky).

3s. The characteristic roots of

$$
A=\left[\begin{array}{llllll}
a & b & \cdots & \cdot & & \\
c & a & b & \cdots & \cdot & \\
\cdot & c & a & b & \cdots & \\
& & \cdots & \cdots & & c
\end{array}\right]
$$

are given by $\lambda_{k}=a-2 \sqrt{b c} \cos k \theta, k=1,2, \ldots, N$, where $\theta=\pi /(N+1)$, Show that $\Delta_{N}(\lambda)=|A-\lambda I|$ satisfies the difference equation

$$
\Lambda_{N}(\lambda)=(a-\lambda) \Delta_{N-1}(\lambda)-b c \Delta_{N-8}(\lambda)
$$

39. The characteristic roots of

$$
B=\left[\begin{array}{cccccccc}
z-b & 2 a & b & & & & & \\
2 a & z & 2 a & b & & & & \\
b & 2 a & z & 2 a & b & & & \\
& & & \cdot & & & & \\
& & & \cdot & & & & \\
& & & b & 2 a & z & 2 a & b \\
& & & & b & 2 a & z & 2 a \\
& & & & & b & 2 a & z-b
\end{array}\right]
$$

are given by

$$
\lambda_{k}=z-2 b-b^{-1}\left\{a^{2}-(a-2 b \cos k \theta)^{2}\right\} \quad k=1,2, \ldots, N
$$

(Rutherford, Todd)
Obtain the result by relating $B$ to $A^{2}$.
(A detailed discussion of the behavior of the characteristic roots and vectors of the matrix $A(\alpha)^{\prime} A(\alpha)$ may be found in A. Ostrowski. ${ }^{\text {b }}$ )

The matrix $A(\alpha)$ is given by the expression

$$
A(\alpha)=\left[\begin{array}{llll}
\alpha & 0 & \cdots & 0 \\
1 & \alpha & \cdots & 0 \\
1 & 1 & \alpha & 0 \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
1 & 1 & \cdots & \alpha
\end{array}\right]
$$

${ }^{1}$ A. Ostrowski, On the Spectruin of a One-parametric Family of Matrices, J. reine angew. Math., Bd. 193, pp. 143-160, 1954.
(Another detailed discussion of the properties of a particularly interesting matrix may be found in T. Kato. ${ }^{1}$ )
40. Denote by $s(A)$ the function $\max \left|\lambda_{i}-\lambda_{i}\right|$, and by $\|A\|$ the quantity

$$
\left(\sum_{i, j}^{i, j}\left|a_{i j}\right|^{2}\right)^{3 / 2}
$$

Show that

$$
s(A) \leq\left(2\|A\|^{2}-\frac{2}{N}|\operatorname{tr} A|^{2}\right)^{3 / 2}
$$

and thus that $s(A) \leq 2^{36}\|A\|$ (L. Mirsky).
41. Let $[A, B]=A B-B A$, as above. If $\left[A,\left[A, A^{*}\right]\right]=0$, then $A$ is normal (Pulnam).

See T. Kato and O. Taussky. ${ }^{2}$
42. If $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$ are the characteristic values of $A_{1} c_{1}$ and $c_{2}$ are two nonzero complex numbers, and the characteristic values of $c_{1} A+c_{2} A^{*}$ are $c_{1} \lambda_{i}+c_{2} \dot{\lambda}_{j(i)}$, where $j(i)$ is a permutation of the integers $1, \ldots, N$, then $A$ is normal.
48. Let $A$ and $B$ commute. Then the characteristic values of $f(A, B)$ are $f\left(\lambda_{i}, \mu_{i}\right)$, where $\lambda_{i}$ and $\mu_{i}$ are the characteristic values of $A$ and $B$ arranged in a fixed order, independent of $f$ ( $G$. Frobenius).
(Pairs of matrices $A$ and $B$ for which $c_{1} A+c_{2} B$ has the characteristic roots $c_{1} \lambda_{1}+$ $c_{2 \mu \mathrm{i}}$ are said to possess property $L .^{\mathbf{2}}$ )
44. Prove that $A$ is normal if and only if

$$
\operatorname{tr}\left(A^{*} A\right)=\sum_{i=1}^{N}\left|\lambda_{i}\right|^{2} \quad \text { (I.Schur) }
$$

45. Use this result to establish Wiegmann's result that $B A$ is normal if $A, B$ and $A B$ are normal (L. Mirsky).
46. If $A$ is a Hermitian matrix, show that with $s(A)$ defined as in Exercise 40,

$$
s(A)=2 \sup _{u, v}|(\bar{u}, A v)|
$$

where the upper bound is taken with respect to all pairs of orthogonal vectors $u$ and $v$ (L. Mirsky).
47. If $A$ is Hermitian, then $s(A) \geq 2 \max _{r \neq s}\left|a_{r a}\right|$ (Parker, Mirsky).
48. If $A$ is normal, then

$$
s(A) \leq \sup _{|2|=1} s\left(\frac{z A+\bar{z} A^{*}}{2}\right) \quad(\text { L. Mirsky })^{4}
$$

${ }^{1}$ T. Kato, On the Hilbert Matrix, Proc. Am. Math. Soc., vol. 8, pp. 73-81, 1957.
${ }^{2}$ T. Kato and O. Taussky, Commutators of $A$ and $A^{*}, J$. Washington Acad. Sci., vol. 46, pp. 38-40, 1956.
${ }^{3}$ For a discussion and further references, see T. S. Motzkin and O. Taussky, Pairs of Matrices with Property L, Trans. Am. Math. Soc., vol. 73, pp. 108-114, 1952.

- For the preceding results, and further ones, see L. Mirsky, Inequalities for Normal and Herinitian Matrices, Duke Math. J., vol. 24, pp. 592-600, 1957.

49. If $A$ and $B$ are normal matrices with characteristic values $\lambda_{i}$ and $\mu_{i}$, respectively, then there exists a suitable rearrangement of the characteristic values so that $\sum_{i}\left|\lambda_{i}-\mu_{i}\right|^{2} \leq\|A-B\|^{2}$, where $\|A\|^{2}=\sum_{i, j}\left|a_{i j}\right|^{2}$, as above (Hoffman-Wielandt).
50. As we know, every matrix $A$ can be written in the form $B+i C$, where $B$ and $C$ are Hermitian. Let the characteristic roots of $B$ be contained between $b_{1}$ and $b_{2}$ and those of $C$ be between $c_{1}$ and $c_{2}$. Then if we consider the rectangle in the complex plane with the vertices $b_{1}+i c_{1}, b_{1}+i c_{2}, b_{2}+i c_{1}, b_{2}+i c_{2}$, all the characteristic roots of $A$ are contained within this rectangle (Bendixson-Hirsch).
51. By the domain $D$ of a matrix $A$, let us mean the set of complex values assumed by the quadratic form $(x, A \bar{x})$ for values of $x$ satisfying the constraint $(x, \bar{x})=1$. Show that the characteristic values of $A$ belong to the domain of $A .^{1}$
52. Let $K$ be the smallest convex domain which includes all characteristic values of $A$, and let $D$ be a domain of $A$. If $A$ is normal, $K$ and $D$ are the same.
53. Show, by considering $2 \times 2$ matrices, that the result need not be valid if $A$ is not normal.
54. The boundary of $D$ is a convex curve, whether or not $A$ is normal.
55. In addition, $D$ itself is a convex set. ${ }^{2}$ For a bibliography of recent results concerning this and related problems, see O. Taussky. ${ }^{3}$
56. Associated with the equation $x^{\prime}=A x$, where $x$ is an $N$-dimensional vector and $A$ an $N \times N$ matrix, is an $N$ th-order linear differential equation satisfied by each component of $x$. Suppose that every solution of the corresponding equation associated with $y^{\prime}=B y$ is a solution of the equation associated with $x^{\prime}=A x$. What can be said about the relation between the matrices $A$ and $B$ ?
57. Consider the equation $d x / d t=B x, x(0)=c$, where $B$ is a constant matrix to be chosen so that the function $(x, x)$ remains constant over time. Show that $B$ will have the required property if and only if it is skew-symmetric. From this, conclude that $e^{B}$ is orthogonal.
58. Using the fact that the vector differential equation $A d^{2} x / d t^{2}+B d x / d t+$ $C x=0$ can be considered to be equivalent to the system $d x / d t=y, A d y / d t+B y+$ $C x=0$, obtain a determinantal relation equivalent to $\left|A \lambda^{2}+B \lambda+C\right|=0$ involving only linear terms in $\lambda$.
59. Let $x_{1}, x_{2}, \ldots, x_{m}$ be scalars, and $F\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ denote the matrix $A_{1} x_{1}+A_{2} x_{2}+\cdots+A_{m} x_{m}$, where $A_{i}$ are pairwise commutative. Then if $f\left(x_{1}, x_{2}, \ldots, x_{m}\right)=\left|F\left(x_{1}, x_{2}, \ldots x_{m}\right)\right|$ (the determinant of $F$ ), we have $f\left(X_{1}, X_{2}\right.$, $\left.\ldots, X_{m}\right)=0$ if the $X_{i}$ are matrices such that $A_{1} X_{1}+A_{2} X_{2}+\cdots+A_{m} X_{m}=0$. (This generalization of the Hamilton-Cayley theorem is due to H. B. Phillips.)
60. Show that the result remains valid if the linear form $\sum_{i} A_{i} x_{i}$ is replaced by a polynomial in the $x_{i}$ with matrix coefficients. See Chao Ko and H. C. Lee, ${ }^{4}$ where references to earlier work by Ostrowski and Phillips will be found.
${ }^{1}$ For this and the following results see 0 . Tocplitz, Das algebraische Analogon 20 einem Satze von Fejer, Math. Z., vol. 2, pp. 187-197, 1919.
${ }^{2}$ F. Hausdorff, Der Wertvorrat einer Bilinearform, Math. Z., vol. 3, pp. 314-316, 1919.
${ }^{3}$ O. Taussky, Bibliography on Bounds for Characteristic Roots of Finite Matrices, National Bureau of Standards, September, 1951.
${ }^{4}$ Chao Ko and H. C. Lee, A Further Generalization of the Hamilton-Cayley Theorem, J. London Math. Soc., vol. 15, pp. 153-158, 1940.
61. If $E_{i}, i=1,2, \ldots, n$, are $4 \times 4$ matrices satisfying the relations $E_{i}{ }^{2}=-1$, $E_{i} E_{j}=-E_{i} E_{i}, i \neq j$, then $n \leq 5$ (Eddington).
62. If the $E_{i}$ are restricted to be either real or pure imaginary, then 2 are real and 3 are imaginary (Eddington). For a generalization, see M. H. A. Newman. ${ }^{1}$
63. If $B$ commutes with every matrix that commutes with $A$, then $B$ is a scalar polynomial in A. See J. M. Wedderburn. ${ }^{2}$
64. Let $A$ be a complex matrix with characteristic roots $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$. Then, if we set $\|X\|^{2}=\sum_{i, j}\left|x_{i j}\right|^{2}$, we have

$$
\operatorname{Inf}_{S}\left\|S^{-1} A S\right\|^{2}=\sum_{i=1}^{N}\left|\lambda_{1}\right|^{2}
$$

where the lower bound is taken with respect to all nonsingular $S$. The lower bound is attained if and only if $A$ is diagonizable (L. Mirsky).
65. Let $A, B$, and $X$ denote $N \times N$ matrices. Show that a sufficient condition for the existence of at least one solution $X$ of the matrix equation $X^{2}-2 A X+B=0$ is that the characteristic values of

$$
R=\left(\begin{array}{cc}
A & I \\
A^{2}-B & A
\end{array}\right)
$$

be distinct (Treuenfels).
66. Let $\{X\}$ be a set of $N \times N$ matrices with the property that every real linear combination has only real characteristic values. Then $\lambda_{\max }(X)$, the largest characteristic value, is a convex matrix function, and $\lambda_{m \ln }(X)$, the smallest characteristic value, is a concave matrix function ( $P$. D. Lax).
67. Let $X$ and $Y$ be two matrices all of whose linear combinations have real characteristic values, and suppose that those of $X$ are negative. Then any characteristic root of $X+i Y$ has negative real part ( $P . D . L a x$ ).
68. Let $|X|$ be a set of $N \times N$ real matrices with the property that every real linear combination has only real characteristic values. Then if $X_{1}$ and $X_{2}$ are two matrices in the set with the property that $X_{1}-X_{2}$ has non-negative characteristic roots, we have $\lambda_{i}\left(X_{1}\right) \geq \lambda_{i}\left(X_{2}\right), i=1,2, \ldots, N$, where $\lambda_{i}(X)$ is the $i$ th characteristic root arranged in order of magnitude ( $P$. D. Lax). For proofs of these results based upon the theory of hyperbolic partial differential equations, see P. D. Lax. ${ }^{3}$

For proofs along more elementary lines, see A. F. Weinberger. ${ }^{4}$
69. Let $\left.\mid \alpha_{i}\right\},\left\{\beta_{i}\right\}(1 \leq i \leq n)$ be complex numbers, each of absolute value 1 . Prove: There exist two unitary matrices $A, B$ of order $n$ with the preassigned characteristic roots $\left\{\alpha_{i}\right\},\left\{\beta_{i}\right\}$, respectively, and such that 1 is a characteristic root of $A B$, if and only if, in the complex plane, the convex hull of the points $\left\{\alpha_{i}\right\}$ and the convex bull of the points $\left\{\bar{\beta}_{i}\right\}$ have a point in common (Ky Fan). ${ }^{5}$

[^10]70. We know that $e^{A t}$ may be written as a polynomial in $A, e^{A t}=u_{0}(t) I+u_{1}(t) A+$ $\cdots+u_{N-1}(t) A^{N-1}$. Determine differential equations for the $u_{i}(t)$ using the fact that $d / d t\left(e^{A t}\right)=A e^{A t}$.
71. Let $A$ be an $N \times N$ matrix and $A(+)$ be formed from $A$ by replacing with zeros all elements of $A$ which are either on or below the principal diagonal. Let $A(-)=A-A(+)$ and suppose that $A(+)$ and $A(-)$ commute. Write $e^{A}=P Q$, where $P-I$ has nonzero terms only above the diagonal and $Q-I$ has nonzero terms only on or below the diagonal. Then
$$
P=e^{\lambda(+)} \quad Q=e^{\Lambda(-)}
$$
and the factorization is unique (G. Baxter, An Operator Identity, Pacific J. Math., vol. 8, pp. 649-664, 1958). The analogy betwcen this factorization and the WienerHopf factorization is more than superficial.
72. Consider the linear functional equation $f=e+\lambda T(f g)$, where $e$ is the identity element, $\lambda$ is a scalar, and $T$ is an operator satisfying a relation of the form $(T u)(T v)=$ $T(u T(v))+T(u) v$ - $\theta u v$, for any two functions $u$ and $v$ with $\theta$ a fixed scalar. Show that for small $\lambda$
$$
f=\exp \left[T\left(\sum_{n=1}^{\infty} n^{-1}(\lambda g)^{n} \theta^{n-1}\right)\right]
$$

The result is due to Baxter. For proofs dependent on differential equations, see Atkinson ${ }^{1}$ and Wendel. ${ }^{2}$ Operators of the foregoing nature are connected with the Reynolds operator of importance in turbulence theory.
78. Let $|A+\lambda I|=\lambda^{n}+a_{1} \lambda^{n-1}+\cdots+a_{n}$. Show that

$$
a_{1}=-\operatorname{tr}(A) \quad a_{2}=-1 / 2\left\{a_{1} \operatorname{tr}(A)+\operatorname{tr}\left(A^{2}\right)\right\} \ldots
$$

and obtain a general recurrence relation connecting $a_{k}$ with $a_{1}, a_{2}, \ldots, a_{k-1}$ (Bocher).
74. A matrix $A$ whose main diagonal elements are 0 s and 1s, with other elements satisfying the relation $a_{i j}+a_{j i}=l$ is called a tournament matrix. Let $\lambda_{1}, \lambda_{2}, \ldots$, $\lambda_{N}$ be the $N$ characteristic roots of $A$, with $\left|\lambda_{1}\right| \geq\left|\lambda_{2}\right| \geq \cdots \geq\left|\lambda_{N}\right|$. Then $-1 / 2 \leq$ $\operatorname{Re}\left(\lambda_{1}\right) \leq(n-1) / 2,\left|\lambda_{1}\right| \leq(n-1) / 2$ and $\left|\lambda_{k}\right| \leq(n(n-1) / 2 k)^{3 / 2}$ for $k \geq 2$. (A. Braver and 1. C. Gentry, On the Characteristic Roots of Tournament Matrices, Bull. Am. Math. Soc., vol. 74, pp. 1133-1135, 1968.)
76. If $B=\lim A^{n}$, what can be said about the characteristic roots of $B$ ? ( 0 . Taussky, Matrices with $C^{n} \rightarrow 0, J$. Algebra, vol. 1, pp. 5-10, 1964.)
76. Let $A$ be a matrix with complex elements. Show that $A$ is normal (that is, $A A^{*}=A^{*} A$ ), if and only if one of the following holds:
(a) $A=B+i C$, where $B$ and $C$ are Hermitian and commute.
(b) $A$ has a complete set of orthonormal characteristic vectors.
(c) $A=U^{*} D U$ where $U$ is unitary and $D$ is diagonal.
(d) $A=U H$ where $U$ is unitary and $H$ is Hermitian and $U$ and $H$ commute.
(e) The characteristic roots of $A A^{*}$ are $\left|\lambda_{1}\right|^{2}, \ldots,\left|\lambda_{N}\right|^{2}$ where $\lambda_{1}, \ldots, \lambda_{N}$ are the characteristic roots of $A$.
(f) The characteristic roots of $A+A^{*}$ are $\lambda_{1}+\lambda_{1}, \ldots, \lambda_{N}+\lambda_{N}$.

The foregoing properties indicate the value of approximating to a given complex matrix $B$ by a normal matrix $A$ in the sense of minimizing a suitable matrix norm

[^11]$\|B-A\|$. This question was first investigated by Minsky; see Causey ${ }^{1}$ and Hoffman and 0 . Taussky. ${ }^{2}$
77. Consider the matrix differential equation $X^{\prime}=\left(P_{1}(l)+P_{2}(l+\theta)\right) X, X(0)=I$, where $P_{1}(\ell+1)=P_{1}(t), P_{2}(\ell+\lambda)=P_{2}(t), \lambda$ is irrational, and $\theta$ is a real parameter. Write $X(l, \theta)$ for the solution. Show that $X(l, \theta+\lambda)=X(l, \theta), X(l+1, \theta)=$ $X(t, \theta+1) X(1, \theta)$, and hence that $X(t+n, \theta)=X(l, \theta+n) X(1, \theta+n-1)$ $X(1, \theta+n-2) \cdots X(1, \theta)$.
78. Does $\prod X(1, \theta+k)$ possess a limiting behavior as $n \rightarrow \infty$ ? See R. Bellman, $k=0$
A Note on Linear Differential Equations with Quasiperiodic Coefficients, J. Math. Anal. Appl., to appear.
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## Symmetric Functions, Kronecker Products and Circulants

1. Introduction. In this chapter, we shall show that some problems of apparently minor import, connected with various symmetric functions of the characteristic roots, lead to a quite important concept in matrix theory, the Kronecker product of two matrices. As a limiting case, we obtain the Kronecker sum, a matrix function which plays a basic role in the theory of the matrix equation

$$
\begin{equation*}
A X+X B=C \tag{1}
\end{equation*}
$$

We have already met this equation in an earlier chapter, and we shall encounter it again in connection with stability theory. Furthermore, the Kronecker product will crop up in a subsequent chapter devoted to stochastic matrices.

Followiing this, we shall construct another class of compound matrices which arise from the consideration of certain skew-symmetric functions. Although these are closely tied in with the geometry of $N$-dimensional Euclidean space, we shall not enter into these matters here.

Finally, again motivated by conditions of symmetry, we shall discuss circulants.

Throughout the chapter, we shall employ the same basic device to determine the characteristic roots and vectors of the matricesunder discussion, namely, that of viewing a matrix as an equivalent of a transformation of one set of quantities into another. A number of problems in the exercises will further emphasize this point of view.
2. Powers of Characteristic Roots. A very simple set of symmetric functions of the characteristic roots are the power sums

$$
\begin{equation*}
p_{k}=\sum_{i=1}^{N} \lambda_{i}^{k} \tag{1}
\end{equation*}
$$

$k=1,2, \ldots$

Suppose that we wish to determine $\sum_{i=1}^{N} \lambda_{i}{ }^{2}$. Since

$$
\begin{equation*}
\sum_{i=1}^{N} \lambda_{i}{ }^{2}=\left(\sum_{i=1}^{N} \lambda_{i}\right)^{2}-2 \sum_{i \neq j} \lambda_{i} \lambda_{j} \tag{2}
\end{equation*}
$$

we can determine the sum of the squares of the characteristic roots in terms of two of the coefficients of the characteristic polynomial. Moreover, since $\sum_{i=1}^{N} \lambda_{i}{ }^{k}, k=1,2, \ldots$, is a symmetric function of the characteristic roots, we know, in advance, that it can be written as a polynomial in the elementary symmetric functions.

For many purposes, however, this is not the most convenient representation. We wish to demonstrate

Theorem 1. For $k=1,2, \ldots$, we have

$$
\begin{equation*}
\sum_{i=1}^{N} \lambda_{i}{ }^{k}=\operatorname{tr}\left(A^{k}\right) \tag{3}
\end{equation*}
$$

Proof. If $A$ has distinct characteristic roots, the diagonal representation

$$
A=T\left[\begin{array}{lllll}
\lambda_{1} & & & &  \tag{4}\\
& & & & 0 \\
& \lambda_{2} & & & \\
& & \cdot & & \\
& 0 & & & \\
& & & & \lambda_{N}
\end{array}\right] T^{-1}
$$

which yields the representation for $A^{k}$,

$$
A^{k}=T\left[\begin{array}{ccccc}
\lambda_{1}{ }^{k} & & & &  \tag{5}\\
& \lambda_{2}{ }^{k} & & & \\
& & & 0 & \\
& & & \cdot & \\
0 & & & \\
& & & \lambda_{N^{k}}{ }^{k}
\end{array}\right]^{T-1}
$$

makes the result evident. It is easily seen that an appeal to continuity along by now familiar lines yields (3) for general matrices.

If we do not like this route, we can employ the triangular representation

$$
A=T\left[\begin{array}{lllll}
\lambda_{1} & & \cdots & &  \tag{6}\\
& \lambda_{2} & & & \cdot \\
& & & & \cdot \\
& & & \cdots & \cdot \\
& & & & \lambda_{N}
\end{array}\right] T^{-1}
$$

where the elements above the main diagonal are not necessarily zero and ' the $\lambda_{1}$ are not necessarily distinct.

It is easily seen that

$$
A^{k}=T\left[\begin{array}{llll}
\lambda_{1}{ }^{k} & & \cdots &  \tag{7}\\
& \lambda_{2}{ }^{k} & & \cdot \\
& & & \cdot \\
& & \cdots \cdots & \\
0 & & & \lambda_{N}{ }^{k}
\end{array}\right] T^{-1}
$$

This representation yields an alternative proof of (3).
3. Polynomials and Characteristic Equations. Although we know that every characteristic equation produces a polynomial, it is not clear that every polynomial can be written as the characteristic polynomial of a matrix.

Theorem 2. The matrix

$$
A=\left[\begin{array}{ccccc}
-a_{1} & -a_{2} & \cdots & -a_{n-1} & -a_{n}  \tag{1}\\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdot & 0 & 0 \\
. & . & & . & . \\
. & . & & . & . \\
. & . & & . & . \\
0 & 0 & \cdots & 1 & 0
\end{array}\right]
$$

has the characteristic equation

$$
\begin{equation*}
|A-\lambda I|=0=\lambda^{n}+a_{1} \lambda^{n-1}+\cdots+a_{n} \tag{2}
\end{equation*}
$$

We leave the proof as an exercise.

## EXERCISE

1. Using the result given above, determine the sum of the cubes of the roots of the equation $\lambda^{n}+a_{1} \lambda^{n-1}+\cdots+a_{n}=0$.
2. Symmetric Functions. Although we have solved the problem of determining matrices which have as characteristic roots the quantities $\lambda_{1}{ }^{k}, \lambda_{2}{ }^{k}, \ldots, \lambda_{N}{ }^{k}$, we do not as yet possess matrices whose characteristic roots are prescribed functions of the characteristic roots, such as $\lambda_{i} \lambda_{j}, i, j=1,2, \ldots, N$.

In order to solve this problem, we begin with the apparently more difficult problem of determining a matrix whose characteristic roots are $\lambda_{i} \mu_{j}$, where $\lambda_{i}$ are the characteristic roots of $A$ and $\mu_{j}$ those of $B$. Specializing $\lambda_{i}=\mu_{i}$, we obtain the solution of the original problem.

Let us discuss the $2 \times 2$ case where the algebra is more transparent. Start with the two sets of equations

$$
\begin{array}{ll}
\lambda_{1} x_{1}=a_{11} x_{1}+a_{12} x_{2} & \mu_{1} y_{1}=b_{11} y_{1}+b_{12} y_{2}  \tag{1}\\
\lambda_{1} x_{2}=a_{21} x_{1}+a_{22} x_{2} & \mu_{1} y_{2}=b_{21} y_{1}+b_{22} y_{2}
\end{array}
$$

and perform the following multiplications:

$$
\begin{align*}
& \lambda_{1} \mu_{1} x_{1} y_{1}=a_{11} b_{11} x_{1} y_{1}+a_{11} b_{12} x_{1} y_{2}+a_{12} b_{11} x_{2} y_{1}+a_{12} b_{12} x_{2} y_{2} \\
& \lambda_{1} \mu_{1} x_{1} y_{2}=a_{11} b_{21} x_{1} y_{1}+a_{11} b_{22} x_{1} y_{2}+a_{12} b_{21} x_{2} y_{1}+a_{12} b_{22} x_{2} y_{2}  \tag{2}\\
& \lambda_{1} \mu_{1} x_{2} y_{1}=a_{21} b_{11} x_{1} y_{1}+a_{21} b_{12} x_{1} y_{2}+a_{22} b_{11} x_{2} y_{1}+a_{22} b_{12} x_{2} y_{2} \\
& \lambda_{1} x_{1} x_{2} y_{2}=a_{21} b_{21} x_{1} y_{1}+a_{21} b_{22} x_{1} y_{2}+a_{22} b_{21} x_{2} y_{1}+a_{22} b_{22} x_{2} y_{2}
\end{align*}
$$

We note that the four quantities $x_{1} y_{1}, x_{1} y_{2}, x_{2} y_{1}, x_{2} y_{2}$, occur on the right and on the left in (2). Hence if we introduce the four-dimensional vector

$$
z=\left[\begin{array}{l}
x_{1} y_{1}  \tag{3}\\
x_{1} y_{2} \\
x_{2} y_{1} \\
x_{2} y_{2}
\end{array}\right]
$$

and the $4 \times 4$ matrix

$$
C=\left[\begin{array}{cccc}
a_{11} b_{11} & a_{11} b_{12} & a_{12} b_{11} & a_{12} b_{12}  \tag{4}\\
a_{11} b_{21} & a_{11} b_{22} & a_{12} b_{21} & a_{12} b_{22} \\
a_{21} b_{11} & a_{21} b_{12} & a_{22} b_{11} & a_{22} b_{12} \\
a_{21} b_{21} & a_{22} b_{22} & a_{22} b_{21} & a_{22} b_{22}
\end{array}\right]
$$

we may write the equations of (2) in the form

$$
\begin{equation*}
\lambda_{1} \mu_{1} z=C z \tag{5}
\end{equation*}
$$

It follows that $z$ is a characteristic vector of $C$ with the associated characteristic value $\lambda_{1} \mu_{1}$. In precisely the same way, we see that $C$ has $\lambda_{1} \mu_{2}, \lambda_{2} \mu_{1}$, and $\lambda_{2} \mu_{2}$ as characteristic roots with associated characteristic vectors formed in the same fashion as in (3).

We thus have solved the problem of determining a matrix whose characteristic roots are $\lambda_{i} \mu_{j}, i, j=1,2$.
5. Kronecker Products. Since even the $2 \times 2$ case appears to introduce an unpleasant amount of calculation, let us see whether or not we can introduce a better notation. Referring to (4.4), we note that there is a certain regularity to the structure of $C$. Closer observation shows that $C$ may be written as a compound matrix

$$
C=\left[\begin{array}{ll}
a_{11} B & a_{12} B  \tag{1}\\
a_{21} B & a_{22} B
\end{array}\right]
$$

or, even more simply,

$$
\begin{equation*}
C=\left(a_{i j} B\right) \tag{2}
\end{equation*}
$$

Once this representation has been obtained, it is easy to see that it is independent of the dimensions of $A$ and $B$. Hence

Definition. Let $A$ be an $M$-dimensional matrix and $B$ an $N$-dimensional matrix. The MN-dimensional matrix defined by (2) is called the Kronecker product of $A$ and $B$ and written

$$
\begin{equation*}
A \times B=\left(a_{i j} B\right) \tag{3}
\end{equation*}
$$

The above argumentation readily yields Theorem 3.
Theorem 3. The characteristic roots of $A \times B$ are $\lambda_{i} \mu_{j}$ where $\lambda_{i}$ are the characteristic roots of $A$ and $\mu_{j}$ the characteristic roots of $B$.

The characteristic vectors have the form

$$
z_{i j}=\left[\begin{array}{c}
x_{1}{ }^{i} y^{i}  \tag{4}\\
x_{2} y^{i} y^{i} \\
\cdot \\
\cdot \\
\cdot \\
x_{M^{i} y^{j}}
\end{array}\right]
$$

Here by $x_{k}{ }^{i}, k=1,2, \ldots, M$, we mean the components of the characteristic vector $x^{i}$ of $A$, while $y^{j}$ is a characteristic vector of $B$.

## EXERCISES

1. Show that $\operatorname{tr}(A \times B)=(\operatorname{tr} A)(\operatorname{tr} B)$.
2. Determine $|A \times B|$.
3. Show that

$$
I \times B=\left[\begin{array}{llll}
B & & & 0 \\
& B & & \\
& & \ddots & \\
& & & \\
0 & & & B
\end{array}\right]
$$

6. Algebra of Kronecker Products. In order to justify the name "Kronecker product" and the notation we have used, we must show that $A \times B$ possesses a number of the properties of a product.

We shall leave as exercises for the reader proofs of the following results:

$$
\begin{align*}
A \times B \times C & =(A \times B) \times C=A \times(B \times C)  \tag{1a}\\
(A+B) \times(C+D) & =A \times C+A \times D+B \times C+B \times D  \tag{1b}\\
(A \times B)(C \times D) & =(A C) \times(B D) \tag{1c}
\end{align*}
$$

7. Kronecker Powers-I. We shall also consider the Kronecker power and write

$$
\begin{align*}
A^{[2]} & =A \times A \\
A^{[k+1]} & =A \times A^{[k]} \tag{1}
\end{align*}
$$

If $A$ and $B$ do not commute, $(A B)^{k} \neq A^{k} B^{k}$ in general; and never if $k=2$. It is, however, true that

$$
\begin{equation*}
(A B)^{[k]}=A^{[k]} B^{[k]} \tag{2}
\end{equation*}
$$

for all $A$ and $B$.
This important property removes many of the difficulties due to noncommutativity, and will be used for this purpose in a later chapter devoted to stochastic matrices.

## EXERCISE

1. Prove that $A^{[n+1]}=A^{[n]} \times A^{[l]}$.
2. Kronecker Powers-II. If we are interested only in Kronecker powers of a particular matrix, rather than general products, we can define matrices with these properties which are of much smaller dimension. Starting with the equations

$$
\begin{align*}
& \lambda_{1} x_{1}=a_{11} x_{1}+a_{12} x_{2}  \tag{1}\\
& \lambda_{1} x_{2}=a_{21} x_{1}+a_{22} x_{2}
\end{align*}
$$

we form the products

$$
\begin{align*}
\lambda_{1}{ }^{2} x_{1}{ }^{2} & =a_{11}{ }^{2} x_{1}{ }^{2}+2 a_{11} a_{12} x_{1} x_{2}+a_{12}{ }^{2} x_{2}{ }^{2} \\
\lambda_{1}{ }^{2} x_{1} x_{2} & =a_{11} a_{21} x_{1}{ }^{2}+\left(a_{11} a_{22}+a_{12} a_{21}\right) x_{1} x_{2}+a_{12} a_{22} x_{2}{ }^{2}  \tag{2}\\
\lambda_{1}{ }^{2} x_{2}{ }^{2} & =a_{21}{ }^{2}{ }^{2}{ }^{2}+2 a_{21} a_{22} x_{1} x_{2}+a_{22}{ }^{2} x_{2}{ }^{2}
\end{align*}
$$

It is clear then that the matrix

$$
A_{[2]}=\left[\begin{array}{ccc}
a_{11}{ }^{2} & 2 a_{11} a_{12} & a_{12^{2}}  \tag{3}\\
a_{11} a_{21} & \left(a_{11} a_{22}+a_{12} a_{21}\right) & a_{12} a_{22} \\
a_{21}{ }^{2} & 2 a_{21} a_{22} & a_{22^{2}}
\end{array}\right]
$$

possesses the characteristic roots $\lambda_{1}{ }^{2}, \lambda_{1} \lambda_{2}$, and $\lambda_{2}{ }^{2}$. The corresponding characteristic vectors are readily obtained.

To obtain the expression for $A_{[k]}$, we proceed in a more systematic fashion.
9. Kronecker Products-III. Consider the equations, for a fixed integer $k$,

$$
\begin{aligned}
& \left(a_{11} x_{1}+a_{12} x_{2}\right)^{k}=a_{11}{ }^{k} x_{1}^{k}+k a_{11}{ }^{k-1} a_{12} x_{1}{ }^{k-1} x_{2}+\cdots \\
& \left(a_{11} x_{1}+a_{12} x_{2}\right)^{k-1}\left(a_{21} x_{1}+a_{22} x_{2}\right)=a_{11}^{k-1} a_{21} x_{1}{ }^{k} \\
& \quad+\left((k-1) a_{11}^{k-2} a_{22} a_{21}+a_{11}{ }^{k-1} a_{22}\right) x_{1}{ }^{k-1} x_{2}
\end{aligned}
$$

$\left(a_{11} x_{1}+a_{12} x_{2}\right)^{k-i}\left(a_{21} x_{1}+a_{22} x_{2}\right)^{i}=a_{11}{ }^{k-{ }^{-i}} a_{21}{ }^{i} x_{1}^{k}+\cdots \cdot$
where $i=0,1,2, \ldots, k$.
The matrix $A_{[k]}$ is then defined by the tableau of coefficients of the terms $x_{1}{ }^{k-i} x_{2}{ }^{i}, i=0,1,2, \ldots, k$,

$$
A_{[k]}=\left[\begin{array}{ccc}
a_{11}{ }^{k} & { }_{k a_{11}}{ }^{k-1} a_{12} & \cdots  \tag{2}\\
a_{11}{ }^{k-1} a_{21} & \left((k-1) a_{11}{ }^{k-2} a_{12} a_{21}+a_{11}{ }^{k-1} a_{22}\right) & \cdots \\
\cdot & & \\
\cdot & &
\end{array}\right]
$$

This representation holds only for $2 \times 2$ matrices. The representation of $A_{[k]}$ for matrices of dimension $N$ can be obtained similarly.

## EXERCISES

1. Show that $(A B)_{[k]}=A_{\{k \mid} B_{[k]}$.
2. Show that $A_{[k+1]}=A_{[k]} A_{[j]}$.
3. Kronecker Logarithm. Let us now derive an infinite matrix which we can think of as a Kronecker logarithm. We begin by forming a generalized $k$ th power for nonintegral $k$. To do this, we consider the infinite sequence of expression $\left(a_{11} x_{1}+a_{12} x_{2}\right)^{k-i}\left(a_{21} x_{1}+a_{22} x_{2}\right)^{i}, i=0,1$, $2, \ldots$, for $k$ nonintegral.

This yields, in place of the finite tableau of (8.2), an infinite array, since the binomial series $\left(a_{11} x_{1}+a_{12} x_{2}\right)^{k-i}$ is now not finite.

The change of variable

$$
\left[\begin{array}{l}
x_{1}  \tag{1}\\
x_{2}
\end{array}\right]=B\left[\begin{array}{l}
x_{1}^{\prime} \\
x_{2}^{\prime}
\end{array}\right]
$$

shows that

$$
\begin{equation*}
(A B)_{[k]}=A_{[k]} B_{[k]} \tag{2}
\end{equation*}
$$

holds for arbitrary values of $k$.

Let us now expand each element in $A_{[k]}$ about $k=0$. Write

$$
\begin{equation*}
A_{[k]}=A_{[0]}+k L(A)+\cdots \tag{3}
\end{equation*}
$$

This defines an infinite matrix $L(A)$, which we can think of as a Kronecker logarithm. Substituting in (2), we see that

$$
\begin{equation*}
L(A B)=A_{[0]} L(B)+L(A) B_{[0]} \tag{4}
\end{equation*}
$$

an analogue of the functional equation for the scalar logarithm. Observe that $A_{100}$ is not an identity matrix.

## ExERCISE

1. Determine the $i j$ th element in $L(A)$, for $i=0,1, j=0,1$.
2. Kronecker Sum-I. Let us now turn to the problem of determining matrices which possess the characteristic values $\lambda_{i}+\mu_{j}$. Following a method used before, we shall derive the additive result from the multiplicative case. Consider, for a parameter $\epsilon$, the relation

$$
\begin{align*}
\left(I_{M}+\epsilon A\right) \times\left(I_{N}\right. & +\epsilon B) \\
& =I_{\boldsymbol{M}} \times I_{N}+\epsilon\left(I_{M} \times B+A \times I_{N}\right)+\epsilon^{2} A \times B \tag{1}
\end{align*}
$$

Since the characteristic roots of $\left(I_{M}+\epsilon A\right) \times\left(I_{N}+\epsilon B\right)$ are

$$
\left(1+\epsilon \lambda_{i}\right)\left(1+\epsilon \mu_{j}\right)=1+\epsilon\left(\lambda_{i}+\mu_{j}\right)+\epsilon^{2} \lambda_{i} \mu_{j}
$$

we see that the characteristic roots of $I_{M} \times B+A \times I_{N}$ must be $\lambda_{i}+\mu_{j}$.

## EXERCISE

1. Determine the characteristic vectors of $I_{M} \times B+A \times I_{N}$.
2. Kronecker Sum-II. The matrix $I_{M} \times B+A \times I_{N}$ can also be obtained by use of differential equations.

Consider the equations

$$
\begin{array}{ll}
\frac{d x_{1}}{d t}=a_{11} x_{1}+a_{12} x_{2} & \frac{d y_{1}}{d t}=b_{11} y_{1}+b_{12} y_{2} \\
\frac{d x_{2}}{d t}=a_{21} x_{1}+a_{22} x_{2} & \frac{d y_{2}}{d t}=b_{21} y_{1}+b_{22} y_{2} \tag{1}
\end{array}
$$

Let us now compute the derivatives of the four products $x_{1} y_{1}, x_{1} y_{2}, x_{2} y_{1}$, $x_{2} y_{2}$. We have

$$
\begin{align*}
\frac{d}{d t}\left(x_{1} y_{1}\right) & =\left(a_{11} x_{1}+a_{12} x_{2}\right) y_{1}+x_{1}\left(b_{11} y_{1}+b_{12} y_{2}\right) \\
& =\left(a_{11}+b_{11}\right) x_{1} y_{1}+b_{12} x_{1} y_{2}+a_{12} x_{2} y_{1} \tag{2}
\end{align*}
$$

and so on. It is easy to see that the matrix we obtain is precisely $A \times I_{N}+I_{M} \times B$.
13. The Equation $A X+X B=C$, the Lyapunov Equation. In Chap. 11, we showed that the equation

$$
\begin{equation*}
A X+X B=C \tag{1}
\end{equation*}
$$

possessed the unique solution

$$
\begin{equation*}
X=-\int_{0}^{\infty} e^{A_{t} C c^{B_{t}} d t} d t \tag{2}
\end{equation*}
$$

provided that the integral on the right exists for all $C$.
Let us now complete this result.
Consider the case where $A, B, C$, and $X$ are $2 \times 2$ matrices. The equations to determine the unknown components $x_{i j}$ are

$$
\begin{align*}
& a_{11} x_{11}+a_{12} x_{21}+x_{11} b_{11}+x_{12} b_{21}=c_{11} \\
& a_{11} x_{12}+a_{12} x_{22}+x_{11} b_{12}+x_{12} b_{22}=c_{12}  \tag{3}\\
& a_{21} x_{11}+a_{22} x_{21}+x_{21} b_{21}+x_{22} b_{21}=c_{21} \\
& a_{21} x_{12}+a_{22} x_{22}+x_{21} b_{12}+x_{22} b_{22}=c_{22}
\end{align*}
$$

The matrix of coefficients is

$$
\begin{equation*}
\left[ a_{22}+b_{22} .\right] \tag{4}
\end{equation*}
$$

which we recognize as the matrix $A \times I+I \dot{\times} B^{\prime}$.
The characteristic roots are thus $\lambda_{i}+\mu_{j i}$ since $B$ and $B^{\prime}$ have the same characteristic roots. It is easy to see that the same results generalize to matrices of arbitrary dimension so that we have established Theorem 4.

Theorem 4. A necessary and sufficient condition that (1) have a solution for all $C$ is that $\lambda_{i}+\mu_{j} \neq 0$ where $\lambda_{i}$ are the characteristic roots of $A$ and $\mu_{i}$ the characteristic roots of $B$.

## EXERCISES

1. Prove that a necessary and sufficient condition that $A X+X A^{\prime}=C$ have a unique solution for all $C$ is that $\lambda_{i}+\lambda_{i} \neq 0$.
2. Prove the foregoing result in the following steps:
(a) Let $T$ be a matrix reducing $A$ to triangular form,

$$
T^{-1} A T=B=\left[\begin{array}{cccc}
b_{11} & b_{12} & \cdots & b_{1 N} \\
& b_{22} & \cdots & b_{2 N} \\
& & \ddots & \\
& & & \\
0 & & b_{N N}
\end{array}\right]
$$

(b) Then $A X+X A^{\prime}=C$ becomes $B^{\prime}\left(T^{\prime} X T\right)+\left(T^{\prime} X T\right) B=T^{\prime} C T$.
(c) Let $Y=T^{\prime} X T$ and consider the linear equations for the elements of $Y$. Show that the determinant of the coefficients is $\prod\left(b_{i i}+b_{i j}\right)$ and thus derive the stated resulta (Hahn).
14. An Alternate Route. We observed in the foregoing sections how Kronecker products arose from the consideration of various symmetric functions of the roots of two distinct matrices, $A$ and $B$, and how a particular Kronecker power could be formed from a single matrix $A$.

Let us now consider a different type of matrix "power" which is formed if we consider certain skew-symmetric functions, namely, determinants. There is strong geometric motivation for what at first sight may seem to be quite formal manipulation. The reader who is interested in the geometric background will find references to books by Bocher and Klein listed in the Bibliography at the end of the chapter.

To emphasize the basic idea with the arithmetic and algebraic level kept at a minimum, we shall consider a $3 \times 3$ matrix and a set of $2 \times 2$ determinants formed from the characteristic vectors. In principle, it is clear how the procedure can be generalized to treat $R \times R$ determinants associated with the characteristic vectors of $N \times N$ matrices. In practice, to carry out the program would require too painstaking a digression into the field of determinants. Consequently, we shall leave the details, by no means trivial, to the interested reader.

Consider the matrix

$$
A=\left[\begin{array}{lll}
a_{1} & a_{2} & a_{3}  \tag{1}\\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]
$$

where we have momentarily departed from our usual notation to simplify keeping track of various terms, whose characteristic roots are $\lambda_{1}, \lambda_{2}, \lambda_{3}$, with associated characteristic vectors $x^{1}, x^{2}, x^{3}$.

For any two characteristic vectors, $x^{i}$ and $x^{j}, i \neq j$, we wish to obtain a set of linear equations for the $2 \times 2$ determinants $y_{1}, y_{2}, y_{3}$ given by the relations

$$
\begin{array}{ll}
\lambda_{i} \lambda_{j} y_{1}=\left|\begin{array}{ll}
\lambda_{i} x_{1}{ }^{i} & \lambda_{j} x_{1}{ }^{i} \\
\lambda_{i} x_{2}{ }^{i} & \lambda_{j} x_{2}{ }^{i}
\end{array}\right| \quad \lambda_{i} \lambda_{j} y_{2}=\left|\begin{array}{ll}
\lambda_{i} x_{2}{ }^{i} & \lambda_{i} x_{2}{ }^{i} \\
\lambda_{i} x_{3}{ }^{i} & \lambda_{i} x_{3}{ }^{i}
\end{array}\right|  \tag{2}\\
\lambda_{i} \lambda_{j} y_{3}=\left|\begin{array}{ll}
\lambda_{i} x_{3}{ }^{i} & \lambda_{j} x_{3}{ }^{i} \\
\lambda_{i} x_{1}{ }^{i} & \lambda_{j} x_{1}{ }^{i}
\end{array}\right|
\end{array}
$$

Since

$$
\begin{align*}
& \lambda_{i} x_{1}{ }^{i}=a_{1} x_{1}{ }^{i}+a_{2} x_{2}{ }^{i}+a_{3} x_{3}{ }^{i} \\
& \lambda_{i} x_{2}{ }^{i}=b_{1} x_{1}{ }^{i}+b_{2} x_{2}{ }^{i}+b_{3} x_{3}{ }^{i}  \tag{3}\\
& \lambda_{i} x_{3}{ }^{i}=c_{1} x_{1}{ }^{i}+c_{2} x_{2}{ }^{i}+c_{3} x_{3}{ }^{i}
\end{align*}
$$

with a similar equation for the components of $x^{i}$, we see that

$$
\lambda_{i} \lambda_{j} y_{1}=\left|\begin{array}{ll}
a_{1} x_{1}{ }^{i}+a_{2} x_{2}{ }^{i}+a_{3} x_{3}{ }^{i} & a_{1} x_{1}{ }^{i}+a_{2} x_{2}{ }^{i}+a_{3} x_{i^{i}}  \tag{4}\\
b_{1} x_{1}{ }^{i}+b_{2} x_{2}{ }^{i}+b_{3} x_{3}{ }^{i} & b_{1} x_{1}^{i}+b_{2} x_{2}{ }^{i}+b_{3} x_{3}
\end{array}\right|
$$

If $a$ is the vector whose components are the $a_{i}$, and $b$ the vector whose components are the $b_{i}$, we see that (4) is equivalent to the equation

$$
\lambda_{i} \lambda_{j} y_{1}=\left|\begin{array}{cc}
\left(a, x^{i}\right) & \left(a, x^{j}\right)  \tag{5}\\
\left(b, x^{i}\right) & \left(b, x^{i}\right)
\end{array}\right|
$$

What we want at this point is a generalization of the expansion for the Gramian given in Sec. 5 of Chap. 4. Fortunately, it exists. It is easy to verify that

$$
\begin{align*}
\left|\begin{array}{cc}
\left(a, x^{i}\right) & \left(a, x^{j}\right) \\
\left(b, x^{i}\right) & \left(b, x^{i}\right)
\end{array}\right|= & \left|\begin{array}{ll}
a_{1} & b_{1} \\
a_{2} & b_{2}
\end{array}\right|\left|\begin{array}{ll}
x_{1}{ }^{i} & x_{1}{ }^{j} \\
x_{2}{ }^{i} & x_{2}{ }^{j}
\end{array}\right| \\
& +\left|\begin{array}{ll}
a_{2} & b_{1} \\
a_{3} & b_{3}
\end{array}\right|\left|\begin{array}{ll}
x_{2}{ }^{i} & x_{2}{ }^{j} \\
x_{3^{i}} & x_{3}{ }^{j}
\end{array}\right|+\left|\begin{array}{ll}
a_{3} & b_{3} \\
a_{1} & b_{1}
\end{array}\right|\left|\begin{array}{ll}
x_{3}{ }^{i} & x_{z^{i}} \\
x_{1}{ }^{i} & x_{1}
\end{array}\right| \tag{6}
\end{align*}
$$

From this it follows immediately from consideration of symmetry that

$$
\lambda_{i} \lambda_{j}\left[\begin{array}{l}
y_{1}  \tag{7}\\
y_{2} \\
y_{3}
\end{array}\right]=\left[\begin{array}{lll}
g_{12}(a, b) & g_{23}(a, b) & g_{31}(a, b) \\
g_{12}(a, c) & g_{23}(a, c) & g_{31}(a, c) \\
g_{12}(b, c) & g_{23}(b, c) & g_{31}(b, c)
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]
$$

where

$$
g_{i j}(x, y)=\left|\begin{array}{ll}
x_{i} & y_{i}  \tag{8}\\
x_{i} & y_{i}
\end{array}\right|
$$

Our first observation is that $\lambda_{i} \lambda_{j}$ is a characteristic root and $y$ an associated characteristic vector of the matrix occurring in (7). Again, since the matrix is independent of $i$ and $j$, we see that the three characteristic roots must be $\lambda_{1} \lambda_{2}, \lambda_{1} \lambda_{3}$, and $\lambda_{2} \lambda_{3}$.

We now have a means of obtaining a matrix whose characteristic roots are $\lambda_{i} \lambda_{i}, i \neq j$.

## EXERCISES

1. Reverting to the usual notation for the elements of $A$, write out the representation for the $i j$ th element of the matrix appearing in (7).
2. Let $A$ be an $N \times N$ matrix. Write out the formula for the elements of the $N(N-1) / 2$-dimensional matrix, obtained in the foregoing fashion, whose roots are $\lambda_{i} \lambda_{i}, i \neq j$.
3. For the case where $A$ is symmetric, show that we can obtain the inequality

$$
\lambda_{1} \lambda_{2} \geq\left|\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right|
$$

from the preceding results, and many similar inequalities.
4. Let $A$ be all $N \times N$ matrix and let $r$ be an integer between 1 and $N$. Denote by $S$, the ensemble of all sets of $r$ distinct integers chosen from the integers $1,2, \ldots, N$.

Let $s$ and $t$ be two elements of $S_{r}$ and $A_{a t}$ denote the matrix formed from $A$ by delcung all rows whose indices do not belong to $s$ and all columns whose elements do not belong to $t$.

Let the elemente of $S_{r}$ be enumerated in some fixed order, say in numerical value, $s_{1}, s_{2}, \ldots, s_{1}$. The $M \times M$ matrix, where $M=N!/ r!(N-r)!$,

$$
C_{r}(A)=\left(\left|A_{0, r_{i}}\right|\right)
$$

is called the $r$ th compound or $r$ th adjugate of $A$.
Establish the following resulte.
(a) $C_{r}(A B)=C_{r}(A) C_{r}(B)$
(b) $C_{r}\left(A^{\prime}\right)=C_{r}(A)^{\prime}$
(c) $C_{r}\left(A^{-1}\right)=C_{r}(A)^{-1}$
(d) $\left|C_{r}(A)\right|=|A|^{\wedge} \quad k=(N-1)!/(r=1)!(N-r)!$
(e) The characteristic roots of $C_{r}(A)$ are the expressions $\mu_{1}, \mu_{2}, \ldots, \mu_{M}$, where $\mu_{1}+\mu_{2}+\cdots+\mu_{M}$ is the $r$ th elementary symmetric function of $\lambda_{1}, \lambda_{2}, \ldots$ $\lambda_{N}$, e.g., $\mu_{1}=\lambda_{1} \lambda_{2} \cdots \lambda_{R}, \mu_{2}=\mu_{1} \mu_{2} \cdots \lambda_{R-1} \lambda_{H_{+1}}, \cdots{ }^{1}$
For a discussion of when a given matrix is a compound of another, see D. E. Rutherford, Compound Matrices, Koninkl. Ned. Akad. Wetenschap. Amsterdam, Proc. Sect. Sci., ser. A, vol. 54, pp. 16-22, 1951.

Finally, for the connection with invariant theory, see R. Weitzenbuck, Invariantentheorie, Groningen, 1923.
15. Circulants. Matrices of the form

$$
C=\left[\begin{array}{llllc}
c_{0} & c_{1} & & \cdots & c_{N-1}  \tag{1}\\
c_{N-1} & c_{0} & & \cdots & c_{N-2} \\
c_{N-2} & c_{N-1} & c_{0} & \cdots & c_{N-3} \\
\cdot & & & & \cdot \\
\cdot & & & & \cdot \\
\cdot & & & & \cdot \\
c_{1} & c_{2} & & \cdots & c_{0}
\end{array}\right]
$$

occur in a variety of investigations. Let us determine the characteristic roots and vectors.

Let $r_{1}$ be a root of the scalar equation $r^{N}=1$, and set

$$
\begin{equation*}
y_{1}=c_{0}+c_{1} r_{1}+\cdots+c_{N-1} r_{1}^{N-1} \tag{2}
\end{equation*}
$$

Then we see that $y_{1}$ satisfies the following system of equations:

$$
\begin{align*}
& y_{1}=c_{0}+c_{1} r_{1}+\cdots+c_{N-1} r_{1}^{N-1} \\
& r_{1} y_{1}=c_{N-1}+c_{0} r_{1}+\cdots+c_{N-2} r_{1}^{N-2}  \tag{3}\\
& \cdot \\
& \cdot \\
& r_{1}^{N-1} y_{1}=c_{1}+c_{2} r_{1}+\cdots+c_{0} r_{1}^{N-1}
\end{align*}
$$

${ }^{1}$ See, for further results and references, H. J. Ryser, Inequalities of Compound and Induced Matrices with Applications to Combinatorial Analysis, Illinois J. Math., vol. 2, pp. 240-253, 1958.

It follows that $y_{1}$ is a characteristic root of $C$ with associated characteristic vector

$$
x^{1}=\left[\begin{array}{l}
1  \tag{4}\\
r_{1} \\
\cdot \\
\cdot \\
\cdot \\
r_{1}^{N-1}
\end{array}\right]
$$

Since the equation $r^{N}=1$ has $N$ distinct roots, we see that we obtain $N$ distinct characteristic vectors. Consequently, we have the complete set of characteristic roots and vectors in this way.

## EXERCISES

1. Use the scalar equation $r^{5}=a_{1} r+1$ in a similar fashion to obtain the characteristic roots and vectors of the matrix

$$
\left[\begin{array}{ccccc}
c_{0} & c_{1} & c_{2} & c_{8} & c_{4} \\
c_{1} & c_{2}+c_{1} a & c_{3}+c_{2} a & c_{4}+c_{3} a & c_{0}+c_{4} a \\
c_{2} & c_{2}+c_{2} a & c_{4}+c_{3} a & c_{0}+c_{4} a & c_{1} \\
c_{2} & c_{4}+c_{3} a & c_{0}+c_{4} a & c_{1} & c_{2} \\
c_{4} & c_{0}+c_{4} a & c_{1} & c_{2} & c_{3}
\end{array}\right]
$$

2. Generalize, using the defining equation $r^{N}=b_{1} r^{N-1}+\cdots+b_{N}$.

## MISCELLANEOUS EXERCISES

1. Let $f(X)$ be a function of the $N^{2}$ variables $x_{i j}$ possessing a power series development in these variables about zero. Show that we may write

$$
f(X)=\sum_{k=0}^{\infty} \operatorname{tr}\left(X^{[k]} C_{k}\right)
$$

2. Is it true that

$$
e^{\operatorname{tr} X}=\sum_{k=0}^{\infty} \frac{\operatorname{tr}\left(X^{[k]}\right)}{k!} ?
$$

3. If $A$ and $B$ are positive definite, then $A \times B$ is positive definite.
4. If $A$ and $B$ are symmetric matrices with $A \geq B$, then $A^{[n]} \geq B^{[n]}$, for $n=$ 1, 2, ....
5. If $r$ satisfies the equation in Exercise 23 of Chap. 11 and $s$ the equation $s^{M}+$ $b_{1} s^{M-1}+\cdots+b_{M}=0$, how does one form an equation whose roots are $r_{i} s_{j}$ ?
6. Let $1, \alpha_{1}, \ldots, \alpha_{N-1}$ be the elements of a finite group. Write $x=x_{0}+$ $x_{1} \alpha_{1}+\cdots+x_{N-1} \alpha_{N-1}$ where the $x_{i}$ are scalars. Consider the products $\alpha_{i} x=$ $\alpha_{i}(0) x_{0}+\alpha_{i}(1) x_{1}+\cdots+\alpha_{i}(N-1) x_{N-1}$, where the elements $\alpha_{i}(j)$ are the $\alpha_{i}$ in some order, or $\alpha_{i} x=x_{0}(i)+x_{1}(i) \alpha_{1}+\cdots+x_{N-1}(i) \alpha_{N-1}$, where the $x_{i}(j)$ are the $x_{i}$
in some order. Introduce the matrix $X=\left(x_{i}(j)\right)$ and write $X \sim x$. If $X \sim x$ $Y \sim y$, does $X Y \sim x y$ ?
7. Let $1, \alpha_{1}, \ldots, \alpha_{N-1}$ be the elements of a finite group $G$, and $1, \beta_{1}, \ldots, \beta_{M-1}$ the elements of a finite group $H$. Consider the direct product of $G$ and $H$ defined as the group of order $M N$ whose elements are $\alpha_{i} \beta_{j}$. Using the procedure outlined in the preceding exercise, form a matrix corresponding to

$$
\left(\sum_{i=0}^{N-1} x_{i} \alpha_{i}\right)\left(\sum_{j=0}^{M-1} y_{j} \beta_{j}\right)
$$

What is the connection between this matrix and the matrices

$$
X \sim \sum_{i=0}^{N-1} x_{i} \alpha_{i} \quad Y \sim \sum_{j=0}^{M-1} y_{j} \beta_{j} ?
$$

For an interesting relation between the concept of group matrices and normality, see O. Taussky. ${ }^{1}$
8. The equation $A X-X A=\lambda X$ possesses nontrivial solutions for $X$ if and only if $\lambda=\lambda_{i}-\lambda_{i}$ where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$ are the characteristic values of $A$ (LappoDanilevsky).
9. Let $F$ be a matrix of order $N^{2}$, portioned into an array of $N$ submatrices $f_{i j}$, each of order $N$, such that each $f_{i j}$ is a rational function, $f_{i j}(A)$, of a fixed matrix $A$ of order $N$. If the characteristic values of $A$ are $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$, then those of $F$ are given by the characteristic values of the $N$ matrices, $\left(f_{i j}\left(\lambda_{k}\right)\right), k=1,2, \ldots, N$, each of order $N$. See J. Williamson ${ }^{2}$ and S. N. Afriat. ${ }^{2}$ For an application to the solution of partial differential equations by numerical techniques, see J. Todd ${ }^{4}$ and A. N. Lowan. ${ }^{\text {b }}$
10. Let $f(\theta)$ be a real function of $\theta$ for $-\pi \leq \theta \leq \pi$, and form the Fourier coefficients of $f(\theta)$,

$$
c_{n}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(\theta) e^{-i n \theta} d \theta \quad n=0, \pm 1, \pm 2, \ldots
$$

The finite matrices

$$
T_{N}=\left(c_{k-l}\right) \quad k, l=0,1,2, \ldots, N
$$

are called Toeplitz matrices of order $N$. Show that $T_{N}$ is Hermitian.
11. Show that if we denote by $\lambda_{1}{ }^{(N)}, \lambda_{2}{ }^{(N)}, \ldots, \lambda_{N+1}{ }^{(N)}$, the $N+1$ characteristic values of $T_{N}$, then

$$
\lim _{N \rightarrow \infty} \frac{\lambda_{1}^{(N)}+\lambda_{2}^{(N)}+\cdots+\lambda_{N+1}^{(N)}}{N+1}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(\theta) d \theta
$$

${ }^{1}$ O. Taussky, A Note on Group Matrices, Proc. Am. Math. Soc., vol. 6, pp. 984-986, 1955.
${ }^{2}$ J. Williamson, The Latent Roots of a Matrix of Special Type, Bull. Am. Math. Soc., vol. 37, pp. 585-590, 1931.
${ }^{3}$ S. N. Afriat, Composite Matrices, Quart. J. Math., Oxford 2d, ser. 5, pp. 81-98, 1954.
${ }^{4}$ J. Todd, The Condition of Certain Matrices, III, J. Research Nall. Bur. Standards, vol. 60, pp. 1-7, 1958.
A. N. Lowan, The Operator Approach to Problems of Stability and Convergence of Solutions of Difference Equations, Scripla Malh., no. 8, 1957.

## Symmetric Functions, Kronecker Products and Circulants

12. Show that

$$
\lim _{N \rightarrow \infty} \frac{\left(\lambda_{1}^{(N)}\right)^{2}+\left(\lambda_{2}^{(N)}\right)^{2}+\cdots+\left(\lambda_{N+1}^{(N)}\right)^{2}}{N+1}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f^{2}(\theta) d \theta
$$

(These last two results are particular results of a general result established by Szego in 1917. A discussion of the most recent results, plus a large number of references to the ways in which these matrices enter in various parts of analysis, will be found in Kac, Murdock, and Szego. ${ }^{1}$ )

Generalizations of the Toeplitz matrix have been considered in U. Grenander. ${ }^{2}$ See also H. Widom. ${ }^{2}$
18. Having defined what we mean by the Kronecker sum of two matrices, $A \oplus B$, define a Kronecker derivative of a variable matrix $X(t)$ as follows:

$$
\frac{\delta X}{\delta t}=\lim _{h \rightarrow 0} \frac{X(l+h) \oplus(-X(t))}{h}
$$

14. Consider the differential equation

$$
\frac{\delta Y}{\delta t}=A \times Y \quad Y(0)=I
$$

Does it have a solution, and if so, what is it?
16. Establish the Schur result that $C=\left(a_{i j} b_{i j}\right)$ is positive definite if $A$ and $B$ are by considering $C$ as a suitable submatrix of the Kronecker product $A \times B$ (Marcus).
16. Let $a^{(i)}$ be the $i$ th column of $A$. Introduce the "stacking operator," $S(A)$, which transforms a matrix into a vector

$$
S(A)=\left[\begin{array}{c}
a^{(1)} \\
a^{(2)} \\
\cdot \\
\cdot \\
\cdot \\
a^{(N)}
\end{array}\right]
$$

Prove that $S(P A Q)=\left(Q^{\prime} \otimes P\right) S(A)$. See D. Nissen, A Note on the Variance of a Matrix, Econometrica, vol. 36, pp. 603-604, 1968.
17. Consider the Selberg quadratic form (see Appendix $B$ ), $Q(x)=\sum_{k=1}^{N}\left(\sum_{v / a_{k}} x_{v}\right)^{2}$, where $a_{k}, k=1,2, \ldots, N$, is a set of positive integers, $x_{1}=1$, and the remaining $x_{v}$ are real. Consider the extended form $Q_{r}(x, z)=\sum_{k=1}^{N}\left(z_{k}+\sum_{v / a_{k}} x_{v}\right)^{2}$ and write $f_{r}(z)=\min _{x} Q_{r}(x, z)$, where the minimization is over $x_{k}, x_{k+1}, \ldots, x_{N}$. Obtain a recurrence relation connecting $f_{r}(z)$ with $f_{r+1}(z)$.

[^12]18. Use the fact that $f_{r}(z)$ is quadratic in $z$ to simplify this recurrence relation; see Chap. 9.
19. Discuss the use of the recurrence relation for analytic and computational purposes. See R. Bellman, Dynamic Programming and the Quadratic Form of Selberg, J. Math. Anal. A ppl., vol. 15, pp. 30-32, 1966.
20. What conditions must $b$ and $c$ satisfy so that $X b=c$ where $X$ is positive definite? (Wimmer)
21. Establish the Schur result concerning ( $a_{i j} b_{i j}$ ) using Kronecker producte and a suitable submatrix (Marcus).
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## Stability Theory

1. Introduction. A problem of great importance is that of determining the behavior of a physical system in the neighborhood of an equilibrium state. If the system returns to this state after being subjected to small disturbances, it is called stable; if not, it is called unstable.

Although physical systems can often be tested for this property, in many cases this experimental procedure is both too expensive and too time-consuming. Consequently, when designing a system we would like to have mathematical criteria for stability available.

It was pointed out in Chap. 11 that a linear equation of the form

$$
\begin{equation*}
\frac{d x}{d t}=A x \quad x(0)=c \tag{1}
\end{equation*}
$$

can often be used to study the behavior of a system in the vicinity of an equilibrium position, which in this case is $x=0$.

Consequently, we shall begin by determining a necessary and sufficient condition that the solution of (1) approach zero as $t \rightarrow \infty$. The actual economic, engineering, or physical problem is, however, more complicated, since the equation describing the process is not (1), but nonlinear of the form

$$
\begin{equation*}
\frac{d y}{d t}=A y+g(y) \quad y(0)=c \tag{2}
\end{equation*}
$$

The question then is whether or not criteria derived for linear systems are of any help in deciding the stability of nonlinear systems. It turns out that under quite reasonable conditions, the two are equivalent. This is the substance of the classical work of Poincaré and Lyapunov. However, we shall not delve into these more recondite matters here, restrict. ing ourselves solely to the consideration of the more tractable linear equations.
2. A Necessary and Sufficient Condition for Stability. Let us begin by demonstrating the fundamental result in these investigations.

Theorem 1. A necessary and sufficient condition that the solution of

$$
\begin{equation*}
\frac{d x}{d t}=A x \quad x(0)=c \tag{1}
\end{equation*}
$$

regardless of the value of $c$, approach zero as $t \rightarrow \infty$, is that all the characteristic roots of $A$ have negative real parts.

Proof. If $A$ has distinct characteristic roots, then the representation

$$
e^{A t}=T\left[\begin{array}{llll}
e^{\lambda_{1 t}} & & 0 &  \tag{2}\\
& e^{\lambda_{2 t}} & 0 & \\
& & \cdot & \\
& & & \\
& & & \\
& & & e^{\lambda N t}
\end{array}\right] T^{-1}
$$

establishes the result. We cannot make an immediate appeal to continuity to obtain the result for general matrices, but we can proceed in the following way.

In place of reducing $A$ to diagonal form, let us transform it into triangular form by means of a similarity transformation, $T^{-1} A T=B$. The system of equations in (1) takes the form

$$
\begin{equation*}
\frac{d z}{d t}=B z \quad z(0)=c^{\prime} \tag{3}
\end{equation*}
$$

where $B$ is a triangular matrix upon the substitution $x=T z$. Written out in terms of the components, we have

$$
\begin{array}{ll}
\frac{d z_{1}}{d t}=b_{11} z_{1}+b_{12} z_{2}+\cdots+b_{1 N} z_{N} & z_{1}(0)=c_{1}^{\prime} \\
\frac{d z_{2}}{d t}= & b_{22} z_{2}+\cdots+b_{2 N} z_{N} \\
\cdot & z_{2}(0)=c_{2}^{\prime}  \tag{4}\\
\cdot & \\
\cdot & \\
\frac{d z_{N}}{d t}= & b_{N N} z_{N} \\
r_{N}(0)=c_{N}^{\prime}
\end{array}
$$

Since the $b_{i i}$ are the characteristic roots of $A$, we have, by assumption, $\operatorname{Re}\left(b_{i i}\right)<0$ for $i=1,2, \ldots, N$.
Solving for $z_{N}$,

$$
\begin{equation*}
z_{N}=c_{N}^{\prime} e^{b_{N M} t} \tag{5}
\end{equation*}
$$

we see that $z_{N} \rightarrow 0$ as $t \rightarrow \infty$.

In order to show that all $z_{i} \rightarrow 0$ as $t \rightarrow \infty$, we proceed inductively based upon the following result.

If $v(t) \rightarrow 0$ as $t \rightarrow \infty$, then $u(t)$ as determined by

$$
\begin{equation*}
\frac{d u}{d t}=b_{1} u+v(t) \quad u(0)=a_{1} \tag{6}
\end{equation*}
$$

approaches zero as $t \rightarrow \infty$, provided that $\operatorname{Re}\left(b_{1}\right)<0$.
Since

$$
\begin{equation*}
u(t)=a_{1} e^{b t}+e^{b_{r} t} \int_{0}^{t} e^{-b 1 v} v(s) d s \tag{7}
\end{equation*}
$$

it is easy to see that the stated result is valid.
Starting with the result for $z_{N}$ based upon (5), we obtain successively the corresponding results for $z_{N-1}, \ldots, z_{1}$.

## EXERCISE

1. Prove Theorem 1 using the Jordan canonical form.
2. Stability Matrices. To avoid wearisome repetition, let us introduce a new term.

Definition. A matrix A will be called a stability matrix if all of its characteristic roots have negative real parts.

## EXERCISES

1. Derive a necessary and sufficient condition that a real matrix be a stability matrix in terms of the matrix $\left(\operatorname{tr}\left(A^{i+j}\right)\right.$ ) (Bass).
2. What is the corresponding condition if $A$ is complex?
3. A Method of Lyapunov. Let us now see how we can use quadratic forms to discuss questions of asymptotic behavior of the solutions of linear differential equations. This method was devised by Lyapunov and is of great importance in the modern study of the stability of solutions of nonlinear functional equations of all types.

Consider the equation

$$
\begin{equation*}
\frac{d x}{d t}=A x \quad x(0)=c \tag{1}
\end{equation*}
$$

where $c$ and $A$ are taken to be real, and the quadratic form

$$
\begin{equation*}
u=(x, Y x) \tag{2}
\end{equation*}
$$

where $Y$ is a symmetric constant matrix as yet undetermined. We have

$$
\begin{align*}
\frac{d u}{d t} & =\left(x^{\prime}, Y x\right)+\left(x, Y x^{\prime}\right) \\
& =(A x, Y x)+(x, Y A x) \\
& =\left(x,\left(A^{\prime} Y+Y A\right) x\right) \tag{3}
\end{align*}
$$

Suppose that we can determine $Y$ so that

$$
\begin{equation*}
A^{\prime} Y+Y A=-I \tag{4}
\end{equation*}
$$

with the further condition that $Y$ be positive definite. Then the relation in (3) becomes

$$
\begin{equation*}
\frac{d u}{d t}=-(x, x) \tag{5}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\frac{d u}{d t} \leq-\frac{1}{\lambda_{N}} u \tag{6}
\end{equation*}
$$

where $\lambda_{N}$ is the largest characteristic root of $Y$. From (6) we have $u \leq u(0) e^{-t / \lambda} \lambda_{N}$. Hence $u \rightarrow 0$ as $t \rightarrow \infty$. It follows from the positive definite property of $Y$ that each component of $x$ must approach zero as $t \rightarrow \infty$.

We know, however, from the result of Sec. 13 of Chap. 12 that if $A$ is a stability matrix, we can determine the symmetric matrix $Y$ uniquely from (4). Since $Y$ has the representation

$$
\begin{equation*}
Y=\int_{0}^{\infty} e^{A^{A_{1}} 1} e^{A t_{1}} d t_{1} \tag{7}
\end{equation*}
$$

we have

$$
\begin{align*}
(x, Y x) & =\int_{0}^{\infty}\left(x, e^{A^{\prime} t} e^{A t} x\right) d t_{1} \\
& =\int_{0}^{\infty}\left(e^{A t} x, e^{A t} x\right) d t_{1} \tag{8}
\end{align*}
$$

It follows that $Y$ is positive definite, since $e^{A t}$ is never singular.

## EXERCISES

1. Consider the equation $d x / d t=A x+g(x), x(0)=c$, where
(a) $A$ is a stability matrix,
(b) $\|g(x)\| /\|x\| \rightarrow 0$ as $\|x\| \rightarrow 0$,
(c) $\|c\|$ is sufficiently small.

Let $Y$ be the matrix determined above. Prove that if $x$ satisfics the foregoing nonlinear equation and the preceding conditions arc satisfied, then

$$
\frac{d}{d t}(x, Y x) \leq-r_{1}(x, Y x)
$$

where $r_{1}$ is a positive constant. Hence, show that $x \rightarrow 0$ as $t \rightarrow \infty$.
2. Extend the foregoing argument to treat the case of complex $A$.
5. Mean-square Deviation. Suppose that $A$ is a stability matrix and that we wish to calculate

$$
\begin{equation*}
J=\int_{0}^{\infty}(x, B x) d t \tag{1}
\end{equation*}
$$

where $x$ is a solution of (4.1).

It is interesting to note that $J$ can be calculated as a rational function of the elements of $A$ without the necessity of solving the linear differential equation for $x$. In particular, it is not necessary to calculate the characteristic roots of $A$.

Let us determine a constant matrix $Y$ such that

$$
\begin{equation*}
(x, B x)=\frac{d}{d t}(x, Y x) \tag{2}
\end{equation*}
$$

We see that

$$
\begin{equation*}
B=A^{\prime} Y+Y A \tag{3}
\end{equation*}
$$

With this determination of $Y$, the value of $J$ is given by

$$
\begin{equation*}
J=-(c, Y c) \tag{4}
\end{equation*}
$$

Since $A$ is a stability matrix, (3) has a unique solution which can be found using determinants.
6. Effective Tests for Stability. The problem of determining when a given matrix is a stability matrix is a formidable one, and at the present time there is no simple solution. What complicates the problem is that we are not so much interested in resolving the problem for a particular matrix $A$ as we are in deriving conditions which enable us to state when various members of a class of matrices, $A(\mu)$, are stability matrices. Questions of this type arise constantly in the design of control mechanisms, in the field of mathematical economics, and in the study of computational algorithms.

Once the characteristic polynomial of $A$ has been calculated, there are a variety of criteria which can be applied to determine whether or not all the roots have negative real parts. Perhaps the most useful of these are the criteria of Hurwitz.

Consider the equation

$$
\begin{equation*}
|\lambda I-A|=\lambda^{N}+a_{1} \lambda^{N-1}+\cdots+a_{N-1} \lambda+a_{N}=0 \tag{1}
\end{equation*}
$$

and the associated infinite array

$$
\begin{array}{ccccccc}
a_{1} & 1 & 0 & 0 & 0 & 0 & \cdots  \tag{2}\\
a_{3} & a_{2} & a_{1} & 1 & 0 & 0 & \cdots \\
a_{5} & a_{4} & a_{3} & a_{2} & a_{1} & 0 & \cdots \\
a_{7} & a_{6} & a_{5} & a_{4} & a_{3} & a_{2} & \cdots
\end{array}
$$

where $a_{k}$ is taken to be zero for $k>N$.

A necessary and sufficient condition that all the roots of (1) have negative real parts is that the sequence of determinants

$$
h_{1}=\left|a_{1}\right| \quad h_{2}=\left|\begin{array}{cc}
a_{1} & 1  \tag{3}\\
a_{3} & a_{2}
\end{array}\right| \quad h_{3}=\left|\begin{array}{ccc}
a_{1} & 1 & 0 \\
a_{3} & a_{2} & a_{1} \\
a_{5} & a_{4} & a_{3}
\end{array}\right|
$$

formed from the preceding array, be positive.
There are no simple direct proofs of this result, although there are a number of elegant proofs. We shall indicate in the following section one line that can be followed, and in Appendix C discuss briefly the chain of ideas, originating in Hermite, giving rise to Hurwitz's proof. Both of these depend upon quadratic forms. References to other types of proof will be found at the end of the chapter.

The reason why this result is not particularly useful in dealing with stability matrices is that it requires the evaluation of $|\lambda I-A|$, something we wish strenuously to avoid if the dimension of $A$ is high.

## EXERCISES

1. Using the foregoing criteria, show that a necessary and sufficient condition that $\lambda^{2}+a_{1} \lambda+a_{2}$ be a stability polynomial is that $a_{1}>0, a_{1}>0$. By this we mean that the roots of the polynomial have negative real parta.
2. For $\lambda^{8}+a_{1} \lambda^{2}+a_{8} \lambda+a_{8}$ show that corresponding conditions are

$$
a_{1}, a_{2}, a_{2}>0 \quad a_{1} a_{2}>a_{3}
$$

8. For $\lambda^{4}+a_{1} \lambda^{2}+a_{8} \lambda^{2}+a_{8} \lambda+a_{4}$ show that the conditions are $a_{1}, a_{4}>0$, $a_{1} a_{2}>a_{3}, a_{3}\left(a_{1} a_{2}-a_{3}\right)>a_{1}{ }^{2} a_{4}$.
9. A Necessary and Sufficient Condition for Stability Matrices. Let us now show that the results of Sec. 4 yield

Theorem 2. Let $Y$ be determined by the relation

$$
\begin{equation*}
A^{\prime} Y+Y A=-I \tag{1}
\end{equation*}
$$

Then a necessary and sufficient condition that the real matrix $A$ be a stability matrix is that $Y$ be positive definite.

Proof. Referring to Sec. 5, we see that
or

$$
\begin{align*}
& \int_{0}^{T}(x, x) d t=(x(0), Y x(0))-(x(T), Y x(T))  \tag{2}\\
& (x(T), Y x(T))+\int_{0}^{T}(x, x) d t=(x(0), Y x(0)) \tag{3}
\end{align*}
$$

Here $x$ is a solution of the equation $d x / d t=A x$.
If $Y$ is positive definite, $\int_{0}^{T}(x, x) d t$ is uniformly bounded, which means that $x(t) \rightarrow 0$ as $t \rightarrow \infty$, whence $A$ is a stability matrix. We have already established the fact that $Y$ is positive definite if $A$ is a stability matrix.
8. Differential Equations and Characteristic Values. Consider the differential equation

$$
\begin{equation*}
A x^{\prime \prime}+2 B x^{\prime}+C x=0 \quad x(0)=c^{1} \quad x^{\prime}(0)=c^{2} \tag{1}
\end{equation*}
$$

which, if considered to arise from the study of electric circuits possessing capacitances, inductances, and resistances, is such that $A, B$, and $C$ are non-negative definite.

On these grounds, it is intuitively clear that the following result holds.
Theorem 3. If $A, B$, and $C$ are non-negative definite, and either $A$ or $C$ positive definite, then

$$
\begin{equation*}
\left|\lambda^{2} A+2 \lambda B+C\right|=0 \tag{2}
\end{equation*}
$$

has no roots with positive real parts.
If $A$ and $C$ are non-negative definite and $B$ is positive definite, then the only root with zero real part is $\lambda=0$.

Proof. Let us give a proof which makes use of the physical background of the statement. In this case, we shall use energy considerations.

Starting with (1), let us write

$$
\begin{equation*}
\left(x^{\prime}, A x^{\prime \prime}\right)+2\left(x^{\prime}, B x^{\prime}\right)+\left(x^{\prime}, C x\right)=0 \tag{3}
\end{equation*}
$$

Thus, for any $s>0$,
or

$$
\begin{array}{r}
\int_{0}^{s}\left[\left(x^{\prime}, A x^{\prime \prime}\right)+2\left(x^{\prime}, B x^{\prime}\right)+\left(x^{\prime}, C x\right)\right] d t=0 \\
\left.\left.\left(x^{\prime}, A x^{\prime}\right)\right]_{0}^{s}+4 \int_{0}^{s}\left(x^{\prime}, B x^{\prime}\right) d t+(x, C x)\right]_{0}^{*}=0 \tag{5}
\end{array}
$$

This is equivalent to the equation

$$
\begin{equation*}
\left(x^{\prime}(s), A x^{\prime}(s)\right)+4 \int_{0}^{s}\left(x^{\prime}, B x^{\prime}\right) d t+(x(s), C x(s))=c_{a} \tag{6}
\end{equation*}
$$

where $c_{\mathrm{z}}=\left(c^{2}, A c^{2}\right)+\left(c^{1}, C c^{1}\right)$.
If $\lambda$ is a root of (2), then (1) has a solution of the form $e^{\lambda} c$. If $\lambda$ is real, $c$ is real. If $\lambda$ is complex, $\lambda=r_{1}+i r_{2}$, then the real part of $e^{\lambda t} c$, which
 in (6), we see that
where $b^{1}$ and $b^{3}$ are constant vectors and $b^{2}$ is a variable vector given by ( $a^{1} r_{1}+a^{2} r_{2}$ ) $\cos r_{2} t+\left(a^{2} r_{1}-a^{1} r_{2}\right) \sin r_{2} t$.

If $A$ or $C$ is positive definite, with $B \geq 0$, we see that $r_{1}>0$ leads to a contradiction as $s \rightarrow \infty$.

If $A, C \geq 0$, then $B$ positive definite requires that $r_{1} \leq \mathbf{0}$. Furthermore, since $a^{1} \cos r_{2} t+a^{2} \sin r_{2} t$ is periodic, we see that the integral $\int_{0}^{s}\left(b^{2}(t), B b^{2}(t)\right) d t$ diverges to plus infinity as $s \rightarrow \infty$, unless $r_{2}=0$, if $r_{1}=0$.

We have presented this argument in some detail since it can be extended to treat similar questions for equations in which the coefficients $A, B$, and $C$ are variable.

## EXERCISES

1. Following Anke, ${ }^{1}$ let us use the foregoing techniques to evaluate $\int_{0}^{\infty} u^{2} d t$, given that $u$ is a solution of $u^{\prime \prime \prime}+a_{2} u^{\prime \prime}+a_{1} u^{\prime}+a_{0} u=0$, all of whose solutions tend to zero. Let $u(0)=c_{0}, u^{\prime}(0)=c_{1}, u^{\prime \prime}(0)=c_{2}$. Establish the results

$$
\begin{aligned}
& \int_{0}^{\infty} u^{\prime \prime \prime} u d t=\left.u^{\prime \prime} u\right|_{0} ^{\infty}-\int_{0}^{\infty} u^{\prime \prime} u^{\prime} d t=-c_{0} c_{2}+c_{1}{ }^{2} / 2 \\
& \int_{0}^{\infty} u^{\prime \prime} u d t=\left.u^{\prime} u\right|_{0} ^{\infty}-\int_{0}^{\infty} u^{\prime 2} d t=-c_{0} c_{1}-\int_{0}^{\infty} u^{\prime 2} d t \\
& \int_{0}^{\infty} u^{\prime} u d t=-c_{0}{ }^{2} / 2
\end{aligned}
$$

2. Derive from the equations

$$
\int_{0}^{\infty} u^{(i)}\left(u^{\prime \prime \prime}+a_{2} u^{\prime \prime}+a_{1} u^{\prime}+a_{0} u\right) d t=0 \quad i=0,1,2
$$

and the results of Exercise 1, a set of linear equations for the quantities $\int_{0}^{\infty} u^{2} d t$, $\int_{0}^{\infty}\left(u^{\prime}\right)^{2} d t, \int_{0}^{\infty}\left(u^{\prime \prime}\right)^{2} d t$.
8. Using these linear equations, express $\int_{0}^{\infty} u^{2} d \ell$ as a quadratic form in $c_{0}, c_{1}, c_{2}$.
4. Using this quadratic form, obtain a set of necessary and sufficient conditions that $r^{3}+a_{2} r^{2}+a_{1} r+a_{0}$ be a stability polynomial.
6. Show that these conditions are equivalent to the Hurwitz conditions given in Exercise 2 of Sec. 6.
9. Effective Tests for Stability Matrices. As indicated in the foregoing sections, there exist reasonably effective techniques for determining when the roots of a given polynomial have negative real parts. Since, however, the task of determining the characteristic polynomial of a matrix of large dimension is a formidable one, we cannot feel that we have a satisfactory solution to the problem of determining when a given matrix is a stability matrix.

In some special cases, nonetheless, very elegant criteria exist. Thus:
Theorem 4. If A has the form

$$
A=\left[\begin{array}{cccccccc}
a_{1}+b_{1} & a_{2} & \cdots & & & & &  \tag{1}\\
-1 & b_{2} & a_{3} & \cdots & & & & \\
\cdot & -1 & b_{3} & a_{4} & \cdots & & & \\
& & & & & -1 & b_{N-1} & a_{N} \\
& & \cdots & & & & -1 & b_{N}
\end{array}\right]
$$

${ }^{1}$ Z. angew. Math. u. Phys., vol. VI, pp. 327-332, 1955.
where the dots indicate that all other terms are zero, the $a_{i}$ are real, and the $b_{i}$ are zero or pure imaginary, then the number of positive terms in the sequence of products $a_{1}, a_{1} a_{2}, \ldots, a_{1} a_{2} \ldots a_{N-1} a_{N}$ is the number of characteristic roots of $A$ with positive real part.

For the proof, which is carried out by means of the theory of Sturmian sequences, we refer to the paper by Schwarz given in the Bibliography at the end of the chapter. In this paper it is also shown that any matrix $B$ with complex elements can be transformed into the form appearing in (1) by means of a transformation of the type $A=T^{-1} B T$.

As we shall see in Chap. 16, the theory of positive matrices gives us a foothold on the stability question when $A$ is a matrix all of whose off-diagonal elements are non-negative.

## MISCELLANEOUS EXERCISES

1. Obtain the solution of the scalar equation $u^{\prime \prime}+u=f_{1}(t)$ by writing $u^{\prime}=v$ : $v^{\prime}=-u+f_{1}(l)$ and determining the elements of $e^{A t}$ where

$$
A=\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

2. Let the characteristic roots of $A$ be distinct and $B(t) \rightarrow 0$ as $t \rightarrow \infty$. Then the characteristic roots of $A+B(t)$, which we shall call $\lambda_{i}(t)$, are distinct for $t \geq t_{0}$.
3. If, in addition, $\int^{\infty}\|B(t)\| d t<\infty$, there exists a matrix $T(t)$ having the property that the change of variable $y=T z$ converts $y^{\prime}=(A+B(t)) y$ into $z^{\prime}=(L(t)+C(t)) z$ where

$$
L(t)=\left[\begin{array}{cccc}
\lambda_{1}(l) & & & 0 \\
& \lambda_{2}(t) & & \\
& & \cdot & \\
& & \cdot & \\
& 0 & & \\
& \lambda_{N}(t)
\end{array}\right]
$$

and $\int^{\infty}\|C(t)\| d t<\infty$.
4. If $\sum_{i, j=1}^{N} \int_{0}^{\infty}\left|a_{i j}(t)+a_{j i}(t)\right| d t<\infty$, all solutions of $y^{\prime}=A(t) y$ are bounded as $t \rightarrow \infty$.
6. There exists an orthogonal matrix $B(l)$ such that the transformation $y=B(l) z$ converts $y^{\prime}=A(t) y$ into $z^{\prime}=C(t) z$ where $C(t)$ is semidiagonal (Diliberto).
6. There exists a bounded nonsingular matrix $B(t)$ with the property that $C(l)$ is diagonal.
7. The usual rule for differentiation of a product of two functions $u$ and $v$ has the form $d(u v) / d t=u d v / d t+(d u / d l) v$. Consider the linear matrix function $d(X)$ defined by the relation

$$
d(X)=A X-X A
$$

where $A$ is a fixed matrix. Show that

$$
d(\boldsymbol{X} \boldsymbol{Y})=\boldsymbol{X} d(\boldsymbol{Y})+d(\boldsymbol{X}) \boldsymbol{Y}
$$

8. Obtain a representation for $d\left(X_{1}, X_{2} \cdots X_{N}\right)$ and thus for $d\left(X^{N}\right)$.
9. Let $d_{A}(X)=A X-X A, d_{B}(X)=B X-X B$. Show that

$$
d_{A}\left(d_{B}(X)\right)=d_{B}\left(d_{A}(X)\right)
$$

10. When does the equation $d(X)=\lambda X, \lambda$ a scalar, have a solution, and what is it?

For an extensive and intensive discussion of these and related questions, see J. A. Lappo-Danilevsky. ${ }^{1}$
11. When do the equations

$$
\begin{aligned}
& d\left(X_{1}\right)=a_{11} X_{1}+a_{12} X_{2} \\
& d\left(X_{2}\right)=a_{21} X_{1}+a_{22} X_{2}
\end{aligned}
$$

have solutions, and what are they?
12. Since $d(X)$ is an analogue of a derivative, are there analogues of a Taylor series expansion?
13. Given a real matrix $A$, can we always find a diagonal matrix $B$ with elements $\pm 1$ such that all solutions of $B d x / d t=\Lambda x$ approach zero as $t \rightarrow \infty$ (Brock)?
14. Let $A$ be nonsingular. Then a permutation matrix $P$ and a diagonal matrix $D$ can be chosen so that $D P A$ is a stability matrix with distinct characteristic roots (Folkman).
15. What is the connection between the foregoing results and the idea of solving $A x=b$ by use of the limit of the solution of $y^{\prime}=A y-b$ as $t \rightarrow \infty$ ? (Unfortunately, the result of Exercise 14 is an existence proof. No constructive way of choosing $D$ and $P$ is known.)
16. If $C$ has all characteristic roots less than one in absolute value, there exists a positive definite $G$ such that $G-C G C^{*}$ is positive definite (Slein).
17. Establish Stein's result using difference equations. For extensions of the results in Exercises 14-17 and additional references, see O. Taussky, On Stable Matrices, Programmation en mathematiques numeriques, Besançon, pp. 75-88, 1966.
18. Let $A$ be an $N \times N$ complex matrix with characteristic roots $\lambda_{i} \lambda_{i}+\lambda_{k} \neq 0$. Then the $N \times N$ matrix $G=G^{*}$, the solution of $A G+G A^{*}=I$ is nonsingular and has as many positive characteristic roots as there are $\lambda_{i}$ with positive real parts.
(O. Taussky, A Generalization of a Theorem of Lyapunov, J. Soc. Ind. Appl. Math., vol. 9, pp. 640-643, 1961.)
19. Given the equation $\lambda^{n}+a_{1} \lambda^{n^{-1}}+\cdots+a_{n}=0$, with the roots $\lambda_{1}, \lambda_{2}, \ldots$, $\lambda_{n}$, find the equation of degree $n^{2}$ whose roots are $\lambda_{i}+\lambda_{j}, i, j=1,2, \ldots, n$.
20. Find the equation of degree $n(n+1) / 2$ whose roots are $\lambda_{i}+\lambda_{j}, i=1,2, \ldots$, $n, j=1,2, \ldots, i$, and the equation of degree $n(n-1) / 2$ whose roots are $\lambda_{i}+\lambda_{i}$, $i=2,3, \ldots, n ; j=1,2, \ldots, i-1$.
21. Use these equations to determine necessary and sufficient conditions that all of the roots of the original equation have negative real parts (Clifford-Routh). See Fuller, ${ }^{2}$ where many additional results will be found, and Barnett and Storey ${ }^{2}$ and the survey paper by 0 . Taussky cited above.

1 J. A. Lappo-Danilevsky, Mémoires sur la théorie des sysièmes des équations differentielles linéaires, vol. 1, Chelsea Publishing Co., New York, 1953.
${ }^{2}$ A. T. Fuller, Conditions for a Matrix to Have Only Characteristic Roots with Negative Real Parts, J. Math. Anal. Appl., vol. 23, pp. 71-98, 1968.
${ }^{2}$ S. Barnett and C. Storey, Analysis and Synthesis of Stability Matrices, J. Diff. Eq., vol. 3, pp. 414-422, 1967.
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## Markoff Matrices and Probability Theory

1. Introduction. In this and the following chapters, which constitute the last third of the book, we wish to study a class of matrices which are generated by some fundamental questions of probability theory and mathematical economics. The techniques we shall employ here are quite different from those utilized in the study of quadratic forms, or in connection with differential equations.

The basic concept is now that of non-negativity, non-negative matrices and non-negative vectors. A matrix $M=\left(m_{i j}\right)$ is said to be non-negative if $m_{i j} \geq 0$ for all $i$ and $j$. Similarly, a vector $x$ is said to be non-negative if all its components are non-negative, $x_{i} \geq 0$.

The subclass of non-negative matrices for which the stronger condition $m_{i j}>0$ holds is called positive. These matrices possess particularly interesting and elegant properties.

The terms "positive" and "non-negative" are frequently used to describe what we have previously called "positive definite" and "nonnegative definite." Since the two types of matrices will not appear together in what follows, we feel that there is no danger of confusion. The adjective "positive" is such a useful and descriptive term that it is understandable that it should be a bit overworked.

We have restricted ourselves in this volume to a discussion of the more elementary properties of non-negative matrices. Detailed discussions, which would require separate volumes, either in connection with probability theory or mathematical economics, will be found in references at the end of the chapter.

This chapter, and the one following, will be devoted to stochastic processes, while the next chapter will cover various aspects of matrix theory and mathematical economics.
2. A Simple Stochastic Process. In order to set the stage for the entrance of Markoff matrices, let us review the concept of a deterministic process. Consider a system $S$ which is changing over time in such a way that its state at any instant $t$ can be described in terms of a finite
dimensional vector $x$. Assume further, that the state at any time $s+t$, $s>0$, can be expressed as a predetermined function of the state at time $t$, and the elapsed time $s$, namely,

$$
\begin{equation*}
x(s+t)=g(x(t), s) \tag{1}
\end{equation*}
$$

Under reasonable conditions of continuity on the function $g(t)$, we can derive, by expansion of both sides in powers of $s$, a differential equation for $x(t)$, of the form

$$
\begin{equation*}
\frac{d x}{d t}=h(x(t)) \tag{2}
\end{equation*}
$$

Finite-dimensional deterministic systems of the foregoing type are thus equivalent to systems governed by ordinary differential equations. If we introduce functions of more complicated type which depend upon the past history of the process, then more complicated functional equations than (2) result.

The assumption that the present state of the system completely determines the future states is a very strong one. It is clear that it must always fail to some degree in any realistic process. If the deviation is slight, we keep the deterministic model because of its conceptual simplicity. It is, however, essential that other types of mathematical models be constructed, since many phenomena cannot, at the present time, be explained in the foregoing terms.

Let us then consider the following stochastic process. To simplify the formulation, and to avoid a number of thorny questions which arise otherwise, we shall suppose that we are investigating a physical system $S$ which can exist only in one of a finite number of states, and which can change its state only at discrete points in time.

Let the states be designated by the integers $1,2, \ldots, N$, and the times by $t=0,1,2, \ldots$ To introduce the random element, we assume that there is a fixed probability that a system in stage $j$ at time $t$ will transform into state $i$ at time $t+1$. This is, of course, again a very strong assumption of regularity. A "random process" in mathematical parlance is not at all what we ordinarily think of as a "random process" in ordinary verbal terms.

Pursuant to the above, let us then introduce the transition matrix $M=\left(m_{i j}\right)$, where
$m_{i j}=$ the probability that a system in state $j$ at time $t$ will be in state $i$ at time $t+1$
Observe that we take $M$ to be independent of time. This is the most important and interesting case.

In view of the way in which $M$ has been introduced, it is clear that we wish to impose the following conditions:

$$
\begin{align*}
m_{i j} & \geq 0  \tag{3a}\\
\sum_{i=1}^{N} m_{i j} & =1 \quad j=1,2, \ldots, N \tag{3b}
\end{align*}
$$

That $m_{i j}$ is non-negative is an obvious requirement that it be considered a probability. The second condition expresses the fact that a particle in state $j$ at time $t$ must be somewhere, which is to say in one of the allowable states, at time $t+1$.
3. Markoff Matrices and Probability Vectors. Let us now introduce some notation. A matrix $M$ whose elements satisfy the restrictions of (2.4) will be called a Markoff matrix.

A vector $x$ whose components $x_{i}$ satisfy the conditions

$$
\begin{array}{r}
x_{i} \geq 0 \\
\sum_{i=1}^{N} x_{i}=1 \tag{1b}
\end{array}
$$

will be called a probability vector. Generally, a vector all of whose components are positive will be called a positive vector.

## EXERCISES

1. Prove that $\lambda P+(1-\lambda) Q$ is a Markoff matrix for $0 \leq \lambda \leq 1$ whenever $P$ and $Q$ are Markoff matrices.
2. Prove that $P Q$ is a Markoff matrix under similar assumptions.
3. Prove that $M x$ is a probability vector whenever $x$ is a probability vector and $M$ is a Markoff matrix.
4. Prove that Markoff matrices can be characterized in the following way: A matrix $M$ is a Markoff matrix if and only if $M x$ is a probability vector whenever $x$ is a probability vector.
5. Prove that if $M^{\prime}$ is the transpose of a Markoff matrix $M$ and $M^{\prime}=\left(a_{i j}\right)$, then $\sum_{i=1}^{N} a_{i j}=1$, for $i=1,2, \ldots, N$.
6. Prove that a positive Markoff matrix transforms non-trivial vectors with nonnegative components into vectors with positive components.
7. Analytic Formulation of Discrete Markoff Processes. A stochastic process of the type described in Sec. 2 is usually called a discrete Markoff process. Let us now see how this process can be described in analytic terms.

Since the state of the system $S$ at any time $t$ is a random variable, assuming any one of the values $i=1,2, \ldots, N$, we introduce the $N$ functions of $t$ defined as follows:

$$
\begin{equation*}
x_{i}(t)=\text { the probability that the system is in state } i \text { at time } t \tag{1}
\end{equation*}
$$

At $t=0$ we have the relation

$$
\begin{equation*}
x_{i}(0)=\delta_{i k} \tag{2}
\end{equation*}
$$

where $k$ is the initial state of $S$.
The following relations must then be valid:

$$
\begin{equation*}
x_{i}(t+1)=\sum_{j=1}^{N} m_{i j} x_{j}(t) \quad i=1,2, \ldots, N \tag{3}
\end{equation*}
$$

One aspect of the problem of predicting regular behavior of $S$ is that of studying the behavior of the solutions of the system of equations in (3), which we may write more compactly in the form

$$
\begin{equation*}
x(t+1)=M x(t) \quad t=0,1,2, \ldots \tag{4}
\end{equation*}
$$

The full problem is one of great complexity and interest, with analytic, algebraic, topological, and physical overtones. A number of monographs have been written on this topic, and there seems to be an unlimited area for research.

It turns out that particularly simple and elegant results can be obtained in the case in which the elements of $M$ are all positive. Consequently, we shall restrict ourselves principally to a discussion of this case by several methods, and only lightly touch upon the general case.

## EXERCISE

1. Prove that $x(t)=M^{t} x(0), x(t+s)=M^{t} x(s)$.
2. Asymptotic Behavior. The next few sections will be devoted to two proofs of the following remarkable result:

Theorem 1. If $M$ is a positive Markoff matrix and if $x(t)$ satisfies (4) of Sec. 4, then

$$
\begin{gather*}
\lim _{t \rightarrow \infty} x(t)=y, \text { where } y \text { is a probability vector, }  \tag{1a}\\
y \text { is independent of } x(0) \tag{1b}
\end{gather*}
$$

$y$ is a characteristic vector of $M$ with associated characteristic root 1
That $x(t)$ should settle down to a fixed probability vector $y$ is interesting and perhaps not unexpected in view of the mixing property implied in the assumption $m_{i j}>0$. That this limit should be independent of the initial state is certainly surprising.
6. First Proof. We shall present two proofs in this chapter. A third proof can be derived as a consequence of results obtained for general positive matrices in Chap. 16. The first proof, which we present first because of its simplicity, illustrates a point we have stressed before,
namely, the usefulness of considering transformations together with their adjoints.

Since $t$ assumes only the discrete sequence of values $0,1,2, \ldots$, let us replace it by $n$ and speak of $x(n)$ in place of $x(t)$. To establish the fact that $x(n)$ has a limit as $n \rightarrow \infty$, we consider the inner product of $x(n)$ with an arbitrary vector $b$. Since, by virtue of (4.4), $x(n)=M^{n} x(0)$, we see, upon setting $x(0)=c$, that

$$
\begin{equation*}
(x(n), b)=\left(M^{n} c, b\right)=\left(c,\left(M^{n}\right)^{\prime} b\right)=\left(c,\left(M^{\prime}\right)^{n} b\right) \tag{1}
\end{equation*}
$$

where $M^{\prime}$ is the transpose of $M$.
If we show that $\left(M^{\prime}\right)^{n} b$ converges as $n \rightarrow \infty$, for any given $b$, it will follow that $x(n)$ converges as $n \rightarrow \infty$, since we can choose for $b$ first the vector all of whose components are zero, except for the first, then the vector all of whose components are zero except for the second, and so on. Let us then introduce the vector

$$
\begin{equation*}
z(n)=\left(M^{\prime}\right)^{n} b \tag{2}
\end{equation*}
$$

which satisfies the difference equation

$$
\begin{equation*}
z(n+1)=M^{\prime} z(n) \quad z(0)=b \tag{3}
\end{equation*}
$$

Let, for each $n, u(n)$ be the component of $z(n)$ of largest value and $v(n)$ the component of $z(n)$ of smallest value. We shall show that the properties of $M^{\prime}$ imply that $u(n)-v(n) \rightarrow 0$ as $n \rightarrow \infty$.

Since

$$
\begin{equation*}
z_{i}(n+1)=\sum_{j=1}^{N} m_{j i} z_{j}(n) \tag{4}
\end{equation*}
$$

and since $\sum_{j=1}^{N} m_{j i}=1, m_{j i} \geq 0$, we see that

$$
\begin{gather*}
u(n+1) \leq u(n) \\
v(n+1) \geq v(n) \tag{5}
\end{gather*}
$$

Since $\{u(n)\}$ is a monotone decreasing sequence, bounded from below by zero, and $\{v(n)\}$ is a monotone increasing sequence, bounded from above by one, we see that both sequences converge. Let

$$
\begin{equation*}
u(n) \rightarrow u \quad v(n) \rightarrow v \tag{6}
\end{equation*}
$$

To show that $u=v$, which will yield the desired convergence, we proceed as follows.

Using the component form of (3), we see that

$$
\begin{gather*}
u(n+1) \leq(1-d) u(n)+d v(n) \\
v(n+1) \geq(1-d) v(n)+d u(n) \tag{7}
\end{gather*}
$$

where $d$ is the assumed positive lower bound for $m_{i j}, i, j=1,2, \ldots, N$.

From (7) we derive
$u(n+1)-v(n+1) \leq[(1-d) u(n)+d v(n)-!1-d) v(n)-d u(n)]$

$$
\begin{equation*}
\leq(1-2 d)(u(n)-v(n)) \tag{8}
\end{equation*}
$$

We see that (8) yields

$$
\begin{equation*}
u(n)-v(n) \leq(1-2 d)^{n}(u(0)-v(0)) \tag{9}
\end{equation*}
$$

and hence, since $d \leq 1 / 2$ if $N \geq 2$, that $u(n)-v(n) \rightarrow 0$ as $n \rightarrow \infty$.
Thus, not only does $z(n)$ converge as $n \rightarrow \infty$, but it converges to a vector all of whose components are equal. From the convergence of $z(n)$ we deduce immediately the convergence of $x(n)$, while the equality of the components will yield, as we shall see, the independence of initial value.

Let $\lim _{n \rightarrow \infty} z(n)=z$ and $\lim _{n \rightarrow \infty} x(n)=y$. As we know, all of the components of $z$ are equal. Let us call each of these components $a_{1}$. Then

$$
\begin{equation*}
(y, b)=\lim _{n \rightarrow \infty}(x(n), b)=(c, z)=a_{1}\left[c_{1}+c_{2}+\cdots+c_{n}\right]=a_{1} \tag{10}
\end{equation*}
$$

where $a_{1}$ is a quantity dependent only upon $b$. It follows that $y$ is independent of $c$.

That $y$ is a characteristic vector of $M$ with characteristic root 1 follows easily. We have

$$
\begin{equation*}
y=\lim _{n \rightarrow \infty} M^{n+1} c=M \lim _{n \rightarrow \infty} M^{n} c=M y \tag{11}
\end{equation*}
$$

In other words, $y$ is a "fixed point" of the transformation represented by $M$.

## EXERCISE

1. Use the fact that $I$ is a non-negative Markoff matrix to show that conditions of positivity cannot be completely relaxed.
2. Second Proof of Independence of Initial State. Another method for establishing independence of the initial state is the following. We already know that $\lim _{n \rightarrow \infty} M^{n} c$ exists for any initial probability vector $c$. Let $y$ and $z$ be two limits corresponding to different initial probability vectors $c$ and $d$, respectively. Choose the scalar $t_{1}$ so that $y-t_{1} z$ has at least one zero component, with all other components positive. As we know, $M\left(y-t_{1} z\right)$ must then be a positive vector if $y-t_{1} z$ is nontrivial. However,

$$
\begin{equation*}
M\left(y-t_{1} z\right)=M y-t_{1} M z=y-t_{1} z \tag{1}
\end{equation*}
$$

a contradiction unless $y-t_{1} z=0$. This means that $t_{1}=1$, since $y$ and $z$ are both probability vectors.
8. Some Properties of Positive Markoff Matrices. Combining the results and techniques of the foregoing sections, we can derive some interesting results concerning positive Markoff matrices.

To begin with, what we have shown by means of the preceding argument is that a positive Markoff matrix cannot possess two linearly independent positive characteristic vectors associated with the characteristic root one.

Furthermore, the same argument shows that a positive Markoff matrix cannot possess any characteristic vector associated with the characteristic root one which is linearly independent of the probability vector $y$ found above. For, let $z$ be such a vector. ${ }^{1}$ Then for $t_{1}$ sufficiently large, $z+t_{1} y$ is a positive vector. Dividing each component by the scalar $t_{2}=\left(z+t_{1} y, c\right)$, where $c$ is a vector all of whose components are ones, we obtain a probability vector. Hence $\left(z+t_{1} y\right) / t_{2}=y$, which means that $z$ and $y$ are actually linearly dependent.

It is easy to see that no characteristic root of $M$ can exceed one in absolute value. For, let $x$ be a characteristic vector of $M^{\prime}, \lambda$ be a characteristic root, and $m$ be the absolute value of a component of $x$ of greatest magnitude. Then the relation $\lambda x=M^{\prime} x$ shows that

$$
\begin{equation*}
|\lambda| m \leq m \sum_{j=1}^{N} \cdot m_{j i}=m \tag{1}
\end{equation*}
$$

whence $\{\lambda \mid \leq 1$.
We can, however, readily show that $\lambda=1$ is the only characteristic root of absolute value one, provided that $M$ is a positive Markoff matrix.

To do this, let $\mu$ be another characteristic root with $\langle\mu|=1$, and $w+i z$ an associated characteristic vector with $w$ and $z$ real. Then, choosing $c_{1}$ large enough, we can make $w+c_{1} y$ and $z+c_{1} y$ both positive vectors.

It follows that

$$
\begin{equation*}
M\left(w+i z+c_{1}(1+i) y\right)=\mu(w+i z)+c_{1}(1+i) y \tag{2}
\end{equation*}
$$

Hence, on one hand, we have

$$
\begin{equation*}
M^{n}\left(w+i z+c_{1}(1+i) y\right)=\mu^{n}(w+i z)+c_{1}(1+i) y \tag{3}
\end{equation*}
$$

On the other hand, as $n \rightarrow \infty$, we see that

$$
\begin{equation*}
M^{n}\left(w+i z+c_{1}(1+i) y\right)=M^{n}\left(w+c_{1} y+i\left(z+c_{1} y\right)\right) \tag{4}
\end{equation*}
$$

converges, because of the positivity of $w+c_{1} y$ and $z+c_{1} y$, to a certain scalar multiple of $y$.

The vector $\mu^{n}(w+i z)$, however, converges as $n \rightarrow \infty$ only if $\mu=1$, if $\mu$ is constrained to have absolute value one. This completes the proof.

We see then that we have established Theorem 2.
${ }^{1}$ It is readily seen that it suffices to take $z$ real.

Theorem 2. If $M$ is a positive Markoff matrix, the characteristic root of largest absolute value is 1. Any characteristic vector associated with this characteristic root is a scalar multiple of a probability vector.

## EXERCISE

1. If $\lambda$ is a oharacteristic root with an associated characteristic vector which is positive, then $\lambda=1$.
2. Second Proof of Limiting Behavior. Let us now turn to a second direct proof of the fact that $x(n)$ has a limit as $n \rightarrow \infty$. Writing out the equations connecting the components of $x(n)$ and $x(n+1)$, we have

$$
\begin{equation*}
x_{i}(n+1)=\sum_{j=1}^{N} m_{i j} x_{j}(n) \tag{1}
\end{equation*}
$$

This yields

$$
\begin{equation*}
x_{i}(n+1)-x_{i}(n)=\sum_{j=1}^{N} m_{i j}\left[x_{j}(n)-x_{j}(n-1)\right] \tag{2}
\end{equation*}
$$

Since $\sum_{i=1}^{N} x_{j}(n)=1$ for all $n$, it is impossible to have $x_{j}(n) \geq x_{j}(n-1)$ for all $j$, unless we have equality. In this case $x(n)=x(n-1)$, a relation which yields $x(m)=x(n-1)$ for $m \geq n$, and thus the desired convergence.

In any case, for each $n$ let $S(n)$ denote the set of $j$ for which $x_{j}(n) \geq$ $x_{j}(n-1)$ and $T(n)$ the set of $j$ for which $x_{j}(n)<x_{j}(n-1)$. The comment in the preceding paragraph shows that there is no loss of generality in assuming that $S(n)$ and $T(n)$ possess at least one element for each $n$.

Referring to (2), we see that

$$
\begin{align*}
\sum_{j \in T(n)} m_{i j}\left[x_{j}(n)-x_{j}(n-1)\right] \leq x_{i}(n+1) & -x_{i}(n) \\
& \leq \sum_{j e S(n)} m_{i j}\left[x_{j}(n)-x_{j}(n-1)\right] \tag{3}
\end{align*}
$$

Hence

$$
\begin{equation*}
\sum_{i \Delta(n+1)}\left[x_{i}(n+1)-x_{i}(n)\right] \leq \sum_{j \in S(n)}\left\{\sum_{i \in S(n+1)} m_{i j}\right\}\left[x_{j}(n)-x_{j}(n-1)\right] \tag{4}
\end{equation*}
$$

which yields, since $m_{i j} \geq d>0$ for all $i$ and $j$,

$$
\begin{equation*}
\sum_{i \in S(n+1)}\left[x_{i}(n+1)-x_{i}(n)\right] \leq(1-d) \sum_{j \in S(n)}\left[x_{j}(n)-x_{j}(n-1)\right] \tag{5}
\end{equation*}
$$

Similarly, summing over $i \epsilon T(n+1)$, we have

$$
\begin{equation*}
(1-d) \sum_{j \in T(n)}\left[x_{j}(n)-x_{j}(n-1)\right] \leq \sum_{i e T(n+1)}\left[x_{i}(n+1)-x_{i}(n)\right] \tag{6}
\end{equation*}
$$

Combining (5) and (6), we see that

$$
\begin{equation*}
\sum_{j=1}^{N}\left|x_{j}(n+1)-x_{j}(n)\right| \leq(1-d) \sum_{j=1}^{N}\left|x_{j}(n)-x_{j}(n-1)\right| \tag{7}
\end{equation*}
$$

and hence that the series $\sum_{n=1}^{\infty}\|x(n)-x(n-1)\|$ converges.
This completes the proof of convergence of $x(n)$.

## EXERCISES

1. If $M$ is a Markoff matrix and $M^{2}$ is a positive Markoff matrix, show that the sequences $\left\{M^{2 n} c\right\}$ and $\left\{M^{2 n+1} c\right\}$ converge. Does $\left\{M^{n} c\right\}$ converge?
2. What is the limit of $M^{n}$ if $M$ is a positive Markoff matrix?
3. General Markoff Matrices. As mentioned above, the study of the general theory of Markoff matrices is quite complex, and best carried on from a background of probability theory.

In order to see how complex roots of absolute value 1 can arise, consider a system with only two states, 1 and 2 , in which state 1 is always transformed into state 2 and state 2 into state 1 . The corresponding transition matrix is then

$$
M=\left[\begin{array}{ll}
0 & 1  \tag{1}\\
1 & 0
\end{array}\right]
$$

which has the characteristic roots $\lambda_{1}=1, \lambda_{2}=-1$.
By considering cyclic situations of higher order, we can obtain characteristic roots which are roots of unity of arbitrary order.

Let us, however, discuss briefly an important result which asserts that even in the case where there is no unique limiting behavior, there is an average limiting behavior.

Let us suppose for the moment that $M$ has only simple characteristic roots, so that we may write

$$
M=T\left[\begin{array}{ccccc}
\lambda_{1} & & & &  \tag{2}\\
& & & 0 \\
& \lambda_{2} & & & \\
& & & . & \\
& & & \cdot & \\
0 & & & \\
& & & & \lambda_{N}
\end{array}\right] T^{-1}
$$

Then

$$
\left(\sum_{k=1}^{n} M^{k}\right) / n=T\left[\begin{array}{llll}
\sum_{k=1}^{n} \lambda_{1}^{k} / n & & 0  \tag{3}\\
& \sum_{k=1}^{n} \lambda_{2} k / n & & \\
& & & \\
& & & \\
& & & \\
& & & \\
& & & \sum_{k=1}^{n} \lambda_{N} \lambda^{k} / n
\end{array}\right] T^{-1}
$$

If $\left|\lambda_{i}\right|<1$, we have $\sum_{i=1}^{n} \lambda_{i}{ }^{k} / n \rightarrow 0$ as $n \rightarrow \infty$. If $\left|\lambda_{j}\right|=1$, the limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{k=1}^{n} \lambda_{j}^{k} / n=a_{j} \tag{4}
\end{equation*}
$$

exists. If $\lambda_{j}=e^{i \theta}$, where $\theta / 2 \pi$ is an integer, then $a_{j}=1$; if $\theta / 2 \pi$ is not an integer, then $a_{j}=0$.

In any case, under the assumption of distinct characteristic roots, we can assert the existence of a quasi-limiting state

$$
\begin{equation*}
y=\lim _{n \rightarrow \infty}\left(\frac{x+M x+\cdots+M^{n} x}{n+1}\right) \tag{5}
\end{equation*}
$$

which is a characteristic vector of $M$, that is, $M y=y$. The limit vector $y$ is a probability vector if $x$ is a probability vector.

The general case can be discussed along similar, but more complicated, lines; see the exercises at the end of the chapter.

## EXERCISE

1. If $\lambda$ is a characteristic root of a Markoff matrix $M$, with the property that $|\lambda|=1$, must $\lambda$ be a root of unity?
2. A Continuous Stochastic Process. Let us now consider the stochastic process described in Sec. 2 under the assumption that the system is observed continuously. We begin with the discrete process in which observations are made at the times $t=0, \Delta, 2 \Delta, \ldots$ Since we want the continuous process to be meaningful, we introduce a con-
tinuity hypothesis in the form of a statement that the probability of the system remaining in the same state over any time interval of length $\Delta$ is $1-0(\Delta)$.

To make this statement precise, we define the following quantities:
$\begin{aligned} & a_{i j} \Delta=\text { the probability that } S \text { is in state } i \text { at } t+\Delta \text {, given that } \\ & \text { it is in state } j \text { at time } t \text {, for } i \neq j\end{aligned}$
$1-a_{i i} \Delta=$ the probability that $S$ is in state $i$ at $t+\Delta$, given that it is in state $i$ at time $t$

The quantities $a_{i j}$ are assumed to satisfy the following conditions:

$$
\begin{align*}
a_{i j} & \geq 0  \tag{2a}\\
a_{i j} & =\sum_{j \neq i} a_{j i} \tag{2b}
\end{align*}
$$

Then the equations governing the quantities $x_{i}(t)$ are

$$
\begin{equation*}
x_{i}(t+\Delta)=\left(1-a_{i i} \Delta\right) x_{i}(t)+\Delta \sum_{j \neq i} a_{i j} x_{j}(t) \quad i=1,2, \ldots, N \tag{3}
\end{equation*}
$$

for $t=0, \Delta, 2 \Delta, \ldots$
Writing, in a purely formal way,

$$
\begin{equation*}
x_{i}(t+\Delta)=x_{i}(t)+\Delta x_{i}^{\prime}(t)+0\left(\Delta^{2}\right) \tag{4}
\end{equation*}
$$

and letting $\Delta \rightarrow 0$ in (2), we obtain the system of differential equations

$$
\begin{equation*}
\frac{d x_{i}}{d t}=-a_{i i} x_{i}+\sum_{j \neq i} a_{i j} x_{j} \quad x_{i}(0)=c_{i} \tag{5}
\end{equation*}
$$

$i=1,2, \ldots, N$, where $c_{i}, i=1,2, \ldots, N$, are the initial probabilities.
We shall bypass here all the thorny conceptual problems connected with continuous stochastic processes by defining our process in terms of this system of differential equations. In order for this to be an operationally useful technique, we must show that the functions generated (5) act like probabilities. This we shall do below.

There are a number of interesting questions arising in this way which we shall not treat here. Some of these are:

1. How does one define a continuous stochastic process directly and derive the differential equations of (5) directly?
2. In what sense can the continuous stochastic process defined by (5) be considered the limit of the discrete stochastic process defined by (3)?

Since these are problems within the sphere of probability theory, we shall content ourselves with mentioning them, and restrain ourselves here to the matrix aspects of (5). As usual, however, we shall not scruple to use these ideas to guide our analysis.
12. Proof of Probabilistic Behavior. Let us now demonstrate that the system of differential equations

$$
\begin{equation*}
\frac{d x_{i}}{d t}=-a_{i 3} x_{i}+\sum_{j \neq i} a_{i j} x_{j} \quad x_{i}(0)=c_{i} \quad i=1,2, \ldots, N \tag{1}
\end{equation*}
$$

where

$$
\begin{align*}
& c_{i} \geq 0 \quad \sum_{i} c_{i}=1  \tag{2a}\\
& a_{i j} \geq 0  \tag{2b}\\
& \sum_{j \neq i} a_{j i}=a_{i i}
\end{align*}
$$

produces a set of functions satisfying the relations

$$
\begin{align*}
& x_{i}(t) \geq 0  \tag{3a}\\
& \sum_{i=1} x_{i}(t)
\end{align*} \quad t \geq 0
$$

Let us demonstrate (3b) first. From (1) we have

$$
\begin{equation*}
\frac{d}{d t}\left(\sum_{i} x_{i}\right)=\sum_{i}\left(-a_{i i} x_{i}+\sum_{j \neq i} a_{i j} x_{j}\right)=0 \tag{4}
\end{equation*}
$$

by virtue of (2c). Hence, for all $t$,

$$
\begin{equation*}
\sum_{i} x_{i}(t)=\sum_{i} x_{i}(0)=1 \tag{5}
\end{equation*}
$$

To show that $x_{i} \geq 0$, write (1) in the form

$$
\frac{d}{d t}\left(x_{i} e^{a^{i i t}}\right)=e^{a_{i i t}} \sum_{j \neq i} a_{i j} x_{j}
$$

Since $x_{j} \geq 0$ at $t=0$, this shows that the quantities $x_{i} e^{a i t}$ are monotone increasing.

In place of following this procedure, we could use the easily established fact that the solutions of (1) are the limits of the solutions of (11.3) as $\Delta \rightarrow \mathbf{0}$. Hence, properties of the solutions of (11.3) valid for all $\Delta$ must carry over to the solutions of (1). We recommend that the reader supply a rigorous proof.
13. Generalized Probabilities-Unitary Transformations. Any set of non-negative quantities $\left\{x_{i}\right\}$ satisfying the conditions

$$
\begin{align*}
x_{i} & \geq 0  \tag{1a}\\
\sum_{i=1}^{N} x_{i} & =1
\end{align*}
$$

can be considered to represent a set of probabilities, where $x_{i}$ is the probability that a system $S$ is in state $i$.

A set of transformations

$$
\begin{equation*}
x_{i}^{\prime}=g_{i}\left(x_{1}, x_{2}, \ldots, x_{N}\right) \quad i=1,2, \ldots, N \tag{2}
\end{equation*}
$$

which preserves the relations in (1) can then be considered to represent the effects of certain physical transformations upon $S$.

The simplest such transformations are the linear, homogeneous transformations

$$
\begin{equation*}
x_{i}^{\prime}=\sum_{j=1}^{N} a_{i j} x_{j} \tag{3}
\end{equation*}
$$

As we know, a necessary and sufficient condition that the relations in (1) be preserved is that $A=\left(a_{i j}\right)$ be a Markoff matrix.

Let us now consider a quadratic transformation. Let $x$ be a complex vector with components $x_{i}$ and let

$$
\begin{equation*}
x^{\prime}=T x \tag{4}
\end{equation*}
$$

where $T$ is a unitary transformation. Then $\left(x^{\prime}, \bar{x}\right)=(x, \bar{x})$.
Hence, if we consider $\left|x_{1}\right|^{2},\left|x_{2}\right|^{2}, \ldots,\left|x_{N}\right|^{2}$ to represent a set of probabilities, we see that $\left|x_{1}^{\prime}\right|^{2},\left|x_{2}^{\prime}\right|^{2}, \ldots,\left|x_{N}^{\prime}\right|^{2}$ can also be considered to be a set of probabilities.

We leave it to the reader to establish the relevant limit theorems for the sequence $\{x(n)\}$ defined recurrently by

$$
\begin{equation*}
x(n+1)=T x(n) \tag{5}
\end{equation*}
$$

where $T$ is unitary and $(x(0), \overline{x(0)})=1$
14. Generalized Probabilities-Matrix Transformations. Let us now generalize the concept of probabilities in the following fashion. If $\left\{X_{i}\right\}$ is a finite set of symmetric matrices satisfying the conditions

$$
\begin{gather*}
X_{i} \geq 0 \quad i=1,2, \ldots, N  \tag{1a}\\
\sum_{i=1}^{N} \operatorname{tr}\left(X_{i}\right)=1 \tag{1b}
\end{gather*}
$$

we shall call them a set of probabilities. The condition $X_{i} \geq 0$ here signifies that $X_{i}$ is non-negative definite.

Consider the transformation

$$
\begin{equation*}
Y_{i}=\sum_{j=1}^{N} A_{i j}^{\prime} X_{j} A_{i j} \quad i=1,2, \ldots, N \tag{2}
\end{equation*}
$$

It is easy to establish the following analogue of the result concerning Markoff matrices.

Theorem 3. A necessary and sufficient condition that the transformation in (2) preserve the relations in (1) is that

$$
\begin{equation*}
\sum_{i=1}^{N} A_{i j}^{\prime} A_{i j}=I \quad j=1,2, \ldots, N \tag{3}
\end{equation*}
$$

Although analogues of the limit theorems established for the usual Markoff transformations can be established for the transformations of (2), the results are more difficult to establish, and we shall therefore not discuss these matters any further here.

## EXERCISES

1. Let $M$ be a Markoff matrix. Consider a proof of the fact that $\lim _{n \rightarrow \infty} \sum_{k=0}^{n} M^{k} / n$ exists along the following lines. Using the Schur transformation, we can write

where the $\theta_{i}$ are real and $\left|\lambda_{3}\right|<1, i=k+1, \ldots, N$.
It suffices to consider the iterates of the triangular matrix. To do this, consider the system of equations

$$
\begin{aligned}
& x_{1}(n+1)=e^{i \theta_{1}} x_{1}(n)+b_{12} x_{2}(n)+\cdots+b_{1 N} x_{N}(n) \\
& x_{2}(n+1)=\quad e^{i \theta_{3} x_{2}(n)}+\cdots+b_{2 N} x_{N}(n) \\
& x_{N}(n+1)=\quad \lambda_{N} x_{N}(n)
\end{aligned}
$$

$n=0,1,2, \ldots$ Show that $\left|x_{i}(n)\right| \leq c_{1} r^{n}, 0<r<1, i=k+1, \ldots, N$. Using the equation $x_{k}(n+1)=e^{i \theta_{k} x_{k}}(n)+y_{k}(n)$, where $\left|y_{k}(n)\right| \leq c_{2} r^{n}$, show that $\lim _{n \rightarrow \infty} \sum_{m=0}^{n} x_{k}(m) / n$ exists. Then continue inductively.
2. Prove the stated result using the Jordan canonical form.

## MISCELLANEOUS EXERCISES

1. Consider the matrix

where the $\lambda_{i}$ and $\mu_{i}$ are positive quantities.
Denote by $\phi_{n}(\lambda)$ the quantity $\left|A^{(n)}+\lambda I\right|$. Show that

$$
\phi_{n}(\lambda)-\left(\lambda+\lambda_{n}+\mu_{n}\right) \phi_{n-1}(\lambda)+\lambda_{n-1} \mu_{n} \phi_{n-2}(\lambda)=0
$$

for $n \geq 1$ if $\phi_{-1}(\lambda)=1, \phi_{0}(\lambda)=\lambda+\lambda_{0}$ (W. Ledermann and G. E. Reuter).
2. Thus, or otherwise, show that the characteristic roots are $A^{(n)}$ are distinct and negative or zero, and separate those of $A^{(n-1)}$ (W. Lederniann and G. E. Reuter).
8. In the notation of Exercise 27 of the Miscellaneous Exercises of Chap. 4, is $A^{(n)}$ symmetrizable?
4. By a permutation matrix $P$ of order $N$, we mean a matrix possessing exactly one nonzero element of value one in each row and column. Show that there are Nl permutation matrices of order $N$.
b. Prove that the product of two permutation matrices is again a permutation matrix, and likewise the inverse. What are the possible values for the determinant of a permutation matrix?
6. By a doubly stochastic matrix of order $N$ we mean a matrix $A$ whose elements satisfy the following conditions:
(a) $a_{i j} \geq 0$
(b) $\sum_{j} a_{i j}=1 \quad i=1,2, \ldots, N$
(c) $\sum_{i} a_{i j}=1 \quad j=1,2, \ldots, N$

Is the product of two doubly stochastic matrices doubly stochastic?
7. Prove that any doubly stochastic matrix $A$ may be written in the form

$$
A=\sum_{r} w_{r} P_{r} \quad r=1,2, \ldots, N!\quad w_{r} \geq 0 \quad \sum_{r} w_{r}=1
$$

where $\left\{P_{r}\right\}$ is the set of permutation niatrices of order $N$. The result is due to Birkhoff. ${ }^{1}$

Another proof, together with a number of applications to scheduling theory, may be found in T. C. Koopmans and M. J. Beckman. ${ }^{2}$
${ }^{1}$ G. Birkhoff, Tres observaciones sobre el algebra lineal, Rev. univ. nac. Tucumdn, ser. $A$, vol. 5, pp. 147-151, 1946.
${ }^{2}$ T. C. Koopmans and M. J. Beckman, Assignment Problems and the Location of Economic Activities, Econometrica, vol. 25, pp. 53-76, 1957.

For some further results concerning doubly stochastic matrices, see S. Schreiber ${ }^{1}$ and L. Mirsky.

Mirsky's paper contains a partieularly simple proof of the Birkhoff results cited above and of ar interesting connection between doubly stochastic matrices and the theory of inequalities.
8. Let $A$ be a $2 \times 2$ Markoff matrix. Show that $A$ is a square of a Markoff matrix if and only if $a_{11} \geq a_{12}$.
9. Hence, show that if $A$ is a square of a Markoff matrix, it can be written as the $2^{n}$ power of a Markoff matrix for $n=1,2, \ldots$
10. From this, conclude that if $A$ has a square root which is a Markoff matrix, it has a root of every order which is a Markoff matrix.
11. From this, conclude that we can construct a family of Markoff matrices $A(t)$ with the property that $A(s+\ell)=A(s) A(t)$, for $s, l \geq 0, A(0)=I$, and $A(1)=A$.
12. Using this result, or otherwise, show that $A=e^{B}$, where $B$ has the form

$$
B=\left[\begin{array}{rr}
-a_{1} & a_{1} \\
b_{1} & -b_{1}
\end{array}\right] \quad a_{1}, b_{1} \geq 0
$$

18. If $B$ is a matrix of the type described in Sec. 12, we know that $e^{B}$ is a Markoff matrix. Let $B_{1}$ and $B_{2}$ be two matrices of this type and let $A_{1}=e^{B_{1}}, A_{2}=e^{B_{2}}$. Is $A_{1} A_{2}$ a matrix of this type?
19. Let $A$ be a Markoff matrix of dimension $N$ with the property that it has a root of any order which is again a Markoff matrix. Let $A_{n}$ denote a particular $2^{n}$-th root which is a Markoff matrix, and write $A(t)=A_{n_{1}} A_{n_{2}} \ldots$, when $t$ has the form $t=2^{-n_{1}}+2^{-n_{2}}+\cdots$, where the sum is finite. Can we define $A(t)$ for $0<t<1$ as a limit of values of $A(t)$ for $t$ in the original set of values? If so, show that $A(s+t)=A(s) A(t)$ for $0<s, t \leq 1$. Define $A(0)$ to be $I$. If the foregoing relation holds, does it follow that $A(t)$ is the solution of a differential equation of the form $d X / d \ell=B X, X(0)=I$, where $B$ is a matrix of the type occurring in Sec. 12?
20. Let $p_{i}(n)=$ the probability of going from state $a$ to state $i$ in $n$ steps, and $q_{i}(n)$ be similarly defined starting in state $b$. Consider the $2 \times 2$ determinant

$$
d_{i i}(n)=\left|\begin{array}{ll}
p_{i}(n) & p_{i}(n) \\
q_{i}(n) & q_{i}(n)
\end{array}\right|
$$

Prove that

$$
d_{i j}(n)=\sum_{r, s} a_{i r} a_{j 4} d_{r s}(n-1)
$$

(Cf. the matrices formed in Sec. 14 of Chap. 12.)
16. Let $\phi_{i}(n)=$ the probability of two particles going from initial distinct states $a$ and $b$ to states $i$ and $j$ at time $n$ without ever being in the same state. Show that

$$
\phi_{i j}(n)=\sum_{r, s} a_{i r} a_{i s} \phi_{t s}(n-1)
$$

In these two exercises, $a_{i j}$ denotes the probability of going from state $j$ to state $i$ in any particular move.

[^13]What is the connection between $d_{i j}(n)$ and $\phi_{i j}(n)$ ? See S. Karlin and J. MacGregor, Coincidence Probabilities, Stanford University Department of Statistics, Tech. Rept. 8, 1958, for a detailed discussion.
17. Let $M$ be a positive Markoff matrix and let the unique probability vector $x$ satisfying $M x=x$ be determined by the relation $x=\lim _{n \rightarrow \infty} M^{n} b$ where $b$ is a probability vector. If we wish to use this result for numerical purposes, should we arrange the calculation so as to obtain $M^{n}$ first by use of $M_{1}=M, M_{2}=M M_{1}, \ldots$, and then $M_{n} b$, or should we calculate $M^{n} b$ by way of $x_{1}=b, x_{2}=M x_{1}, \ldots$ Which procedure is more conducive to round-off error?
18. Suppose that $n=2^{k}$ and we calculate $M_{1}=M, M_{2}=M_{1}{ }^{2}, M_{3}=M_{2}{ }^{2}, \ldots$ Which of the two procedures sketched above is more desirable?
19. What are necessary and sufficient conditions on a complex matrix $A$ that $A H$ be a stability matrix whenever $H$ is positive definite Hermitian? See Carison ${ }^{1}$ and the interesting survey paper by O. Taussky. ${ }^{2}$
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## Stochastic Matrices

1. Introduction. In this chapter we wish to discuss in very brief fashion stochastic matrices and a way in which they enter into the study of differential and difference equations. As we shall see, Kronecker products occur in a very natural fashion when we seek to determine the moments of solutions of linear functional equations of the foregoing type with random coefficients.
2. Limiting Behavior of Physical Systems. Consider, as usual, a physical system $S$, specified at any time $t$ by a vector $x(t)$. In previous chapters, we considered the case in which $x(t+\Delta)$ was determined from a knowledge of $x(t)$ by means of a linear transformation

$$
\begin{equation*}
x(t+\Delta)=(I+Z \Delta) x(t) \tag{1}
\end{equation*}
$$

and the limiting form of (1) in which $\Delta$ is taken to be an infinitesimal,

$$
\begin{equation*}
\frac{d x}{d t}=\mathrm{Z} x \tag{2}
\end{equation*}
$$

Suppose that we now assume that $Z$ is a stochastic matrix. By this we mean that the elements of $Z$ are stochastic variables whose distributions depend upon $t$. Since the concept of a continuous stochastic process, and particularly that of the solution of a stochastic differential equation, is one of great subtlety, with many pitfalls, we shall consider only discrete processes. There is no difficulty, however, in applying the formalism developed here, and the reader versed in these matters is urged to do so.

Returning to (1), let us write $x(k \Delta)=x_{k}$ to simplify the notation. Then (1) may be written

$$
\begin{equation*}
x_{k+1}=\left(I+Z_{k} \Delta\right) x_{k} \tag{3}
\end{equation*}
$$

Since $Z$ is a stochastic matrix, its value at any time becomes a furction of time, and we denote this fact by writing $Z_{k}$.

We see then that

$$
\begin{equation*}
x_{n}=\left[\prod_{k=0}^{n-1}\left(1+Z_{k} \Delta\right)\right] x_{0} \tag{4}
\end{equation*}
$$

If $\Delta$ is small, we can write this

$$
\begin{equation*}
x_{n}=\left[I+\Delta \prod_{k=0}^{n-1} Z_{k}+0\left(\Delta^{2}\right)\right] x_{0} \tag{5}
\end{equation*}
$$

Hence, to terms in $\Delta^{2}$, we can regard the effect of repeated transformations as an additive effect. Additive stochastic processes have been extensively treated in the theory of probability, and we shall in consequence devote no further attention to them here. Instead, we shall examine the problem of determining the limiting behavior of $x_{n}$ when $Z_{k} \Delta$ cannot be regarded as a small quantity.

Since this problem is one of great difficulty, we shall consider only the question of the asymptotic behavior of the expected value of the $k t h$ powers of the components of $x_{n}$ as $n \rightarrow \infty$ for $k=1,2, \ldots$
3. Expected Values. To illustrate the ideas and techniques, it is sufficient to consider the case where the $x_{i}$ are two-dimensional matrices and the $Z_{k}$ are $2 \times 2$ matrices. Let us write out the relations of (3) in terms of the components of $x_{k}$, which we call $u_{k}$ and $v_{k}$ for simplicity of notation.

Then

$$
\begin{align*}
u_{k+1} & =z_{11} u_{k}+z_{12} v_{k} k_{k}  \tag{1}\\
v_{k+1} & =z_{21} u_{k}+z_{22} v_{k}
\end{align*}
$$

We shall assume that the $Z_{i}$ are independent random matrices with a common distribution. More difficult problems involving situations in which the distribution of $Z_{k}$ depends upon the values assumed by $Z_{k-1}$ will be discussed in a subsequent volume.

The assumption that the $Z_{k}$ are independent means that we can write

$$
\begin{align*}
E\left(u_{k+1}\right) & =e_{11} E\left(u_{k}\right)+e_{12} E\left(v_{k}\right) \\
E\left(v_{k+1}\right) & =e_{21} E\left(u_{k}\right)+e_{22} E\left(v_{k}\right) \tag{2}
\end{align*}
$$

where $E\left(u_{k}\right)$ and $E\left(v_{k}\right)$ represent the expected values of $u_{k}$ and $v_{k}$, respectively, and $e_{i j}$ is the expected value of $z_{i j}$.

We see then that

$$
\begin{equation*}
E\left(x_{k+1}\right)=E(Z) E\left(x_{k}\right)=E(Z)^{k+1} x_{0} \tag{3}
\end{equation*}
$$

This means that the asymptotic behavior of $E\left(x_{n}\right)$ as $n \rightarrow \infty$ depends upon the characteristic roots of $E(Z)$.

## EXERCISE

1. Assume that with probability $1 / 2 Z$ is a positive Markof matrix $A$, and with probability $1 / 2$ a positive Markof matrix $B$. Prove that $E\left(x_{n}\right) \rightarrow y$, a probability vector independent of $x_{0}$, assumed also to be a probability vector.
2. Expected Values of Squares. Suppose that we wish to determine the expected values of $u_{n}{ }^{2}$ and $v_{n}{ }^{2}$. From (3.1) we have

$$
\begin{align*}
& u_{k+1}{ }^{2}=z_{11}{ }^{2} u_{k}^{2}+2 z_{11} z_{12} u_{k} v_{k}+z_{12}{ }^{2} v_{k}{ }^{2}  \tag{1}\\
& v_{k+1}{ }^{2}=z_{21}{ }^{2} u_{k}^{2}+2 z_{21} z_{22} u_{k} v_{k}+z_{22}{ }^{2} v_{k}^{2}
\end{align*}
$$

We see then that in order to determine $E\left(u_{k}{ }^{2}\right)$ and $E\left(v_{k}{ }^{2}\right)$ for all $k$ we must determine the values of $E\left(u_{k} v_{k}\right)$. From (3.1), we have

$$
\begin{equation*}
u_{k+1} v_{k+1}=z_{11} z_{21} u_{k}^{2}+\left(z_{11} z_{22}+z_{12} z_{21}\right) u_{k} v_{k}+z_{12} z_{22} v_{k}^{2} \tag{2}
\end{equation*}
$$

Hence

$$
\left[\begin{array}{l}
E\left(u_{k+1}{ }^{2}\right) \\
E\left(u_{k+1} v_{k+1}\right) \\
E\left(v_{k+1}{ }^{2}\right)
\end{array}\right]=E\left(Z^{[2]}\right)\left[\begin{array}{l}
E\left(u_{k}{ }^{2}\right) \\
E\left(u_{k} v_{k}\right) \\
E\left(v_{k}{ }^{2}\right)
\end{array}\right]
$$

where $Z^{[2]}$ is the Kronecker square of $Z=\left(z_{i j}\right)$, as defined in Sec. 8 of Chap. 12.

Observe how stochastic matrices introduce Kronecker products in a very natural fashion.

## MISCELLANEOUS EXERCISES

1. Show that $E\left(Z^{(r)}\right)$ arises from the problem of determining $E\left(u_{k}{ }^{*}\right)$.
2. Show that the Kronecker square arises in the following fashion. Let $Y$ be a matrix, to be determined, possessing the property that $E(x(n), Y x(n))$ is readily obtained. Determine $Y$ by the condition that

$$
E\left(Z^{\prime} Y Z\right)=\lambda Y
$$

What are the values of $\lambda$ ?
3. If $Z$ has the distribution of Exercise 1 of Sec. 3, do the sequences $\left\{E\left(u_{n}{ }^{2}\right) \mid\right.$, $\left|E\left(v_{n}{ }^{2}\right)\right|$ converge? If so, to what?
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## 16

## Positive Matrices, Perron's Theorem, and Mathematical Economics

1. Introduction. In this chapter, we propose to discuss a variety of problems arising in the domain of mathematical economics which center about the themes of linearity and positivity.

To begin our study, however, we shall study some simple branching processes which arise both in the growth of biological entities and in the generation of elementary particles, as in nuclear fission and cosmic-ray cascades.

Oddly enough, the fundamental result concerning positive matrices was established by Perron in connection with his investigation of the multidimensional continued fraction expansions of Jacobi. His result was then considerably extended by Frobenius in a series of papers.

Rather remarkably, a result which arose in number-theoretic research now occupies a central position in mathematical economics, particularly in connection with the "input-output" analysis of Leontieff. The matrices arising in this study were first noted by Minkowski. This result also plays an important role in the theory of branching processes.

What we present here is a very small and specialized part of the modern theory of positive operators, just as the results for symmetric matrices were principally special cases of results valid for Hermition operators.

Finally, at the end of the chapter, we shall touch quickly upon the basic problem of linear programming and the connection with the theory of games of Borel and von Neumann. In conclusion, we shall mention some Markovian decision processes arising in the theory of dynamic programming.
2. Some Simple Growth Processes. Let us consider the following simple model of the growth of a set of biological objects. Suppose that there are $N$ different types, which we designate by the numbers $1,2, \ldots, N$, and that at the times $t=0,1,2, \ldots$, each of these different types gives birth to a certain number of each of the otner types.

One case of some importance is that where there are only two types, the normal species and the mutant species. Another case of interest is that where we wish to determine the number of females in different age groups. As each year goes by, females of age $i$ go over into females of age $i+1$, from time to time giving birth to a female of age zero. It is rather essential to attempt to predict the age distribution by means of a mathematical model since the actual data are usually difficult to obtain.

Let us introduce the quantities
$a_{i j}=$ the number of type $i$ derived at any stage from a single item of type $j, i, j=1,2, \ldots, N$.
As usual, we are primarily interested in growth processes whose mechanism does not change over time.

The state of the system at time $n$ is determined by the $N$ quantities

$$
\begin{equation*}
x_{i}(n)=\text { the number of type } i \text { at time } n \tag{2}
\end{equation*}
$$

$i=1,2, \ldots, N . \quad$ We then have the relations

$$
\begin{equation*}
x_{i}(n+1)=\sum_{j=1}^{N} a_{i j} x_{j}(n) \quad i=1,2, \ldots, N \tag{3}
\end{equation*}
$$

where the relations $x_{i}(0)=c_{i}, i=1,2, \ldots, N$, determine the initial state of the system.

The problem we would like to solve is that of determining the behavior of the components $x_{i}(n)$ as $n \rightarrow \infty$. This depends upon the nature of the characteristic roots of $A=\left(a_{i j}\right)$, and, in particular, upon those of greatest absolute value.

As we know from our discussion of Markoff matrices, this problem is one of great complexity. We suspect, however, that the problems may be quite simple in the special case where all the $a_{i j}$ are positive, and this is indeed the case.
3. Notation. As in Chap. 14, we shall call a matrix positive if all of its elements are positive. If $A$ is positive, we shall write $A>0$. The notation $A>B$ is equivalent to the statement that $A-B>0$. Similarly, we may conceive of non-negative matrices, denoted by $A \geq 0$.

This notation definitely conflicts with previous notation used in our discussion of positive definite matrices. At this point, we have the option of proceeding with caution, making sure that we are never discussing both types of matrices at the same time, or of introducing a new notation, such as $A \geq \geq B$, or something equally barbarous. Of the alternatives, we prefer the one that uses the simpler notation, but which requires that the reader keep in mind what is being discussed. This is, after :all, the more desirable situation.

A vector $x$ will be called positive if all of its components are positive, and non-negative if the components are merely non-negative. We shall write $x>0$, and $x \geq 0$ in the second. The relation $x \geq y$ is equivalent to $x-y \geq 0$.

## EXERCISES

1. Show that $x \geq y, A \geq 0$, imply that $A x \geq A y$.
2. Prove that $A x \geq 0$ for all $x \geq 0$ implies $A \geq 0$.
3. The Theorem of Perron. Let us now state the fundamental result of Perron.

Theorem 1. If $A$ is a positive matrix, there is a unique characteristic root of $A, \lambda(A)$, which has greatest absolute value. This root is positive and simple, and its associated characteristic vector may be taken to be positive.

There are many proofs of this result, of quite diverse origin, structure, and analytical level. The proof we shall give is in some ways the most important since it provides a variational formulation for $\lambda(A)$ which makes many of its properties immediate, and, in addition, can be extended to handle more general operators.
5. Proof of Theorem 1. Our proof of Theorem 1 will be given in the course of demonstrating Theorem 2.

Theorem 2. Let $A$ be a positive matrix and let $\lambda(A)$ be defined as above. Let $S(\lambda)$ be the set of non-negative $\lambda$ for which there exist non-negative vectors $x$ such that $A x \geq \lambda x$. Let $T(\lambda)$ be the set of positive $\lambda$ for which there exist positive vectors $x$ such that $A x \leq \lambda x$. Then

$$
\begin{align*}
\lambda(A) & =\max \lambda & & \lambda_{\epsilon} S(\lambda) \\
& =\min \lambda & & \lambda_{\epsilon} T(\lambda) \tag{1}
\end{align*}
$$

Proof of Theorem 2. Let us begin by normalizing all the vectors we shall consider, so that

$$
\begin{equation*}
\|x\|=\sum_{i=1}^{N} x_{i}=1 \tag{2}
\end{equation*}
$$

This automatically excludes the null vector. Let us once more set $\|A\|=\sum_{i, j=1}^{N} a_{i j}$. If $\lambda x \leq A x$, we have

$$
\begin{align*}
\lambda\|x\| & \leq\|A\|\|x\| \\
0 & \leq \lambda \leq\|A\| \tag{3}
\end{align*}
$$

or
This shows that $S(\lambda)$ is a bounded set, which is clearly not empty if $A$ is positive.

Let $\lambda_{0}=\operatorname{Sup} \lambda$ for $\lambda_{\epsilon} S(\lambda)$; let $\left\{\lambda_{i}\right\}$ be a sequence of $\lambda_{s}$ in $S(\lambda)$ converging to $\lambda_{0}$; and let $\left\{x^{(i)}\right\}$ be an associated set of vectors, which is to say

$$
\begin{equation*}
\lambda_{x} x^{(i)} \leq A x^{(i)} \quad i=1,2, \ldots \tag{4}
\end{equation*}
$$

Since $\left\|x^{(i)}\right\|=1$, we may choose a subsequence of the $x^{(i)}$, say $\left\{x^{(i)}\right\}$ which converges to $x^{(0)}$, a non-negative, nontrivial vector. Since $\lambda_{0} x^{(0)} \leq A x^{(0)}$, it follows that $\lambda_{0 E} S(\lambda)$, which means that the supremum is actually a maximum.

Let us now demonstrate that the inequality is actually an equality, that is, $\lambda_{0} x^{(0)}=A x^{(0)}$. The proof is by contradiction. Let us suppose, without loss of generality, that

$$
\begin{align*}
& \sum_{j=1}^{N} a_{13} x_{j}-\lambda_{0} x_{1}=d_{1}>0 \\
& \sum_{j=1}^{N} a_{k j} x_{j}-\lambda_{0} x_{k} \geq 0 \quad k=2, \ldots, N \tag{5}
\end{align*}
$$

where $x_{i}, i=1,2, \ldots, N$ are the components of $x^{(0)}$.
Consider now the vector

$$
y_{2} x^{(0)}+\left[\begin{array}{c}
d_{1} / 2 \lambda_{0}  \tag{6}\\
0 \\
\cdot \\
\cdot \\
\cdot \\
0
\end{array}\right]
$$

It follows from (5) that $A y>\lambda_{0} y$. This, however, contradicts the maximum property of $\lambda_{0}$. Hence $d_{1}=0$, and there must be equality in all the terms in (5).

Consequently $\lambda_{0}$ is a characteristic root of $A$ and $x^{(0)}$ a characteristic vector which is necessarily positive.

Let us now show that $\lambda_{0}=\lambda(A)$. Assume that there exists a characteristic root $\lambda$ of $A$ for which $|\lambda| \geq \lambda_{0}$, with $z$ an associated characteristic vector. Then from $A z=\lambda z$ we have

$$
\begin{equation*}
|\lambda||\boldsymbol{z}| \leq A|z| \tag{7}
\end{equation*}
$$

where $|z|$ denotes the vector whose components are the absolute values of the components of $z$. It follows from this last inequality and the definition of $\lambda_{0}$, that $|\lambda| \leq \lambda_{0}$. Since $|\lambda|=\lambda_{0}$, the argument above shows that the inequality $|\lambda||z| \leq A|z|$ must be an equality. Hence $|A z|=A|z|$; and thus $z=c_{1} w$, with $w>0$ and $c_{1}$ a complex number. Consequently, $A z=\lambda z$ is equivalent to $A w=\lambda w$; whence $\lambda$ is real and positive and hence equal to $\lambda_{0}$.

To show that $w$ is equivalent to $x^{(0)}$, let us show that apart from scalar multiples there is only one characteristic vector associated with $\lambda_{0}$. Let $z$ be another characteristic vector of $A$, not necessarily positive, associated with $\lambda(A)$. Then $x^{(0)}+\epsilon z$, for all scalar $\epsilon$, is a characteristic vector of $A$. Varying $\epsilon$ about $\epsilon=0$, we reach a first value of $\epsilon$ for which one or several components of $x^{(0)}+\epsilon z$ are zero, with the remaining components positive, provided that $x$ and $z$ are actually linearly independent. However, the relation

$$
\begin{equation*}
A\left(x^{(0)}+\epsilon z\right)=\lambda(A)\left(x^{(0)}+\epsilon z\right) \tag{8}
\end{equation*}
$$

shows that $x^{(0)}+\epsilon z \geq 0$ implies $x^{(0)}+\epsilon z>0$. Thus a contradiction.

## EXERCISES

1. Show that $A \geq B \geq 0$ implies that $\lambda(A) \geq \lambda(B)$.
2. Show by means of $2 \times 2$ matrices that $\lambda(A B) \leq \lambda(A) \lambda(B)$ is not universally valid.
3. First Proof that $\lambda(A)$ Is Simple. Let us now turn to the proof that $\lambda(A)$ is a simple characteristic root. We shall give two demonstrations, one based upon the Jordan canonical form and the other upon more elementary considerations.

Assume that $\lambda(A)$ is not a simple root. The Jordan canonical form shows that there exists a vector $y$ with the property that

$$
\begin{equation*}
(A-\lambda(A) I)^{k} y=0 \quad(A-\lambda(A) I)^{k-1} y \neq 0 \tag{1}
\end{equation*}
$$

for some $k \geq 2$.
This means that $(A-\lambda(A) I)^{k-1} y$ is a characteristic vector of $A$ and hence a scalar multiple of $x^{(0)}$. By suitable choice of $y$ we may take this multiple to be one. Hence

$$
\begin{equation*}
x^{(0)}=(A-\lambda(A) I)^{k-1} y \tag{2}
\end{equation*}
$$

Now let

$$
\begin{equation*}
z=(A-\lambda(A) I)^{k-2} y \tag{3}
\end{equation*}
$$

Then

$$
\begin{equation*}
A z=\lambda(A) z+x^{0}>\lambda(A) z \tag{4}
\end{equation*}
$$

This yields $A|z|>\lambda(A)|z|$, which contradicts the maximum definition of $\lambda(A)$.
7. Second Proof of the Simplicity of $\lambda(A)$. Let us now present an alternate proof of the simplicity of $\lambda(A)$ based upon the minimum property.

We begin by proving the following lemma.
Lemma. Let $A_{N}$ be a positive $N \times N$ matrix ( $a_{i j}$ ), and $A_{N-1}$ any $(N-1) \times(N-1)$ matrix obtained by striking out an ith row and $j$ th
column. Then

$$
\begin{equation*}
\lambda\left(A_{N}\right)>\lambda\left(A_{N-1}\right) \tag{1}
\end{equation*}
$$

Proof. Let us proceed by contradiction. Write

$$
\lambda_{N}=\lambda\left(A_{N}\right) \quad \lambda_{N-1}=\lambda\left(A_{N-1}\right)
$$

Assume for the moment that $\lambda_{N} \leq \lambda_{N-1}$, and take, without loss of generality, $A_{N-1}=\left(a_{i j}\right), i, j=1,2, \ldots, N-1$. We have then the equations

$$
\begin{equation*}
\sum_{j=1}^{N-1} a_{i j} y_{j}=\lambda_{N-1} y_{i} \quad i=1,2, \ldots, N-1, y_{i}>0 \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=1}^{N} a_{i j} x_{j}=\lambda_{N} x_{i} \quad i=1,2, \ldots, N, x_{\imath}>0 \tag{3}
\end{equation*}
$$

Using the first $N-1$ equations in (3), we obtain

$$
\begin{align*}
\sum_{j=1}^{N-1} a_{i j} x_{j} & =\lambda_{N} x_{i}-a_{i N} x_{N} \\
& =\lambda_{N}\left(x_{i}-a_{i N} x_{N} / \lambda_{N}\right)<\lambda_{N} x_{i} \tag{4}
\end{align*}
$$

which contradicts the minimum property of $\lambda_{N \sim 1}$.
Let us now apply this result to show that $\lambda(A)$ is a simple root of $f(\lambda)=|A-\lambda I|=0$. Using the rule for differentiating a determinant, we obtain readily

$$
\begin{equation*}
f^{\prime}(\lambda)=-\left|A_{1}-\lambda I\right|-\left|A_{2}-\lambda I\right| \cdots-\left|A_{N}-\lambda I\right| \tag{5}
\end{equation*}
$$

where by $A_{k}$ we denote the matrix obtained from $A$ by striking out the $k$ th row and column. Since $\lambda(A)>\lambda\left(A_{k}\right)$ for each $k$, and each expression $\left|A_{k}-\lambda I\right|$ is a polynomial in $\lambda$ with the same leading term, each polynomial $\left|A_{k}-\lambda I\right|$ has the same sign at $\lambda=\lambda(A)$. Hence, $f^{\prime}(\lambda(A)) \neq 0$.
8. Proof of the Minimum Property of $\lambda(A)$. We have given above a proof of the maximum property of $\lambda(A)$, and used, in what has preceded, the minimum property. Let us now present a proof of the minimum property which uses the maximum property rather than just repeating the steps already given. The technique we shall employ, that of using the adjoint operator, is one of the most important and useful in analysis, and one we have already met in the discussion of Markoff matrices.

Let $A^{\prime}$ be, as usual, the transpose of $A$. Since the characteristic roots of $A$ and $A^{\prime}$ are the same, we have $\lambda(A)=\lambda\left(A^{\prime}\right)$. As we know, $(A x, y)=\left(x, A^{\prime} y\right)$. If $A y \leq \lambda y$ for some $y>0$, we have for any $z \geq 0$,

$$
\begin{equation*}
\lambda(z, y) \geq(z, A y)=\left(A^{\prime} z, y\right) \tag{1}
\end{equation*}
$$

Let $z$ be a characteristic vector of $A^{\prime}$ associated with $\lambda(A)$. Then

$$
\begin{equation*}
\lambda(z, y) \geq\left(A^{\prime} z, y\right)=\lambda(A)(z, y) \tag{2}
\end{equation*}
$$

Since $(z, y)>0$, we obtain $\lambda \geq \lambda(A)$. This completes the proof of the minimum property.
9. An Equivalent Definition of $\lambda(A)$. In place of the definition of $\lambda(A)$ given in Theorem 1 above, we may also define $\lambda(A)$ as follows.

Theorem 3

$$
\begin{align*}
\lambda(A) & =\max _{x} \min _{i}\left\{\sum_{j=1}^{N} a_{i j} x_{j} / x_{i}\right\} \\
& =\min _{x} \max _{i}\left\{\sum_{j=1}^{N} a_{i j} x_{j} / x_{i}\right\} \tag{1}
\end{align*}
$$

Here $x$ varies over all non-negative vectors different from zero.
The proof we leave as an exercise.
10. A Limit Theorem. From Theorem 1, we also derive the following important result.

Theorem 4. Let $c$ be any non-negative vector. Then

$$
v=\lim _{n \rightarrow \infty} A^{n} c / \lambda(A)^{n}
$$

exists and is a characteristic vector of $A$ associated with $\lambda(A)$, unique up to a scalar multiple determined by the choice of $c$, but otherwise independent of the initial state $c$.

This is an extension of the corresponding result proved in Chap. 14 for the special case of Markoff matrices.

## EXERCISE

1. Obtain the foregoing result from the special case established for Markoff matrices.
2. Steady-state Growth. Let us now see what the Perron theorem predicts for the asymptotic behavior of the growth process discussed in Sec. 2. We shall suppose that $A=\left(a_{i j}\right)$ is a positive matrix.

Then, as $n \rightarrow \infty$, the asymptotic behavior of the vector $x(n)$, defined by the equation in (3), is given by the relation

$$
\begin{equation*}
x(n) \sim \lambda^{n} \boldsymbol{\gamma} \tag{1}
\end{equation*}
$$

where $\lambda$ is the Perron root and $\gamma$ is a characteristic vector associated with $\lambda$. We know that $\gamma$ is positive, and that it is a positive multiple of one particular normalized characteristic vector, say $\delta$. This normalization can be taken to be the condition that the sum of the components totals one. The constant of proportionality connecting $\gamma$ and $\delta$ is then
determined by the values of the initial components of $c, c_{i}$, the initial population.

What this means is that regardless of the initial population, as long as we have the complete mixing afforded by a positive matrix, asymptotically as time increases we approach a steady-state situation in which the total population grows exponentially, but where the proportions of the various species remain constant.
As we shall see, the same phenomena are predicted by the linear models of economic systems we shall discuss subsequently.
12. Continuous Growth Processes. Returning to the mathematical model formulated in Sec. 2, let us suppose that the time intervals at which the system is observed get closer and closer together. The limiting case will be a continuous growth process.
Let

$$
\begin{aligned}
& a_{i j} \Delta= \text { the number of type } i \text { produced by a single item of type } j \\
& \text { in a time interval } \Delta, j \neq i
\end{aligned}
$$

$$
\begin{aligned}
1+a_{i i} \Delta= & \text { the number of type } i \text { produced by a single iten of type } i \\
& \text { in a time interval } \Delta
\end{aligned}
$$

$i=1,2, \ldots, N$.
Then, we have, as above, the equations

$$
\begin{equation*}
x_{i}(l+\Delta)=\left(1+a_{i i} \Delta\right) x_{i}(l)+\Delta \sum_{j \neq i} a_{i j} x_{j}(l) \quad i=1,2, \ldots, N \tag{2}
\end{equation*}
$$

Observe that the $a_{i j}$ are now rates of production. Proceeding formally to the limit as $\Delta \rightarrow 0$, we obtain the differential equations

$$
\begin{equation*}
\frac{d x_{i}}{d t}=a_{i i} x_{i}+\sum_{j \neq i} a_{i j} x_{j} \quad i=1,2, \ldots, N \tag{3}
\end{equation*}
$$

We can now define the continuous growth process by means of these equations, with the proviso that this will be meaningful if and only if we can show that this process is in some sense the limit of the discrete process.
The asymptotic behavior of the $x_{i}(t)$ as $t \rightarrow \infty$ is now determined by the characteristic roots of $A$ of largest real part.
13. Analogue of Perron Theorem. Let us now demonstrate Theorem 5.

Theorem 5. If

$$
\begin{equation*}
a_{i j}>0 \quad i \neq j \tag{1}
\end{equation*}
$$

then the root of $A$ with largest real part, which we shall call $\rho(A)$, is real and simple. There is an associated positive characteristic vector which is unique up to a mulliplicative constant.

Furthermore,

$$
\begin{align*}
\rho(A) & =\max _{x} \min _{i}\left\{\sum_{j=1}^{N} a_{i j} x_{j} / x_{i}\right\} \\
& =\min _{z} \max _{i}\left\{\sum_{j=1}^{N} a_{i j} x_{j} / x_{i}\right\} \tag{2}
\end{align*}
$$

Proof. The easiest way to establish this result is to derive it as a limiting case of Perron's theorem. Let $\rho(A)$ denote a characteristic root of largest real part. It is clear that a root of $e^{\delta A}$ of largest absolute value is given by

$$
\begin{equation*}
\lambda\left(e^{\delta A}\right)=e^{\delta_{\rho}(A)} \tag{3}
\end{equation*}
$$

for $\delta>0$. Since $e^{\delta A}$ is a positive matrix under our assumptions, as follows from Sec. 15 of Chap. 10, it follows that $\rho(A)$ is real and positive, and simple.

Using the variational characterization for $\lambda\left(e^{\delta \Lambda}\right)$, we have

$$
\begin{equation*}
e^{\delta_{\rho}(A)}=\max _{i} \min _{z}\left(1+\delta \sum_{j=1}^{N} a_{i j} x_{j} / x_{i}\right)+0\left(\delta^{2}\right) \tag{4}
\end{equation*}
$$

Letting $\delta \rightarrow 0$, we obtain the desired representation.

## EXERCISES

1. If $B \geq 0$, and $A$ is as above, show that $\rho(A+B) \geq \rho(A)$.
2. Derive Theorem 5 directly from Perron's theorem for $s I+A$, where $s$ has been chosen so that $s I+A$ is a positive matrix.
3. Nuclear Fission. The same type of matrix arises in connection with some simple models of nuclear fission. Here the $N$ types of objects may be different types of elementary particles, or the same particle, say a neutron, in $N$ different energy states.

References to extensive work in this field will be found at the end of the chapter.
15. Mathematical Economics. As a simple model of an economic system, let us suppose that we have $N$ different industries, the operation of which is dependent upon the state of the other industries. Assuming for the moment that the state of the system at each of the discrete times $n=0,1, \ldots$, can be specified by a vector $x(n)$, where the $i$ th component, $x_{i}(n)$, in some fashion describes the state of the $i$ th industry, the statement concerning interrelation of the industries translates into a system of recurrence relations, or difference equations, of the following type:

$$
\begin{equation*}
x_{i}(n+1)=g_{i}\left(x_{1}(n), x_{2}(n), \ldots, x_{N}(n)\right) \tag{1}
\end{equation*}
$$

with $x_{i}(0)=c_{i}, i=1,2, \ldots, N$.

This is, however, much too vague a formulation. In order to see how relations of this type actually arise, let us consider a simple model of three interdependent industries, which we shall call for identification purposes the "auto" industry, the "steel" industry, and the "tool" industry.

Using the same type of "lumped-constant" approach that has been so successful in the study of electric circuits, we shall suppose that each of these industries can be specified at any time by its stockpile of raw material and by its capacily to produce new quantities using the raw materials available.

Let us introduce the following state variables:

$$
\begin{align*}
& x_{1}(n)=\text { number of autos produced up to time } n \\
& x_{2}(n)=\text { capacity of auto factories at time } n \\
& x_{3}(n)=\text { stockpile of steel at time } n \\
& x_{4}(n)=\text { capacity of steel mills at time } n  \tag{2}\\
& x_{5}(n)=\text { stockpile of tools at time } n \\
& x_{6}(n)=\text { capacity of tool factories at time } n
\end{align*}
$$

In order to obtain relations connecting the $x_{i}(n+1)$ with the $x_{i}(n)$, we must make some assumptions concerning the economic interdependence of the three industries:

> To increase auto, steel, or tool capacity, we require only steel and tools.
> Production of autos requires only auto capacity and steel.
> Production of steel requires only steel capacity.
> Production of tcols requires only tool capacity and steel.

The dynamics of the production process are the following: At the beginning of a time period, $n$ to $n+1$, quantities of steel and tools, taken from their respective stockpiles, are allocated to the production of additional steel, tools, and autos, and to increasing existing capacities for production.

Let
$z_{i}(n)=$ the amount of steel allocated at time $n$ for the purpose of
increasing $x_{i}(n) \quad i=1,2, \ldots, 6$
$w_{i}(n)=$ the amount of tools allocated at time $n$ for the purpose of increasing $x_{t}(n) \quad i=1,2, \ldots, 6$

Referring to the assumptions in (3), we see that

$$
\begin{align*}
z_{3}(n) & =0  \tag{5a}\\
w_{1}(n) & =w_{3}(n)=w_{5}(n)=0 \tag{5b}
\end{align*}
$$

In order to obtain relations connecting $x_{i}(n+1)$ with the $x_{i}(n)$ and $z_{j}(n)$ and $w_{j}(n)$, we must make some further assumptions concerning the relation between input and output. The simplest assumption is that we have a linear production process where the output of a product is directly proportional to input in shortest supply. Thus production is proportional to capacity whenever there is no constraint on raw materials, and proportional to the minimum raw material required whenever there is no limit to capacity.

Processes of this type are called "bottleneck processes."
To obtain the equations describing the process, we use the principle of conservation. The quantity of an item at time $n+1$ is the quantity at time $n$, less what has been used over $[n, n+1]$, plus what has been produced over $[n, n+1]$.

The constraints on the choice of the $z_{i}$ and $w_{i}$ are that we cannot allocate at any stage more than is available in the stockpiles, and further, that there is no point to allocating more raw materials than the productive capacity can accommodate.

The conservation equations are then, taking account of the bottleneck aspects,

$$
\begin{align*}
& x_{1}(n+1)=x_{1}(n)+\min \left(\gamma_{1} x_{2}(n), \alpha_{1} z_{1}(n)\right) \\
& x_{2}(n+1)=x_{2}(n)+\min \left(\alpha_{2} z_{2}(n), \beta_{2} w_{2}(n)\right) \\
& x_{3}(n+1)=x_{3}(n)-z_{1}(n)-z_{2}(n)-z_{4}(n) \\
& \quad-z_{5}(n)-z_{6}(n)+\gamma_{2} x_{4}(n)  \tag{6}\\
& x_{4}(n+1)=x_{4}(n)+\min \left(\alpha_{4} z_{4}(n), \beta_{4} w_{4}(n)\right) \\
& x_{6}(n+1)=x_{6}(n)-w_{2}(n)-w_{4}(n)-w_{6}(n)+\min \left[\gamma_{6} x_{6}(n), \alpha_{6} z_{5}(n)\right] \\
& x_{6}(n+1)=x_{6}(n)+\min \left(\alpha_{6} z_{6}(n), \beta_{6} w_{6}(n)\right)
\end{align*}
$$

where $\alpha_{i}, \beta_{i}, \gamma_{i}$ are constants.
The stockpile constraints on the choice of the $z_{i}$ and $w_{i}$ are

$$
\begin{align*}
z_{i}, w_{i} & \geq 0  \tag{7a}\\
z_{1}+z_{2}+z_{4}+z_{5}+z_{6} & \leq x_{3}  \tag{7b}\\
w_{2}+w_{4}+w_{6} & \leq x_{6}
\end{align*}
$$

Applying the capacity constraints, we can reduce the equations in (5) to linear form. We see that

$$
\begin{align*}
& \alpha_{2} z_{2}=\beta_{2} w_{2}  \tag{8a}\\
& \alpha_{4} z_{4}=\beta_{4} w_{4}  \tag{8b}\\
& \beta_{6} z_{6}=\beta_{6} w_{6} \tag{8c}
\end{align*}
$$

Using these relations, we can eliminate the $w_{i}$ from (7) and obtain the linear equations

$$
\begin{align*}
& x_{1}(n+1)=x_{1}(n)+\alpha_{1} z_{1}(n), x_{1}(0)=c_{1} \\
& x_{2}(n+1)=x_{2}(n)+\alpha_{2} z_{2}(n), x_{2}(0)=c_{2} \\
& x_{3}(n+1)=x_{3}(n)-z_{1}(n)-z_{2}(n)-z_{4}(n)-z_{6}(n) \\
& -z_{6}(n)+\gamma_{2} x_{4}(n), x_{3}(0)=c_{3} \\
& x_{4}(n+1)=x_{4}(n)+\alpha_{4} z_{4}(n), x_{4}(0)=c_{4} \\
& x_{5}(n+1)=x_{5}(n)-\epsilon_{2} z_{2}(n)-\epsilon_{4} z_{4}(n)-\epsilon_{6} z_{6}(n) \\
& +\alpha_{6} z_{b}(n) \quad \epsilon_{i}=\alpha_{i} / \beta_{1} \quad x_{5}(0)=c_{b} \\
& x_{6}(n+1)=x_{6}(n)+\alpha_{6} z_{6}(n), x_{6}(0)=c_{6}
\end{align*}
$$

The constraints on the choice of the $z_{i}$ are now

$$
\begin{align*}
z_{i} & \geq 0  \tag{10a}\\
z_{1}+z_{2}+z_{4}+z_{5}+z_{6} & \leq x_{3}  \tag{10b}\\
\gamma_{2} z_{2}+\gamma_{4} z_{4}+\gamma_{6} z_{6} & \leq x_{6}  \tag{10d}\\
z_{1} & \leq f_{2} x_{2}  \tag{10c}\\
z_{5} & \leq f_{6} x_{6}
\end{align*}
$$

Suppose that we satisfy these conditions by means of a choice

$$
\begin{equation*}
z_{2}=e_{2} x_{6} \quad z_{4}=e_{4} x_{6} \quad z_{6}=e_{6} x_{6} \tag{1}
\end{equation*}
$$

where the scalars $e_{2}, e_{4}$, and $e_{6}$ are chosen to satisfy ( $10 c$ )

$$
\begin{equation*}
z_{1}=f_{2} x_{2} \quad z_{5}=f_{6} x_{6} \tag{12}
\end{equation*}
$$

and suppose that ( $10 b$ ) is satisfied.
Then the foregoing equations have the form

$$
\begin{equation*}
x_{i}(n+1)=\left(1-a_{i i}\right) x_{i}(n)+\sum_{j \neq i} a_{i j} x_{j}(n) \quad i=1,2, \ldots, 6 \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{i j} \geq 0 \quad i, j=1, \ldots, 6 \tag{14}
\end{equation*}
$$

The continuous version of these equations is

$$
\begin{equation*}
\frac{d x_{i}}{d t}=-a_{i i} x_{i}+\sum_{j \neq i} a_{i j} x_{i} \quad i=1,2, \ldots, 6 \tag{15}
\end{equation*}
$$

What we have wished to emphasize is that a detailed discussion of the economic model shows that a special type of matrix, sometimes called an "input-output" matrix, plays a paramount role. Unfortunately, in the most interesting and important cases we cannot replace (14) by the stronger condition of positivity.

The result is that the study of the asymptotic behavior of the $x_{i}(n)$ as given by a linear recurrence relation of the form appearing in (13) is quite complex. References to a great deal of research will be found at the end of the chapter.
16. Minkowski-Leontieff Matrices. Let us now discuss a particular class of non-negative matrices specified by the conditions

$$
\begin{align*}
0 & \leq a_{i j}  \tag{1a}\\
\sum_{i=1}^{N} a_{i j} & \leq 1 \tag{1b}
\end{align*}
$$

They arise in connection with the solution of linear equations of the form

$$
\begin{equation*}
x_{i}=\sum_{j=1}^{N} a_{i j} x_{j}+y_{i} \quad i=1,2, \ldots, N \tag{2}
\end{equation*}
$$

which occur in the treatment of models of interindustry production processes quite similar to that formulated above. Let us demonstrate Theorem 6.

Theorem 6. If $0 \leq a_{i j}$ and

$$
\begin{equation*}
\sum_{i=1}^{N} a_{i j}<1 \quad j=1,2, \ldots, N \tag{3}
\end{equation*}
$$

then the equations in (2) have a unique solution which is positive if the $y_{i}$ are positive.

If $a_{i j}>0$, then $(I-A)^{-1}$ is positive.
Proof. To show that $(I-A)^{-1}$ is a positive matrix under the assumption that $a_{i j}>0$, it is sufficient to show that its transpose is positive, which is to say that $\left(I-A^{\prime}\right)^{-1}$ is positive. Consider then the adjoint system of equations

$$
\begin{equation*}
z_{i}=\sum_{j=1}^{N} a_{j i} z_{j}+w_{i} \quad i=1,2, \ldots, N \tag{4}
\end{equation*}
$$

It is easy to see that the solution obtained by direct iteration converges, in view of the condition in (3), and that this solution is positive if $w_{i}>0$ for $i=1,2, \ldots, N$.

The assumption that $a_{i j}>0$ shows that $z_{i}$ is positive whenever $w$ is a nontrivial non-negative vector.

The fact that $(I-A)^{-1}$ exists and is positive establishes the first part of the theorem.
17. Positivity of $|I-A|$. Since the linear system in (16.2) has a unique solution for all $y_{i}$ under the stated conditions, it follows that $|I-A| \neq 0$. To show that $|I-A|>0$, let us use the method of continuity as in Sec. 4 of Chap. 4. If $\lambda \geq 0$, the matrix $\lambda A$ satisfies the same conditions as $A$. Thus $|I-\lambda A|$ is nonzero for $0 \leq \lambda \leq 1$. Since the determinant is positive at $\lambda=0$ and continuous in $\lambda$, it is positive at $\lambda=1$.
18. Strengthening of Theorem 6. It is clear that if $\sum_{i=1}^{N} a_{j i}=1$ for all $j$, then 1 is a characteristic root of $A$, whence $|I-A|=0$. On the other hand, it is reasonable to suppose that the condition $\sum_{i} a_{i j}<1$ can be relaxed.

It suffices to assume that

$$
\begin{align*}
1 & >a_{i j}>0  \tag{1a}\\
\sum_{i} a_{i j} & <1 \text { for at least one } j  \tag{1b}\\
\sum_{i} a_{i j} & \leq 1 \text { for all } j
\end{align*}
$$

To prove this, we show that $A^{2}$ is a matrix for which (1b) holds for all $j$.
19. Linear Programming. In the first part of this book, we considered the problem of maximizing quadratic forms subject to quadratic constraints, and the problem of maximizing quadratic forms subject to linear constraints. We have, however, carefully avoided any questions involving the maximization of linear forms subject to linear constraints.

A typical problem of this type would require the maximization of

$$
\begin{equation*}
L(x)=\sum_{i=1}^{N} c_{i} x_{i} \tag{1}
\end{equation*}
$$

subject to constraints of the form

$$
\begin{gather*}
\sum_{i=1}^{N} a_{i j} x_{j} \leq b_{i} \quad i=1,2, \ldots, M  \tag{2a}\\
x_{i} \geq 0 \tag{2b}
\end{gather*}
$$

The reader will speedily find that none of the techniques discussed in the first part of the book, devoted to quadratic forms, are of any avail here. Questions of this type are indeed part of a new domain, the theory of linear inequalities, which plays an important role in many investigations. The theorem of Perron, established above, is closely related, as far as result and method of proof, to various parts of this theory.

In addition to establishing results concerning the existence and nature of solutions of the problem posed above, it is important to develop various algorithms for numerical solution of this problem. This part of the general theory of linear inequalities is called linear programming.

Let us now present a very simple example of the way problems of this type arise in mathematical economics. Suppose that we possess quantities $x_{1}, x_{2}, \ldots, x_{M}$ of $M$ different resources, e.g., men, machines, and money, and that we can utilize various amounts of these resources in connection with $N$ different aetivities, e.g., drilling for oil, building automobiles, and so on.

Let

$$
\begin{equation*}
x_{i j}=\text { the quantity of the } i \text { th resource alloeated to the } j \text { th activity } \tag{3}
\end{equation*}
$$

so that

$$
\begin{align*}
\sum_{j=1}^{N} x_{i j}=x_{i} \quad & i=1,2, \ldots, M  \tag{4a}\\
x_{i j} & \geq 0 \tag{4b}
\end{align*}
$$

Suppose, and this is usually a erude approximation, that the utility of allocating $x_{i j}$ is determined by simple proportionality, which is to say that the utility is $a_{i j} x_{i j}$. Making the further assumption that these utilities are additive, we arrive at the problem of maximizing the linear form

$$
\begin{equation*}
L(x)=\sum_{i, j} a_{i j} x_{i j} \tag{5}
\end{equation*}
$$

subject to the constraints of (2).
As another example of the way in which these linear variational problems arise in mathematical economics, consider the model presented in Sec. 15. In place of assigning the quantities $z_{i}$ and $w_{i}$ as we did there, we can ask for the values of those quantities which maximize the total output of steel over $N$ stages of the process.
20. The Theory of Games. Suppose that two players, $A$ and $B$, are engaged in a game of the following simple type. The first player can make any of $M$ different moves and the second player can make any of $N$ different moves. If $A$ makes the $i$ th move and $B$ the $j$ th move, $A$ receives the quantity $a_{i j}$ and $B$ receives $-a_{i j}$.

The matrix

$$
\begin{equation*}
A=\left(a_{i j}\right) \tag{1}
\end{equation*}
$$

is called the payoff matrix.
We now require that both players make their choices of moves simultaneously, without knowledge of the other's move. An umpire then examines both moves and determines the amounts received by the players according to the rule stated above.

Suppose that this situation is repeated over and over. In general, it will not be advantageous for either player to make the same choice at each play of the game. To guard himself against his opponent taking
advantage of any advance information, each player will randomize over choices.
Let
$x_{i}=$ probability that $A$ makes the $i$ th choice, $i=1,2, \ldots, M$
$y_{j}=$ probability that $B$ makes the $j$ th choice, $j=1,2, \ldots, N$
Then the expected quantity received by $A$ after any particular play is

$$
\begin{equation*}
f(x, y)=\sum_{i, j} a_{i j} x_{i} y_{j} \tag{3}
\end{equation*}
$$

The problem is to determine how the $x_{i}$ and $y_{j}$ should be chosen.
$A$ can reason in the following way: "Suppose that $B$ knew my choice. Then he would choose the $y_{j}$ so as to minimize $f(x, y)$. Consequently, I will choose the $x_{i}$ so as to maximize." Proceeding in this fashion, the expected return to $A$ will be

$$
\begin{equation*}
v_{A}=\max _{x} \min _{y} f(x, y) \tag{4}
\end{equation*}
$$

where the $x$ and $y$ regions are defined by

$$
\begin{gather*}
x_{i}, y_{i} \geq 0  \tag{5a}\\
\sum_{i} x_{i}=\sum_{j} y_{j}=1 \tag{5b}
\end{gather*}
$$

Similarly, $B$ can guarantee that he cannot lose more than

$$
\begin{equation*}
v_{B}=\min _{y} \max _{x} f(x, y) \tag{6}
\end{equation*}
$$

The fundamental result of the theory of games is that $v_{A}=v_{B}$. This is the min-max theorem of von Neumann.

What is quite remarkable is that it can be shown that these problems and the problems arising in the theory of linear inequalities, as described in Sec. 19, are mathematically equivalent. This equivalence turns out to be an analytic translation of the duality inherent in N -dimensional Euclidean geometry.
21. A Martrovian Decision Process. Let us now discuss some problems that arise in the theory of dynamic programming.

Consider a physical system $S$ which at any of the times $t=0,1, \ldots$, must be in one of the states $S_{1}, S_{2}, \ldots, S_{N}$. Let
$x_{i}(n)=$ the probability that $S$ is in state $S_{i}$ at time $n, i=1,2, \ldots, N$

For each $q$, which represents a vector variable, let

$$
\begin{equation*}
M(q)=\left(m_{i j}(q)\right) \tag{2}
\end{equation*}
$$

represent a Markoff matrix.
Instead of supposing, as in an ordinary Markoff process, that the probability distribution at time $n$ is determined by $M(q)^{n} x(0)$, for some fixed $q$, we shall suppose that $q$ can change from stage to stage. Specifically, we shall suppose that this process is being supervised by someone who wants to maximize the probability that the system is in state 1 at any particular time.

In place of the usual equations, we obtain the relations

$$
\begin{align*}
& x_{1}(n+1)=\max _{Q} \sum_{j=1}^{N} m_{i j}(q) x_{j}(n)  \tag{3}\\
& x_{i}(n+1)=\sum_{j=1}^{N} m_{i j}\left(q^{*}\right) x_{j}(n)
\end{align*}
$$

where $q^{*}$ is a value of $q$ which maximizes the expression on the first line.
We leave to the reader the quite interesting problem of determining simple conditions under which a "steady ${ }^{\text {sstate" }}$ or equilibrium solution exists. In Sec. 22, we shall discuss a more general system.
22. An Economic Model. Suppose that we have $N$ different types of resources. Let

$$
\begin{equation*}
x_{i}(n)=\text { the quantity of the } i \text { th resource at time } n \tag{1}
\end{equation*}
$$

Suppose that, as in the foregoing pages, the following linear relations exist:

$$
\begin{equation*}
x_{i}(n+1)=\sum_{j=1}^{N} a_{i j}(q) x_{j}(n) \tag{2}
\end{equation*}
$$

where $q$ is a vector parameter, as before. If $A(q)$ is a positive matrix, the Perron theorem determines the asymptotic behavior of the system.

Assume, however, as in Sec. 21, that the process is supervised by someone who wishes to maximize each quantity of resource at each time. The new relations are then

$$
\begin{equation*}
x_{i}(n+1)=\max _{q} \sum_{j=1}^{N} a_{i j}(q) x_{j}(n) \quad i=1,2, \ldots, N \tag{3}
\end{equation*}
$$

The following generalization of the Perron theorem can then be obtained.

Theorem 7. If $q$ runs over a set of values ( $q_{1}, q_{2}, \ldots, q_{M}$ ) which allow the maximum to be obtained in (3)
$0<m_{1} \leq a_{i j}(q) \leq m_{2}<\infty$ $\max \lambda(A(q))$ exists and is attained for a $q_{i}$
$\stackrel{\text { then there exists a unique positive } \lambda \text { such that the homogeneous system }}{ }$

$$
\begin{equation*}
\lambda y_{i}=\max _{q} \sum_{j=1}^{N} a_{i j}(q) y_{j} \tag{5}
\end{equation*}
$$

has a positive solution $y_{i}>0$. This solution is unique up to a multiplicative constant and

$$
\begin{equation*}
\lambda=\max _{q} \lambda(\Lambda(q)) \tag{6}
\end{equation*}
$$

Furthermore, as $n \rightarrow \infty$,

$$
\begin{equation*}
x_{i}(n) \sim a_{1} y_{i} \lambda^{n} \tag{7}
\end{equation*}
$$

where $a_{1}$ depends on the initial values.
The proof may be found in references cited at the end of the chapter.

## MISCELLANEOUS EXERCISES

1. Let $A=\left(a_{i j}\right)$ be a non-negative matrix. A necessary and sufficient condition that all characteristic roots of $A$ be less than 1 in absolute value is that all the principal minors of $I-A$ be positive (Metzler).
2. If $A$ has all negative diagonal elements, and no negative off-diagonal elements, if $D$ is a diagonal matrix, and if the real parts of the characteristic roots of both $A$ and $D A$ are negative, then the diagonal elements of $D$ are positive ( $K . D$. Arrow and $A . C$. Enthoven).
3. Consider a matrix $Z(t)=\left(z_{i j}(t)\right)$, where the $z_{i j}$ possess the following properties:
(a) $z_{i i}>0$
(b) $\int_{0}^{\infty} z_{i i} d t>1$ for some $i$
(c) $\int_{0}^{\infty} z_{i j} e^{-a t} d t<\infty$ for some $a>0$

Then there is a positive vector $x$ and a positive number $s_{0}$ for which

$$
\left(\int_{0}^{\infty} Z e^{-s_{0} t} d t\right) x=x
$$

Furthermore, $s_{0}$ is the root of $\left|I-\int_{0}^{\infty} Z e^{-a t} d t\right|=0$ with greatest real part, and it is a simple root (Bohnenblust); see R. Bellman. ${ }^{1}$
4. Let $A=\left(a_{i j}\right)$, and $s_{i}=\left|a_{i i}\right|-\sum_{j \neq i}\left|a_{i j}\right|$. If $s_{i}>0,1 \leq i \leq N$, then, as we already know, $A^{-1}=\left(b_{i}\right)$ exists, and, furthermore, $\left|b_{i}\right| \leq 1 / s_{i}$ (Ky Fan).
${ }^{1}$ R. Bellman, A Survey of the Mathenatical Theory of Time-lag, Retarded Control, and Hereditary Processes, with the assistance of J. M. Danskin, Jr., The RAND Corporation, Repl. R-256, March 1, 1954.
6. A real matrix $A=\left(a_{i j}\right)$ is said to be maximum increasing if the relation

$$
\max _{1 \leq i \leq N} x_{i} \leq \max _{1 \leq i \leq N} \sum_{j=1}^{N} a_{i j} x_{j}
$$

holds for any $N$ real numbers $x_{i}$. Prove that $A$ is maximum increasing if and only if $A^{-1}=\left(b_{i j}\right)$ with
(a) $b_{i j} \geq 0$
(b) $\sum_{i=1}^{N} b_{i j}=1 \quad 1 \leq i \leq N$
(Ky Fan)
6. Let the $x_{i}$ be positive, and $f\left(x_{1}, x_{2}, \ldots, x_{N}\right), g\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ denote, respectively, the least and greatest of the $N+1$ quantities $x_{1}, x_{2}+1 / x_{1}, x_{2}+1 / x_{2}, \ldots$, $x_{N}+1 / x_{N-1}, 1 / x_{N}$. Prove that

$$
\max _{x_{i}>0} f\left(x_{1}, x_{2}, \ldots, x_{N}\right)=\min _{x_{i}>0} g\left(x_{1}, x_{2}, \ldots, x_{N}\right)=2 \cos (\pi / N+2)
$$

(Ky Fan)
7. Let $a>0$. For any arbitrary partition $0=t_{0}<t_{1}<\cdots<t_{N}=1$ of $[0,1]$ into $N$ subintervals, the approximate Riemann sum $\sum_{i=1}^{N}\left(t_{i}-t_{i-1}\right) /\left(a+t_{i}\right)$ to $\int_{0}^{1} d t /(a+\ell)$ always contains a term $\geq[1-(a / a+1)]^{1 / N}$ as well as a term less than this quantity (Ky Fan).
8. Let $A$ be a matrix of the form $a_{i j} \leq 0, i \neq j, a_{i j}+\sum_{i \neq j} a_{i j}=0, j=1,2, \ldots, N$. If $\lambda$ is a characteristic root, then either $\lambda=0$ or $\operatorname{Re}(\lambda)<0$ (A. Brauer-O. Taussky).
9. If $u_{i} \geq 0, a_{i j} \geq 0, i \neq j, \sum_{i=1}^{N} a_{i j}=a_{j j}$ then

$$
D_{N}(u)=\left|\begin{array}{cccc}
a_{11}+u_{1} & -a_{12} & \cdots & -a_{1 N} \\
-a_{21} & a_{22}+u_{2} & \cdots & -a_{2 N} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & \cdots & a_{N N}+u_{N}
\end{array}\right| \geq 0
$$

(Minkowski)
10. If $a_{i j} \geq 0, i \neq j$, and $b_{j} \geq \sum_{i \neq j} a_{i j}$, then all cofactors of

$$
D_{N}=\left|\begin{array}{cccc}
b_{1} & -a_{12} & \cdots & -a_{1 N} \\
-a_{21} & b_{2} & \cdots & -a_{2 N} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
-a_{N 1} & -a_{N 2} & \cdots & b_{N}
\end{array}\right|
$$

11. A real matrix $X$ for which $x_{i 6}>\sum_{j \neq i}\left|x_{i j}\right|$ is called an Hadamard matrix. Let $A$ and $B$ both be Hadamard matrices. Then $|A+B| \geq|A|+|B|$ (E. V. Haynsworth). ${ }^{1}$ See also A. Ostrowski. ${ }^{2}$

Hadamard matrices play an important role in computational analysis.
Matrices of this nature, and of more general type, the dominant matrices, enter in the study of $n$-part networks. See
P. Slepian and L. Weinberg, Synthesis Applications of Paramount and Dominant Matrices, Hughes Research Laboratories, 1958.
R. S. Burington, On the Equivalence of Quadrics in $m$-affine $n$-space and Its Relation to the Equivalence of $2 m$-pole Networks, Trans. Am. Math. Soc., vol. 38, pp. 163-176, 1935.
R. S. Burington, R-matrices and Equivalent Networks, $I^{\prime}, J$. Math. and Phys., vol. 16, pp. 85-103, 1937.
12. If $\left|a_{i j}\right| \leq m\left|a_{i i}\right|, j<i, i=1,2, \ldots, N,\left|a_{i j}\right| \leq M\left|a_{i i}\right|, j>i, i=1,2, \ldots$, $N-1$, then $A$ is nonsingular if $m /(1+m)^{N}<M(1+M)^{N}$, and $m<M$. If $m=M$, then $m<1 /(N-1)$ is sufficient (A. Ostrowski). ${ }^{2}$
13. An $M$ matrix is defined to be a real matrix $A$ such that $a_{i i} \leq 0, i \neq j$, possessing one of the following three equivalent properties:
(a) There exist $N$ positive numbers $x_{j}$ such that

$$
\sum_{j=1}^{N} a_{i j} x_{j}>0 \quad i=1,2, \ldots, N
$$

(b) $A$ is nonsingular and all elements of $A^{-1}$ are non-negative
(c) All principal minors of $A$ are positive.
$M$ matrices were first introduced by Ostrowski.4 See also E. V. Haynsworth, Note on Bounds for Certain Determinants, Duke Math. J., vol. 24, pp. 313-320, 1957, and by the same author, Bounds for Determinants with Dominant Main Diagonal, Duke Math. J., vol. 20, pp. 199-209, 1953, where other references may be found.
14. Let $A$ and $B$ be two positive matrices of ordet $N$, with $A B \neq B A$, and $c$ a given positive $N$-dimensional vector. Consider the vector $x_{N}=Z_{N} Z_{N-1} \cdots Z_{2} Z_{1} c_{\text {, }}$ where each $Z_{i}$ is either an $A$ or a $B$. Suppose that the $Z_{i}$ are to be chosen to maximize the inner product ( $x_{N}, b$ ) where $b$ is a fixed vector. Define the function

$$
f_{N}(c)=\max _{\left|Z_{i}\right|}\left(x_{N}, b\right)
$$

Then

$$
\begin{aligned}
f_{1}(c) & =\max ((A c, b),(B c, b)) \\
f_{N}(c) & =\max \left(f_{N-1}(A c), f_{N-1}(B c)\right) \quad N=2,3, \ldots
\end{aligned}
$$

${ }^{1}$ E. V. Haynsworth, Bounds for Determinants with Dominant Main Diagonal, Duke Math. J., vol. 20, pp. 199-209, 1953.
${ }^{2}$ A. Ostrowski, Note on Bounds for Some Determinants, Duke Math. J., vol. 22, pp. 95-102, 1955.
A. Ostrowski, Uber die Determinaten mit überwiegender Haupt-Diagonale, Comment. Math. Helveticii, vol. 10, pp. 69-96, 1937-1938.
${ }^{\text {a }}$ A. Ostrowski, On Nearly Triangular Matrices, J. Research Natl. Bur. Standards, vol. 52, pp. 319-345, 1954.

4 A. Ostrowski, Comment. Math. Helveticii, vol. 30, pp. 175-210, 1956; ibid., vol. 10, pp. 69-96, 1937.
16. Does there exist a scalar $\lambda$ such that $f_{N}(c) \sim \lambda^{N} g(c)$ ?
16. Consider the corresponding problem for the case where we wish to maximize the Perron root of $Z_{N} Z_{N-1} \cdots Z_{2} Z_{1}$.
17. Let $A$ be a positive matrix. There exist two positive diagonal matrices, $D_{1}$ and $D_{2}$, such that $D_{1} A D_{2}$ is doubly stochastic (Sinkhorn; see Menon ${ }^{1}$ ).
18. Let $A$ be a non-negative matrix. When does there exist a positive diagonal matrix such that $D A D^{-1}$ is positive and symmetric? (The question arose in some work by Pimbley in neutron transport theory. See Parter, ${ }^{2}$ Parter and Youngs, ${ }^{8}$ and Hearon. ${ }^{4}$ )
19. Let $A$ be a non-negative matrix, and let $P(A)$ be the finite set of non-negative matrices obtained from $A$ by permuting its elements arbitrarily. Let $B \subset P(A)$.
(a) What are the maxima and minima of $\operatorname{tr}\left(B^{2}\right)$ ?
(b) What are the maximum and minimum values of the Perron root of $B$ ? (B. Schwarz, Rearrangements of Square Matrices with Nonnegative Elements, University of Wisconsin, MRC Report \#282, 1961.)
20. Let $A$ be a positive matrix. Prove that the Perron root satisfies the inequalities

$$
\max \left\{\max _{i} a_{i i j}(N-1) \min _{i \neq j} a_{i j}+\min _{i} a_{i i} \mid \leq \lambda(A) \leq(N-1) \max _{i \neq j} a_{i j}+\max _{i} a_{i i}\right.
$$

(Szender)
21. Consider the differential equation $x^{\prime}=Q(l) x, 0<t<t_{0}$, where $q_{i j}(l) \geq 0$, $i \neq j$. If

$$
\int_{0}^{l} \psi\left(t_{1}\right) d t_{1} \rightarrow \infty
$$

as $s \rightarrow 0$, where $\psi(t)=\inf _{i \neq j}\left[q_{i ;} q_{j i}\right]^{35}$, then the equation has a positive solution, unique up to a constant factor. (G. Birkhoff and L. Kotin, Linear Second-order Differential Equations of Positive Type, J. Analyse Malh., vol. 18, pp. 43-52, 1967.)
22. Consider the matrix product $C=A \cdot B$ where $c_{i j}=-a_{i j} b_{i j}, i \neq j, c_{i i}=a_{i i} b_{i i}$ Show that if $A$ and $B$ are $M$ matrices (see Exercise 13), then $C$ is an $M$ matrix. For many further deeper results concerning this matrix product introduced by Ky Fan, see Ky Fan, Inequalities for $M$-matrices, Indag. Math., vol. 26, pp. 602-610, 1944. $M$ matrices play an important role in the study of iterative methods for solving systems of linear equations, and in the numerical solution of elliptic partial differential equations using difference methods; see Ostrowskis and Varga. ${ }^{6}$

The Fan product is analogous to the Schur product ( $c_{i j}=a_{i j} b_{i j}$ ), previously introduced for positive definite matrices. In general, there is an amazing parallel between results for positive definite and $M$ matrices. This phenomenon, noted some time
${ }^{1}$ M. V. Menon, Reduction of a Matrix with Positive Elements to a Doubly Stochastic Matrix, Proc. Am. Malh. Soc., vol. 18, pp. 244-247, 1967.
${ }^{2}$ S. V. Parter, On the Eigenvalues and Eigenvectors of a Class of Matrices, SIAM Journal, to appear.
${ }^{2}$ S. V. Parter and J. W. T. Youngs, The Symmetrization by Diagonal Matrices, J. Math. A nal. Appl., vol. 4, pp. 102-110, 1962.
${ }^{4}$ J. Z. Hearon, The Kinetics of Linear Systems with Special Reference to Periodic Reactions, Bull. Math. Biophys., vol. 15, pp. 121-141, 19.33.
${ }^{5}$ A. M. Ostrowski, Itrrative Solution of Linear Systems of Functional Equations, J. Math. Anal. Appl., vol. 2, pp. 351-369, 1961.
${ }^{6}$ R. S. Varga, Matrix Iterative Analysis, Prentire--Hall, Ince, Englewood Cliffs, N.J., 1962.
ago by O. Taussky (and also by Gantmacher-Krein, and by D. M. Kotelyanskii, Math. Rev., vol. 12, p. 793), is discussed and analyzed in the following papers:

Ky Fan, An Inequality for Subadditive Functions on a Distributive Lattice, with Applications to Determinantal Inequalities, Lin. Algebra Appl., vol. 1, pp. 33-38, 1966.
Ky Fan, Subadditive Functions on a Distributive Lattice, and an Extension of Szasz's Inequality, J. Math. Anal. Appl., vol. 18, pp. 262-268, 1967.
Ky Fan, Some Matrix Inequalities, Abh. Math. Sem. Hamburg Univ., vol. 29, pp. 185-196, 1966.
23. If $A$ and $B$ are $M$ matrices such that $B-A \geq 0$, then $|A+B|^{1 / n} \geq|A|^{1 / n}+$ $|B|^{1 / n},(l A+(1-\ell) B)^{-1} \leq(1-\ell) B^{-1}$ for any $t$ in $(0,1)$. Many further results are given in Ky Fan. ${ }^{1}$
24. Call a non-negative matrix $A$ irreducible if $A^{N}>0$ for some $N$. Show that every irreducible $A$ has a positive characteristic root $f(A)$ which is at least as large as the absolute value of any other characteristic root. This characteristic root is simple and the characteristic vector can be taken to be positive (Frobenius). Sec Blackwell ${ }^{2}$ for a proof using the min-max theorem of game theory.
25. A matrix $A$ is said to be of monotone kind if $A x \geq 0$ implies that $x \geq 0$. Show that $A^{-1}$ exists if $A$ is of monotone kind, and $A^{-1} \geq 0$. See Collatz, ${ }^{8}$ and for an extension to rectangular matrices see Mangasarian. ${ }^{4}$
26. Let $A=\left(a_{i j}\right)$ be a Markov matrix, and let $A^{-1}=\left(b_{i j}\right)$. Under what conditions do we have $b_{i i}>1, b_{i j} \leq 0$ ? See Y. Uekawa, P-Malrices and Three Forms of the Stolper-Samuelson Criterion, Institute of Social and Economic Research, Osaka University, 1968.
27. Let $X \geq X^{2} \geq 0$. Then the real characteristic values of $X$ must lie between 1 and ( $1-\sqrt{2}$ )/2 (R. E. DeMarr).
28. Let $B$ be a real square matrix such that $b_{i j} \leq 0$ for $i \neq j$ and the leading minors of $B$ are positive. Then $B^{-1}$ is a non-negative matrix. Hint: Use the representation $\int_{0}^{\infty} e^{-B t} d t=B^{-1}$. See J. Z. Hearon, The Washout Curve in Tracer Kinetics, Math. Biosci, vol. 3, pp. 31-39, 1968.
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## Control Processes

1. Introduction. One of the major mathematical and scientific developments of the last twenty years has been the creation of a number of sophisticated analytic theories devoted to the feasible operation and control of systems. As might be expected, a number of results concerning matrices play basic roles in these theories. In this chapter we wish to indicate both the origin and nature of some of these auxiliary results and describe some of the methods that are used to obtain them. Our objective is to provide an interface which will stimulate the reader to consult texts and original sources for many further developments in a field of continuing interest and analytic difficulty.

Although we will briefly invade the province of the calculus of variations in connection with the minimization of quadratic functionals, we will not invoke any of the consequences of this venerable theory. The exposition here will be simple and self-contained with the emphasis upon matrix aspects. The theory of dynamic programming will be used in connection with deterministic control processes of both discrete and continuous type and very briefly in a discussion of stochastic control processes of discrete type.
2. Maintenance of Unstable Equilibrium. Consider a system $S$ described by the differential equation

$$
\begin{equation*}
\frac{d x}{d l}=A x \quad x(0)=0 \tag{1}
\end{equation*}
$$

where $A$ is not a stability matrix. The solution is clearly $x=0$ for $t \geq 0$. This solution, however, is unstable as far as disturbances of the initial state are concerned. If $y$ is determined by

$$
\begin{equation*}
\frac{d y}{d t}=A y \quad y(0)=c \tag{2}
\end{equation*}
$$

and if $A$ possesses some characteristic roots with positive real parts, then unless the vector $c$ is of particular form, $y$ will be unbounded as $t \rightarrow \infty$. This can lead to undesirable behavior of the system $S$, and
indeed the linear model in (2) becomes meaningless when $\|y\|$ becomes too large.

One way of avoiding this situation is to redesign the system so as to produce a stability matrix. This approach motivates the great and continuing interest in obtaining usable necessary and sufficient conditions that $A$ be a stability matrix. For many purposes, sufficient conditions are all that are required. This explains the importance of the second method of Lyapunov. Unfortunately, redesign of a system, such as one of biological, engineering, or social type, is not always feasible. Instead, additional influences are exerted on the system to counteract the influences which produce instability. Many interesting and difficult questions of analysis arise in this fashion. This is the principal theme of modern control theory.

One question is the following. Choose a control vector $y$, a "forcing term," so that the solution of

$$
\begin{equation*}
\frac{d x}{d t}=A x+y \quad x(0)=c \tag{3}
\end{equation*}
$$

follows a prescribed course over time. For example, we may wish to keep $\|x\|$ small. What rules out a trivial solution, for example $y=-A x$ (a simple "feedback law"), is the fact that we have not taken into account the cost of control. Control requires effort, time, and resources.

Let us restrict ourselves in an investigation of control processes to a simple case where there are two costs involved, one the cost of deviation of the system from equilibrium and the other the cost involved in a choice of $y$. Let us measure the first cost by the functional

$$
\begin{equation*}
J_{1}(x)=\int_{0}^{T}(x, B x) d t \tag{4}
\end{equation*}
$$

$B>0$, and the second cost by the functional

$$
\begin{equation*}
J_{2}(y)=\int_{0}^{T}(y, y) d t \tag{5}
\end{equation*}
$$

We further assume that these costs are commensurable so that we can form a total cost by addition of the individual costs

$$
\begin{equation*}
J(x, y)=\int_{0}^{T}[(x, B x)+(y, y)] d t \tag{6}
\end{equation*}
$$

The problem we pose ourselves is that of choosing the control function $y$ so as to minimize the functional $J(x, y)$, where $x$ and $y$ are related by (2.3). The variable $x$ is called the state variable, $y$ is called the control variable, and $J(x, y)$ is called the criterion function.
3. Discussion. This problem may be regarded as lying in the domain of the calculus of variations, which suggests a number of immediate
questions:
(a) Over what class of functions do we search for a minimum?
(b) Does a minimizing function exist in this class?
(c) If so, is it unique?
(d) Can we develop an analytic technique for the determination of a minimizing function? How many different analytic techniques can we develop?
(e) Can we develop feasible computational techniques which will provide numerical answers to numerical questions? How many such methods can we discover?
( $f$ ) Why is there a need for a variety of analytic and computational approaches?

As mentioned previously, we will discuss these questions without the formidable apparatus of the general theory of the calculus of variations. Furthermore, we will refer the reader to other sources for detailed discussions of these questions.
Let us introduce the term "control process" to mean a combination of, first, an equation determining the time history of a system involving state and control variables, and second, a criterion function which evaluates any particular history. In more general situations it is necessary to specify constraints of various types, on the behavior of the system, on the control permissible, on the information available, and so on. Here we will consider only a simple situation where these constraints are absent.
4. The Euler Equation for $A=0$. Let us consider first the case $A=0$ where the analysis is particularly simple. Since $x^{\prime}=y$, the quadratic functional (the criterion function) takes the form

$$
\begin{equation*}
J(x)=\int_{0}^{T}\left[\left(x^{\prime}, x^{\prime}\right)+(x, B x)\right] d t \tag{1}
\end{equation*}
$$

As candidates for a minimizing function we take functions $x$ whose derivatives $x^{\prime}$ are in $L^{2}(0, T)$-we write $x^{\prime} \in L^{2}(0, T)$-and which satisfy the initial condition $x(0)=c$. This is certainly a minimum requirement for an admissible function, and it turns out, fortunately, to be sufficient in the sense that there exists a function in this class yielding the absolute minimum of $J(x)$.

Let $x$ be a function in this class minimizing $J(x)$, assumed to exist for the moment. Let $z$ be a function with the property that $z(0)=0$, $z^{\prime} \in L^{2}(0, T)$, and consider the second admissible function $x+\varepsilon z$ where $\epsilon$ is a scalar parimeter. Then

$$
\begin{align*}
J(x+\epsilon z) & =\int_{0}^{q^{\prime}}\left[\left(x^{\prime}+\epsilon z^{\prime}, x^{\prime}+\epsilon z^{\prime}\right)+(x+\epsilon z, B(x+\epsilon z))\right] d t \\
& =J(x)+\epsilon^{2} J(z)+2 \epsilon \int_{0}^{q^{\prime}}\left[\left(x^{\prime}, z^{\prime}\right)+(B x, z)\right] d t \tag{2}
\end{align*}
$$

Since $\epsilon$ can assume positive and negative values, for $J(x)$ to be a minimum value we must have the variationa! condition

$$
\begin{equation*}
\int_{0}^{T}\left[\left(x^{\prime}, z^{\prime}\right)+(B x, z)\right] d t=0 \tag{3}
\end{equation*}
$$

We want to use the fact that this holds for all $z$ of the type specified above to derive a condition on $x$ itself. This condition will be the Euler equation. We permit ourselves the luxury of proceeding formally from this point on since it is the equation which is important for our purposes, not a rigorous derivation.

If we knew that $x^{\prime}$ possessed a derivative, we would obtain from (3) via integration by parts

$$
\begin{equation*}
\left.\left(x^{\prime}, z\right)\right]_{0}^{T}+\int_{0}^{T}\left[-\left(x^{\prime \prime}, z\right)+(B x, z)\right] d t=0 \tag{4}
\end{equation*}
$$

Since $z(\mathbf{0})=\mathbf{0}$, the integrated term reduces to $\left(x^{\prime}\left(T^{\prime}\right), z(T)\right)$.
Since (4) holds for all $z$ as described above, we suspect that $x$ must satisfy the differential equation

$$
\begin{equation*}
x^{\prime \prime}-B x=0 \tag{5}
\end{equation*}
$$

subject to the original initial condition $x(0)=c$ and a new boundary condition $x^{\prime}(T)=0$.

This, the Euler equation for the minimizing function, specifies $x$ as a solution of a two-point boundary-value problem.

## EXERCISES

1. What is wrong with the following argument: If $\int_{0}^{T}\left(x^{\prime \prime}-B x, z\right) d t=0$ for all $z$ such that $z^{\prime} \in L^{2}(0, T)$, take $z=x^{\prime \prime}-B x$ and thus conclude that $x^{\prime \prime}-B x=0$.
2. Integrate by parts in (3) to obtain, in the case where $B$ is constant,

$$
\int_{0}^{T}\left[\left(x^{\prime}, z^{\prime}\right)+\left(B \int_{t}^{T} x d t_{1}, z^{\prime}\right)\right] d t=0
$$

and take $z^{\prime}=x^{\prime}+B \int_{t}^{T} x d t_{1}$, to conclude that $x^{\prime}+B \int_{t}^{T} x d t_{1}=0 \quad$ (Haar). Why is this procedure rigorous, as opposed to that proposed in the preceding exercise?
8. Carry through the proof for $B$ variable.
5. Discussion. We shall now pursue the following route:
(a) Demonstrate that the Euler equation possesses a unique solution.
(b) Demonstrate that the function thus obtained yields the absolute minimum of $J(x)$.

If we can carry out this program, we are prepared to overlook the dubious origin of the Euler equation. The procedure is easily carried out as a consequence of the positive character of the "cost function" $J(x)$.
6. Two-point Boundary-value Problem. Let $X_{1}, X_{2}$ be the principal matrix solutions of

$$
\begin{equation*}
X^{\prime \prime}-B X=0 \tag{1}
\end{equation*}
$$

which is to say

$$
\begin{array}{ll}
X_{1}(0)=I & X_{1}^{\prime}(0)=0 \\
X_{2}(0)=0 & X_{2}^{\prime}(0)=I \tag{2}
\end{array}
$$

Then every solution of

$$
\begin{equation*}
x^{\prime \prime}-B x=0 \quad x(0)=c \tag{3}
\end{equation*}
$$

has the representation

$$
\begin{equation*}
x=X_{1}(t) c+X_{2}(t) d \tag{4}
\end{equation*}
$$

where $d$ is an arbitrary vector. To satisfy the terminal condition $x^{\prime}(T)=0$, we set

$$
\begin{equation*}
x^{\prime}(T)=0=X_{1}^{\prime}(T) c+X_{2}^{\prime}(T) d \tag{5}
\end{equation*}
$$

Hence, the vector $d$ is uniquely determined if $X_{2}^{\prime}(T)$ is nonsingular.
7. Nonsingularity of $X_{2}^{\prime}(T)$. Let us now show that the nonsingularity of $X_{2}^{\prime}(T)$ follows readily from the positive definite character of $J(x)$. By this term "positive definite" we mean an obvious extension of the concept for the finite-dimensional case, namely that $J(x)>0$ for all nontrivial $x$. This is a consequence of the corresponding property for ( $x, B x$ ) under the assumption $B>0$. As we shall see, we actually need $J(x)>0$ only for nontrivial $x$ satisfying $x(0)=x^{\prime}(T)=0$.

Suppose that $X_{\mathbf{2}}^{\prime}(T)$ is singular. Then there exists a nontrivial vector $b$ such that

$$
\begin{equation*}
X_{2}^{\prime}(T) b=0 \tag{1}
\end{equation*}
$$

Consider the function

$$
\begin{equation*}
y=X_{2}(t) b \tag{2}
\end{equation*}
$$

It is a solution of

$$
\begin{equation*}
y^{\prime \prime}-B y=0 \tag{3}
\end{equation*}
$$

satisfying the conditions $y(0)=0, y^{\prime}(T)=0$. Hence, from (3),

$$
\begin{equation*}
\int_{0}^{T}\left(y, y^{\prime \prime}-B y\right) d t=0 \tag{4}
\end{equation*}
$$

Integrating by parts, we have

$$
\begin{align*}
& \left.0=\left(y, y^{\prime}\right)\right]_{0}^{T}-\int_{0}^{T}\left[\left(y^{\prime}, y^{\prime}\right)+(y, B y)\right] d t  \tag{5}\\
& 0=-J(y)
\end{align*}
$$

This is a contradiction since $y$ is nontrivial. Hence, $X_{\mathbf{z}}^{\prime}(T)$ is nonsingular.

## EXERCISES

1. Extend the foregoing argument to cover the case where

$$
J(x)=\int_{0}^{T}\left[\left(x^{\prime}, Q(t) x^{\prime}\right)+(x, B(t) x)\right] d t
$$

with $Q(t), B(t) \geq 0,0 \leq t \leq T$.
2. Extend the foregoing srgument to cover the case where there is a terminal condition $x(T)=d$.
8. Consider the terminal control problem of minimizing

$$
J(x, \lambda)=\int_{0}^{T}\left[\left(x^{\prime}, x^{\prime}\right)+(x, B x)\right] d t+\lambda(x(T)-d, x(T)-d)
$$

$\lambda \geq 0$, where $x$ is subject solely to $x(0)=c$. Discuss the limiting behavior of $x=x(l, \lambda)$ as $\lambda \rightarrow \infty$. ( $\lambda$ is called a Courant parameter.)
4. Consider the problem of determining the minimum over $c$ and $x$ of

$$
J(x, c)=\int_{0}^{T}\left[\left(x^{\prime}, x^{\prime}\right)+(x, B x)\right] d t+\lambda(c-b, c-b)
$$

where $x(0)=c$.
b. Consider the problem of determining the minimum over $x$ and $y$ of

$$
J(x, y)=\int_{0}^{T}[(y, y)+(x, B x)] d t+\lambda \int_{0}^{T}\left(x^{\prime}-y, x^{\prime}-y\right) d t
$$

where $\lambda \geq 0$ and $x(0)=c$. What happens as $\lambda \rightarrow \infty$ ?
8. Analytic Form of Solution. Now that we know that (6.5) has a unique solution

$$
\begin{equation*}
d=-X_{2}^{\prime}(T)^{-1} X_{1}^{\prime}(T) c \tag{1}
\end{equation*}
$$

let us examine the analytic structure of the minimizing function and the corresponding minimum value of $J(x)$. We have

$$
\begin{equation*}
x=X_{1}(t) c-X_{2}(t) X_{2}^{\prime}(T)^{-1} X_{1}^{\prime}(T) c \tag{2}
\end{equation*}
$$

whence the missing value at $t=0$ is

$$
\begin{align*}
x^{\prime}(0) & =X_{1}^{\prime}(0) c-X_{2}^{\prime}(0) X_{2}^{\prime}(T)^{-1} X_{1}^{\prime}(T) c \\
& =-X_{2}^{\prime}(T)^{-1} X_{1}^{\prime}(T) c \tag{3}
\end{align*}
$$

Let us set

$$
\begin{equation*}
R(T)=X_{2}^{\prime}(T)^{-1} X_{1}^{\prime}(T) \tag{4}
\end{equation*}
$$

for $T \geq 0$. As we shall see, this matrix plays a fundamental role in control theory. Since $X_{2}^{\prime}$ and $X_{1}^{\prime}$ commute, we see that $R$ is symmetric.

We can easily calculate the minimum value of $J(x)$ in terms of $R$. We have, using the Euler equation,

$$
\begin{align*}
0 & =\int_{0}^{T}\left(x, x^{\prime \prime}-B x\right) d t \\
& \left.=\left(x, x^{\prime}\right)\right]_{0}^{T}-\int_{0}^{T}\left[\left(x^{\prime}, x^{\prime}\right)+(x, B x)\right] d t \tag{5}
\end{align*}
$$

Hence, since $x^{\prime}(T)=0$,

$$
\begin{equation*}
J(x)=-\left(x(0), x^{\prime}(0)\right)=(c, R(T) c) \tag{6}
\end{equation*}
$$

Thus the minimum value is a positive definite quadratic form in $c$ whose matrix is $R(T)$.
9. Alternate Forms and Asymptotic Behavior. Let $B^{1 / 2}=D$ denote the positive definite square root of $B$, where $B$ is assumed to be positive definite. Then we have

$$
\begin{align*}
& X_{1}(t)=\left(e^{D t}+e^{-D t}\right) / 2=\cosh D t  \tag{1}\\
& X_{2}(t)=D^{-1}\left(e^{D t}-e^{D t}\right) / 2=D^{-1} \sinh D t
\end{align*}
$$

Hence,

$$
\begin{align*}
X_{2}^{\prime}(T) & =\cosh D T \\
X_{1}^{\prime}(T) & =D \sinh D T  \tag{2}\\
R(T) & =D \tanh D T
\end{align*}
$$

If we had wished, we could have used this specific representation to show that $X_{2}^{\prime}(T)$ is nonsingular for $T \geq 0$. A disadvantage, however, of this direct approach is that it fails for variable $B$, and it cannot be readily used to treat the system mentioned in the exercises following Sec. 18.

As $T \rightarrow \infty$, we see from (1) that $\tanh D T$ approaches $I$, the identity matrix. Hence, we conclude that

$$
\begin{equation*}
R(T) \sim D \tag{3}
\end{equation*}
$$

as $T \rightarrow \infty$.
Returning to the equation

$$
\begin{equation*}
x^{\prime \prime}-B x=0 \quad x(0)=c \quad x^{\prime}(T)=0 \tag{4}
\end{equation*}
$$

we see that we can write the solution in the form

$$
\begin{equation*}
x=(\cosh D T)^{-1}[\cosh D(t-T)] c \tag{5}
\end{equation*}
$$

10. Representation of the Square Root of $B$. From the foregoing we obtain an interesting representation of the square root of a positive definite matrix $B$, namely

$$
\begin{equation*}
\left(c, B^{1 / 4} c\right)=\lim _{T \rightarrow \infty} \min _{x}\left\{\int_{0}^{T}\left[\left(x^{\prime}, x^{\prime}\right)+(x, B x)\right] d t\right\} \tag{1}
\end{equation*}
$$

where $x(0)=c$.

## EXERCISES

1. Using the foregoing representation, show that $B_{1}>B_{2}>0$ implies that $B_{1}^{1 / 2}>B_{2}^{3 / 4}$.
2. Show that $B^{1 / 2}$ is a concave function of $B$, that is,

$$
\left(\lambda B_{1}+(1-\lambda) B_{2}\right)^{3 / 2} \geq \lambda B_{1}^{1 / 2}+(1-\lambda) B_{2}^{3 / 2} \quad \text { for } B_{1}, B_{2}>0
$$

8. Obtain the asymptotic form of $x(l)$ and $x^{\prime}(t)$ as $T \rightarrow \infty$.
9. Asymptotically as $T \rightarrow \infty$, what is the relation between $x^{\prime}(t)$ and $x(\ell)$ ?
10. Riccati Differential Equation for $R$. Using the expression for $R(T)$ given in (9.2), we see that $R(T)$ satisfies the matrix Riccati equation

$$
\begin{equation*}
R^{\prime}(T)=B-R(T)^{2} \quad R(0)=0 \tag{1}
\end{equation*}
$$

This means that we can solve the linear two-point boundary-value problem in terms of an initial-value problem. Given a specific value of $T$, say $T_{0}$, we integrate (1) numerically to determine $R\left(T_{0}\right)$. Having obtained $R\left(T_{0}\right)$, we solve the initial-value problem

$$
\begin{align*}
x^{\prime \prime}-B x & =0 \\
x(0)=c^{\prime} \quad x^{\prime}(0) & =-R\left(T_{0}\right) c \tag{2}
\end{align*}
$$

again computationally, to determine $x(t)$ for $0 \leq t \leq t_{0}$.
An advantage of this approach is that we avoid the numerical inversion of the $N \times N$ matrix $X_{2}^{\prime}\left(T_{0}\right)$. In return, we must solve a system of $N_{2}$ nonlinear differential equations subject to initial conditions.

## EXERCISE

1. Why can one anticipate difficulty in the numerical inversion of $X_{2}^{\prime}\left(T_{0}\right)$ if $T_{0}$ is large or if $B$ possesses characteristic roots differing greatly in magnitude?
2. Instability of Euler Equation. A drawback to the use of (11.2) for computational purposes is the fact that the solution of (11.2) is unstable as far as numerical errors incurred in the determination of $R\left(T_{0}\right) c$ and numerical integration are concerned. To see what we mean by this, it is sufficient to consider the scalar version,

$$
\begin{array}{ll} 
& u^{\prime \prime}-b^{2} u=0 \\
u(0)=c & u^{\prime}(0)=-b\left(\tanh b T_{0}\right) c \tag{1}
\end{array}
$$

with the solution

$$
\begin{equation*}
u=\frac{\left[\cosh b\left(t-T_{0}\right)\right] c}{\cosh b T_{0}} \tag{2}
\end{equation*}
$$

It is easy to see that for fixed $t$ as $T_{0} \rightarrow \infty$, we have

$$
\begin{equation*}
u \sim e^{-b t} c \tag{3}
\end{equation*}
$$

Consider the function

$$
\begin{equation*}
v=u+\epsilon e^{b t} \tag{4}
\end{equation*}
$$

satisfying the same differential equation as $u$, with the initial conditions

$$
\begin{equation*}
v(0)=c+\epsilon \quad v^{\prime}(0)=u^{\prime}(0)+b \epsilon \tag{5}
\end{equation*}
$$

If the total time interval is small, the term $\epsilon e^{b t}$ will cause no trouble. If, however, $b T \gg 1$, routine numerical integration of (11.2) will produce seriously erroneous results. The reason for this is that numerical integration using a digital computer involves the use of an approximate-difference equation, errors in evaluation of functions and round-off errors. Hence, we can consider numerical integration as roughly equivalent to a solution of the differential equation subject to slightly different initial conditions.

There are a number of ways of overcoming or circumventing this instability. One way is to use an entirely different approach to the study of control processes, an approach which extends readily into many areas where the calculus of variations is an inappropriate tool. This we will do as soon as we put the finishing touches on the preceding treatment.

It is interesting to regard numerical solution as a control process in which the aim is to minimize some measure of the final error. A number of complex problems arise in this fashion.
13. Proof that $J(x)$ Attains an Absolute Minimum. Having established the fact that the Euler equation possesses a unique solution $x$, it is a simple matter to show that this function furnishes the absolute minimum of the quadratic functional $J$. Let $y$ be another admissible function. Then

$$
\begin{align*}
J(y)=J(x+(y-x))= & J(x)+J(y-x) \\
& +2 \int_{0}^{T}\left[\left(x^{\prime}, y^{\prime}-x^{\prime}\right)+(B x, y-x)\right] d t \tag{1}
\end{align*}
$$

as in Sec. 4, where now $\epsilon=1, z=y-x$. Integrating by parts,

$$
\begin{align*}
\int_{0}^{T}\left(x^{\prime}, y^{\prime}-x^{\prime}\right) d t & \left.=\left(x^{\prime}, y-x\right)\right]_{0}^{T}-\int_{0}^{T}\left(x^{\prime \prime}, y-x\right) d t \\
& =-\int_{0}^{T}\left(x^{\prime \prime}, y-x\right) d t \tag{2}
\end{align*}
$$

since $x^{\prime}(T)=0, x(0)=y(0)=c$. Hence, the third term on the righthand side of (1) has the form

$$
\begin{equation*}
2 \int_{0}^{T}\left[-\left(x^{\prime \prime}, y-x\right)+(B x, y-x)\right] d t=0 \tag{3}
\end{equation*}
$$

since $x$ satisfies the Euler equation. Thus,

$$
\begin{equation*}
J(y)=J(x)+J(y-x)>J(x) \tag{4}
\end{equation*}
$$

unless $y \equiv x$.
14. Dynamic Programming. In Chap. 9 we pointed out some uses of the theory of dynamic programming in connection with some finitedimensional minimization and maximization problems. The basic idea was that these could be interpreted as multistage decision processes and thus be treated by means of functional equation techniques. Let us now show that we can equally regard the variational problem posed above as a multistage decision process, but now one of continuous type.

To do this we abstract and extend the engineering idea of "feedback control." We consider the control of a system as the task of determining what to do at any time in terms of the current state of the system. Thus, returning to the problem of minimizing

$$
\begin{equation*}
J(x)=\int_{0}^{T}\left[\left(x^{\prime}, x^{\prime}\right)+(x, B x)\right] d t \tag{1}
\end{equation*}
$$

we ask ourselves how to choose $x^{\prime}$ in terms of the current state $x$ and the time remaining. What will guide us in this choice is the necessity of balancing the effects of an immediate decision against the effects of the continuation of the process.
15. Dynamic Programming Formalism. Let us parallel the procedure we followed in using the calculus of variations. First we shall derive some important results using an intuitive formal procedure, then we shall indicate how to obtain a valid proof of these results. See Fig. 1.


Fig. 1.
To begin with, we imbed the original variational process within a family of processes of similar nature. This is the essential idea of the "feedback control" concept, since we must develop a control policy applicable to any admissible state. Write

$$
\begin{equation*}
f(c, T)=\min _{z} J(x) \tag{1}
\end{equation*}
$$

where $x$ is subject to the constraint $x(0)=c$. This function is defined for $T \geq 0$ and all $c$. The essential point here is that $c$ and $T$ are the fundamental variables rather than auxiliary parameters.

Referring to Fig. 1, we wish to determine $f(c, T)$ by using the fact that the control process can be considered to consist of a decision over
$[0, \Delta]$ together with a control process of similar type over the remaining interval $[\Delta, T]$. This is a consequence of the additivity of the integral

$$
\begin{equation*}
\int_{0}^{T}=\int_{0}^{\Delta}+\int_{\Delta}^{T} \tag{2}
\end{equation*}
$$

If $\Delta$ is small, and if we assume sufficient smoothness in the minimizing $x$ (which we already know it possesses from what has preceded), we can regard a choice of $x(t)$ over $[0, \Delta]$ as equivalent to a choice of $x^{\prime}(0)=y$, an initial slope. Similarly, we may write

$$
\begin{equation*}
\int_{0}^{\Delta}\left[\left(x^{\prime}, x^{\prime}\right)+(x, B x)\right] d t=[(y, y)+(c, B c)] \Delta+O\left(\Delta^{2}\right) \tag{3}
\end{equation*}
$$

Now let us consider the effect of a choice of $y$ over $[0, \Delta]$. The initial state $c$ is changed into $c+y \Delta$ (to terms in $O\left(\Delta^{2}\right)$ ), and the time remaining in the process is diminished to $T-\Delta$. Hence, for a minimizing choice of $x$ over [ $\Delta, T$ ], we must have

$$
\begin{equation*}
\int_{\Delta}^{T}=f(c+y \Delta, T-\Delta)+O\left(\Delta^{2}\right) \tag{4}
\end{equation*}
$$

Combining these results, we see that we have

$$
\begin{equation*}
f(c, T)=[(y, y)+(c, B c)] \Delta+f(c+y \Delta, T-\Delta)+O\left(\Delta^{2}\right) \tag{5}
\end{equation*}
$$

It remains to choose $y$. If $f(c, T)$ is to be the minimum value of $J(x), y$ must be chosen to minimize the right side of (5). Thus, we obtain the relation

$$
\begin{equation*}
\left.f(c, T)=\min _{y}[l(y, y)+(c, B c)] \Delta+f(c+y \Delta, T-\Delta)\right]+O\left(\Delta^{2}\right) \tag{6}
\end{equation*}
$$

keeping in mind that we are unreservedly using our formal license.
Finally, we write

$$
\begin{equation*}
f(c+y \Delta, T-\Delta)=f(c, T)+\left((y, \operatorname{grad} f)-f_{T}\right) \Delta+O\left(\Delta^{2}\right) \tag{7}
\end{equation*}
$$

where

$$
\operatorname{grad} f=\left[\begin{array}{c}
\frac{\partial f}{\partial y_{1}}  \tag{8}\\
\frac{\partial f}{\partial y_{2}} \\
\cdot \\
\cdot \\
\cdot \\
\frac{\partial f}{\partial y_{N}}
\end{array}\right]
$$

Letting $\Delta-0$, we are left with the nonlinear partial differential equation

$$
\begin{equation*}
f_{r}=\min _{v}[(y, y)+(c, B c)+(y, \operatorname{grad} f)] \tag{9}
\end{equation*}
$$

This is the dynamic programming analogue of the Euler equation as far as the determination of the minimizing function is concerned.
16. Riccati Differential Equation. The minimum with respect to $y$ in (15.9) is readily determined,

$$
\begin{equation*}
y=-(\operatorname{grad} f) / 2 \tag{1}
\end{equation*}
$$

Substituting this into (15.9), we obtain a nonlinear partial differential equation of conventional form,

$$
\begin{equation*}
f_{T}=(c, B c)-(\operatorname{grad} f, \operatorname{grad} f) / 4 \tag{2}
\end{equation*}
$$

Referring to the definition of $f(c, T)$, we see that the appropriate initial condition is

$$
\begin{equation*}
f(c, 0)=0 \tag{3}
\end{equation*}
$$

We can readily dispose of the partial differential equation by observing that the quadratic nature of the functional (or equivalently the linear nature of the Euler equation) implies that

$$
\begin{equation*}
f(c, T)=(c, R(T) c) \tag{4}
\end{equation*}
$$

for some matrix $R$. Using (4), we have

$$
\begin{equation*}
\operatorname{grad} f=2 R(T) c \tag{5}
\end{equation*}
$$

Hence, (2) leads to the relation

$$
\begin{equation*}
\left(c, R^{\prime}(T) c\right)=(c, B c)-(R(T) c, R(T) c) \tag{6}
\end{equation*}
$$

Since this holds for all $c$, we have

$$
\begin{equation*}
R^{\prime}(T)=B-R^{2}(T) \quad R(0)=0 \tag{7}
\end{equation*}
$$

precisely the result previously obtained in Sec. 11.
The "control law" is given by (1), namely

$$
\begin{equation*}
y=-R(T) c \tag{8}
\end{equation*}
$$

a linear relation. We have deliberately used the same notation as in (8.4), since, as (8.6) shows, we are talking about the same matrix.

## EXERCISE

1. Show that $R^{-1}$ also satisfies a Riccati equation, and generally that $(C R+D)^{-1}$ $(A R+B)$ satisfies a Riccati equation if $R$ does.
2. Discussion. The path we followed was parallel to that pursued in our treatment involving the calculus of variations. We first obtained a fundamental relation using a plausible intuitive procedure. Once the result was obtained, we provided a valid basis employing entirely different ideas. In this case, we can fall back upon the calculus of variations where the desired results were easily derived. This procedure is typical of mathematical analysis related to underlying physical processes. Scientific insight and experience contribute greatly to mathematical intuition.

It is also not difficult to follow a direct path based upon functional analysis.
18. More General Control Processes. Let us proceed to the consideration of a slightly more general control process where we desire to minimize

$$
\begin{equation*}
J(x, y)=\int_{0}^{T}[(x, B x)+(y, y)] d t \tag{1}
\end{equation*}
$$

subject to $x$ and $y$ related by the differential equation

$$
\begin{equation*}
x^{\prime}=A x+y \quad x(0)=c \tag{2}
\end{equation*}
$$

Once again we suppose that $B>0 ; A$, however, is merely restricted to being real.

Writing

$$
\begin{equation*}
f(c, T)=\min _{y} J(x, y) \tag{3}
\end{equation*}
$$

the formal procedure of Sec. 15 leads to the relation

$$
\begin{equation*}
f_{T}=\min _{z}[(c, B c)+(z, z)+(A c+z, \operatorname{grad} f)] \tag{4}
\end{equation*}
$$

where we have set $z=y(0)$. The minimum is attained at

$$
\begin{equation*}
z=-(\operatorname{grad} f) / 2 \tag{5}
\end{equation*}
$$

and using this value (4) becomes

$$
\begin{equation*}
f_{T}=(c, B c)+(A c, \operatorname{grad} f)-(\operatorname{grad} f, \operatorname{grad} f) / 4 \tag{6}
\end{equation*}
$$

Setting once again

$$
\begin{equation*}
f(c, T)=(c, R(T) c) \tag{7}
\end{equation*}
$$

we obtain the equation

$$
\begin{equation*}
\left(c, R^{\prime \prime}(T) c\right)=(c, B c)+(A c, 2 R(T) c)-(R(T) c, R(T) c) \tag{8}
\end{equation*}
$$

Symmetrizing, we have

$$
\begin{equation*}
(A c, 2 R(T) c)=\left(\left\{A R(T)+R(T) A^{*}\right\} c, c\right) \tag{9}
\end{equation*}
$$

where $A^{*}$ denotes the transpose of $A$. Hence, (8) yields

$$
\begin{equation*}
R^{\prime}=B+A R+R A^{*}-R^{2} \quad R(0)=0 \tag{10}
\end{equation*}
$$

The optimal policy is once again given by

$$
\begin{equation*}
z=-R(T) c \tag{11}
\end{equation*}
$$

We use the notation $A^{*}$ here in place of our usual $A^{\prime}$ in order not to confuse with the derivative notation.

## EXERCISES

1. Obtain the corresponding relations for the control process defined by

$$
J(x, y)=\int_{0}^{T}[(x, B x)+(y, C y)] d t \quad x^{\prime}=A x+D y \quad x(0)=c
$$

2. Consider the control process

$$
J(x, y)=\int_{0}^{T}[(x, x)+(y, y)] d t \quad x^{\prime}=A x+y \quad x(0)=c
$$

Show that the Euler equation satisfied by a desired minimizing $y$ is

$$
y^{\prime}=-A^{*} y+x \quad y(T)=0
$$

3. Following the procedures given in Secs. 6-8, show that the system of differential equations possesses a unique solution.
4. Show that this solution provides the absolute minimum of $J(x, y)$.
b. Determine the form of $R(T)$ in the analytic representation of

$$
\min J(x, y)=(c, R(T) c)
$$

and show that it satisfies the Riccati equation corresponding to (10).
6. Carry through the corresponding analysis for the case where

$$
J(x, y)=\int_{0}^{T}[(x, B x)+(y, y)] d t \quad B>0
$$

7. Consider the case where

$$
J(x, y)=\int_{0}^{T}[(x, B x)+(y, C y)] d t \quad x^{\prime}=A x+D y
$$

first for the case where $D$ is nonsingular and then where it is singular, under the assumption that $B>0$ and a suitable assumption concerning $C$.
8. Show how the nonlinear differential equation in (10) may be solved in terms of the solutions of linear differential equations.
19. Discrete Deterministic Control Processes. A corresponding theory exists for discrete control processes. Let

$$
\begin{align*}
x_{n+1} & =A x_{n}+y_{n} \quad x_{0}=c \\
J\left(\left\{x_{n}, y_{n}\right\}\right) & =\sum_{n=0}^{N}\left[\left(x_{n}, x_{n}\right)+\left(y_{n}, y_{n}\right)\right] \tag{1}
\end{align*}
$$

and suppose that we wish to minimize $J$ with respect to the $y_{n}$. Write

$$
\begin{equation*}
f_{N}(c)=\min _{\left\{y_{n}\right\}} J\left(\left\{x_{n}, y_{n}\right\}\right) \tag{2}
\end{equation*}
$$

Then, arguing as before, we have

$$
\begin{equation*}
f_{N}(c)=\min _{\nu}\left[(c, c)+(y, y)+f_{N-1}(A c+y)\right] \tag{3}
\end{equation*}
$$

$N \geq 1$, with $f_{0}(c)=(c, c)$.
It is clear once again, or readily demonstrated inductively, that

$$
\begin{equation*}
f_{N}(c)=\left(c, R_{N} c\right) \tag{4}
\end{equation*}
$$

where $R_{N}$ is independent of $c$. Using the representation of (4) in (3), we have

$$
\begin{equation*}
\left(c, R_{N} c\right)=\min _{y}\left[(c, c)+(y, y)+\left(A c+y, R_{N-1}(A c+y)\right)\right] \tag{5}
\end{equation*}
$$

The minimum with respect to $y$ can be obtained readily. The variational equation is

$$
\begin{equation*}
y+R_{N-1}(A c+y)=0 \tag{6}
\end{equation*}
$$

whence

$$
\begin{equation*}
y=-\left(I+R_{N-1}\right)^{-1} R_{N-1} A c \tag{7}
\end{equation*}
$$

Substituting this result in (3), we obtain, after some simplification, the recurrence relation

$$
\begin{equation*}
R_{N}=\left(I+A^{*} A\right)-A^{*}\left(I+R_{N-1}\right)^{-1} A \tag{8}
\end{equation*}
$$

$N \geq 1$, with $R_{0}=I$.

## EXERCISES

1. Show that $I \leq R_{N-1}<R_{N} \leq\left(I+A^{*} A\right)$ and thus that as $N \rightarrow \infty, R_{N}$ converges to a matrix $R_{\infty}$ satisfying

$$
R_{\infty}=\left(I+A^{*} A\right)-A^{*}\left(I+R_{\infty}\right)^{-1} A
$$

2. Obtain the analoguc of the Euler equation for the foregoing finite-dimensional variational problem. Prove that the two-point boundary problem for these linear difference equations possesses a unique solution and that this solution yields the absolute minimum of $J$.
3. Carry out the same program for the ease where

$$
\left.J\left(\mid x_{n}, y_{n}\right\}\right)=\sum_{n=0}^{N}\left[\left(x_{n}, B x_{n}\right)+\left(y_{n}, y_{n}\right)\right]
$$

4. Consider the discrete process $x_{n+1}=(I+A \Delta) x_{n}+y_{n} \Delta, x_{0}=c$,

$$
\left.J\left(\mid x_{n}, y_{n}\right\}\right)=\sum_{n=0}^{N}\left[\left(x_{n}, x_{n}\right)+\left(y_{n}, y_{n}\right)\right] \Delta
$$

Consider the limiting behavior of $\min J$ and the minimizing vertors as $\Delta \rightarrow 0$ with $N \Delta=T$.
20. Discrete Stochastic Control Processes. Let us now consider the case where we have a stochastic control process of discrete type,

$$
\begin{align*}
x_{n+1} & =A x_{n}+y_{n}+r_{n} \quad x_{0}=c \\
J\left(\left\{x_{n}, y_{n}\right\}\right) & =\sum_{n=0}^{N}\left[\left(x_{n}, x_{n}\right)+\left(y_{n}, y_{n}\right)\right] \tag{1}
\end{align*}
$$

where the $r_{n}$ are random variables. The objective is to choose the $y_{n}$ so as to minimize the expected value of $J\left(\left\{x_{n}, y_{n}\right\}\right)$ subject to the following provisions:
(a) The $r_{n}$ are independent random variables with specified probability distribution $d G(r)$.
(b) The vector $y_{n}$ is chosen at each stage after observation of the state $x_{n}$ and before a determination of $r_{n}$.

Writing

$$
\begin{equation*}
f_{N}(c)=\min _{\left|y_{n}\right|} \exp _{\left|r_{n}\right|} J\left(\left\{x_{n}, y_{n}\right\}\right) \tag{3}
\end{equation*}
$$

and arguing as before, we obtain the functional equation

$$
\begin{equation*}
f_{N}(c)=\min _{y}\left[(c, c)+(y, y)+\int_{-\infty}^{\infty} f_{N-1}(A c+y+r) d G(r)\right] \tag{4}
\end{equation*}
$$

$N \geq 1$, with $f_{0}(c)=(c, c)$. We can then proceed in the same fashion as above to use the quadratic nature of $f_{N}(c)$ to obtain more specific results.

## EXERCISES

1. Show that $f_{N}(c)=\left(c, R_{N} c\right)+\left(b_{N}, c\right)+a_{N}$ and determine recurrence relations for the $R_{N}, b_{N}$, and $a_{N}$.
2. In control processes of this particular nature, does it make any difference whether we actually observe the system at each stage or use the expected state without observation?
3. How would one handle the case where the $r_{i}$ are dependent in the sense that $d G\left(r_{n}\right)=d G\left(r_{n}, r_{n-1}\right)$, that is, the probability distribution for $r_{n}$ depends upon the value of $\boldsymbol{r}_{n-1}$ ?
4. Potential Equation. The potential equation

$$
\begin{equation*}
u_{x x}+u_{v v}=0 \quad(x, y) \in R \tag{1}
\end{equation*}
$$

with $u$ specified on the boundary of a region $R$, leads to many interesting investigations involving matrices when we attempt to obtain numerical results using a discretized version of (1). Let $x$ and $y$ run through some
discrete grid and replace (1) by

$$
\begin{align*}
\frac{u(x+\Delta, y)+u(x-\Delta, y)-2 u(x, y)}{\Delta^{2}} & \\
\quad+\frac{u(x, y+\Delta)+u(x, y-\Delta)-2 u(x, y)}{\Delta^{2}} & =0 \tag{2}
\end{align*}
$$

This may be written

$$
\begin{equation*}
u(x, y)=\frac{u(x+\Delta, y)+u(x-\Delta, y)+u(x, y+\Delta)+u(x, y-\Delta)}{4} \tag{3}
\end{equation*}
$$

expressing the fact that the value at $(x, y)$ is the mean of the values at the four "nearest neighbors" of $(x, y)$.

Use of (3) inside the region together with the specified values of $u(x, y)$ on the boundary leads to a system of linear algebraic equations for the quantities $u(x, y)$. If an accurate determination is desired, which means small $\Delta$, the system becomes one of large dimension. A number of ingenious methods have been developed to solve systems of this nature, taking advantage of the special structure. We wish to sketch a different approach, using dynamic programming and taking advantage of the fact that (1) is the Euler equation of

$$
\begin{equation*}
J(u) \doteq \int_{R}\left(u_{z}^{2}+u_{y}{ }^{2}\right) d x d y \tag{4}
\end{equation*}
$$

22. Discretized Criterion Function. As before, we replace derivatives by differences,

$$
\begin{aligned}
& u_{x} \cong \frac{u(x+\Delta, y)-u(x, y)}{\Delta} \\
& u_{y} \cong \frac{u(x, y+\Delta)-u(x, y)}{\Delta}
\end{aligned}
$$

For simplicity, suppose that $R$ is rectangular, with $a=N \Delta, b=M \Delta$. See Fig. 2. Let $c_{1}, c_{2}, \ldots, c_{M-1}$ be the assigned values along $x=0$


Fra. 2.
and let $x_{1}, x_{2}, \ldots, x_{M-1}$ be the values of $u$ at the values $(\Delta, \Delta)$, $(\Delta, 2 \Delta), \ldots,(\Delta,(M-1) \Delta)$.

In place of writing a single variational equation for the unknown values at the interior grid points, as in (21.3), we think of this as a multistage decision process in which we must determine first the $M-1$ values along $x=\Delta$, then the ( $M-1$ ) values along $x=2 \Delta$, and so on.

Write
$f_{M}(c)=\min \Sigma \Sigma\left[\{u(x+\Delta, y)-u(x, y)\}^{2}+\{u(x, y+\Delta)-u(x, y)\}^{2}\right]$
where $c$ is the vector whose components are the $c_{i}$,

$$
\begin{align*}
f_{1}(c)=\left(c_{0}-b_{0}\right)^{2} & +\left(c_{1}-b_{1}\right)^{2}+\cdots+\left(c_{M}-b_{M}\right)^{2} \\
& +\left(c_{1}-c_{0}\right)^{2}+\left(c_{2}-c_{1}\right)^{2}+\cdots+\left(c_{M}-c_{M-1}\right)^{2} \tag{3}
\end{align*}
$$

Then

$$
\begin{align*}
f_{M}(c) & =\min _{x}\left[\left(c_{0}-x_{0}\right)^{2}+\left(c_{1}-x_{1}\right)^{2}+\cdots+\left(c_{M}-x_{M}\right)^{2}\right. \\
& \left.+\left(c_{0}-c_{1}\right)^{2}+\left(c_{1}-c_{2}\right)^{2}+\cdots+\left(c_{M-1}-c_{M}\right)^{2}+f_{M-1}(x)\right] \tag{4}
\end{align*}
$$

## EXERCISES

1. Use the quadratic nature of $f_{M}(c)$ to obtain appropriate recurrence relations.
2. What happens if the rectangle is replaced by a region of irregular shape? Consider, for example, a triangular wedge.
3. How would one go about obtaining a solution for a region having the shape in Fig. 3? See Angel. ${ }^{1}$


Fig. 3.
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## MISCELLANEOUS EXERCISES

1. Let $A$ be a positive definite matrix and write $A^{1 / 2}=D+B$, where $D$ is a diagonal matrix whose elements are the square roots of the diagonal elements of $A$. Consider the recurrence relation $D B_{k}+B_{k} D=A-D^{2}-B_{k-1}^{2}, B_{0}=0$. Does $B_{k}$ converge as $k \rightarrow \infty$ ? (P. Pulag, An Iterative Method for the Determination of the Square Root of a Positive Definite Matrix, Z. angew. Math. Mech., vol. 46, pp. 151ff, 1966.)
2. Let $A, B>0$. Then

$$
\left(\frac{A+B}{2}\right) \leq\left(\frac{A^{2}+B^{2}}{2}\right)^{3 / 2} \leq \cdots \leq\left(\frac{A^{2 N}+B^{2 N}}{2}\right)^{3 / 2 N}
$$

Hence the limit

$$
M(A, B)=\lim _{N \rightarrow \infty}\left(\frac{A^{2 N}+B^{2 N}}{2}\right)^{1,2 N}
$$

exists as $N \rightarrow \infty$.
3. Does $\lim _{N \rightarrow \infty}\left(\frac{A^{N}+B^{N}}{2}\right)^{1 / N}$ exist if $A, B>0$ ?
4. Every real skew-bymmetric matrix is a real, normal square root of a nonpositive definite real symmetric matrix whose nonzero characteristic values have even multiplicities. (R. F. Rinehart, Skew Matrices as Square Roots, Am. Math. Monthly, vol. 67; pp. 157-161, 1960.)
5. Consider the solution of $R^{\prime}=A-R^{2}, R(0)=0$, and the approximation scheme $R_{n+1}^{\prime}=A-R_{n}(\infty) R_{n+1}, R_{n+1}(0)=0$, with $R_{0}(\infty)=B, B^{3}<A$. Does $R_{n+1}(\infty)$ converge to $A^{1 / 2}$ with suitable choice of $B$ ?
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## Invariant Imbedding

1. Introduction. In the previous chapter we considered some two-point boundary-value problems for linear differential systems arising in the theory of control processes. Further, we indicated how the theory of dynamic programming could be used to obtain alternate analytic formulation in terms of a matrix Riccati differential equation. In this chapter, we wish to employ the theory of invariant imbedding-an outgrowth of dynamic programming-to obtain corresponding results for general twopoint boundary-value problems of the type

$$
\begin{array}{rll}
-x^{\prime} & =A x+D y & x(a)=c \\
y^{\prime} & =B x+C y & y(0)=d \tag{1}
\end{array}
$$

Why we employ this particular form will become clear as we proceed. We suppose that the matrices $A, B, C, D$ depend on the independent variable $t, 0 \leq t \leq a$. As is to be expected, more can be said when these matrices are constant.

There is little difficulty in establishing existence and uniqueness of the solution of (1) when $a$ is a small quantity. Furthermore, the question of the determination of $a_{c}$ (the critical value of $a$ ), for which existence and uniqueness cease to hold, can be reduced to a Sturm-Liouville problem.

A basic challenge, however, is that of delineating significant classes of equations of this nature for which a unique solution exists for all $a>0$. We shall approach this question by associating the foregoing system of equations with an idealized physical process, in this case a transport process.

Simple physical principles will then lead us to important classes of matrices $[A, B, C, D]$. Furthermore, the same principles will furnish the clue for a powerful analytic approach.
2. Terminal Condition as a Function of $a$. Let us examine the system in (1.1) with a view toward determining the missing initial condition $y(a)$. Let $\left(X_{1}, Y_{1}\right)$ and $\left(X_{2}, Y_{2}\right)$ be the principal solutions of

$$
\begin{align*}
-X^{\prime} & =A X+D Y  \tag{1}\\
Y^{\prime} & =B X+C Y
\end{align*}
$$

that is to say

$$
\begin{array}{ll}
X_{1}(0)=I & Y_{1}(0)=0 \\
X_{2}(0)=0 & Y_{2}(0)=I \tag{2}
\end{array}
$$

The solution of (1.1) may then be written

$$
\begin{align*}
& x=X_{1} b+X_{2} d \\
& y=Y_{1} b+Y_{2} d \tag{3}
\end{align*}
$$

where the vector $b$ is to be determined by the relation

$$
\begin{equation*}
c=X_{1}(a) b+X_{2}(a) d \tag{4}
\end{equation*}
$$

Since $X_{1}(0)=I$, it is clear that $X_{1}(a)$ is nonsingular for $a$ small. We shall operate under this assumption for the moment.

Since the equation in (1.1) is linear, it is permissible to consider the cases $c=0$ and $d=0$ separately. Let us then take $d=0$. The case where $d \neq 0, c=0$ can be treated by replacing $t$ by $a-t$. From (4), we have

$$
\begin{equation*}
b=X_{1}(a)^{-1} c \tag{5}
\end{equation*}
$$

whence we have the representations

$$
\begin{align*}
& x=X_{1} X_{1}(a)^{-1} c \\
& y=Y_{1} X_{1}(a)^{-1} c \tag{6}
\end{align*}
$$

The missing value of $y$ at $t=a$ is then

$$
\begin{equation*}
y(a)=Y_{1}(a) X_{1}(a)^{-1} c \tag{7}
\end{equation*}
$$

and at $t=0$ we have

$$
\begin{equation*}
x(0)=X_{1}(a)^{-1} c \tag{8}
\end{equation*}
$$

Let us call

$$
\begin{equation*}
R(a)=Y_{1}(a) X_{1}(a)^{-1} \tag{9}
\end{equation*}
$$

the reflection matrix and

$$
\begin{equation*}
T(a)=X_{1}(a)^{-1} \tag{10}
\end{equation*}
$$

the transmission matrix. We are anticipating the identification of (1.1) with certain equations describing a transport process.

Consider $R(a)$ as a function of $a$. We have

$$
\begin{align*}
R^{\prime}(a)= & Y_{1}^{\prime}(a) X_{1}(a)^{-1}-Y_{1}(a) X_{1}(a)^{-1} X_{1}^{\prime}(a) X_{1}(a)^{-1} \\
= & {\left[B(a) X_{1}(a)+C(a) Y_{1}(a)\right] X_{1}(a)^{-1} } \\
& +Y_{1}(a) X_{1}(a)^{-1}\left[A(a) X_{1}(a)+D(a) Y_{1}(a)\right] X_{1}(a)^{-1} \\
= & B(a)+C(a) R(a)+R(a) \cdot 1(a)+R(a) D(a) R(a) \tag{11}
\end{align*}
$$

The initial condition is $R(0)=0$.

Similarly, we have

$$
\begin{align*}
T^{\prime}(a) & =X_{1}(a)^{-1}\left[A(a) X_{1}(a)+D(a) Y_{1}(a)\right] X_{1}(a)^{-1} \\
& =T(a) A(a)+T(a) D(a) R(a) \tag{12}
\end{align*}
$$

with $T(0)=I$.
3. Discussion. We observe that we obtain the same type of Riccati differential equation in this general case as in the special case where the system of equations is derived from a control process. Once again an initial-value problem for a nonlinear system of ordinary differential equations replaces a linear system subject to two-point conditions leading to the solution of a linear system of algebraic equations. Sometimes this is desirable, sometimes not. What we want is the flexibility to use whatever approach is most expedient at the moment.
4. Linear Transport Process. Let us consider an idealized transport process where $N$ different types of particles move in either direction along a line of finite length $a$. They interact with the medium of which the line is composed in ways which will be specified below, but not with each other. The effect of this interaction is to change a particle from one type to another, traveling in the same or opposite direction. We call this a "pure scattering" process.
Let us consider the passage of a particle of type or state $i$ through the interval $[t, t+\Delta]$ where $\Delta>0$ is a small quantity and $i$ may assume any of the values $i=1,2, \ldots, N$; see Fig. 1 and note the reversal of the usual direction. We have done this to preserve consistency of notation with a number of references.


Fig. 1.
Let
$a_{i j}(t) \Delta+o(\Delta)=\begin{aligned} & \text { the probability that a particle in state } j \text { will } \\ & \text { be transformed into a particle in state } i\end{aligned}$ traveling in the same direction, $j \neq i$, upon traversing the interval $[t+\Delta, t]$ going to the right
$1-a_{i i}(t) \Delta+o(\Delta)=$ the probability that a particle in state $i$ will remain in state $i$ in the samedirection while traversing the interval $[t+\Delta, t]$ going to the right
$b_{i j}(t) \Delta+o(\Delta)=$ the probability that a particle going to the
$\sigma_{i j}(l) \Delta+o(\Delta)=$ right in state $j$ will be transformed into a particle in state $i$ traveling in the opposite direction upon traversing the interval $[t+\Delta, t]$

Similarly, we introduce the functions $c_{i j}(t)$ and $d_{i j}(t)$, associated with forward scattering and back scattering for a particle going to the left through $[t, t+\Delta]$. We suppose that all of these functions are nonnegative for $t \geq 0$, as they should be, of course, to be associated with probabilities. The most important case is that where they are piecewise continuous. Suppose that there are streams of particles of all $N$ types incident at both ends of the line, as indicated in Fig. 1, of constant intensities per unit time. We call this stream of particles a "flux."
5. Classical Imbedding. Let us now introduce the steady-state functions
$x_{i}(t)=$ the expected intensity of flux of particles of type $i$ to the right at the point $t, 0 \leq t \leq a$
$y_{i}(t)=$ the expected intensity of flux of particles of type $i$ to the left at the point $t, 0 \leq t \leq a, i=1,2, \ldots, N$

See Fig. 1. We shall henceforth omit the term "expected" in what follows and proceed formally to obtain some equations for $x_{i}$ and $y_{i}$. There is no need to concern ourselves with rigorous details here, since we are using the stochastic process solely as a guide to our intuition in ascertaining some of the properties of the solution of (1.1). Those interested in a rigorous derivation of the following equations, starting from the continuous stochastic process, may refer to sources cited at the end of the chapter.

An input-output analysis (which is to say, a local application of conservation relations) of the intervals $[t-\Delta, t]$ and $[t, t+\Delta]$ yields the following relations, valid to $o(\Delta)$ :

$$
\begin{align*}
& x_{i}(t)=x_{i}(t+\Delta)\left(1-a_{i i} \Delta\right)+\sum_{j \neq i} a_{i j} \Delta x_{j}(t+\Delta)+\sum_{j=1}^{N} d_{i j} \Delta y_{j}(t)  \tag{2}\\
& y_{i}(t)=y_{i}(t-\Delta)\left(1-c_{i i} \Delta\right)+\sum_{j \neq i} c_{i j} \Delta y_{j}(t-\Delta)+\sum_{j=1}^{N} b_{i j} \Delta x_{j}(t)
\end{align*}
$$

Passing to the limit as $\Delta \rightarrow \mathbf{0}$, we obtain the differential equations

$$
\begin{align*}
-x_{i}^{\prime}(t) & =-a_{i i} x_{i}(t)+\sum_{j \neq i} a_{i j} x_{j}(t)+\sum_{j=1}^{N} d_{i j} y_{j}(t)  \tag{3}\\
y_{i}^{\prime}(t) & =-c_{i i} y_{i}(t)+\sum_{j \neq i} c_{i} y_{j}(t)+\sum_{j=1}^{N} b_{i j} x_{j}(t)
\end{align*}
$$

$i=1,2, \ldots, N$. Referring to Fig. 1, we see that the boundary conditions are

$$
\begin{align*}
x_{i}(a) & =c_{i}  \tag{4}\\
y_{i}(0) & =d_{i} \quad i=1,2, \ldots, N
\end{align*}
$$

We introduce the matrices

$$
\begin{align*}
& B=\left(b_{i j}\right) \\
& A=\left[\begin{array}{cccc}
-a_{11} & a_{12} & \cdots & +a_{1 N} \\
a_{21} & -a_{22} & \cdots & a_{2 N} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
a_{N 1} & a_{N 2} & \cdots & -a_{N N}
\end{array}\right] \\
& D=\left(d_{i j}\right) \\
& C=\left[\begin{array}{cccc}
-c_{11} & c_{12} & \cdots & c_{1 N} \\
c_{21} & -c_{22} & \cdots & c_{2 N} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
c_{N 1} & c_{N 2} & \cdots & -c_{N N}
\end{array}\right] \tag{5}
\end{align*}
$$

$B$ and $D$ are non-negative matrices, while $A$ and $C$ possess quite analogous properties despite the negative main diagonals; see Chap. 16. The condition of pure scattering imposes certain conditions on the column sums of $A+B$ and $C+D$ which we will use below.

We observe then the special structure of the matrices $A, B, C, D$ required for (1.1) to be associated with a linear transport process. Introducing the vectors $x$ and $y$, with components $x_{i}$ and $y_{i}$ respectively, we obtain a linear vector-matrix system subject to a two-point boundary condition having the form given in (1.1).

If the effects of interaction are solely to change type and direction, we say that the process is one of pure scattering as noted above; if particles disappear as a result of interactions, we say absorption occurs. We will consider the pure scattering case first. We will not discuss the fission case, corresponding to a production of two or more particles as a result of an interaction. Here questions of critical length arise, as well as a number of novel problems.
6. Invariant Imbedding. Let us now present a different analytic formulation of the pure scattering process which will permit us to demonstrate the existence of the reflection and transmission matrices for all $a \geq 0$. This represents a different imbedding of the original process within a family of processes. The preceding was a classical imbedding. To begin with, we introduce the function
$r_{i j}(a)=$ the intensity of flux in state $i$ from a rod of length $a$ emergent at $a$ due to an incident flux of unit intensity in state $j$ incident at $a$

This function, the intensity of reflected flux, is defined, hopefully, for $a \geq 0, i, j=1,2, \ldots, N$. It remains to be demonstrated that this is meaningful. See Fig. 2.


Fig. 2.
To obtain equations for the $r_{i j}(a)$ as functions of $a$, we keep account of all the possible ways in which interactions in $[a+\Delta, a]$ can contribute to a reflected flux in state $i$. At first the bookkeeping seems tedious. Subsequently, we shall show that with the aid of matrix notation the multidimensional case can be treated in a simple direct fashion when the physical meaning of the matrices is appreciated. This is typical of mathematical physics when suitable notation is employed. In more complex situations, infinite-dimensional operators replace the finite-dimensional matrices.

Starting with an incident flux in state $j$, we can obtain a reflected flux in state $i$ in the following fashions:
(a) Interaction in $[a+\Delta, a]$ and immediate reflection resulting in a change of direction.
(b) Interaction in $[a+\Delta, a]$ together with reflection in state $i$ from [ $a, 0$ ].
(c) Passage through $[a+\Delta, a]$ without interaction, reflection from $[a, 0]$ in state $i$, and passage through $[a, a+\Delta]$ without interaction.
(d) Passage through $[a+\Delta, a]$ without interaction, reflection from [ $a, 0$ ] in state $j=i$, and interaction in [ $a, a+\Delta$ ] resulting in emergence in state $i$.
(e) Passage through $[a+\Delta, a]$ without interaction, reflection from $[a, 0]$ in state $k$, interaction in $[a, a+\Delta]$ resulting in a state $l$ toward $[a, 0]$, and then reflection in state $i$ from $[a, 0]$.

All further interactions produce terms of order $\Delta^{2}$ and can therefore be neglected at this time, since ultimately we let $\Delta$ tend to zero. Note that we write both $[a+\Delta, a]$ and $[a, a+\Delta]$ to indicate the direction of the particle.

Taking account of the possibilities enumerated in (2), we may write

$$
\begin{align*}
r_{i j}(a+\Delta)=b_{i j} \Delta+\sum_{k \neq i} a_{k j} r_{i k}(a) \Delta & +\left(1-a_{j j} \Delta\right)\left[r_{i j}(a)\left(1-c_{i i} \Delta\right)\right. \\
& \left.+\sum_{k \neq i} r_{k j}(a) c_{i k} \Delta+\sum_{k, l} r_{i l}(a) d_{l k} r_{k j}(a) \Delta\right] \tag{3}
\end{align*}
$$

to term in $o(\Delta)$. Passing to the limit as $\Delta-0$, we obtain the nonlinear differential equation

$$
\begin{align*}
r_{i j}^{\prime}(a)=b_{i j}+\sum_{k \neq i} a_{k j} r_{i k}(a)-\left(a_{j j}\right. & \left.+c_{i i}\right) r_{i j}(a) \\
& +\sum_{k \neq i} r_{k j}(a) c_{i k}+\sum_{k, l} r_{i l}(a) d_{k l} r_{k j}(a) \tag{4}
\end{align*}
$$

for $i, j=1,2, \ldots, N$, with the initial condition

$$
\begin{equation*}
r_{i j}(0)=0 \tag{5}
\end{equation*}
$$

This last equation states that the reflection from a rod of zero length is zero.

We are not concerned with the rigorous derivation of (4) in the foregoing fashion at the present time. We do, however, want the difference approximation for an important purpose below; see Sec. 9. A rigorous derivation of (4) from the linear equations has already been given in Sec. 2.

Writing

$$
\begin{equation*}
R(a)=\left(r_{i j}(a)\right) \tag{6}
\end{equation*}
$$

and letting $A, B, C, D$ have the previous significances, we see that (4) takes the compact form

$$
\begin{equation*}
R^{\prime}=B+R A+C R+R D R \quad R(0)=0 \tag{7}
\end{equation*}
$$

This is a matrix differential equation of Riccati type. Similar equations arise in control theory, as we noted in Sec. 3 and in the previous chapter.
7. Interpretation. Once we have obtained the differential equation, we can readily identify each of the terms and then use this identification as a means of writing down the corresponding equation for the transmission matrix. We see that $B$ corresponds to immediate backscattering, that $C R$ corresponds to reflection followed by forward scattering, that $R A$ corresponds to forward scattering followed by reflection, and that $R D R$ corresponds to reflection, backscattering, and then reflection again. The physical interpretation is also useful in obtaining convenient approximations in certain situations.

We expect then the equation for the transmission matrix $T(a)$ to have the form

$$
\begin{equation*}
T^{\prime \prime}=T A+T D R \tag{1}
\end{equation*}
$$

corresponding to forward scattering followed by transmission, plus reflection, backscattering, and then transmission again. The initial condition is $T(0)=I$. We leave this for the reader to verify in various ways.

The importance of the physical approach lies in the fact that $\cdot$ it provides an easy way of deriving many important results, and, what is more, of anticipating them.

## EXERCISE

1. What differential equations do we get if we use the figure

instead of Fig. 2?
2. Conservation Relation. Since we have assumed a pure scattering process in Sec. 4, we know that no particles are "lost." A particle of type $i$ must transform into a particle of type $j, j=1,2, \ldots, N$, for any $i$. The analytic translations of this observation are the relations

$$
\begin{equation*}
M(B+A)=0 \quad M(C+D)=0 \tag{1}
\end{equation*}
$$

where $M$ is the matrix

$$
M=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{2}\\
0 & 0 & \cdots & 0 \\
. & & & \\
. & & & \\
. & & & \\
0 & 0 & \cdots & 0
\end{array}\right]
$$

The effect of multiplication by $M$ is to produce column sums.
We expect that the conservation relation

$$
\begin{equation*}
M(R+T)=M \tag{3}
\end{equation*}
$$

which states that total input is equal to total output, will hold for $a \geq 0$. Let us begin by showing that it holds for small $a$. From (6.7) and (7.1), we have

$$
\begin{align*}
{[M(R+T)]^{\prime} } & =M(B+C R+R A+R D R)+M(T A+T D R) \\
& =M B+M C R+M R A+M T A+M(R+T) D R \\
& =M B+M C R+M(R+T-I) A+M A \\
& +M(R+T-I) D R+M D R  \tag{4}\\
& =M(B+A)+M(C+D) R+M(R+T-I) A \\
& +M(R+T-I) D R \\
& =M(R+T-I) A+M(R+T-I) D R
\end{align*}
$$

Regarding $R$ as a known function, this is a differential equation of the form

$$
\begin{equation*}
Z^{\prime}=Z A+Z D R \quad Z(0)=0 \tag{5}
\end{equation*}
$$

for the function $Z=M(R+T-I)$. One solution is clearly $Z=0$. Uniqueness assures us that it is the only solution within the interval for which $R(a)$ and $T(a)$ exist.
Hence, within the domain of existence of $R$ and $T$, we have (3). If we can establish what is clearly to be expected, namely that all the elements of $R$ and $T$ are non-negative, (3) will imply that $R$ and $T$ are uniformly bounded for $0 \leq a \leq a_{0}$, which means that we can continue the solution indefinitely, using the same argument repeatedly.

## EXERCISES

1. Show that the relation $M(R+T)=M$ is equivalent to $M\left(Y_{1}(a)+I\right)=$ $M X_{1}(a)$, provided that $X_{1}(a)$ is nonsingular.
2. Obtain the foregoing relation in some interval $\left[0, a_{n}\right]$ by showing that

$$
M Y_{1}^{\prime}(a)=M X_{1}^{\prime}(a)
$$

9. Non-negativity of $R$ and $T$. Let us now establish the non-negativity of $r_{i j}(a)$ and $t_{i j}(a)$ for $a \geq 0$. We cannot conclude this directly from the differential equation of (6.7) since $A$ and $C$ have negative elements along the main diagonal. Let us present one proof here depending upon the recurrence relation of (6.3). Another, depending upon the properties of $A$ and $C$ as scattering matrices, is sketched in the exercises.

Referring to (6.3), we see that all the terms are non-negative on the right-hand side if $\Delta$ is sufficiently small. We can avoid even this restriction by means of the useful device of replacing ( $1-a_{j j} \Delta$ ) and ( $1-c_{i i} \Delta$ ) by the positive quantities $e^{-a_{i j} \Delta}$ and $e^{-c i \Delta \Delta}$, a substitution valid to terms in $o(\Delta)$. It follows that the sequence $\left\{r_{i j}(k \Delta)\right\}$ obtained by use of (6.3) is non-negative, and actually positive if all of the $b_{i j}$ are positive. Exact conditions that guarantee positivity rather than merely non-negativity are not easy to specify analytically, although easy to state in physical terms.

We know from standard theory in differential equations that the functions determined by the difference equation plus linear interpolation converge to the solutions of the differential equation in some interval [ $0, a_{0}$ ]. Hence, $r_{i j}(a) \geq 0$ in this interval. A similar result holds for the $t_{i j}(a)$. Thus, using the conservation relation (8.3), we can conclude

$$
\begin{align*}
& 0 \leq r_{i j}(a) \leq 1  \tag{1}\\
& 0 \leq t_{i j}(a) \leq 1
\end{align*} \quad 0 \leq a \leq a_{0} \quad i, j=1,2, \ldots, N
$$

It follows that the solution of the differential equation can be continued for another interval $\left[a_{0}, a_{0}+a_{1}\right]$. Using (6.3) starting at $a=a_{0}$, we establish non-negativity, boundedness, and so on. Thus, the solution of (6.7) can be continued in an interval $\left[a_{0}+a_{1}, a_{0}+2 a_{1}\right]$, and so on.

Hence, it exists and is unique for $a \geq 0$. This is a standard argument in the theory of differential equations.

## EXERCISES

1. Consider first the case where $A$ and $C$ are constant. Convert the equation $R^{\prime}=B+C R+R A+R D R, R(0)=0$, into the integral equation

$$
R=\int_{0}^{t} e^{c\left(u-t_{1}\right)}[B+R D R] e^{A\left(t-t_{1}\right)} d t_{1}
$$

2. Use successive approximations, plus the properties of $C$ and $A$, to deduce that $R$ has non-negative elements in some interval $\left[0, a_{0}\right]$.
3. If $A$ and $C$ are variable, obtain the corresponding integral equation

$$
R=\int_{0}^{t} X(t) X\left(t_{1}\right)^{-1}[B+R D R]^{Y}(t) Y\left(t_{1}\right)^{-1} d t_{1}
$$

where $X, Y$ are respectively solutions of $X^{\prime}=C X, Y^{\prime}=Y A, X(0)=Y(0)=I$.
4. Show that $X(l) X\left(l_{1}\right)^{-1}, Y(t) Y\left(l_{1}\right)^{-1}$ both have non-negative clements for $0 \leq$ $t_{1} \leq t$, and proceed as above.
5. Show that the elements of $R(a)$ are monotone-increasing in $a$ if $A, B, C, D$ are constant.
6. Is this necessarily true if $A, B, C, D$ are functions of $a$ ?
7. Show that $R(\infty)=\lim _{a \rightarrow \infty} R(a)$ exists and is determined by the quadratic equation $B+C R(\infty)+R(\infty) A+R(\infty) D R(\infty)=0$.
8. Show that $R(a)$ has the form $R(\infty)+R_{1} e^{\lambda_{1} a}+\cdots$ as $a \rightarrow \infty$ where $\operatorname{Re}\left(\lambda_{1}\right)<0$ in the case where $A, B, C, D$ are constant. How does one determine $\lambda_{1}$ ?
9. Show that the monotonicity of the elements of $R(a)$ implies that $\lambda_{1}<0$.
10. How would one use nonlinear interpolation techniques to calculate $R(\infty)$ from values of $R(a)$ for small $a$ ? See R. Bellman and R. Kalaba, A Note on Nonlinear Summability Techniques in Invariant Imbedding, J. Math. Anal. Appl, vol. 6, pp. 465-472, 1963.
10. Discussion. Our objective is the solution of (1.1) in the interval $[0, a]$. Pursuing this objective in a direct fashion we encountered the problem of demonstrating that $X_{1}(a)$ was nonsingular for $a \geq 0$. To establish this result, we identified $X_{1}(a)^{-1}$ with the transmission matrix of a linear transport process and thus with the aid of a conservation relation we were able to deduce that $X_{1}(a)^{-1}$ existed for $a \geq 0$.

This means that the internal fluxes $x(t)$ and $y(t)$ are uniquely determined for $0 \leq t \leq a$, for all $a>0$.

A basic idea is that of identifying the original equations with a certain physical process and then using a different analytic formulation of this process to derive certain important results.
11. Internal Fluxes. Let us now consider a representation for the internal cases in the case where the medium is homogeneous, that is, $A, B, C, D$ are constant, and the scattering is isotropic, that is,

$$
\begin{equation*}
A=C \quad B=D \tag{1}
\end{equation*}
$$

Consider Fig. 3. Concentrating on the interval $[a, t]$, we regard $c$ and $y(t)$ as the incident fluxes. Hence, we have

$$
\begin{equation*}
x(t)=T(a-t) c+R(a-t) y(t) \tag{2}
\end{equation*}
$$

Similarly, considering the interval $[t, 0]$, we have


Fin. 3.
Combining (2) and (3), we obtain

$$
\begin{equation*}
x(t)=[I-R(a-t) R(t)]^{-1}[T(a-t) c+R(a-t) T(t) d] \tag{4}
\end{equation*}
$$

provided that $[I-R(a-t) R(t)]$ is nonsingular for $0 \leq t \leq a$. This is certainly true for small $a$. We shall leave as exercises the proof of the result for general $a$ and the demonstration of the non-negativity of $x$ and $y$ for non-negative $c$ and $d$.

## EXERCISES

1. Show that $R(a)$ has largest characteristic root (the Perron root) less than one. Hint: Use the conservation relation.
2. Hence, show that $I-R(a / 2)^{2}$ has an inverse and that this inverse is nonnegative.
3. Hence, show that $x(a / 2), y(a / 2)$ are non-negative.
4. Repeating the same type of argument for $[a / 2,0]$ and $[a, a / 2]$, show that $x(t)$ and $y(t)$ are non-negative for $a / 4,3 a / 4$. Proceeding in this fashion and invoking continuity, show that $x(t), y(t)$ are non-negative for $0 \leq t \leq a$.
b. Establish the relations in (2) and (3) purely analytically.
5. From the fact that

$$
[I-R(a-l) R(l)] x \doteq T(a-l) c+R(a-l) T(l) d=p
$$

possesses one solution $x$ for every $c$ and $d$, conclude that $I-R(a-l) R(t)$ possesses an inverse, and thus that the largest characteristic root of $R(a-t) R(t)$ cannot be one.
7. To show that this largest characteristic root must be less than one in absolute value, iterate the relation

$$
\begin{aligned}
x & =p+R(a-t) R(l) x \\
& =p+R(a-t) R(t) p+\cdots+[R(a-t) R(t)]^{n-1} p+R(a-\imath) R(t)^{n} x
\end{aligned}
$$

and use the fact that $p, x, R(a-t) R(t)$ are all non-negative.
8. Extend the foregoing considerations to the homogeneous, anisotropic case.
9. Extend the foregoing considerations to the inhomogeneous $c_{i}$ se.
12. Absorption Processes. Consider the more general case where particles can disappear without producing other particles as a result of
an interaction. Call this phenomenon absorption. Introduce the quantities $i=1,2, \ldots, N$,
$e_{i i}(t) \Delta=$ the probability that a particle of type $i$ is absorbed in traversing the interval $[t+\Delta, t]$ traveling in a right-hand direction
$f_{i i}(t) \Delta=$ the probability that a particle of type $i$ is absorbed traversing the interval $[t, t+\Delta]$ traveling in a left-hand direction

We suppose that $e_{i i}, f_{i i} \geq 0$ and that

$$
\begin{align*}
& M(A+B+E)=M \\
& M(C+D+F)=M \tag{2}
\end{align*}
$$

for $t \geq 0$. This means that a particle is either forward-scattered, backscattered, or absorbed.

Introduce the functions
$l_{i j}(a)=$ the probability that a particle of type $j$ incident upon $[a, 0]$ from the left results in the absorption of a particle of type $i$ in $[a, 0], i, j=1,2, \ldots, N$

$$
\begin{equation*}
\cdots \tag{3}
\end{equation*}
$$

Setting $L(a)=\left(l_{i j}(a)\right)$, it is easy to see from the type of argument given in Sec. 6 that the matrix $L$ satisfies the differential equation

$$
\begin{equation*}
L^{\prime}=E+L A+F R+L D R \quad L(0)=0 \tag{4}
\end{equation*}
$$

where $E$ and $F$ are the diagonal matrices composed of the $e_{i i}$ and $f_{i i}$ respectively. We call $L$ a dissipation matrix.

We expect to have the conservation relation

$$
\begin{equation*}
M(R+T+L)=M \tag{5}
\end{equation*}
$$

for $a \geq 0$. To demonstrate this we proceed as before. We have, suitably grouping terms,

$$
\begin{align*}
{[M(R+T+L)]^{\prime}=} & M(B+E)+M(R+T+L) A \\
& +M(C+F) R+M(R+T+L) D R \\
= & M(B+E)+M A+M(C+F) R+M D R \\
& +M(R+T+L-I) A \\
= & +M(R+T+L+B+E) D R \\
& +M(R+T+L-I) A \\
& +M(R+T+L-I) D R \\
= & M(R+T+L-I)(A+D R)
\end{align*}
$$

This equation clearly has the solution $M(R+T+L-I)=0$.

As before, we have $R$ and $T$ non-negative and the same is readily demonstrated for $L$. From here on, the results and methods are as before, and we leave the details as exercises.

## MISCELLANEOUS EXERCISES

1. Consider the three-dimensional linear system $x^{\prime}=A x$ for which $x$ is specified by the conditions $x_{1}(0)=c_{1},\left(x\left(l_{1}\right), b^{(1)}\right)=c_{2},\left(x(a), b^{(1)}\right)=c_{3}$, where $x_{1}$ is the first component of $x, b^{(1)}, b^{(2)}$ are given vectors and $0<t_{1}<a$. Obtain relations for the missing components of $x(0), x_{1}(0)=f_{1}\left(a, c_{2}, c_{8}\right), x_{2}(0)=f_{2}\left(a, c_{2}, c_{3}\right)$.
2. Obtain corresponding results in the $N$-dimensional case.
3. Write

$$
\binom{f_{1}\left(a, c_{2}, c_{3}\right)}{f_{2}\left(a, c_{2}, c_{8}\right)}=F(a)\binom{c_{2}}{c_{3}}
$$

and obtain a differential equation satisfied by $\boldsymbol{F}(\mathbf{a})$, See R. Bellman Invariant Imbedding and Multipoint Boundary-value Problems, J. Math. Anal. Appl., vol. 24, 1968.
4. Consider the case where there is only one state and scattering produces a change of direction. Let $r(a)$ denote the intensity of reflected flux. Show by following successive reflections and transmissions that

$$
\begin{aligned}
r(a+b) & =r(a)+t(a) r(b) t(a)+t(a) r(b) r(a) r(b) t(a)+\cdots \\
& =\frac{r(a)+r(b)}{1-r(a) r(b)}
\end{aligned}
$$

5. Obtain the corresponding relation for the transmission function.
6. Obtain the analogous relations in the multitype case where $R(a)$ and $T(a)$ are matrices.
7. Do these functional equations determine $R(a)$ and $T(a)$ ? See the dise sion of Polya's functional equation in Sec. 16 of Chap. 10.
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## 19

## Numerical Inversion of the Laplace Transform and Tychonov Regularization

1. Introduction. In Chap. 11 we briefly indicated some of the advantages of using the Laplace transform to treat linear ordinary differential equations of the form

$$
\begin{equation*}
x^{\prime \prime}=A x \quad x(0)=c \tag{1}
\end{equation*}
$$

where $A$ is a constant matrix. If we set

$$
\begin{equation*}
y(s)=L(x)=\int_{0}^{\infty} e^{-s t} x(t) d t \tag{2}
\end{equation*}
$$

we obtain for $\operatorname{Re}(s)$ sufficiently large the simple explicit result

$$
\begin{equation*}
y=(A-s I)^{-1} c \tag{3}
\end{equation*}
$$

The problem of obtaining $x$ given $y$ poses no analytical difficulty in this case since all that is required is the elementary result

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} e^{a t} d t=\frac{1}{(s-a)} \tag{4}
\end{equation*}
$$

together with limiting forms.
Comparing (1) and (3), we see that one of the properties of the Laplace transform is that of reduction of level of transcendence. Whereas (1) is a linear differential equation for $x$, (3) is a linear algebraic equation for $y$. As soon as we think in these terms, we are stimulated to see if the Laplace transform plays a similar role as far as other important types of functional equations are concerned. As we shall readily show, it turns out that it does. This explains its fundamental role in analysis.

This, however, is merely the start of an extensive investigation centering about the use of a readily derived Laplace transform of a function to deduce properties of the function. Many interesting questions of matrix theory arise in the course of this investigation which force us to consider ill-conditioned systems of linear algebraic equations. In this fashion we make contact with some important ideas of Tychonov which
lie at the center of a great deal of current work in the analytic and computational study of partial differential equations and equations of more complex type.

## EXERCISE

1. Establish the Borel identity

$$
L\left(\int_{0}^{t} u\left(t-t_{1}\right) v\left(t_{1}\right) d t_{1}\right)=L(u) L(v)
$$

under appropriate conditions on $u$ and $v$ by considering integration over the shaded region in Fig. 1 and interchanging the orders of integration.


Fia. 1.
2. The Heat Equation. Consider the partial differential equation

$$
\begin{align*}
k(x) u_{t} & =u_{x x} & & \\
u(0, t) & =u(1, t)=0 & & t>0  \tag{1}\\
u(x, 0) & =g(x) & & 0<x<1
\end{align*}
$$

Let us proceed formally to obtain an ordinary differential equation for $L(u)$ assuming that all of the operations we perform are justifiable. As mentioned above, our aim is solely to point out some of the uses of the Laplace transform. We have

$$
\begin{align*}
L\left(k(x) u_{i}\right) & =L\left(u_{x x}\right) \\
k(x) L\left(u_{i}\right) & =L(u)_{x x}  \tag{2}\\
-s k(x) g(x)+s k(x) L(u) & =L(u)_{x x}
\end{align*}
$$

Hence, setting

$$
\begin{equation*}
v=L(u) \equiv v(x, s) \tag{3}
\end{equation*}
$$

we obtain for each fixed $s$ an ordinary differential equation for $v$,

$$
\begin{align*}
v_{x x}-s k(x) v & =-k(x) g(x)  \tag{4}\\
v(0) & =v(1)=0
\end{align*}
$$

For any value of $s$ it is an easy matter to solve (4) numerically.

## EXERCISES

1. What modifications are necessary if the boundary conditions are $u(0, t)=f_{1}(t)$, $u(1, t)=f_{2}(t)$ ?
2. Obtain an analytic expression for $L(u)$ in the case where $k(x) \equiv k$, a positive constant.
3. The Renewal Equation. Consider the renewal equation

$$
\begin{equation*}
u(t)=f(t)+\int_{0}^{1} k\left(t-t_{1}\right) u\left(t_{1}\right) d t_{1} \tag{1}
\end{equation*}
$$

which arises in many parts of pure and applied mathematics. Using the Borel result (Exercise 1 at the end of Sec. 1), we have

$$
\begin{equation*}
L(u)=L(f)+L(k) L(u) \tag{2}
\end{equation*}
$$

whence

$$
\begin{equation*}
L(u)=\frac{L(f)}{1-L(k)} \tag{3}
\end{equation*}
$$

an important explicit representation for $L(u)$.
4. Differential-difference Equations. As a third example of the use of the Laplace transform in simplifying equations, consider the linear differential-difference equation

$$
\begin{array}{rlrl}
u^{\prime}(t) & =a u(t)+b u(t-1) & t & \geq 0 \\
u(t) & =g(t) & -1 \leq t \leq 0
\end{array}
$$

We have

$$
\begin{equation*}
L\left(u^{\prime}\right)=a L(u)+b L(u(t-1)) \tag{2}
\end{equation*}
$$

Using the relations

$$
\begin{align*}
L\left(u^{\prime}\right) & =-g(0)+s L(u) \\
\int_{0}^{\infty} u(t-1) e^{-s t} d t & =\int_{0}^{1}+\int_{1}^{\infty}  \tag{3}\\
& =\int_{-1}^{0} g\left(t_{1}\right) e^{-t\left(1-t_{1}\right)} d t_{1}+e^{-t} \int_{0}^{\infty} e^{-s t} u(t) d t \\
& =\int_{-1}^{0} g\left(t_{1}\right) e^{-t\left(1-t_{1}\right)} d t_{1}+e^{-t} L(u)
\end{align*}
$$

we readily obtain the expression

$$
\begin{equation*}
L(u)=\frac{\int_{-1}^{0} g\left(t_{1}\right) e^{-\varepsilon\left(1-t_{1}\right)} d t_{1}+g(0)}{\left(s-a-b e^{-\theta}\right)} \tag{4}
\end{equation*}
$$

5. Discussion. We have illustrated the point that in a number of important cases it is easy to obtain an explicit representation for $L(u)$. The basic question remains: What is the value of this as far as ascertaining the behavior of $u$ is concerned?

There are two powerful techniques which we can employ. The first is the use of the complex inversion formula

$$
\begin{equation*}
u=\frac{1}{2 \pi i} \int_{C} L(u) e^{a t} d s \tag{1}
\end{equation*}
$$

where $C$ is a suitable contour. Once (1) has been established, we have
at our command the powerful resources of the theory of functions of complex variables.

The second general technique involves the use of Tauberian theory, a theory which enables us to relate the behavior of $u(t)$ for large $t$ to the behavior of $L(u)$ at $s=0$. Both of these methods are discussed in references cited at the end of the chapter.

Here we wish to discuss a numerical inversion technique which yields values of $u(t)$ for $t \geq 0$ in terms of values of $L(u)$ for $s \geq 0$. This numerical work, however, will often be guided by preliminary and partial results obtained using the two methods just mentioned. That there are serious difficulties in this approach to the numerical inversion of the Laplace transform is due essentially to the fact that in its general form the task is impossible.
6. Instability. By this last comment concerning impossibility, we mean that $L^{-1}$ is an unstable operator, which is to say, arbitrarily small changes in $y=L(x)$ can produce arbitrarily large changes in the function $x$.

Consider as a simple example of this phenomenon the familiar integral

$$
\begin{equation*}
\int_{0}^{\infty} e^{-4 t} \sin \text { at } d t=\frac{a}{\left(s^{2}+a^{2}\right)} \quad a>0 \tag{1}
\end{equation*}
$$

For real s, we have

$$
\begin{equation*}
\frac{a}{\left(s^{2}+a^{2}\right)} \leq \frac{1}{a} \tag{2}
\end{equation*}
$$

Hence, by taking $a$ arbitrarily large, we can make $L(\sin a t)$ arbitrarily small. Nonetheless, the function sin at oscillates between values of $\pm 1$ for $t \geq 0$.

Consequently, the question of obtaining the numerical values of $u$ of the linear integral equation

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} u(t) d t=v(s) \tag{3}
\end{equation*}
$$

given numerical values of $v(s)$, makes sense only if we add to a set of numerical values of $v(s)$ some information concerning the structure of $u(t)$. This is the path we shall pursue.
7. Quadrature. The first step is a simple one, that of approximating to an integral by a sum. There are many ways we can proceed. Thinking of an integral as representing the area under a curve (see Fig. 2), we can write

$$
\begin{equation*}
\int_{0}^{1} u(t) d t \cong u(0) \Delta+u(\Delta) \Delta+\cdots+u((N-1) \Delta) \Delta \tag{1}
\end{equation*}
$$

where $N \Delta=1$. More accurate results can be obtained by using a trapezoidal approximation to the area $\int_{k \Delta}^{(k+1) \Delta} u(t) d t$, and so forth.

As usual in computational analysis, we are torn between two criteria, one in terms of accuracy, the other in the coordinates of time. A method designed to yield a high degree of accuracy can require a correspondingly large amount of computation; a procedure requiring a relatively small number of calculations can produce undesirably large errors. Let us consider, to illustrate this Scylla and Charybdis of numerical analysis, a situation encountered, say, in connection with the heat equation discussed in Sec. 2, where the evolution of each functional value $u(k \Delta)$ consumes an appreciable time. The price of desired accuracy using the quadrature relation in (1), namely choosing sufficiently small $\Delta$, may thus be too high.
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Let us then provide ourselves with a bit more flexibility by calculating values of $u(t)$ at irregularly spaced points $\left\{t_{i}\right\}$, called quadrature points, and suitably weighting the results. We write

$$
\begin{equation*}
\int_{0}^{1} u(t) d t \cong \sum_{i=1}^{N} w_{i} u\left(l_{i}\right) \tag{2}
\end{equation*}
$$

where the weights $w_{i}$ are called the Christoffel numbers.
There are clearly many ways of choosing the $t_{i}$ and $w_{i}$, each convenient according to some preassigned criterion of convenience. We shall follow a procedure due to Gauss.
8. Gaussian Quadrature. Let us show that the $w_{i}$ and $t_{i}$ are uniquely determined by the condition that (7.2) is exact for polynomials of degree less than or equal to $2 N-1$. To demonstrate this, let us recall some facts concerning the Legendre polynomials, $\left\{P_{n}(t)\right\}$.

These polynomials constitute an orthogonal set over $[-1,1]$,

$$
\begin{equation*}
\int_{-1}^{1} P_{m} P_{n} d t=0 \quad m \neq n \tag{1}
\end{equation*}
$$

which is equivalent to the statement that

$$
\begin{equation*}
\int_{-1}^{1} t^{k} P_{n} d t=0 \quad k=0,1,2, \ldots, n-1 \tag{2}
\end{equation*}
$$

Furthermore, they are a complete set over $L^{2}(-1,1)$ in the sense that any function $u(t)$ belonging to $L^{2}(-1,1)$ can be arbitrarily closely approximated by a linear combination $\sum_{k=0}^{N} a_{k} P_{k}(t)$ in the $L^{2}$ norm for $N$ sufficiently large. If we take $u(t)$ to be continuous, we can replace the $L^{2}$ norm by the maximum norm $\|u\|=\max _{-1 \leq \leq \leq 1}|u|$.

We begin our derivation of the Gaussian quadrature formula by considering the shifted Legendre polynomial

$$
\begin{equation*}
P_{n}^{*}(t)=P_{n}(1-2 t) \quad n=0,1,2, \ldots \tag{3}
\end{equation*}
$$

These polynomials constitute a complete orthogonal set over $[0,1]$ and are determined by the analogue of (2),

$$
\begin{equation*}
\int_{0}^{1} t^{k} P_{n}^{*}(t) d t=0 \quad k=0,1,2, \ldots, n-1 \tag{4}
\end{equation*}
$$

up to a normalizing factor which is chosen sometimes one way and sometimes another depending upon our convenience.

Using the functions $t^{t} P_{N}^{*}, k=0,1, \ldots, N-1$ as "test functions," we see that the required equality in (7.2) yields the equations

$$
\begin{equation*}
0=\int_{0}^{1} t^{k} P_{N}^{*}(t) d t=\sum_{i=1}^{N} w_{i} t_{i}{ }^{k} P_{N}^{*}\left(t_{i}\right) \tag{5}
\end{equation*}
$$

$k=0,1, \ldots, N-1$. Regard this as a system of $N$ simultaneous linear algebraic equations for the $N$ quantities $w_{i} P_{N}^{*}\left(t_{i}\right), i=1,2, \ldots, N$. The matrix of coefficients is

$$
\begin{equation*}
V\left(t_{1}, t_{2}, \ldots, t_{N}\right)=\left(t_{i}^{k}\right) \tag{6}
\end{equation*}
$$

the Vandermonde matrix, which, as we know, is nonsingular if the $t_{i}$ are distinct. Naturally, we assume that they are. Hence, (5) implies that

$$
\begin{equation*}
w_{i} P_{N}^{*}\left(t_{i}\right)=0 \quad i=1,2, \ldots, N \tag{7}
\end{equation*}
$$

Since the $w_{i}$ are assumed nonzero, we see that the quadrature points are the $N$ zeros of $P_{N}^{*}(t)$, which we know lie in $[0,1]$.

## EXRRCISES

1. Show that

$$
w_{i}=\int_{0}^{1} \frac{P_{N}^{*}(t) d t}{\left(t-t_{i}\right) P_{N}^{* \prime}\left(t_{i}\right)} \quad i=1,2, \ldots, N
$$

How does one show that the $w_{i}$ are positive?
2. With the foregoing determination of $t_{i}$ and $w_{i}$, show that

$$
\int_{0}^{1} u(t) d t=\sum_{i=1}^{N} w_{i} u\left(t_{i}\right)
$$

for any polynomial of degree $2 N-1$ or less.
3. Determine the possible sets of quadrature points and weights if we assume that (7.2) holds for all polynomials of degree less than or equal to $M$ which are zero at $t=0$. What relation holds between $M$ and $N$ if we wish the $w_{i}$ and $t_{i}$ to be uniquely determincd?
4. Obtain similar results for the case where conditions hold at both $t=0$ and $t=1$ on $u(t)$ and its derivatives.
9. Approximating System of Linear Equations. With this as background, let us return to the numerical solution of

$$
\begin{equation*}
\int_{0}^{\infty} u(t) e^{-s t} d t=v(s) \tag{1}
\end{equation*}
$$

To employ the preceding results, we first make a change of variable

$$
\begin{equation*}
e^{-t}=r \tag{2}
\end{equation*}
$$

obtaining

$$
\begin{equation*}
\int_{0}^{1} u\left(\log \frac{1}{r}\right) r^{s-1} d r=v(s) \tag{3}
\end{equation*}
$$

Write

$$
\begin{equation*}
g(r)=u\left(\log \frac{1}{r}\right) \tag{4}
\end{equation*}
$$

and employ the quadrature approximation of Sec. 8. The result is the relation

$$
\begin{equation*}
\sum_{i=1}^{N} w_{i} g\left(r_{i}\right) r_{i}^{6-1} \cong v(s) \tag{5}
\end{equation*}
$$

We now set $s=1,2, \ldots, N$, and consider the approximate systemı of linear algebraic equations

$$
\begin{equation*}
\sum_{i=1}^{N} u_{i} r_{i}^{k} g\left(r_{i}\right)=v(k+1) \quad k=0,1, \ldots, N-1 \tag{6}
\end{equation*}
$$

These $N$ equations uniquely determine the $N$ quantities $w_{i} y\left(r_{i}\right)$ since the determinant of the coefficients is the Vandermonde determinant which is nonzero.
10. A Device of Jacobi. There is strong temptation at this point to relegate the further steps of the numerical solution to the sturdy keepers of algorithms for solving linear systems of algebraic equations. There are important reasons for resisting this apparently easy way out. In the first place, there is nothing routine about the procedure; in the second place, some important analytic concepts are involved.

To begin with, let us show that we can obtain an explicit representation for the inverse of the Vandermonde matrix, which means that we can obtain an explicit solution of (9.6) for arbitrary $v$.

Introduce the new variables $y_{i}=w_{i} g\left(x_{i}\right), i=1,2, \ldots, N$, and set $a_{k}=v(k+1)$. The system in (9.6) takes the simpler form

$$
\begin{equation*}
\sum_{i=1}^{N} r_{i} y_{i}=a_{k} \quad k=0,1, \ldots, N-1 \tag{1}
\end{equation*}
$$

Multiply the $k$ th equation by the parameter $q_{k}$, to be determined in a moment, and add. The result is

$$
\begin{equation*}
\sum_{i=1}^{N} y_{i}\left(\sum_{k=0}^{N-1} q_{k} r_{i}^{k}\right)=\sum_{k=0}^{N-1} a_{k} q_{k} \tag{2}
\end{equation*}
$$

Let the polynomial $f(r)$ be defined by

$$
\begin{equation*}
f(r)=\sum_{k=0}^{N-1} q_{k} r^{k} \tag{3}
\end{equation*}
$$

Then (2) may be written

$$
\begin{equation*}
\sum_{i=1}^{N} y_{i} f\left(r_{i}\right)=\sum_{k=0}^{N-1} a_{k} q_{k} \tag{4}
\end{equation*}
$$

It remains to choose $f$ in an expeditious fashion. Suppose that $f$ is chosen to satisfy the conditions

$$
\begin{align*}
& f\left(r_{j}\right)=1 \\
& f\left(r_{i}\right)=0 \quad i \neq j \tag{5}
\end{align*}
$$

Call this polynomial obtained in this fashion $f_{j}$ and write

$$
\begin{equation*}
f_{j}(r)=\sum_{k=0}^{N-1} q_{k j} r^{k} \tag{6}
\end{equation*}
$$

Then (4) reduces to

$$
\begin{equation*}
y_{j}=\sum_{k=0}^{N-1} a_{k} q_{k j} \tag{7}
\end{equation*}
$$

The polynomial satisfying (5) is determined in principle by the Lagrange interpolation formula. In this case, it is readily obtained, namely

$$
\begin{equation*}
f_{j}(r)=\frac{P_{N}^{*}(r)}{\left(r-r_{j}\right) P_{N}^{* \prime}\left(r_{j}\right)} \quad j=1,2, \ldots, N \tag{8}
\end{equation*}
$$

With the aid of the recurrence relations for the Legendre polynomials, the $q_{k j}$ can be calculated to any desired degree of accuracy.

## EXERCISE

1. Why does it make any difference computationally that we can use (8) rather than the general formula for the Lagrange interpolation polynomial?
2. Discussion, With the aid of analytic and numerical expressions for the explicit inverse of $V\left(r_{1}, r_{2}, \ldots, r_{N}\right)$ we have apparently completed our self-imposed task, that of obtaining an approximate inversion formula. Nonetheless, the results of Sec. 6, which tell us that $L^{-1}$ is an unstable operator warn us that there must be a catch somewhere. There is!

The unboundedness of $L^{-1}$ manifests itself in the fact that $V\left(r_{1}, r_{2}, \ldots, r_{N}\right)$ is an ill-conditioned matrix. This is equivalent to saying that $x=V^{-1} b$, the solution of

$$
\begin{equation*}
V x=b \tag{1}
\end{equation*}
$$

is highly sensitive to small changes in $b$. To see this, let us note the values of the inverse of ( $w_{i} r_{i}^{j-1}$ ) for the $N=10$. It is sufficient to present the values of the last row of this matrix to illustrate the point we wish to make.

$$
\begin{array}{rr}
-6.2972078903648367 & -1 \\
6.8631241594216109 & 1 \\
-1.8007322514163832 & 3 \\
1.9787480981636393 & 4 \\
-1.1232455134290224 & 5 \\
3.6273559299309234 & 5 \\
-6.9145818794948088 & 5 \\
7.6901847430849219 & 5 \\
-4.6080521705455609 & 5 \\
1.1482677561426949 & 5
\end{array}
$$

The last digits indicate the appropriate power of 10 by which the preceding seventeen-digit value is to be multiplied.

We see from an examination of the foregoing table that small changes in the values of the $a_{k}$ in (9.7) can result in large changes in the value of the $y_{j}$. For the case where the values of the $a_{k}$ can be generated analytically, the problem is not overwhelming since we can calculate the desired values, at some small effort, to an arbitrary degree of accuracy, single precision, double precision, triple precision, etc. In many cases, however, the values are obtained experimentally with a necessarily limited accuracy. In other cases, $V$, the Vandermonde matrix, is replaced by another ill-conditioned matrix whose inverse cannot be readily calculated with any desired degree of accuracy; see Sec. 16 for an illustration of this.

The problem of solving unstable equations ("improperly posed" problems in the terminology of Hadamard) is fundamental in modern science, and feasible solution represents a continual challenge to the ingenuity and art of the mathematicion. It is clear, from the very nature of the problem, that there can never be a uniform or definitive solution to a question of this nature. Hence, we have the desirable situation of a never-ending supply of almost, but not quite, impossible problems in analysis.
12. Tychonov Regularization. The problem we pose is that of devising computational algorithms for obtaining an acceptable solution of

$$
\begin{equation*}
A x=b \tag{1}
\end{equation*}
$$

where $A^{-1}$ exists, but where $A$ is known to be ill-conditioned.
A first idea is to regard (1) as the result of minimizing the quadratic form

$$
\begin{equation*}
Q(x)=(A x-b, A x-b) \tag{2}
\end{equation*}
$$

and thus replace (1) by

$$
\begin{equation*}
A^{T} A x=A^{T} b \tag{3}
\end{equation*}
$$

The matrix of coefficients is now symmetric.
Unfortunately, it turns out that $A^{T} A$ may be more ill-conditioned than $A$ and thus that (3) may result in even more chaotic results. A slight, but fundamental, modification of the foregoing procedure does, however, lead to constructive results. Let us replace the solution of (1) by the problem of minimizing

$$
\begin{equation*}
R(x)=(A x-b, A x-b)+\varphi(x) \tag{4}
\end{equation*}
$$

where $\varphi(x)$ is a function carefully chosen to ensure the stability of the equation for the minimizing $x$. This is called Tychonov regularization.

The rationale behind this is the following. We accept the fact that the general problem of solving (1), where $A$ is ill-conditioned and $b$ is imprecisely given, is impossible. We cannot guarantee accuracy. Rather than a single solution, (1) determines an equivalence class, the set of vectors $x$ such that $\|A x-b\| \leq \epsilon$, where $\|\cdot \cdot \cdot\|$ is some suitable norm. Due to the ill-conditioning of $A$ we possess no way of choosing the vector we want in this equivalence class without some further information concerning $x$. The function $\varphi$ represents the use of this additional information.

Our thesis is that in any particular analytic or scientific investigation there is always more data concerning $x$ than that present in (1). The challenge is to make use of it.

Let us give two examples which we will expand upon. Suppose that as a result of preliminary studies we know that $x \cong c$, a given vector.

Then we can choose

$$
\begin{equation*}
\varphi(x)=\lambda(x-c, x-c) \tag{5}
\end{equation*}
$$

where $\lambda>0$, and consider the problem of minimizing

$$
\begin{equation*}
R_{1}(x, \lambda)=(A x-b, A x-b)+\lambda(x-c, x-c) \tag{6}
\end{equation*}
$$

Alternatively, we may know that the components of $x$, the $x_{i}$, viewed as functions of the index $i$, vary "smoothly" with $i$. By this we mean, for examplé, that we can use the values of $x_{1}, x_{2}, \ldots, x_{i-1}$ to obtain a reasonable estimate for the value of $x_{i}$. Alternately, we can say that there is a high degree of correlation among the values of the $x_{i}$. This is an intrinsic condition, as opposed to the first example, where we have invoked external data. In this case we may take

$$
\begin{equation*}
\varphi(x)=\lambda\left[\left(x_{2}-x_{1}\right)^{2}+\left(x_{3}-x_{2}\right)^{2}+\cdots+\left(x_{N}-x_{N-1}\right)^{2}\right] \tag{7}
\end{equation*}
$$

$\lambda>0$, and consider the problem of minimizing

$$
\begin{array}{r}
R_{2}(x, \lambda)=(A x-b, A x-b)+\lambda\left[\left(x_{2}-x_{1}\right)^{2}\right. \\
\left.+\cdots+\left(x_{N}-x_{N-1}\right)^{2}\right] \tag{8}
\end{array}
$$

How to choose $\lambda$ will be discussed below.
13. The equation $\varphi(x)=\lambda(x-c, x-c)$. Let us consider the minimization of

$$
\begin{equation*}
R(x)=(A x-b, A x-b)+\lambda(x-c, x-c) \tag{1}
\end{equation*}
$$

where $\lambda>0$. It is easy to see that the minimum value is given by

$$
\begin{equation*}
x=\left(A^{T} A+\lambda I\right)^{-1}\left(A^{T} b+\lambda c\right) \tag{2}
\end{equation*}
$$

The question arises as to the choice of $\lambda$. If $\lambda$ is "small," we are close to the desired value $A^{-1} b$; if $\lambda$ is "small," however, $A^{T} A+\lambda I$ will still be ill-conditioned and we may not be able to calculate $x$ effectively. How then do we choose $\lambda$ ?

In general, there is no satisfnctory answer since, as we mentioned above, there is no uniform method of circumventing the instability of $L^{-1}$. We must rely upon trial and error and experience. In some cases we can apply various analytic techniques to circumvent partially the uncertainty concerning a suitable choice of $\lambda$. We shall indicate some of these devices in the exercises.

## EXERCISES

1. Show that, for small $\lambda, x(\lambda)=x_{0}+\lambda y_{1}+\lambda^{2} y_{2}+\cdots$, where the $y_{i}$ are independent of $\lambda$.
2. Discuss the possibility of using "deferred passage to the limit" to calculate $x_{0}$ from $x(\lambda)$ calculated using convenient values of $\lambda$, that is, set $x_{0}=2 x(\lambda)-x(2 \lambda)+O\left(\lambda^{2}\right)$, etc.
3. Consider the method of successive approximations,

$$
x_{n+1}=\left(A^{T} A+\lambda I\right)^{-1}\left(A^{T b}+\lambda x_{n}\right) \quad n \geq 0
$$

$x_{0}=c$. Show that $x_{n}$ converges to $x$ for any $\lambda>0$ and any $c$.
4. What is the rate of convergence? How does this rate of convergence affect a choice of $\lambda$ ? Discuss the possibility of using nonlinear extrapolation techniques.
5. Consider an application of dynamic programming to the minimization of $\boldsymbol{R}(x)$ along the following lines. Write

$$
\begin{aligned}
& R_{1}(x)=\lambda_{1}\left(x_{1}-c_{1}\right)^{2}+\sum_{i=1}^{N}\left(a_{i i} x_{1}-b_{i}\right)^{2} \\
& R_{M}(x)=\left[\lambda\left(x_{1}-c_{1}\right)^{2}+\lambda\left(x_{2}-c_{2}\right)^{2}+\cdots+\lambda\left(x_{M}-c_{M}\right)^{2}\right. \\
& \left.+\sum_{i=1}^{N}\left(\sum_{i=1}^{M} a_{i j} x_{j}-b_{i}\right)^{2}\right]
\end{aligned}
$$

$$
f_{M}(b)=\min _{x} R_{M}(x)
$$

Show that

$$
f_{M}(b)=\min _{x M}\left[\lambda\left(x_{M}-c_{M}\right)^{2}+f_{M-1}\left(b-x_{M} a^{(M)}\right)\right]
$$

where $a^{(M)}=\left(a_{1 M}, a_{2 M}, \ldots, a_{N M}\right)$.
6. Use the foregoing functional equation and the fact that

$$
f_{M}(b)=\left(b, Q_{M} b\right)+2\left(p_{M}, b\right)+r_{M}
$$

to obtain recurrence relations for $Q_{M}, p_{M}, r_{M}$.
7. Is there any particular advantage in numbering the unknowns $x_{1}, x_{2}, \ldots, x_{N}$ in one order rather than another? (What we are hinting at here is that computing may be regarded as an adaptive control process where the objective is to minimize the total error, or to keep it within acceptable bounds.)
14. Obtaining an Initial Approximation. One way to obtain an initial approximation as far as the numerical inversion of the Laplace transform is concerned is to begin with a low-order quadrature approximation. Although the accuracy of the results obtained is low, we encounter no difficulty in calculating the solution of the associated linear equations.

Suppose, for example, we use initially a five-point Gaussian quadrature (see Fig. 3).
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Using the Lagrange interpolation formula, we pass a polynomial of degree four through these points, $\left\{r_{i 5}, g\left(r_{i b}\right)\right\}$, and then use this polynomial to obtain starting values for the values of $g$ at the seven quadrature points for a quadrature formula of degree seven. The seven values constitute our initial vector $c$ in the successive approximation scheme of the exercises of Sec. 13. We can continue in this way, increasing the dimension of the process step-by-step until we obtain sufficient agreement.

One measure of agreement would be the simultaneous smallness of the quantities $(A x-b, A x-b)$ and $(x-c, x-c)$.
15. Self-consistent $\varphi(x)$. The numerical inversion of the Laplace transform furnishes us with an example of a case where the $x_{i}$ vary smoothly with $i$. Let us then consider the function introduced in (12.7). One interesting approach to the problem of minimizing

$$
\begin{align*}
& R(x)=(A x-b, A x-b) \\
& \quad+\lambda\left[\left(x_{2}-x_{1}\right)^{2}+\left(x_{3}-x_{2}\right)^{2}+\cdots\left(x_{N}-x_{N-1}\right)^{2}\right] \tag{1}
\end{align*}
$$

is by way of dynamic programming.
Introduce the sequence of functions
$f_{k}(z, c)=\min _{x}\left[\sum_{i=1}^{M}\left(\sum_{j=k}^{N} a_{i j} x_{j}-z_{i}\right)^{2}\right.$

$$
\begin{equation*}
+\lambda\left[\left(x_{N}-x_{N-1}\right)^{2}+\cdots\left(x_{k}-c\right)^{2}\right] \tag{2}
\end{equation*}
$$

$k=2,3, \ldots, N$. Then

$$
\begin{equation*}
f_{k}(z, c)=\min _{x_{k}}\left[\lambda\left(x_{k}-c\right)^{2}+f_{k+1}\left(2-a^{(k)} x_{k}, x_{k}\right)\right] \tag{3}
\end{equation*}
$$

where $a^{(k)}=\left(a_{1 k}, a_{2 k}, \ldots, a_{M k}\right)$.
Setting

$$
\begin{equation*}
f_{k}(z, c)=\left(z, Q_{k} z\right)+2\left(z, p_{k}\right) c+r_{k} c^{2} \tag{4}
\end{equation*}
$$

we can, as in Chap. 17, use (3) to obtain recurrence relations for $Q_{k}$, $p_{k}$, and $r_{k}$. Once the quadratic $f_{2}\left(b, x_{1}\right)$ has been determined in this fashion, we minimize over $x$. We leave the nontrivial details as a set of exercises.

## EXERCISE

1. Carry out a similar procedure for the minimization of

$$
R(x)=(A x-b, A x-b)+\lambda\left[\left(x_{8}-2 x_{2}+x_{1}\right)^{2}+\cdots+\left(x_{N}-2 x_{N-1}+x_{N-2}\right)^{2} l\right.
$$

16. Nonlinear Equations. Suppose that we attempt to apply the same techniques to nonlinear systems. Consider, as a simple case illustrating the overall idea, the equation

$$
\begin{equation*}
u^{\prime}=-u+u^{2} \quad u(0)=c \tag{1}
\end{equation*}
$$

Take $|c|<1$ which ensures the existence of $u(t)$ for $t \geq 0$. We have

$$
\begin{align*}
s L(u)-c & =-L(u)+L\left(u^{2}\right) \\
L(u) & =\frac{c}{(s+1)}+\frac{L\left(u^{2}\right)}{(s+1)} \tag{2}
\end{align*}
$$

We can approach the problem of calculating $L(u)$ by means of successive approximations, namely

$$
\begin{align*}
L\left(u_{0}\right) & =\frac{c}{(s+1)}  \tag{3}\\
L\left(u_{n+1}\right) & =\frac{c}{(s+1)}+\frac{L\left(u_{n}^{2}\right)}{(s+1)}
\end{align*}
$$

If we apply quadrature techniques, we see that we encounter the same coefficient matrix at each stage which means that we can use the explicit inverse previously obtained. Note that $L\left(u_{n}{ }^{2}\right)$ is evaluated using the values of $u_{n}$ at the fixed quadrature points. A serious difficulty with the foregoing approach, however, is that the convergence is slow. Since the evaluation of $L\left(u_{n}{ }^{2}\right)$ by means of quadrature can introduce nonnegligible errors, it is plausible that repeated use of the foregoing techniques can lead to considerable and unacceptable error.

Let us employ then in place of (3) a quasilinearization technique. Writing

$$
\begin{equation*}
u_{n+1}^{\prime}=-u_{n+1}+2 u_{n} u_{n+1}-u_{n}^{2} \quad u_{n+1}(0)=c \tag{4}
\end{equation*}
$$

we have

$$
\begin{align*}
L\left(u_{n+1}^{\prime}\right) & =-L\left(u_{n+1}\right)+2 L\left(u_{n} u_{n+1}\right)-L\left(u_{n}^{2}\right)  \tag{5}\\
(s+1) L\left(u_{n+1}\right) & =c+2 L\left(u_{n} u_{n+1}\right)-L\left(u_{n}^{2}\right)
\end{align*}
$$

The advantage of quasilinearization is that it provides quadratic convergence. Now, however, when we employ the quadrature technique described in the preceding pages, we face a different ill-conditioned matrix at each stage of the calculation. This is due to the presence of the term $L\left(u_{n} u_{n+1}\right)$ in (5). It is this which motivates the discussion and utilization of Tychonov regularization.
17. Error Analysis. Let us now critically examine the validity of the foregoing procedures. Essentially what we have been assuming, in treating the integral equation

$$
\begin{equation*}
\int_{0}^{1} r^{n-1} g(r) d r=v(s) \tag{1}
\end{equation*}
$$

as we did, is that we can approximate to $g(r)$ sufficiently accurately by means of a polynomial of degree $N$, namely

$$
\begin{equation*}
\|g(r)-p(r)\| \leq \epsilon \tag{2}
\end{equation*}
$$

For the moment, let us think in terms of the form

$$
\begin{equation*}
\|\cdot\|=\max _{0 \leq r \leq 1}|\cdot| \tag{3}
\end{equation*}
$$

To see the effect of this approximation, let us write

$$
\begin{equation*}
\int_{0}^{1} r^{r-1} p(r) d r=v(s)+\int_{0}^{1} r^{r-1}(p(r)-g(r)) d r \tag{4}
\end{equation*}
$$

Since $s=1,2, \ldots, N$, and $p(r)$ is a polynomial of degree $N$, the term on the left may be written

$$
\begin{equation*}
\sum_{i=1}^{N} w_{i} r_{i}^{8-1} p\left(r_{i}\right) \tag{5}
\end{equation*}
$$

Then (4) is equivalent to the system of linear equations

$$
\begin{equation*}
\sum_{i=1}^{N} w_{i} r_{i}^{t-1} p\left(r_{i}\right)=v(s)+\int_{0}^{1} r^{t-1}(p(r)-g(r)) d r \tag{6}
\end{equation*}
$$

where $s=1,2, \ldots, N$. It remains to estimate the discrepancy term.
Using (2), we have, crudely,

$$
\begin{equation*}
\left|\int_{0}^{1} r^{t-1}(p(r)-g(r)) d r\right| \leq\|g(r)-p(r)\| \int_{0}^{1} r^{s-1} d r \leq \frac{\epsilon}{s} \tag{7}
\end{equation*}
$$

We face a stability problem in comparing the solution of (6), given the estimate in (7), with the solution of

$$
\begin{equation*}
\sum_{i=1}^{N} w_{i} r_{i}^{s-1} g_{i}=v(s) \quad s=1,2, \ldots, N \tag{8}
\end{equation*}
$$

The problem is, as we have indicated, a serious one since ( $w_{i} r_{i}{ }^{j}$ ) is illconditioned. Nevertheless, it is clear that max $\left|g_{i}-p\left(r_{i}\right)\right|$ will be small, provided that $\epsilon$ is sufficiently small. The question in practice is an operational one, depending upon the relation between the degree of approximation of $g$ by a polynomial of relatively low degree and the magnitude of the coefficients in $V^{-1}$. In view of the size of these terms (see Sec. 10), it is surprising that the method works so well in practice.

One explanation may lie in the fact that we can estimate the term $\int_{0}^{1} r^{\theta-1}(p(r)-g(r)) d r$ in a far sharper fashion than that given in (7). We have

$$
\begin{align*}
\left|\int_{0}^{1}{ }_{r^{r-1}}(p(r)-g(r)) d r\right| \leq & \int_{0}^{1} r^{\theta-1}|p(r)-g(r)| d r \\
\leq\left(\int_{0}^{1}{ }^{2 \cdot 2 s-2} d r\right)^{1 / 6} & \left(\int_{0}^{1}(p(r)-q(r))^{2} d r\right)^{1 / 2} \\
& \leq \frac{1}{(2 s-1)^{3 / 2}}\left(\int_{0}^{1}(p(r)-g(r))^{2} d r\right)^{1 / 2} \tag{9}
\end{align*}
$$

upon applying the Cauchy-Schwarz inequality. It is well known that for the same degree polynomial we can obtain a considerably better mean-square approximation than that available in the Cebycev norm.

## EXERCISE

1. What determines whether we choose $s=1,2, \ldots, N$ or $s=1,1+a, 1+2 a$, . . . $1+(N-1) a$ ?

## MISCELLANEOUS EXERCISES

1. Consider the problem of minimizing the quadratic form

$$
Q(x)=\int_{0}^{1}\left(f(t)-x_{0}-x_{1} t-\cdots-x_{N} t^{N}\right)^{2} d t
$$

where $f(l)$ is a given function. Carry out some numerical experiments to ascertain whether the matrix of the associated system of linear equations is ill-conditioned or not.
2. Discuss the advantages or disadvantages of replacing $1, t, \ldots, t^{N}$ by the shifted Legendre polynomials.
3. Show that

$$
\left|\begin{array}{ccccc}
1 & -M & 0 & \cdots & 0 \\
0 & 1 & -M & \cdots & 0 \\
\cdot & & & & \\
\cdot & & & & \\
\cdot & & & 1 & -M \\
0 & \cdots & & 1 & -M \\
-m & 0 & \cdots & 0 & 1
\end{array}\right|=1-m M^{n-1}
$$

where $n$ is the order of the determinant.
4. Hence, discuss the stability of solutions of triangular systems subject to small changes in the zero elements below the main diagonal. See A. M. Ostrowski, On Nearly Triangular Matrices, J. Res. Nal. Bur. Standards, vol. 52, pp. 319-345, 1954.
5. Consider the equation $x+\lambda A x=b$ where $A$ is a positive matrix. Show that we can find a parameter $k$ such that $x=b+\mu b_{1}+\mu^{2} b_{2}+\cdots$ converges for all $\mu \geq 0$, where $\mu=\lambda /(\lambda+k)$.
6. Consider the equation $x=y+s A x$ where $s$ is a scalar parameter. Show that

$$
x=\frac{y+s\left(A+k_{1} I\right) y+s^{2}\left(A^{2}+k_{1} A+k_{2} I\right)+\cdots}{1+k_{1} s+k_{2} s^{2}+\cdots}
$$

is a solution for any sequence of values $k_{1}, k_{1}, \ldots$ What different sets of criteria are there for choosing various sets of values?
7. Consider the solution of $x=y+A x$ by means of continued fractions using the fact that $A^{n} x=A^{n} y+A^{n+1} x$. See Bellman and Richardson, ${ }^{1}$ Brown, ${ }^{2}$ and Drobnies. ${ }^{3}$
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## Appendix A

## Linear Equations and Rank

1. Introduction. In this appendix, we wish to recall some elementary results concerning determinants and the solution of linear systems of equations of the form

$$
\begin{equation*}
\sum_{j=1}^{N} a_{i j} x_{j}=c_{i} \quad i=1,2, \ldots, N \tag{1}
\end{equation*}
$$

by their means. The coefficients $a_{i j}$ and $c_{i}$ are assumed to be complex numbers.

Using these results, we wish to determine when a system of homogeneous linear equations of the form

$$
\begin{equation*}
\sum_{j=1}^{N} a_{i j} x_{j}=0 \quad i=1,2, \ldots, M \tag{2}
\end{equation*}
$$

possesses a solution distinct from $x_{1}=x_{2}=\cdots=x_{N}=0$, a solution we shall call the trivial solution.

For our purposes in this volume, the most important of these linear systems is that where $M=N$. However, we shall treat this case in the course of studying the general problem.

Finally, we shall introduce a function of the coefficients in (2) called the rank and study some of its elementary properties.
2. Determinants. We shall assume that the reader is acquainted with the elementary facts about determinants and their relation to the solution of linear systems of equations. The two following results will be required.

Lemma 1. A determinant with two rows or two columns equal has the value zero.

This result is a consequence of Lemma 2.

Lemma 2. The determinant

$$
\left|a_{i j}\right|=\left|\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 N}  \tag{1}\\
a_{21} & a_{22} & \cdots & a_{2 N} \\
\cdot & & & \\
\cdot & & & \\
\cdot & & & \\
a_{N 1} & a_{N 2} & \cdots & a_{N N}
\end{array}\right|
$$

may be expanded in the elements of the first row,

$$
\begin{equation*}
\left|a_{i,}\right|=a_{11} A_{11}+a_{12} A_{12}+\cdots+a_{1 N} A_{1 N} \tag{2}
\end{equation*}
$$

where $A_{i j}$ is $(-1)^{j+i}$ times the determinant of order $N-1$ formed by striking out the ith row and jth column of $\left|a_{i j}\right|$.

The quantity $A_{i j}$ is called the cofactor of $a_{i j}$.
3. A Property of Cofactors. Combining Lemmas 1 and 2, we see that the cofactors $A_{i j}, j=1,2, \ldots, N$, satisfy the following systems of linear equations

$$
\begin{equation*}
\sum_{i=1}^{N} a_{1 j} A_{i j}=0 \quad i=2, \ldots, N \tag{1}
\end{equation*}
$$

since this expresses the fact that the determinant with first and $i$ th rows equal is zero.
4. Cramer's Rule. If $\left|a_{i j}\right| \neq 0$, we may express the solution of (1.1) in the form

$$
x_{1}=\frac{\left|\begin{array}{cccc}
c_{1} & a_{12} & \cdots & a_{1 N}  \tag{1}\\
c_{2} & a_{22} & \cdots & a_{2 N} \\
\cdot & \cdot & & \\
\cdot & \cdot & & \\
c_{N} & a_{2, N} & \cdots & a_{N N}
\end{array}\right|}{\left|a_{i j}\right|}
$$

with $x_{i}$ given by a similar expression with the $i$ th column of $\left|a_{i j}\right|$ replaced by the column of coefficients $c_{1}, c_{2}, \ldots, c_{N}$.
B. Homogeneous Systems. Let us now use the foregoing facts to establish the following result.

Theorem 1. The system of linear equations

$$
\begin{equation*}
\sum_{j=1}^{N} a_{i j} x_{j}=0 \quad i=1,2, \ldots, M \tag{1}
\end{equation*}
$$

possesses a nontrivial solution if $N>M$.

If $N \leq M$, a necessary and sufficient condition that there be a nontrivial solution is that every $N \times N$ determinant $\left|a_{i j}\right|$ formed from $N$ rows be zero.

Furthermore, we can find a nontrivial solution in which each of the $x_{i}$ ate polynomials in the $a_{i j}$.

The proof will be by way of a long, but elementary, induction over $M$.
Proof. Let us begin with the case $M=1$ of the first statement where the statement is clearly true. Next, consider the first statement for $M=2$. If $N=2$, we have the equations

$$
\begin{align*}
& a_{11} x_{1}+a_{12} x_{2}=0  \tag{2}\\
& a_{21} x_{1}+a_{22} x_{2}=0
\end{align*}
$$

which, if $\left|a_{i j}\right|=0$, have the solutions

$$
\begin{equation*}
x_{1}=a_{22} \quad x_{2}=-a_{21} \tag{3}
\end{equation*}
$$

If this is a trivial solution, that is, $x_{1}=x_{2}=0$, let us use the cofactors of the coefficients in the second equation,

$$
\begin{equation*}
x_{1}=a_{11} \quad x_{2}=-a_{12} \tag{4}
\end{equation*}
$$

If both of these solutions are trivial, then all the coefficients $a_{i j}$ are zero, which means that any set of values $x_{1}, x_{2}$ constitute a solution.

If $N>2$, we have a set of equations

$$
\begin{align*}
& a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 N} x_{N}=0 \\
& a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 N} x_{N}=0 \tag{5}
\end{align*}
$$

To obtain nontrivial solutions, we use an obvious approach. Let us solve for $x_{1}$ and $x_{2}$ in terms of the remaining $x_{i}$. This is easily done if the determinant

$$
\left|\begin{array}{ll}
a_{11} & a_{12}  \tag{6}\\
a_{21} & a_{22}
\end{array}\right|
$$

is nonzero. However, this may not be the case. Let us then see if we can find two variables, $x_{i}$ and $x_{j}$, whose determinant is nonzero. If one such $2 \times 2$ determinant,

$$
\left|\begin{array}{ll}
a_{1 i} & a_{1 j}  \tag{7}\\
a_{2 i} & a_{2 j}
\end{array}\right|
$$

exists, we can carry out the program of solving for $x_{i}$ and $x_{j}$ in terms of the remaining variables.

Suppose, however, that all such $2 \times 2$ matrices are zero. We assert then that one of the equations in (5) is redundant, in the sense that any set of $x_{i}$-values satisfying one equation necessarily satisfies the other. Specifically, we wish to show that there exist two parameters $\lambda_{1}$ and $\lambda_{2}$,
one at least of which is nonzero, such that

$$
\begin{align*}
\lambda_{1}\left(a_{11} x_{1}+a_{12} x_{2}+\cdots\right. & \left.+a_{1 N} x_{N}\right) \\
& +\lambda_{2}\left(a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 N} x_{N}\right)=0 \tag{8}
\end{align*}
$$

identically in the $x_{i}$. If $\lambda_{1} \neq 0$, it is clear that it is sufficient to satisfy the second equation in (5) in order to satisfy the first. We have thus reduced the problem of solving two equations in $N$ unknowns to that of one equation in $N$ unknowns.

The equation in (8) is equivalent to the statement that the following equations hold:

$$
\begin{gather*}
\lambda_{1} a_{11}+\lambda_{2} a_{21}=0 \\
\lambda_{1} a_{12}+\lambda_{2} a_{22}=0  \tag{9}\\
\cdot \\
\cdot \\
\lambda_{1} a_{1 N}+\lambda_{2} a_{2 N}=0
\end{gather*}
$$

Consider the first two equations:

$$
\begin{align*}
& \lambda_{1} a_{11}+\lambda_{2} a_{21}=0  \tag{10}\\
& \lambda_{1} a_{12}+\lambda_{2} a_{22}=0
\end{align*}
$$

These possess a nontrivial solution since we have assumed that we are in the case where all $2 \times 2$ determinants are equal to zero. Without loss of generality, assume that $a_{11}$ or $a_{12}$ is different from zero, since the stated result is trivially true for both coefficients of $x_{1}$ equal to zero; take $a_{11} \neq 0$. Then

$$
\begin{equation*}
\lambda_{1}=a_{21} \quad \lambda_{2}=-a_{11} \tag{11}
\end{equation*}
$$

is a nontrivial solution.
This solution, however, must satisfy the remaining equations in (9) since our assumption has been that all $2 \times 2$ determinants of the type appearing in (7) are zero.

The interesting fact to observe is that the proof of the first statement, involving $N \times 2$ systems, has been made to depend upon the second statement involving $2 \times N$ systems. We have gone into great detail in this simple case since the pattern of argumentation is precisely the same in the general $N \times M$ case.

Let us establish the general result by means of an induction on $M$. If we have the $M$ equations

$$
\begin{equation*}
\sum_{j=1}^{N} a_{i j} x_{j}=0 \quad i=1,2, \ldots, M \tag{12}
\end{equation*}
$$

with $N>M$, we attempt to find nontrivial solutions by solving for $M$ of the $x_{i}$ in terms of the remaining $N-M$ variables. We can accomplish this if one of $M \times M$ determinants formed from $M$ different columns in the matrix ( $a_{i j}$ ) is nonzero.

Suppose, however, that all such $M \times M$ determinants are zero. Then we assert that we can find quantities $y_{1}, y_{2}, \ldots, y_{M}$, not all equal to zero, such that

$$
\begin{equation*}
y_{1}\left(\sum_{i=1}^{N} a_{1 j} x_{j}\right)+y_{2}\left(\sum_{j=1}^{N} a_{2 j} x_{j}\right)+\cdots+y_{M}\left(\sum_{j=1}^{N} a_{M j} x_{j}\right)=0 \tag{13}
\end{equation*}
$$

identically in the $x_{i}$. Suppose, for the moment, that we have established this, and let, without loss of generality, $y_{1} \neq 0$. Then, whenever the equations

$$
\begin{equation*}
\sum_{j=1}^{N} a_{i j} x_{j}=0 \quad i=2,3, \ldots, M \tag{14}
\end{equation*}
$$

are satisfied, the first equation $\sum_{j=1}^{N} a_{1 j} x_{j}=0$ will also be satisfied. We see then that we have reduced the problem for $M$ equations to the problem for $M-1$ equations.

It remains, therefore, to establish (13), which is equivalent to the equations

$$
\begin{align*}
& y_{1} a_{11}+y_{2} a_{21}+\cdots+y_{M} a_{M 1}=0 \\
& y_{1} a_{12}+y_{2} a_{22}+\cdots+y_{M} a_{M 2}=0  \tag{15}\\
& \cdot \\
& \cdot \\
& y_{1} a_{1 N}+y_{2} a_{2 N}+\cdots+y_{M} a_{M N}=0
\end{align*}
$$

This is the type of system of linear equations appearing in the second statement of Theorem 1. Again, we use an obvious technique to find nontrivial solutions.

Consider the first $M$ equations. Choose $y_{1}$ to be the cofactor of $a_{11}$ in the determinantal expansion, $y_{2}$ to be the cofactor of $a_{21}$, and so on. These values must satisfy all of the other equations, since our assumption has been that all $M \times M$ determinants are zero. Hence, if some cofactor $A_{i 1}$ is nonzero, we have our desired nontrivial solution.

If all the $A_{i 1}$ are zero, we consider another set of $M$ equations and proceed similarly. This procedure can fail only if all $(M-1) \times(M-1)$ determinants formed by striking out one column and $N-M+1$ rows of ( $a_{j i}$ ) are zero.

In that case, we assert that we can set $y_{M}=0$ and still obtain a nontrivial set of solutions for $y_{1}, y_{2}, \ldots, y_{M-1}$. For, the remaining system is now precisely of the type described by the second statement of Theorem 1 with $M$ replaced by $M-1$. Consequently, in view of our inductive hypothesis, there does exist a nontrivial solution of these equations. This completes the proof.
6. Rank. Exanining the preceding proof, we see that an important role is played by the nonzero determinants of highest order, say $r$, formed by striking out $N-r$ columns and $M-r$ rows from the $N \times M$ matrix $A=\left(a_{i j}\right)$.

This quantity $r$ is called the rank of $A$.
As far as square matrices are concerned, the most important result is Theorem 2.

Theorem 2. If $T$ is nonsingular, the rank of $T A^{*}$ is the same as the rank of $A$.
Proof. If $A$ has rank $r$, we can express $N-r$ columns as linear combinations of $r$ columns, which are linearly independent. Let these $r$ columns be denoted by $a^{1}, a^{2}, \ldots, a^{r}$, and without loss of generality, let $A$ be written in the form

$$
\begin{align*}
A=\left(a ^ { 1 } a ^ { 2 } \cdots a ^ { r } \left(c_{11} a^{1}\right.\right. & +c_{12} a^{2} \\
& \left.\left.+\cdots c_{12} a^{r}\right) \cdots\left(c_{N-1,1} a^{1}+\cdots+c_{N-r, r} a^{r}\right)\right) \tag{1}
\end{align*}
$$

If the rows of $T$ are $t^{1}, t^{2}, \ldots, t^{N}$, we have

$$
\boldsymbol{B}=T A=\left[\begin{array}{ccc}
\left(t^{1}, a^{1}\right)\left(t^{1}, a^{2}\right) & \cdots & \left(t^{1}, a^{r}\right)\left[c_{11}\left(t^{1}, a^{1}\right)\right.  \tag{2}\\
& +c_{12}\left(t^{1}, a^{2}\right)+ \\
\left(t^{2}, a^{1}\right)\left(t^{2}, a^{2}\right) & \cdots & \left(t^{2}, a^{2}\right)\left[c_{11}\left(t^{2}, a^{1}\right)\right. \\
\cdot & +c_{12}\left(t^{2}, a^{2}\right)+\cdots & + \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot
\end{array}\right]
$$

Hence the rank of $B$ is at most $r$. But, since we can write $A=T^{-1} B$, it follows that if the rank of $B$ were less than $r$, the rank of $A$ would have to be less than $r$, a contradiction.

## EXERCISES

1. What is the connection between the rank of $A$ and the number of zero characteristic roots?
2. Prove the invariance of rank by means of the differential equation $d x / d t=A x$.
3. The rank of $A-\lambda_{1} I$ is $N-k$ where $k$ is the multiplicity of the characteristic root $\lambda_{1}$.
4. Rank of a Quadratic Form. The rank of a quadratic form $(x, A x)$ is defined to be the rank of the matrix $A$. It follows that the rank of ( $x, A x$ ) is preserved under a nonsingular transformation $x=T y$.
5. Law of Inertia (Jacobi-Sylvester). If $(x, A x)$ where $A$ is real is transformed by means of $x=T y, T$ nonsingular and real, into a sum of squares

$$
\begin{equation*}
(x, A x)=\sum_{i=1}^{r} b_{i} y_{i}^{2} \tag{1}
\end{equation*}
$$

where none of the $b_{i}$ are zero, it follows that $r$ must be the rank of $A$.
In addition, we have Theorem 3.
Theorem 3. If a real quadratic form of rank $r,(x, A x)$, is transformed by two real nonsingular transformations $x=T y, x=S z$, into a sum of $r$ squares of the form

$$
\begin{align*}
(x, A x) & =b_{1} y_{1}{ }^{2}+b_{2} y_{2}{ }^{2}+\cdots+b_{r} y_{r}^{2} \\
& =c_{1} z_{1}^{2}+c_{2} z_{2}^{2}+\cdots+c_{r} z_{r}^{2} \tag{2}
\end{align*}
$$

then the number of positive $b_{i}$ is equal to the number of positive $c_{i}$.
9. Signature. Let $\boldsymbol{p}(A)$ denote the number of positive coefficients in the foregoing representation and $n(A)$ the number of negative coefficients. The quantity $p(A)-n(A)$ is called the signature of $A, s(A)$. It follows from the above considerations that

$$
\begin{equation*}
s(A)=s\left(T A T^{\prime}\right) \tag{1}
\end{equation*}
$$

if $T$ is nonsingular.

## exercises

1. Show that $r(A B)+r(B C) \leq r(B)+r(A B C)$, whenever $A B C$ exista ( $G$. Frobenius).
2. Derive the Jacobi-Stieltjes result from this.

## MISCELLANEOUS EXERCISES

1. For any $N \times N$ matrix $A=\left(a_{i j}\right)$ of rank $r$, we have the relations

$$
\sum_{i=1}^{N} \frac{\left|a_{i i}\right|}{\sum_{j=1}^{N}\left|a_{i j}\right|} \leq r \quad \sum_{i=1}^{N} \frac{\left|a_{i j}\right|^{2}}{\sum_{j=1}^{N}\left|a_{i j}\right|^{2}} \leq r
$$

Whenever \% occurs, we agree to interpret it as 0. (Ky Fan-A. J. Hofman)

In the paper by Ky Fan and A. J. Hoffman, ${ }^{1}$ there is a discussion of the problem of finding lower bounds for the rank of $A$ directly in terms of the elements $a_{i j}$, and the relation between this problem and that of determining estimates for the location of characteristic values.
2. For complex $A$, write $A=B+i C$, where $B=(A+\bar{A}) / 2, C=-(A-\bar{A}) i / 2$. Then if $A$ is Hermitian semidefinite, the rank of $B$ is not less than the rank of $C$ (Broeder-Smith).
8. If $A$ is Hermitian semidefinite, the rank of $B$ is not less than the rank of $A$ (Broeder-Smith).
4. Let $A$ be a complex matrix, and write $A=S+i Q$, where $S=(A+\bar{A}) / 2$, $Q=-i(A-\bar{A}) / 2$. If $A$ is Hermitian positive-indefinite, then $r(S) \geq r(Q)$ and $r(S) \geq r(A)$.

## Bibliography and Discussion

An excellent discussion of the many fascinating questions arising in the course of the apparently routine solution of linear systems is given in
G. E. Forsythe, Solving Linear Algebraic Equations Can Be Interesting, Bull. Am. Math. Soc., vol. 59, pp. 299-329, 1953.
See also the interesting article
C. Lanczos, Linear Systems in Self-adjoint Form, Am. Math. Monthly, vol. 65, pp. 665-679, 1958.
For an interesting discussion of the connection between rank and a topological invariant, see
D. G. Bourgin, Quadratic Forms, Bull. Am. Math. Soc., vol. 51, pp. 907-908, 1945.
For some further results concerning rank, see
R. Oldenburger, Expansions of Quadratic Forms, Bull. Am. Math. Soc., vol. 49, pp. 136-141, 1943.
For a generalization of linear dependence, see
H. C. Thatcher, Jr., Generalization of Concepts Related to Linear Dependence, J. Ind. Appl. Math., vol. 6, pp. 288-300, 1958.
G. Whaples, A Note on Degree-n Independence, ibid., pp. 300-301.
${ }^{1}$ Ky Fan and A. J. Hoffman, Lower Bounds for the Rank and Location of the Eigenvalues of a Matrix, Contributions to the Solution of Systems of Linear Equations and the Determination of Eigenvalues, Natl. Bur. Standards Applied Math., ser. 39, 1954.

## Appendix B

## The Quadratic Form of Selberg

As another rather unexpected use of quadratic forms, let us consider the following method of Selberg, which in many parts of number theory replaces the sieve method of Brun.

Suppose that we have a finite sequence of integers $\left\{a_{k}\right\}, k=1,2, \ldots$, $N$, and we wish to determine an upper bound for the number of the $a_{k}$ which is not divisible by any prime $p \leq z$.

Let $\left\{x_{v}\right\}, 1 \leq v \leq z$, be a sequence of real numbers such that $x_{1}=1$, while the other $x_{v}$ are arbitrary. Consider the quadratic form

$$
\begin{equation*}
Q(x)=\sum_{k=1}^{N}\left(\sum_{v / a t} x_{v}\right)^{2} \tag{1}
\end{equation*}
$$

Whenever $a_{k}$ is not divisible by a prime $\leq z$, the sum $\sum_{v / a t} x_{v}$ yields $x_{1}=1$. Hence, if we denote the number of $a_{k}, k=1,2, \ldots, N$, divisible by any prime $p \leq z$ by $f(N, z)$ we have

$$
\begin{equation*}
f(N, z) \leq \sum_{k=1}^{N}\left(\sum_{v \mid a_{k}} x_{v}\right)^{2} \tag{2}
\end{equation*}
$$

for all $x_{v}$ with $x_{1}=1$. Hence

$$
\begin{equation*}
f(N, z) \leq \min _{x_{v}} \sum_{k=1}^{N}\left(\sum_{\left.v\right|_{k}} x_{v}\right)^{2} \tag{3}
\end{equation*}
$$

To evaluate the right-hand side, we write

$$
\begin{equation*}
Q(x)=\sum_{v_{1}, v_{2}<z} x_{v_{2}} x_{v_{2}}\left\{\sum_{\left\{\left.\frac{v_{1} v_{2}}{R} \right\rvert\, a \alpha_{1}\right.} 1\right\} \tag{4}
\end{equation*}
$$

where $a_{k}$ runs over the sequence $a_{1}, a_{2}, \ldots, a_{N}$. Here $K$ denotes the greatest common divisor of $v_{1}$ and $v_{2}$.

Now suppose that the sequence $\left\{a_{k}\right\}$ possesses sufficient regularity properties so that there exists a formula of the type

$$
\begin{equation*}
\sum_{\substack{\rho \mid \alpha A \\-1,2, \ldots, N}} 1=\frac{N}{f(\rho)}+R(\rho) \tag{5}
\end{equation*}
$$

where $R_{\rho}$ is a remainder term and the "density function" $f(\rho)$ is multiplicative, i.e.,

$$
\begin{equation*}
f\left(\rho_{1} \rho_{2}\right)=f\left(\rho_{1}\right) f\left(\rho_{2}\right) \text { for }\left(\rho_{1}, \rho_{2}\right)=1 \tag{6}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sum_{\frac{v i v_{2}}{K}\left(a_{1}\right.} 1=\frac{N}{f\left(v_{1} v_{2} / K\right)}=\frac{f(K) N}{f\left(v_{1}\right) f\left(v_{2}\right)}+R\left(\frac{v_{1} v_{2}}{K}\right) \tag{7}
\end{equation*}
$$

Using this formula in (4), the result is

$$
\begin{equation*}
f(N, z) \leq N \sum_{v_{1}, v_{2} \leq z} \frac{x_{v_{1}} x_{v_{2}} f(K)}{f\left(v_{1}\right) f\left(v_{2}\right)}+\sum_{v_{1}, v_{2} \leq z} x_{v_{1}} x_{v_{2}} R\left(\frac{v_{1} v_{2}}{K}\right) \tag{8}
\end{equation*}
$$

Consider now the problem of determining the $x_{v}, 2 \leq v \leq z$, for which the quadratic form

$$
\begin{equation*}
P(x)=\sum_{v_{1}, v_{2} \leq z} \frac{x_{v_{1}} x_{v_{1}} f(K)}{f\left(v_{1}\right) f\left(v_{2}\right)} \tag{9}
\end{equation*}
$$

is a minimum.
To do this, we introduce the function

$$
\begin{equation*}
f_{1}(n)=\sum_{d \mid n} \mu(d) f(n / d) \tag{10}
\end{equation*}
$$

If $n$ is squarefree, we have

$$
\begin{equation*}
f_{1}(n)=f(n) \prod_{p \mid n}\left(1-\frac{1}{f(p)}\right) \tag{11}
\end{equation*}
$$

Using the Möbius inversion formula, (10) yields

$$
\begin{equation*}
f(K)=\sum_{n \mid K} f_{1}(n)=\sum_{\substack{n| |_{1} 1_{1} \\ n \mid v_{2}}} f_{1}(n) \tag{12}
\end{equation*}
$$

Using this expression for $f(K)$ in (9), we see that

$$
\begin{equation*}
P(x)=\sum_{n \leq z} f_{1}(n)\left\{\sum_{\substack{n \mid 0 \\ r \leq z}} \frac{x_{v}}{f(v)}\right\}^{2} \tag{13}
\end{equation*}
$$

Now perform a change of variable. Set

$$
\begin{equation*}
y_{n}=\sum_{\substack{n \mid v \\ v \leq z}} \frac{x_{v}}{f(v)} \tag{14}
\end{equation*}
$$

Then, using the Möbius inversion formula once more, we have

$$
\begin{equation*}
\frac{x_{v}}{f(v)}=\sum_{n \leq \frac{2}{v}} \mu(n) y_{n v} \tag{15}
\end{equation*}
$$

The problem is thus that of minimizing

$$
\begin{equation*}
P=\sum_{n<z} f_{1}(n) y_{n}{ }^{2} \tag{16}
\end{equation*}
$$

over all $\left\{y_{k}\right\}$ such that

$$
\begin{equation*}
\sum_{n<z} \mu(n) y_{n}=\frac{\lambda_{1}}{f(1)}=1 \tag{17}
\end{equation*}
$$

It is easily seen that the minimizing $\left\{y_{k}\right\}$ is given by

$$
\begin{equation*}
y_{n}=\frac{\mu(n)}{f_{1}(n)} \frac{1}{\sum_{\rho^{\prime} \leq z} \frac{\mu^{2}\left(\rho^{\prime}\right)}{f_{1}\left(\rho^{\prime}\right)}} \tag{18}
\end{equation*}
$$

and that the minimum value of the form $P$ is

$$
\begin{equation*}
\frac{1}{\sum_{n \leq z} \frac{\mu^{2}(n)}{f_{1}(n)}} \tag{19}
\end{equation*}
$$

'The corresponding $\lambda_{n}$ are determined by the relations

$$
\begin{align*}
\lambda_{n} & =\frac{f(n)}{\sum_{\rho \leq z} \frac{\mu^{2}(\rho)}{f_{1}(\rho)} \sum_{\rho \leq z / v} \frac{\mu(\rho) \mu(\rho v)}{f_{1}(\rho v)}} \\
& =\mu(v) \prod\left(1-\frac{1}{f(p)}\right)^{-1} \cdot \frac{1}{\sum_{\rho \mid v} \frac{\mu^{2}(\rho)}{f_{1}(\rho)}} \cdot \sum_{\substack{\rho \leq z / v v \\
(\rho, v)=1}} \frac{\mu^{2}(\rho)}{f_{1}(\rho)} \tag{20}
\end{align*}
$$

Inserting these values in (8), we obtain the inequality

$$
\begin{equation*}
f(N, z) \leq \frac{N}{\sum_{\rho \leq a} \frac{\mu^{2}(\rho)}{f_{1}(\rho)}}+\sum_{v_{1}, v_{1} \leq 2}\left|\lambda_{v 1} \lambda_{v 2} R\left(v_{1} v_{2} / K\right)\right| \tag{21}
\end{equation*}
$$

If $z$ is chosen properly, say $N^{3 /-1}$, the upper bound is nontrivial.
A particularly simple case is that where $a_{k} \equiv k$, so that $f(\rho) \equiv \rho$. We then obtain a bound for the number of primes less than or equal to $N .{ }^{1}$
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${ }^{1}$ A. Selberg, On an Elementary Method in the Theory of Primes, Kgl. Norske Videnskab. Selskabs Forh., Bd 19, Nr. 18, 1947.

## Appendix C

## A Method of Hermite

Consider the polynomial $p(x)$ with real coefficients and, for the moment, unequal real roots $r_{1}, r_{2}, \ldots, r_{N}$, and suppose that we wish to determine the number of roots greater than a given real quantity $a_{1}$.

Let

$$
\begin{equation*}
y_{i}=x_{1}+r_{i} x_{2}+r_{i}^{2} x_{3}+\cdots+r_{i}^{N-1} x_{N} \tag{1}
\end{equation*}
$$

where the $x_{i}$ are real quantities and $Q(x)$ denotes the quadratic form

$$
\begin{equation*}
Q(x)=\sum_{i=1}^{N} y_{i}^{2} /\left(r_{i}-a_{1}\right) \tag{2}
\end{equation*}
$$

It now follows immediately from the "law of inertia" that if $Q(x)$ is reduced to another sum of squares in any fashion by means of a real transformation, then the number of terms with positive coefficients will be equal to the number of real roots of $p(x)=0$ greater than $a_{1}$.

This does not seem to be a constructive result immediately, since the coefficients in $Q(x)$ depend upon the unknown roots. Observe, however, that $Q(x)$ is a symmetric rational function of the roots and hence can be expressed as a rational function of the known coefficients of $p(x)$.

The more interesting case is that where $p(x)$ has complex roots. This was handled by Hermite in the following fashion. Let $r_{1}$ and $r_{2}$ be conjugate complex roots and write

$$
\begin{align*}
& r_{1}=\rho(\cos \alpha+i \sin \alpha) \quad r_{2}=\rho(\cos \alpha-i \sin \alpha) \\
& y_{1}=u+i v \quad y_{2}=u+i v \tag{3}
\end{align*}
$$

where $u_{i}$ and $v_{i}$ are real. Similarly, set

$$
\begin{equation*}
\frac{1}{r_{1}-a_{1}}=r(\cos \phi+i \sin \phi) \quad \frac{1}{r_{2}-a_{1}}=r(\cos \phi-i \sin \phi) \tag{4}
\end{equation*}
$$

It follows that

$$
\begin{align*}
& \frac{y_{1}{ }^{2}}{r_{1}-a_{1}}+\frac{y_{2}{ }^{2}}{r_{2}-a_{1}}=2 r(u \cos \phi / 2-v \sin \phi / 2)^{2} \\
&-2 r(u \sin \phi / 2+v \cos \phi / 2)^{2} \tag{5}
\end{align*}
$$

From this, Hermite's result may be concluded:
Theorem. Let the polynomial $p(x)$ have real coefficients and unequal roots. Let

$$
\begin{equation*}
Q(x)=\sum_{i=1}^{N} y_{i}{ }^{2} /\left(r_{i}-a_{1}\right) \tag{6}
\end{equation*}
$$

be reduced to a sum of squares by means of a real nonsingular substitution. Then the number of squares with positive coefficients will be equal to the number of imaginary roots of the equation $p(x)=0$ plus the number of real roots greater than $a_{1}$.

On the other hand, the result in Sec. 3 of Chap. 5 also yields a method for determining the number of roots in given intervals by way of Sturmian sequences. The connection between these two approaches and some results of Sylvester is discussed in detail in the book on the theory of equations by Burnside and Panton to which we have already referred, and whose presentation we have been following here.

An extension of the Hermite method was used by Hurwitz ${ }^{1}$ in his classic paper on the determination of necessary and sufficient conditions that a polynomial have all its roots with negative real parts.

Further references and other techniques may be found in Bellman, Glicksberg, and Gross. ${ }^{2}$

What we have wished to indicate in this appendix, and in Appendix B devoted to an account of a technique due to Selberg, is the great utility of quadratic forms as "counting devices." Another application of this method was given by Hermite ${ }^{3}$ himself in connection with the reduction of quadratic forms.
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## Appendix D

## Moments and Quadratic Forms

1. Introduction. The level of this appendix will be somewhat higher than its neighbors, since we shall assume that the reader understands what is meant by a Riemann-Stieltjes integral. Furthermore, to complete both of the proofs below, we shall employ the Helly selection theorem.
2. A Device of Stieltjes. Consider the sequence of quantities $\left\{a_{k}\right\}$, $k=0,1, \ldots$, defined by the integrals

$$
\begin{equation*}
a_{k}=\int_{0}^{1} t^{k} d g(t) \tag{1}
\end{equation*}
$$

where $g(t)$ is a monotone increasing function over $[0,1]$, with $g(1)=1$, $g(0)=0$. These quantities are called the moments of $d g$.

It was pointed out by Stieltjes that the quadratic forms

$$
\begin{equation*}
Q_{N}(x)=\sum_{k, l=0}^{N} a_{k+l} x_{k} x_{l}=\int_{0}^{1}\left(\sum_{k=0}^{N} x_{k} t^{k}\right)^{2} d g(t) \tag{2}
\end{equation*}
$$

are necessarily non-negative definite. Let us call the matrices

$$
\begin{equation*}
A_{N}=\left(a_{k+l}\right) \quad k, l=0,1, \ldots, N \tag{3}
\end{equation*}
$$

Hankel matrices.
The criteria we have developed in Chap. 5, Sec. 2, then yield a number of interesting inequalities such as

$$
\left|\begin{array}{ll}
\int_{0}^{1} t^{k} d g & \int_{0}^{1} t^{k+l} d g  \tag{4}\\
\int_{0}^{1} t^{k+l} d g & \int_{0}^{1} t^{k+2 l} d g
\end{array}\right| \geq 0
$$

with strict inequality if $g$ has enough points of increase.
If, in place of the moments in (1), we employ the trigonometrie moments

$$
\begin{equation*}
c_{k}=\int_{0}^{1} e^{2 \pi i k t} d g \quad k=0, \pm 1, \pm 2, \ldots \tag{5}
\end{equation*}
$$

then the quadratic form obtained from

$$
\begin{equation*}
\int_{0}^{1}\left|\sum_{k=0}^{N} x_{k} e^{3 \mathrm{rik} t}\right|^{2} d g \tag{6}
\end{equation*}
$$

is called the Toeplitz form, and the corresponding matrix a Toeplitz matrix.

It follows from these considerations that a necessary condition that a sequence $\left\{c_{k}\right\}$ be derived from (5) for some monotone increasing function $g(t)$, normalized by the condition that $g(1)=g(0)=1$, is that

$$
\begin{equation*}
C=\left(c_{k-l}\right) \tag{7}
\end{equation*}
$$

be a non-negative definite Hermitian matrix. It is natural to ask whether or not the condition is sufficient.

As we shall see, in one case it is; in the other, it is not.
3. A Technique of E. Fischer. Let us consider an infinite sequence of real quantities $\left\{a_{n}\right\}$ satisfying the condition that for each $N$, the quadratic form

$$
\begin{equation*}
Q_{N}(x)=\sum_{i, j=0}^{N} a_{i+j} x_{i} x_{j} \tag{1}
\end{equation*}
$$

is positive definite.
In this case we wish to establish Theorem 1.
Theorem 1. If the $2 N+1$ real quantities $a_{0}, a_{1}, \ldots, a_{2 N}$ are such that $Q_{N}(x)$ is positive definite, then they can be represented in the form

$$
\begin{equation*}
a_{k}=b_{0} r_{0}^{k}+b_{1} r_{1}^{k}+\cdots+b_{N} r_{N}^{k} \quad k=0,1, \ldots, 2 N \tag{2}
\end{equation*}
$$

where $b_{i}>0$ and the $r_{i}$ are real and different.
Proof. Consider the associated quadratic form

$$
\begin{equation*}
P_{N}(x)=\sum_{i, j=0}^{N} a_{1+i+j} x_{i} x_{j} \tag{3}
\end{equation*}
$$

Since, by assumption, $Q_{N}(x)$ is positive definite, we can find a simultaneous representation

$$
\begin{align*}
& Q_{N}(x)=\sum_{j=0}^{N}\left(m_{j 0} x_{0}+\cdots+m_{j N} x_{N}\right)^{2} \\
& P_{N}(x)=\sum_{j=0}^{N} r_{i}\left(m_{j 0} x_{0}+\cdots+m_{j N} x_{N}\right)^{2} \tag{4}
\end{align*}
$$

where the $r_{i}$ are real.

The expression for $Q_{N}(x)$ yields

$$
\begin{align*}
& a_{i+(j+1)}=m_{0 i} m_{0, j+1}+\cdots+m_{N i} m_{N, j+1} \quad i=0,1, \ldots, N, \\
& j=0, \ldots, N-1 \tag{5}
\end{align*}
$$

On the other hand, from the equation for $P_{N}(x)$ we obtain

$$
\begin{equation*}
a_{1+i+j}=r_{0} m_{0 i} m_{0 j}+\cdots+r_{N} m_{N i} m_{N j} \tag{6}
\end{equation*}
$$

Combining (5) and (6), we obtain the system of linear homogeneous equations

$$
\begin{equation*}
m_{0 i}\left(m_{0, j+1}-r_{0} m_{0, j}\right)+\cdots+m_{N i}\left(m_{N, j+1}-r_{N} m_{N, j}\right)=0 \tag{7}
\end{equation*}
$$

for $j=0,1, \ldots, N$.
Since $Q_{N}(x)$ is positive definite, the determinant $\left|m_{i j}\right|$ must be nonzero. Hence, (7) yields the relations
or

$$
\begin{align*}
m_{k, j+1} & =r_{k} m_{k, j} \quad k=0, \ldots, N  \tag{8}\\
m_{k, j} & =r_{k} m_{k, 0} \quad \tag{9}
\end{align*}
$$

It follows that we can write $Q_{N}(x)$ in the form

$$
\begin{equation*}
Q_{N}(x)=\sum_{j=0}^{N} m_{j 0^{2}}\left(x_{0}+r_{1} x_{1}+\cdots+r_{1}{ }^{N} x_{N}\right)^{2} \tag{10}
\end{equation*}
$$

from which the desired representation follows. Since $Q_{N}(x)$ is positive definite, $r_{i} \neq r_{j}$ for $i \neq j$.
4. Representation as Moments. Using Theorem 1, it is an easy step to demonstrate Theorem 2.

Theorem 2. If a real sequence $\left\{a_{n}\right\}$ satisfies the two conditions

$$
\begin{align*}
& \sum_{i, j=0}^{N} a_{i+j} x_{i} x_{j} \text { positive definite for all } N  \tag{1a}\\
& \sum_{i, j=0}^{N}\left(a_{i+j}-a_{i+j+1}\right) x_{i} x_{j} \text { positive definite for all } N \tag{1b}
\end{align*}
$$

it is a moment sequence, i.e., there exists a bounded monotone increasing function $g(t)$ defined over $[-1,1]$ such that

$$
\begin{equation*}
a_{n}=\int_{-1}^{1} t^{n} d g(t) \tag{2}
\end{equation*}
$$

Proof. The representation of Theorem 1, combined with condition (1b) above, shows that $\left|r_{i}\right| \leq 1$ for $i=0,1, \ldots, N$. Hence, we can find a monotone increasing function $g_{N}(t)$, bounded by $a_{0}$, such that

$$
\begin{equation*}
a_{n}=\int_{-i}^{1} t^{n} d g_{M}(t) \quad n=0,1, \ldots, N \tag{3}
\end{equation*}
$$

To complete the proof, we invoke the Helly selection theorem which assures us that we can find a monotone increasing function $g(t)$, bounded by $a_{0}$, with the property that

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \int_{-1}^{1} t^{n} d g_{M}(t)=\int_{-1}^{1} t^{n} d g(t) \tag{4}
\end{equation*}
$$

as $M$ runs through some sequence of the $N$ 's.
6. A Result of Herglotz. Using the same techniques, it is not difficult to establish the following result of Herglotz.

Theorem 3. A necessary and sufficient condition that a sequence of complex numbers $\left\{a_{n}\right\}, n=0, \pm 1, \ldots$, with $a_{-n}=\overline{a_{n}}$, have the property that

$$
\begin{equation*}
\sum_{n=1}^{N} \sum_{k=1}^{N} a_{n-k} x_{n} \tilde{x}_{k} \geq 0 \tag{1}
\end{equation*}
$$

for all complex numbers $\left\{x_{n}\right\}$ and all $N$ is that there exist a real monotone nondecreasing function $u(y)$, of bounded variation such that

$$
\begin{equation*}
a_{n}=\int_{0}^{2 r} e^{i n y} d u(y) \tag{2}
\end{equation*}
$$

Fischer's method is contained in his paper. ${ }^{1}$

## Bibliography and Discussion
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O. Szasz, Uber harmonische Funktionen und L-formen, Math. Z., vol. 1, pp. 149-162, 1918.
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Nonlinear eigenvalue problems, 181
Nonlinear equations, 365
Nonlinear summability, 347
Non-negative definite forms, 8
Non-negative matrices, 309, 314
Non-negativity, 176
Nonsingular matrix, 91
Nontrivial solution, 33
Normal matrices, 204, 223n., 226, 228
Normalization of matrices, 5
Norms of vectors and matrices, 165 , 182, 186
Numerical analysis, 369
Numerical inversion:
of Laplace transform, 230
of a matrix, 35

Operator calculus, 186
Orthogonal matrix, 25, 39, 92
Orthogonal polynomials, $60 n$.
Orthogonal vectors, 36
Orthogonality, 15
Orthonormal set, 46
Oscillation matrices, 311

Padé approximation, 369
Parametric representation of the elements of a matrix, 94
Parseval-Plancherel theorem, 183
Partial differential equations, $333 n$.
Particle processes, 350
Payoff matrix, 300
Penrose-Moore inverse of a matrix, 105 generalized, 138
Periodic coefficients, 208, 228
Perron root, 348
Perron theorem, 288
Perturbation, 71
Perturbation theory, 60, 174, 186, 368n.
Plucker coordinates, 247
Poincaré-Lyapunov theory, 335, 352
Poincaré separation theorem, 118
Polya's functional equation, 177, $187 n$.
Position operator, 183
Positive definite form, 8, 40,54
Positive definite matrices, 279
Positive definite sequences, 70
Positive indefinite forms, 8
Positive matrix, 263, 288

Positive operator, 308
Positive real matrices, 111
Positive regions, 314
Positivity, 47, 187
Potential equation, 331
Prediction theory, 230
Kolmogorov-Wiener, 159
Primes, 382n.
Principle of superposition, 191
Probability theory, 279
Probability vectors, 265
Process:
absorption, 348
adaptive control, 351
birth and death, 161, 186
bottleneck, 296
branching, 296
control, 316, 384n.
growth, 286
Markofi, 265
Markovian decision, 301, 314
monotone, 310
multistage decision, 160
particle, 350
scattering, 351
stochastic, 263
stochastic control, 331
transport, 340
Product integrals, 185
Projective metrics, 310
Prony's method, 369
Prufer transformation, 184, 228

Quadratic form, 1, 22
Quadrature, 356
Quantum mechanics, 188
Quasilinearization, 183n., 370
Quasiperiodic coefficients, 227

Radiative transfer, 351
Random determinants, 284
Random matrices, 110, 284, 285
Random walk, 160, 279
Rank of a matrix, 69, 122, 371
Rayleigh quotient, 112, 122
Reactor criticality, 309
Recurrence relations, 146
Reduction to diagonal form of a matrix, 38
Reflection matrix, 339
Regularization, 313
Relativity, $69 n$.
Renewal equation, 355
Reproducing forms, 28
Riccati differential equation, 219, 323

Root:
characteristic, 34, 108
multiple, 199
variational description of, 113
multiple, 34
Perron, 348
simple, 34
square, $93,322,334$
Routing problems, 162

Saddlepoint, 3
Scalar multiplication, 14
Scattering processes, 351
Schur product, 30
Schur's theorem, 202
Selberg quadratic form, 245
Self-consistent function, 365
Semi-groups, 185, 351
Shift operators, 180 n .
Shortest route methods, 162
Simple roots, 34
Singular matrix, 91
Skew-symmetric matrices, 39, 72, 92, 247, 334
Slightly intertwined systems, 153
Spectral radius, 122
Spectrum, 43
Square roots, 93, 322, 334
Stability, 164
Stability matrices, 251
Stability theory, 184, 227, 249, 259, 335
Stacking operator, 245
State variable, 317
Stationary point, 1
Stochastic control process, 331
Stochastic matrices, 281
Stochastic process, 263
Sturm-Liouville problems, 147
Sturmian separation theorem, 117
Sturmian sequences, 257
Sum of squares, 75
Superposition, principle of, 191
Sylvester interpolation formula, 102
Sylvester's Law of Inertia, 88
Symmetric functions, 231, 234
Symmetric matrix, 23, 35, 36

Ternary algebra, 31
Theory of games, 300, 313
Toeplitz forms, 87
Toeplitz matrix, 159
Totally positive matrices, 311
Tournament matrices, 226
Trace of a matrix, 96
Tracer kinetics, 307
Transport process, 340
Transport theory, 351
Transpose matrix, 23
Triangular matrix, 19, 202
Tridiagonal matrices, 125
Two-point boundary-value problem, 319
Tychonov regularization, 353, 362

Unitary matrix, 25, 39, 222
Unstable equilibrium, 316

Vandermonde determinant, 193
Vandermonde matrix, 360, 369
Variation-diminishing transformation, 314
Variational description of characteristic roots, 113
Vector, 12
characteristic, 34
inner product, 14
invariant, 21
orthogonal, 36
probability, 365

Wave propagation, 285, 352
Wiener-Hopf 'equation, 352
Wiener-Hopf factorization, 226
Wiener integrals, 280
Wishart distribution, 110
Wronskian matrices, 221 .

Zonal harmonic, 246
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