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Matched case-control studies
⚫ What is matching?

Cases are matched with controls according to the 
levels of one or more strong confounders

⚫ Type of matching

Frequency: Cases and controls have the same (similar) 
distribution of the confounder; e.g. frequency 
matching for age: for broad categories of age the 
same numbers of cases and controls

One to K: Each case is matched with K controls for 
the levels of the confounder; e.g. age and sex 
matching: for each case with age x a control of the 
same gender and of the same age ( 1-5 years 
depending on the availability of controls) is chosen.

⚫ Choice of controls

Hospital controls, population based controls (for more 
on the choice and the disadvantages and advantages of each 
choice see epidemiology course)



Design of case-control studies
⚫Why marching?

As a technique for control of confounding, 
stratification may be introduced either at the 
design stage (matched case-control studies) 
or during the analysis of results (unmatched
case-control studies).

⚫ Gain of matching

With matching greater efficiency is gained by 
keeping a constant ratio of cases and controls 
in each stratum of the confounder and thus 
avoiding inefficiencies resulting from having 
some strata with a gross imbalance of cases 
and controls.  



Relative efficiency

⚫One to one pair matching provides the most 
cost-effective design when cases and controls 
are equally “scarce”

⚫When control subjects are more readily
obtained than cases (often the case in cancer
studies) a 1:M design is more efficient





Analysis of matched case-control studies

⚫ Frequency matched

As for unmatched case-control studies 
Matching factors included in the model

⚫ 1:M matched

Special analysis that takes into account 
matching. Avoiding it, results in biased results

General rule

Either use individual case-control matching in the 
design and conditional likelihood (condition on 
matching) in the analysis OR the stratum size for 
an unconditional analysis should be kept relative 
large, whether the strata are formed at the design 
stage or post hoc



Example Data 



Sample of the data



Covariate in the data













Conditional likelihood

The likelihood which is used in matched case-
control studies is not the usual one for the 
logistic regression. It is the conditional 
likelihood, that is conditional on the fixed values 
for the marginal totals n0i, n1i, m0i, m1i in each 
table i where i indicates the ith matched set. 
That is the analysis follows the same concepts as 
the stratified analysis.



Conditional likelihood (continue)
Suppose that the ith of I matched sets contains Ki

controls in addition to the case. Xio the p-vector of 
covariates for the case and Xij the corresponding vector 
for the jth control (j=1, …, Ki). The conditional likelihood 
can be written in the form (Liddell, McDonald and Tomas, 
1977; Breslow et al., 1978):

It can be seen that the contribution of the matching 
variates to the likelihood is zero (i.e. the same value for 
case and control) and the corresponding  cannot be 
estimated. This means that effects of matching variables 
cannot be examined. Interactions though with the matching 
variables can be estimated.
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Results are similar to that from the classical analysis. However, logistic 

regression is more flexible to analyse matched data, when more than one 

covariate is going to be analysed. The interpretation of the results is the same as 

in the unmatched logistic regression. Constant is not reported as now is 

considered as a nuisance parameter. P value for the OR (Wald test) is similar to 

that from the M-H test.



Results are similar. Subjects exposed to estrogens are 7.95 times more likely to be 

cases than controls (95% CI: 3.5 to 18.15) or subjects exposed to estrogens have 

almost 8 times higher risk to develop endometrial cancer than unexposed subjects. 



Statistics for testing null hypothesis

In conditional logistic regression the same tests as for 
unconditional logistic regression can be used:

⚫ Likelihood ratio test

⚫ Wald test

⚫ Score test (for more information on this test see the 
book of Breslow and Day).

⚫ All tests will give similar results, although with some 
small differences due to different approximations.



Model checking

The underlying theory for model checking, 
especially in a 1:M design goes beyond our scope. 
In general, model checking though leverage, 
standardized residuals and the rest of diagnostic 
test becomes more difficult. Especially for 1:1 
design simplified formulas have been developed 
by the extension of Pregibon ideas. For more 
details on this issue see the book of Hosmer and 
Lemeshow, applied logistic regression, chapter 7.   



Interactions of estrogens with age

While the main effects of age cannot be tested (matched variable) interactions of 

estrogen with age CAN BE TESTED

In this model for women with age 55-64 years the OR is exp(1.430828)=4.182, for 

women with age 65-74 OR=exp(1.430828+0.8474007)=9.759 and for women with age 

75+ years OR=exp(1.430828+0.7801406)=9.125  







Other covariates: Gall-blaster 
disease

⚫ Gall disease is a significant predictor of 
endometrial cancer: 

⚫OR:exp(1.274654)=3.58. That is, women with 
Gall disease have 3.58 (95% CI: 1.59 – 8.0) 
times higher probability (odds) to develop 
endometrial cancer than women without Gall 
disease. According to the Wald test: P=0.002.

⚫ The OR for estrogens has not been 
substantially changed (OR=8.29; 95% CI: 3.50–
19.62).



According to the Wald test interaction is significant (P=0.039). NOTE: We have 

negative interaction (i.e., the interaction term is negative)



Gall: OR for Estrogens: exp(2.7-2.05)=1.91

Estrogens: OR for Gall: exp(2.89-2.05)=2.32




