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## Preface

This textbook provides an introductory course on Malliavin calculus intended to prepare the interested reader for further study of existing monographs on the subject such as Bichteler et al. (1987), Malliavin (1991), Sanz-Solé (2005), Malliavin and Thalmaier (2005), Nualart (2006), Di Nunno et al. (2009), Nourdin and Peccati (2012), and Ishikawa (2016), among others. Moreover, it contains recent applications of Malliavin calculus, including density formulas, central limit theorems for functionals of Gaussian processes, theorems on the convergence of densities, noncentral limit theorems, and Malliavin calculus for jump processes. Recommended prior knowledge would be an advanced probability course that includes laws of large numbers and central limit theorems, martingales, and Markov processes.

The Malliavin calculus is an infinite-dimensional differential calculus on Wiener space, first introduced by Paul Malliavin in the 1970s with the aim of giving a probabilistic proof of Hörmander's hypoellipticity theorem; see Malliavin (1978a, b, c). The theory was further developed, see e.g. Shigekawa (1980), Bismut (1981), Stroock (1981a, b), and Ikeda and Watanabe (1984), and since then many new applications have appeared.

Chapters 1 and 2 give an introduction to stochastic calculus with respect to Brownian motion, as developed by Itô (1944). The purpose of this calculus is to construct stochastic integrals for adapted and square integrable processes and to develop a change-of-variable formula.

Chapters 3, 4, and 5 present the main operators of the Malliavin calculus, which are the derivative, the divergence, the generator of the OrnsteinUhlenbeck semigroup, and the corresponding Sobolev norms. In Chapter 4, multiple stochastic integrals are constructed following Itô (1951), and the orthogonal decomposition of square integrable random variables due to Wiener (1938) is derived. These concepts play a key role in the development of further properties of the Malliavin calculus operators. In particular, Chapter 5 contains an integration-by-parts formula that relates the three op-
erators, which is crucial for applications. In particular, it allows us to prove a density formula due to Nourdin and Viens (2009).

Chapters 6, 7, and 8 are devoted to different applications of the Malliavin calculus for Brownian motion. Chapter 6 presents two different stochastic integral representations: the first is the well-known Clark-Ocone formula, and the second uses the inverse of the Ornstein-Ulhenbeck generator. We present, as a consequence of the Clark-Ocone formula, a central limit theorem for the modulus of continuity of the local time of Brownian motion, proved by Hu and Nualart (2009). As an application of the second representation formula, we show how to derive tightness in the asymptotic behavior of the self-intersection local time of fractional Brownian motion, following Hu and Nualart (2005) and Jaramillo and Nualart (2018). In Chapter 7 we develop the Malliavin calculus to derive explicit formulas for the densities of random variables and criteria for their regularity. We apply these criteria to the proof of Hörmander's hypoellipticity theorem. Chapter 8 presents an application of Malliavin calculus, combined with Stein's method, to normal approximations.

Chapters 9, 10, and 11 develop Malliavin calculus for Poisson random measures. Specifically, Chapter 9 introduces stochastic integration for jump processes, as well as the Wiener chaos decomposition of a Poisson random measure. Then the Malliavin calculus is developed in two different directions. In Chapter 10 we introduce the three Malliavin operators and their Sobolev norms using the Wiener chaos decomposition. As an application, we present the Clark-Ocone formula and Stein's method for Poisson functionals. In Chapter 11 we use the theory of cylindrical functionals to introduce the derivative and divergence operators. This approach allows us to obtain a criterion for the existence of densities, which we apply to diffusions with jumps.

Finally, in the appendix we review basic results on stochastic processes that are used throughout the book.

## 1

## Brownian Motion

In this chapter we introduce Brownian motion and study several aspects of this stochastic process, including the regularity of sample paths, quadratic variation, Wiener stochastic integrals, martingales, Markov properties, hitting times, and the reflection principle.

### 1.1 Preliminaries and Notation

Throughout this book we will denote by $(\Omega, \mathcal{F}, \mathrm{P})$ a probability space, where $\Omega$ is a sample space, $\mathcal{F}$ is a $\sigma$-algebra of subsets of $\Omega$, and P is a $\sigma$-additive probability measure on $(\Omega, \mathcal{F})$. If $X$ is an integrable or nonnegative random variable on $(\Omega, \mathcal{F}, \mathrm{P})$, we denote by $\mathrm{E}(X)$ its expectation. For any $p \geq 1$, we denote by $L^{p}(\Omega)$ the space of random variables on $(\Omega, \mathcal{F}, \mathrm{P})$ such that the norm

$$
\|X\|_{p}:=\left(\mathrm{E}\left(|X|^{p}\right)\right)^{1 / p}
$$

is finite.
For any integers $k, n \geq 1$ we denote by $C_{b}^{k}\left(\mathbb{R}^{n}\right)$ the space of $k$-times continuously differentiable functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, such that $f$ and all its partial derivatives of order up to $k$ are bounded. We also denote by $C_{0}^{k}\left(\mathbb{R}^{n}\right)$ the subspace of functions in $C_{b}^{k}\left(\mathbb{R}^{n}\right)$ that have compact support. Moreover, $C_{p}^{\infty}\left(\mathbb{R}^{n}\right)$ is the space of infinitely differentiable functions on $\mathbb{R}^{n}$ that have at most polynomial growth together with their partial derivatives, $C_{b}^{\infty}\left(\mathbb{R}^{n}\right)$ is the subspace of functions in $C_{p}^{\infty}\left(\mathbb{R}^{n}\right)$ that are bounded together with their partial derivatives, and $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ is the space of infinitely differentiable functions with compact support.

### 1.2 Definition and Basic Properties

Brownian motion was named by Einstein (1905) after the botanist Robert Brown (1828), who observed in a microscope the complex and erratic mo-
tion of grains of pollen suspended in water. Brownian motion was then rigorously defined and studied by Wiener (1923); this is why it is also called the Wiener process. For extended expositions about Brownian motion see Revuz and Yor (1999), Mörters and Peres (2010), Durrett (2010), Bass (2011), and Baudoin (2014).

The mathematical definition of Brownian motion is the following.
Definition 1.2.1 A real-valued stochastic process $B=\left(B_{t}\right)_{t \geq 0}$ defined on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$ is called a Brownian motion if it satisfies the following conditions:
(i) Almost surely $B_{0}=0$.
(ii) For all $0 \leq t_{1}<\cdots<t_{n}$ the increments $B_{t_{n}}-B_{t_{n-1}}, \ldots, B_{t_{2}}-B_{t_{1}}$ are independent random variables.
(iii) If $0 \leq s<t$, the increment $B_{t}-B_{s}$ is a Gaussian random variable with mean zero and variance $t-s$.
(iv) With probability one, the map $t \rightarrow B_{t}$ is continuous.

More generally, a $d$-dimensional Brownian motion is defined as an $\mathbb{R}^{d}$ valued stochastic process $B=\left(B_{t}\right)_{t \geq 0}, B_{t}=\left(B_{t}^{1}, \ldots, B_{t}^{d}\right)$, where $B^{1}, \ldots, B^{d}$ are $d$ independent Brownian motions.

We will sometimes consider a Brownian motion on a finite time interval $[0, T]$, which is defined in the same way.

Proposition 1.2.2 Properties (i), (ii), and (iii) are equivalent to saying that $B$ is a Gaussian process with mean zero and covariance function

$$
\begin{equation*}
\Gamma(s, t)=\min (s, t) \tag{1.1}
\end{equation*}
$$

Proof Suppose that (i), (ii), and (iii) hold. The probability distribution of the random vector $\left(B_{t_{1}}, \ldots, B_{t_{n}}\right)$, for $0<t_{1}<\cdots<t_{n}$, is normal because this vector is a linear transformation of the vector

$$
\left(B_{t_{1}}, B_{t_{2}}-B_{t_{1}}, \ldots, B_{t_{n}}-B_{t_{n-1}}\right)
$$

which has a normal distribution because its components are independent and normal. The mean $m(t)$ and the covariance function $\Gamma(s, t)$ are given by

$$
\begin{aligned}
m(t) & =\mathrm{E}\left(B_{t}\right)=0 \\
\Gamma(s, t) & =\mathrm{E}\left(B_{s} B_{t}\right)=\mathrm{E}\left(B_{s}\left(B_{t}-B_{s}+B_{s}\right)\right) \\
& =\mathrm{E}\left(B_{s}\left(B_{t}-B_{s}\right)\right)+\mathrm{E}\left(B_{s}^{2}\right)=s=\min (s, t)
\end{aligned}
$$

if $s \leq t$. The converse is also easy to show.

The existence of Brownian motion can be proved in different ways.
(1) The function $\Gamma(s, t)=\min (s, t)$ is symmetric and nonnegative definite because it can be written as

$$
\min (s, t)=\int_{0}^{\infty} \mathbf{1}_{[0, s]}(r) \mathbf{1}_{[0, t]}(r) d r
$$

Then, for any integer $n \geq 1$ and real numbers $a_{1}, \ldots, a_{n}$,

$$
\begin{aligned}
\sum_{i, j=1}^{n} a_{i} a_{j} \min \left(t_{i}, t_{j}\right) & =\sum_{i, j=1}^{n} a_{i} a_{j} \int_{0}^{\infty} \mathbf{1}_{\left[0, t_{i}\right]}(r) \mathbf{1}_{\left[0, t_{j}\right]}(r) d r \\
& =\int_{0}^{\infty}\left(\sum_{i=1}^{n} a_{i} \mathbf{1}_{\left[0, t_{i}\right]}(r)\right)^{2} d r \geq 0
\end{aligned}
$$

Therefore, by Kolmogorov's extension theorem (Theorem A.1.1), there exists a Gaussian process with mean zero and covariance function $\min (s, t)$.

Moreover, for any $s \leq t$, the increment $B_{t}-B_{s}$ has the normal distribution $N(0, t-s)$. This implies that for any natural number $k$ we have

$$
\mathrm{E}\left(\left(B_{t}-B_{s}\right)^{2 k}\right)=\frac{(2 k)!}{2^{k} k!}(t-s)^{k}
$$

Therefore, by Kolmogorov's continuity theorem (Theorem A.4.1), there exists a version of $B$ with Hölder-continuous trajectories of order $\gamma$ for any $\gamma<(k-1) /(2 k)$ on any interval [ $0, T]$. This implies that the paths of this version of the process $B$ are $\gamma$-Hölder continuous on $[0, T]$ for any $\gamma<1 / 2$ and $T>0$.
(2) Brownian motion can also be constructed as a Fourier series with random coefficients. Fix $T>0$ and suppose that $\left(e_{n}\right)_{n \geq 0}$ is an orthonormal basis of the Hilbert space $L^{2}([0, T])$. Suppose that $\left(Z_{n}\right)_{n \geq 0}$ are independent random variables with law $N(0,1)$. Then, the random series

$$
\begin{equation*}
\sum_{n=0}^{\infty} Z_{n} \int_{0}^{t} e_{n}(r) d r \tag{1.2}
\end{equation*}
$$

converges in $L^{2}(\Omega)$ to a mean-zero Gaussian process $B=\left(B_{t}\right)_{t \in[0, T]}$ with
covariance function (1.1). In fact, for any $s, t \in[0, T]$,

$$
\begin{aligned}
\mathrm{E}\left(\left(\sum_{n=0}^{N} Z_{n}\right.\right. & \left.\left.\int_{0}^{t} e_{n}(r) d r\right)\left(\sum_{n=0}^{N} Z_{n} \int_{0}^{s} e_{n}(r) d r\right)\right) \\
& =\sum_{n=0}^{N}\left(\int_{0}^{t} e_{n}(r) d r\right)\left(\int_{0}^{s} e_{n}(r) d r\right) \\
& =\sum_{n=0}^{N}\left\langle\mathbf{1}_{[0, t]}, e_{n}\right\rangle_{L^{2}([0, T])}\left\langle\mathbf{1}_{[0, s]}, e_{n}\right\rangle_{L^{2}([0, T])}
\end{aligned}
$$

which converges as $N \rightarrow \infty$ to

$$
\left\langle\mathbf{1}_{[0, t]}, \mathbf{1}_{[0, s]}\right\rangle_{L^{2}([0, T])}=\min (s, t)
$$

The convergence of the series (1.2) is uniform in [0,T] almost surely; that is, as $N$ tends to infinity,

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left|\sum_{n=0}^{N} Z_{n} \int_{0}^{t} e_{n}(r) d r-B_{t}\right| \xrightarrow{\text { a.s. }} 0 \tag{1.3}
\end{equation*}
$$

The fact that the process $B$ has continuous trajectories almost surely is a consequence of (1.3). We refer to Itô and Nisio (1968) for a proof of (1.3).

Once we have constructed the Brownian motion on an interval $[0, T]$, we can build a Brownian motion on $\mathbb{R}_{+}$by considering a sequence of independent Brownian motions $B^{(n)}$ on $[0, T], n \geq 1$, and setting

$$
B_{t}=B_{T}^{(n-1)}+B_{t-(n-1) T}^{(n)}, \quad(n-1) T \leq t \leq n T
$$

with the convention $B_{T}^{(0)}=0$.
In particular, if we take a basis formed by the trigonometric functions, $e_{n}(t)=(1 / \sqrt{\pi}) \cos (n t / 2)$ for $n \geq 1$ and $e_{0}(t)=1 / \sqrt{2 \pi}$, on the interval [ $0,2 \pi$ ], we obtain the Paley-Wiener representation of Brownian motion:

$$
\begin{equation*}
B_{t}=Z_{0} \frac{t}{\sqrt{2 \pi}}+\frac{2}{\sqrt{\pi}} \sum_{n=1}^{\infty} Z_{n} \frac{\sin (n t / 2)}{n}, \quad t \in[0,2 \pi] \tag{1.4}
\end{equation*}
$$

The proof of the construction of Brownian motion in this particular case can be found in Bass (2011, Theorem 6.1).
(3) Brownian motion can also be regarded as the limit in distribution of a symmetric random walk. Indeed, fix a time interval $[0, T]$. Consider $n$ independent and identically distributed random variables $\xi_{1}, \ldots, \xi_{n}$ with mean zero and variance $T / n$. Define the partial sums

$$
R_{k}=\xi_{1}+\cdots+\xi_{k}, \quad k=1, \ldots, n
$$

By the central limit theorem the sequence $R_{n}$ converges in distribution, as $n$ tends to infinity, to the normal distribution $N(0, T)$.

Consider the continuous stochastic process $S_{n}(t)$ defined by linear interpolation from the values

$$
S_{n}\left(\frac{k T}{n}\right)=R_{k}, \quad k=0, \ldots, n
$$

Then, a functional version of the central limit theorem, known as the Donsker invariance principle, says that the sequence of stochastic processes $S_{n}(t)$ converges in law to Brownian motion on $[0, T]$. This means that, for any continuous and bounded function $\varphi: C([0, T]) \rightarrow \mathbb{R}$, we have

$$
\mathrm{E}\left(\varphi\left(S_{n}\right)\right) \rightarrow \mathrm{E}(\varphi(B))
$$

as $n$ tends to infinity.

Basic properties of Brownian motion are (see Exercises 1.5-1.8):

1. Self-similarity For any $a>0$, the process $\left(a^{-1 / 2} B_{a t}\right)_{t \geq 0}$ is a Brownian motion.
2. For any $h>0$, the process $\left(B_{t+h}-B_{h}\right)_{t \geq 0}$ is a Brownian motion.
3. The process $\left(-B_{t}\right)_{t \geq 0}$ is a Brownian motion.
4. Almost surely $\lim _{t \rightarrow \infty} B_{t} / t=0$, and the process

$$
X_{t}= \begin{cases}t B_{1 / t} & \text { if } t>0 \\ 0 & \text { if } t=0\end{cases}
$$

is a Brownian motion.
Remark 1.2.3 As we have seen, the trajectories of Brownian motion on an interval $[0, T]$ are Hölder continuous of order $\gamma$ for any $\gamma<\frac{1}{2}$. However, the trajectories are not Hölder continuous of order $\frac{1}{2}$. More precisely, the following property holds (see Exercise 1.9):

$$
\mathrm{P}\left(\sup _{s, t \in[0,1]} \frac{\left|B_{t}-B_{s}\right|}{\sqrt{|t-s|}}=+\infty\right)=1
$$

The exact modulus of continuity of Brownian motion was obtained by Lévy (1937):

$$
\limsup _{\delta \downarrow 0} \sup _{s, t \in[0,1], t-s \mid<\delta} \frac{\left|B_{t}-B_{s}\right|}{\sqrt{2|t-s| \log |t-s|}}=1, \quad \text { a.s. }
$$

Lévy's proof can be found in Mörters and Peres (2010, Theorem 1.14). In
contrast, the behavior at a single point is given by the law of the iterated logarithm, due to Khinchin (1933):

$$
\limsup _{t \downarrow s} \frac{\left|B_{t}-B_{s}\right|}{\sqrt{2|t-s| \log \log |t-s|}}=1, \quad \text { a.s. }
$$

for any $s \geq 0$. See also Mörters and Peres (2010, Corollary 5.3) and Bass (2011, Theorem 7.2).

Brownian motion satisfies $\mathrm{E}\left(\left|B_{t}-B_{s}\right|^{2}\right)=t-s$ for all $s \leq t$. This means that when $t-s$ is small, $B_{t}-B_{s}$ is of order $\sqrt{t-s}$ and $\left(B_{t}-B_{s}\right)^{2}$ is of order $t-s$. Moreover, the quadratic variation of a Brownian motion on [ $0, t$ ] equals $t$ in $L^{2}(\Omega)$, as is proved in the following proposition.

Proposition 1.2.4 Fix a time interval $[0, t]$ and consider the following subdivision $\pi$ of this interval:

$$
0=t_{0}<t_{1}<\cdots<t_{n}=t
$$

The norm of the subdivision $\pi$ is defined as $|\pi|=\max _{0 \leq j \leq n-1}\left(t_{j+1}-t_{j}\right)$. The following convergence holds in $L^{2}(\Omega)$ :

$$
\begin{equation*}
\lim _{|\pi| \rightarrow 0} \sum_{j=0}^{n-1}\left(B_{t_{j+1}}-B_{t_{j}}\right)^{2}=t \tag{1.5}
\end{equation*}
$$

Proof Set $\xi_{j}=\left(B_{t_{j+1}}-B_{t_{j}}\right)^{2}-\left(t_{j+1}-t_{j}\right)$. The random variables $\xi_{j}$ are independent and centered. Thus,

$$
\begin{aligned}
& \mathrm{E}\left(\left(\sum_{j=0}^{n-1}\left(B_{t_{j+1}}-B_{t_{j}}\right)^{2}-t\right)^{2}\right)=\mathrm{E}\left(\left(\sum_{j=0}^{n-1} \xi_{j}\right)^{2}\right)=\sum_{j=0}^{n-1} \mathrm{E}\left(\xi_{j}^{2}\right) \\
& =\sum_{j=0}^{n-1}\left(3\left(t_{j+1}-t_{j}\right)^{2}-2\left(t_{j+1}-t_{j}\right)^{2}+\left(t_{j+1}-t_{j}\right)^{2}\right) \\
& \quad=2 \sum_{j=0}^{n-1}\left(t_{j+1}-t_{j}\right)^{2} \leq 2 t|\pi| \xrightarrow{|\pi| \rightarrow 0} 0
\end{aligned}
$$

which proves the result.
As a consequence, we have the following result.
Proposition 1.2.5 The total variation of Brownian motion on an interval $[0, t]$, defined by

$$
V=\sup _{\pi} \sum_{j=0}^{n-1}\left|B_{t_{j+1}}-B_{t_{j}}\right|
$$

where $\pi=\left\{0=t_{0}<t_{1}<\cdots<t_{n}\right\}$, is infinite with probability one.
Proof Using the continuity of the trajectories of Brownian motion, we have

$$
\begin{aligned}
\sum_{j=1}^{n-1}\left(B_{t_{j+1}}-B_{t_{j}}\right)^{2} & \leq \sup _{j}\left|B_{t_{j+1}}-B_{t_{j}}\right|\left(\sum_{j=0}^{n-1}\left|B_{t_{j+1}}-B_{t_{j}}\right|\right) \\
& \leq V \sup _{j}\left|B_{t_{j+1}}-B_{t_{j}}\right| \xrightarrow{|\pi| \rightarrow 0} 0
\end{aligned}
$$

if $V<\infty$, which contradicts the fact that $\sum_{j=0}^{n-1}\left(B_{t_{j+1}}-B_{t_{j}}\right)^{2}$ converges in mean square to $t$ as $|\pi| \rightarrow 0$. Therefore, $\mathrm{P}(V<\infty)=0$.

Finally, the trajectories of $B$ are almost surely nowhere differentiable. The first proof of this fact is due to Paley et al. (1933). Another proof, by Dvoretzky et al. (1961), is given in Durrett (2010, Theorem 8.1.6) and Mörters and Peres (2010, Theorem 1.27).

### 1.3 Wiener Integral

We next define the integral of square integrable functions with respect to Brownian motion, known as the Wiener integral.

We consider the set $\mathcal{E}_{0}$ of step functions

$$
\begin{equation*}
\varphi_{t}=\sum_{j=0}^{n-1} a_{j} \mathbf{1}_{\left(t_{j}, t_{j+1}\right]}(t), \quad t \geq 0 \tag{1.6}
\end{equation*}
$$

where $n \geq 1$ is an integer, $a_{0}, \ldots, a_{n-1} \in \mathbb{R}$, and $0=t_{0}<\cdots<t_{n}$. The Wiener integral of a step function $\varphi \in \mathcal{E}_{0}$ of the form (1.6) is defined by

$$
\int_{0}^{\infty} \varphi_{t} d B_{t}=\sum_{j=0}^{n-1} a_{j}\left(B_{t_{j+1}}-B_{t_{j}}\right)
$$

The mapping $\varphi \rightarrow \int_{0}^{\infty} \varphi_{t} d B_{t}$ from $\mathcal{E}_{0} \subset L^{2}\left(\mathbb{R}_{+}\right)$to $L^{2}(\Omega)$ is linear and isometric:

$$
\mathrm{E}\left(\left(\int_{0}^{\infty} \varphi_{t} d B_{t}\right)^{2}\right)=\sum_{j=0}^{n-1} a_{j}^{2}\left(t_{j+1}-t_{j}\right)=\int_{0}^{\infty} \varphi_{t}^{2} d t=\|\varphi\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}
$$

The space $\mathcal{E}_{0}$ is a dense subspace of $L^{2}\left(\mathbb{R}_{+}\right)$. Therefore, the mapping

$$
\varphi \rightarrow \int_{0}^{\infty} \varphi_{t} d B_{t}
$$

can be extended to a linear isometry between $L^{2}\left(\mathbb{R}_{+}\right)$and the Gaussian subspace of $L^{2}(\Omega)$ spanned by the Brownian motion. The random variable $\int_{0}^{\infty} \varphi_{t} d B_{t}$ is called the Wiener integral of $\varphi \in L^{2}\left(\mathbb{R}_{+}\right)$and is denoted by $B(\varphi)$. Observe that it is a Gaussian random variable with mean zero and variance $\|\varphi\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}$.

The Wiener integral allows us to view Brownian motion as the cumulative function of a white noise.

Definition 1.3.1 Let $D$ be a Borel subset of $\mathbb{R}^{m}$. A white noise on $D$ is a centered Gaussian family of random variables

$$
\left\{W(A), A \in \mathcal{B}\left(\mathbb{R}^{m}\right), A \subset D, \ell(A)<\infty\right\}
$$

where $\ell$ denotes the Lebesgue measure, such that

$$
\mathrm{E}(W(A) W(B))=\ell(A \cap B)
$$

The mapping $\mathbf{1}_{A} \rightarrow W(A)$ can be extended to a linear isometry from $L^{2}(D)$ to the Gaussian space spanned by $W$, denoted by

$$
\varphi \rightarrow \int_{D} \varphi(x) W(d x)
$$

The Brownian motion $B$ defines a white noise on $\mathbb{R}_{+}$by setting

$$
W(A)=\int_{0}^{\infty} \mathbf{1}_{A}(t) d B_{t}, \quad A \in \mathcal{B}\left(\mathbb{R}_{+}\right), \ell(A)<\infty
$$

Conversely, Brownian motion can be defined from white noise. In fact, if $W$ is a white noise on $\mathbb{R}_{+}$, the process

$$
W_{t}=W([0, t]), \quad t \geq 0
$$

is a Brownian motion.
The two-parameter extension of Brownian motion is the Brownian sheet, which is defined as a real-valued two-parameter Gaussian process $\left(B_{t}\right)_{t \in \mathbb{R}_{+}^{2}}$ with mean zero and covariance function

$$
\Gamma(s, t)=\mathrm{E}\left(B_{s} B_{t}\right)=\min \left(s_{1}, t_{1}\right) \min \left(s_{2}, t_{2}\right), \quad s, t \in \mathbb{R}_{+}^{2}
$$

As above, the Brownian sheet can be obtained from white noise. In fact, if $W$ is a white noise on $\mathbb{R}_{+}^{2}$, the process

$$
W_{t}=W\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right), \quad t \in \mathbb{R}_{+}^{2},
$$

is a Brownian sheet.

### 1.4 Wiener Space

Brownian motion can be defined in the canonical probability space $(\Omega, \mathcal{F}, \mathrm{P})$ known as the Wiener space. More precisely:

- $\Omega$ is the space of continuous functions $\omega: \mathbb{R}_{+} \rightarrow \mathbb{R}$ vanishing at the origin.
- $\mathcal{F}$ is the Borel $\sigma$-field $\mathcal{B}(\Omega)$ for the topology corresponding to uniform convergence on compact sets. One can easily show (see Exercise 1.11) that $\mathcal{F}$ coincides with the $\sigma$-field generated by the collection of cylinder sets

$$
\begin{equation*}
C=\left\{\omega \in \Omega: \omega\left(t_{1}\right) \in A_{1}, \ldots, \omega\left(t_{k}\right) \in A_{k}\right\} \tag{1.7}
\end{equation*}
$$

for any integer $k \geq 1$, Borel sets $A_{1}, \ldots, A_{k}$ in $\mathbb{R}$, and $0 \leq t_{1}<\cdots<t_{k}$.

- P is the Wiener measure. That is, P is defined on a cylinder set of the form (1.7) by

$$
\begin{equation*}
\mathrm{P}(C)=\int_{A_{1} \times \cdots A_{k}} p_{t_{1}}\left(x_{1}\right) p_{t_{2}-t_{1}}\left(x_{2}-x_{1}\right) \cdots p_{t_{k}-t_{k-1}}\left(x_{k}-x_{k-1}\right) d x_{1} \cdots d x_{k} \tag{1.8}
\end{equation*}
$$

where $p_{t}(x)$ denotes the Gaussian density

$$
p_{t}(x)=(2 \pi t)^{-1 / 2} e^{-x^{2} /(2 t)}, \quad x \in \mathbb{R}, t>0
$$

The mapping P defined by (1.8) on cylinder sets can be uniquely extended to a probability measure on $\mathcal{F}$. This fact can be proved as a consequence of the existence of Brownian motion on $\mathbb{R}_{+}$. Finally, the canonical stochastic process defined as $B_{t}(\omega)=\omega(t), \omega \in \Omega, t \geq 0$, is a Brownian motion.

The canonical probability space $(\Omega, \mathcal{F}, \mathrm{P})$ of a $d$-dimensional Brownian motion can be defined in a similar way.

Further into the text, $(\Omega, \mathcal{F}, \mathrm{P})$ will denote a general probability space, and only in some special cases will we restrict our study to Wiener space.

### 1.5 Brownian Filtration

Consider a Brownian motion $B=\left(B_{t}\right)_{t \geq 0}$ defined on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$. For any time $t \geq 0$, we define the $\sigma$-field $\mathcal{F}_{t}$ generated by the random variables $\left(B_{s}\right)_{0 \leq s \leq t}$ and the events in $\mathcal{F}$ of probability zero. That is, $\mathcal{F}_{t}$ is the smallest $\sigma$-field that contains the sets of the form

$$
\left\{B_{s} \in A\right\} \cup N
$$

where $0 \leq s \leq t, A$ is a Borel subset of $\mathbb{R}$, and $N \in \mathcal{F}$ is such that $\mathrm{P}(N)=0$. Notice that $\mathcal{F}_{s} \subset \mathcal{F}_{t}$ if $s \leq t$; that is, $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ is a nondecreasing family of $\sigma$-fields. We say that $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ is the natural filtration of Brownian motion on the probability space $(\Omega, \mathcal{F}, \mathrm{P})$.

Inclusion of the events of probability zero in each $\sigma$-field $\mathcal{F}_{t}$ has the following important consequences:

1. Any version of an adapted process is also adapted.
2. The family of $\sigma$-fields is right-continuous; that is, for all $t \geq 0, \cap_{s>t} \mathcal{F}_{s}=$ $\mathcal{F}_{t}$.

Property 2 is a consequence of Blumenthal's 0-1 law (see Durrett, 2010, Theorem 8.2.3).

The natural filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ of a $d$-dimensional Brownian motion can be defined in a similar way.

### 1.6 Markov Property

Consider a Brownian motion $B=\left(B_{t}\right)_{t \geq 0}$. The next theorem shows that Brownian motion is an $\mathcal{F}_{t}$-Markov process with respect to its natural filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ (see Definition A.5.1).

Theorem 1.6.1 For any measurable and bounded (or nonnegative) function $f: \mathbb{R} \rightarrow \mathbb{R}, s \geq 0$ and $t>0$, we have

$$
\mathrm{E}\left(f\left(B_{s+t}\right) \mid \mathcal{F}_{s}\right)=\left(P_{t} f\right)\left(B_{s}\right)
$$

where

$$
\left(P_{t} f\right)(x)=\int_{\mathbb{R}} f(y) p_{t}(x-y) d y
$$

Proof We have

$$
\mathrm{E}\left(f\left(B_{s+t}\right) \mid \mathscr{F}_{s}\right)=\mathrm{E}\left(f\left(B_{s+t}-B_{s}+B_{s}\right) \mid \mathcal{F}_{s}\right)
$$

Since $B_{s+t}-B_{s}$ is independent of $\mathcal{F}_{s}$, we obtain

$$
\begin{aligned}
\mathrm{E}\left(f\left(B_{s+t}\right) \mid \mathcal{F}_{s}\right) & =\left.\mathrm{E}\left(f\left(B_{s+t}-B_{s}+x\right)\right)\right|_{x=B_{s}} \\
& =\int_{\mathbb{R}} f\left(y+B_{s}\right) \frac{1}{\sqrt{2 \pi t}} e^{-|y|^{2} /(2 t)} d y \\
& =\int_{\mathbb{R}} f(y) \frac{1}{\sqrt{2 \pi t}} e^{-\left|B_{s}-y\right|^{2} /(2 t)} d y=\left(P_{t} f\right)\left(B_{s}\right),
\end{aligned}
$$

which concludes the proof.

The family of operators $\left(P_{t}\right)_{t \geq 0}$ satisfies the semigroup property $P_{t} \circ P_{s}=$ $P_{t+s}$ and $P_{0}=$ Id.

We can also show that a $d$-dimensional Brownian motion is an $\mathcal{F}_{t}$-Markov process with semigroup

$$
\left(P_{t} f\right)(x)=\int_{\mathbb{R}^{d}} f(y)(2 \pi t)^{-d / 2} \exp \left(-\frac{|x-y|^{2}}{2 t}\right)
$$

where $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a measurable and bounded (or nonnegative) function. The transition density $p_{t}(x-y)=(2 \pi t)^{-d / 2} \exp \left(-|x-y|^{2} /(2 t)\right)$ satisfies the heat equation

$$
\frac{\partial p}{\partial t}=\frac{1}{2} \Delta p, \quad t>0
$$

with initial condition $p_{0}(x-y)=\delta_{x}(y)$.

### 1.7 Martingales Associated with Brownian Motion

Let $B=\left(B_{t}\right)_{t \geq 0}$ be a Brownian motion. The next result gives several fundamental martingales associated with Brownian motion.
Theorem 1.7.1 The processes $\left(B_{t}\right)_{t \geq 0},\left(B_{t}^{2}-t\right)_{t \geq 0}$, and $\left(\exp \left(a B_{t}-a^{2} t / 2\right)\right)_{t \geq 0}$, where $a \in \mathbb{R}$, are $\mathcal{F}_{t}$-martingales.

Proof Brownian motion is a martingale with respect to its natural filtration because for $s<t$

$$
\mathrm{E}\left(B_{t}-B_{s} \mid \mathcal{F}_{s}\right)=\mathrm{E}\left(B_{t}-B_{s}\right)=0
$$

For $B_{t}^{2}-t$, we can write for $s<t$, using the properties of conditional expectations,

$$
\begin{aligned}
\mathrm{E}\left(B_{t}^{2} \mid \mathcal{F}_{s}\right) & =\mathrm{E}\left(\left(B_{t}-B_{s}+B_{s}\right)^{2} \mid \mathcal{F}_{s}\right) \\
& =\mathrm{E}\left(\left(B_{t}-B_{s}\right)^{2} \mid \mathscr{F}_{s}\right)+2 \mathrm{E}\left(\left(B_{t}-B_{s}\right) B_{s} \mid \mathcal{F}_{s}\right)+\mathrm{E}\left(B_{s}^{2} \mid \mathcal{F}_{s}\right) \\
& =\mathrm{E}\left(B_{t}-B_{s}\right)^{2}+2 B_{s} \mathrm{E}\left(\left(B_{t}-B_{s}\right) \mid \mathcal{F}_{s}\right)+B_{s}^{2} \\
& =t-s+B_{s}^{2}
\end{aligned}
$$

Finally, for $\exp \left(a B_{t}-a^{2} t / 2\right)$, we have

$$
\begin{aligned}
\mathrm{E}\left(\exp \left(a B_{t}-a^{2} t / 2\right) \mid \mathcal{F}_{s}\right) & =e^{a B_{s}} \mathrm{E}\left(\exp \left(a\left(B_{t}-B_{s}\right)-a^{2} t / 2\right) \mid \mathcal{F}_{s}\right) \\
& =e^{a B_{s}} \mathrm{E}\left(\exp \left(a\left(B_{t}-B_{s}\right)-a^{2} t / 2\right)\right) \\
& =e^{a B_{s}} \exp \left(a^{2}(t-s) / 2-a^{2} t / 2\right) \\
& =\exp \left(a B_{s}-a^{2} s / 2\right)
\end{aligned}
$$

This concludes the proof of the theorem.

As an application of Theorem 1.7.1, we will study properties of the arrival time of Brownian motion at some fixed level $a \in \mathbb{R}$. This is called the Brownian hitting time, defined as the stopping time

$$
\tau_{a}=\inf \left\{t \geq 0: B_{t}=a\right\} .
$$

The next proposition provides an explicit expression for the Laplace transform of the Brownian hitting time.

Proposition 1.7.2 Fix $a>0$. Then, for all $\alpha>0$,

$$
\begin{equation*}
\mathrm{E}\left(\exp \left(-\alpha \tau_{a}\right)\right)=e^{-\sqrt{2 \alpha a} a} \tag{1.9}
\end{equation*}
$$

Proof By Theorem 1.7.1, for any $\lambda>0$, the process $M_{t}=e^{\lambda B_{t}-\lambda^{2} t / 2}$ is a martingale such that

$$
\mathrm{E}\left(M_{t}\right)=\mathrm{E}\left(M_{0}\right)=1
$$

By the optional stopping theorem (Theorem A.7.4), for all $N \geq 1$,

$$
\mathrm{E}\left(M_{\tau_{a} \wedge N}\right)=1
$$

Note that $M_{\tau_{a} \wedge N}=\exp \left(\lambda B_{\tau_{a} \wedge N}-\lambda^{2}\left(\tau_{a} \wedge N\right) / 2\right) \leq e^{a \lambda}$. Moreover,

$$
\begin{array}{ll}
\lim _{N \rightarrow \infty} M_{\tau_{a} \wedge N}=M_{\tau_{a}} & \text { if } \tau_{a}<\infty \\
\lim _{N \rightarrow \infty} M_{\tau_{a} \wedge N}=0 & \text { if } \tau_{a}=\infty
\end{array}
$$

and the dominated convergence theorem implies that

$$
\mathrm{E}\left(\mathbf{1}_{\left\{\tau_{a}<\infty\right\}} M_{\tau_{a}}\right)=1
$$

That is,

$$
\mathrm{E}\left(\mathbf{1}_{\left\{\tau_{a}<\infty\right\}} \exp \left(-\frac{\lambda^{2} \tau_{a}}{2}\right)\right)=e^{-\lambda a}
$$

Letting $\lambda \downarrow 0$ we obtain

$$
\begin{equation*}
\mathrm{P}\left(\tau_{a}<\infty\right)=1 \tag{1.10}
\end{equation*}
$$

and, consequently,

$$
\mathrm{E}\left(\exp \left(-\frac{\lambda^{2} \tau_{a}}{2}\right)\right)=e^{-\lambda a}
$$

With the change of variable $\lambda^{2} / 2=\alpha$, we get the desired result.

From expression (1.9), inverting the Laplace transform, we can compute the distribution function of the random variable $\tau_{a}$ :

$$
\begin{equation*}
\mathrm{P}\left(\tau_{a} \leq t\right)=\int_{0}^{t} \frac{a e^{-a^{2} /(2 s)}}{\sqrt{2 \pi s^{3}}} d s \tag{1.11}
\end{equation*}
$$

Furthermore, computing the derivative of (1.9) with respect to the variable $\alpha$ yields

$$
\mathrm{E}\left(\tau_{a} \exp \left(-\alpha \tau_{a}\right)\right)=\frac{a e^{-\sqrt{2 \alpha} a}}{\sqrt{2 \alpha}}
$$

and letting $\alpha \downarrow 0$ we obtain $\mathrm{E}\left(\tau_{a}\right)=+\infty$.
Proposition 1.7.3 If $a<0<b$ then

$$
\mathrm{P}\left(\tau_{a}<\tau_{b}\right)=\frac{b}{b-a}
$$

Proof By (1.10) we have that $\tau_{b}<\infty$ almost surely, and taking into account that $\left(-B_{t}\right)_{t \geq 0}$ is also a Brownian motion, we deduce that $\tau_{a}<\infty$ almost surely. By the optional stopping theorem (Theorem A.7.4), we have

$$
\mathrm{E}\left(B_{t \wedge \tau_{a} \wedge \tau_{b}}\right)=\mathrm{E}\left(B_{0}\right)=0
$$

Since, for all $t \geq 0$,

$$
a \leq B_{t \wedge \tau_{a} \wedge \tau_{b}} \leq b
$$

letting $t \rightarrow \infty$ and using the dominated convergence theorem, it follows that

$$
\mathrm{E}\left(B_{\tau_{a} \wedge \tau_{b}}\right)=0
$$

This implies that

$$
0=a \mathrm{P}\left(\tau_{a}<\tau_{b}\right)+b\left(1-\mathrm{P}\left(\tau_{a}<\tau_{b}\right)\right)
$$

which proves the desired formula.
Proposition 1.7.4 Let $T=\inf \left\{t \geq 0: B_{t} \notin(a, b)\right\}$, where $a<0<b$. Then

$$
\mathrm{E}(T)=-a b
$$

Proof Because $B_{t}^{2}-t$ is a martingale, we get, by the optional stopping theorem (Theorem A.7.4),

$$
\mathrm{E}\left(B_{T \wedge t}^{2}\right)=\mathrm{E}(T \wedge t)
$$

Therefore, from the dominated convergence theorem and Proposition 1.7.3,

$$
\mathrm{E}(T)=\lim _{t \rightarrow \infty} \mathrm{E}\left(B_{T \wedge t}^{2}\right)=\mathrm{E}\left(B_{T}^{2}\right)=-a b
$$

which concludes the proof.

### 1.8 Strong Markov Property

Let $B=\left(B_{t}\right)_{t \geq 0}$ be a Brownian motion. The next result is the strong Markov property of Brownian motion, which was first proved independently by Hunt (1956) and Dynkin and Yushkevich (1956).

Theorem 1.8.1 Let $T$ be a finite stopping time with respect to the natural filtration of Brownian motion $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. Then the process

$$
B_{T+t}-B_{T}, \quad t \geq 0
$$

is a Brownian motion that is independent of $\mathcal{F}_{T}$.
Proof Consider the process $\tilde{B}=\left(\tilde{B}_{t}\right)_{t \geq 0}$ defined by $\tilde{B}_{t}=B_{T+t}-B_{T}$, and suppose first that $T$ is bounded. Let $\lambda \in \mathbb{R}$ and $0 \leq s \leq t$. Applying the optional stopping theorem to the complex-valued martingale

$$
\exp \left(i \lambda \tilde{B}_{t}+\frac{\lambda^{2} t}{2}\right)
$$

yields

$$
\mathrm{E}\left(\left.\exp \left(i \lambda B_{T+t}+\frac{\lambda^{2}}{2}(T+t)\right) \right\rvert\, \mathcal{F}_{T+s}\right)=\exp \left(i \lambda B_{T+s}+\frac{\lambda^{2}}{2}(T+s)\right)
$$

Therefore,

$$
\mathrm{E}\left(\exp \left(i \lambda\left(B_{T+t}-B_{T+s}\right)\right) \mid \mathcal{F}_{T+s}\right)=\exp \left(-\frac{\lambda^{2}}{2}(t-s)\right)
$$

This implies that the increments of $\tilde{B}$ are independent, stationary, and normally distributed with mean zero and variance equal to the length of the increment. Moreover the process $\tilde{B}$ is independent of $\mathcal{F}_{T}$, which concludes the proof when $T$ is bounded. If $T$ is not bounded, we can consider the stopping time $T \wedge N$ and let $N \rightarrow \infty$.

As a consequence, for any measurable and bounded (or nonnegative) function $f: \mathbb{R} \rightarrow \mathbb{R}$ and any finite stopping time $T$ for the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$, we have

$$
\mathrm{E}\left(f\left(B_{T+t}\right) \mid \mathcal{F}_{T}\right)=\left(P_{t} f\right)\left(B_{T}\right)
$$

where $P_{t}$ is the semigroup of operators associated with Brownian motion.
As an application of the strong Markov property, we have the following reflection principle, which was first formulated by Lévy (1939).

Theorem 1.8.2 Let $M_{t}=\sup _{0 \leq s \leq t} B_{s}$. Then, for all $a>0$,

$$
\mathrm{P}\left(M_{t} \geq a\right)=2 \mathrm{P}\left(B_{t}>a\right)
$$

Proof Consider the reflected process

$$
\hat{B}_{t}=B_{t} \mathbf{1}_{\left\{t \leq \tau_{a}\right\}}+\left(2 a-B_{t}\right) \mathbf{1}_{\left\{t>\tau_{a}\right\}}, \quad t \geq 0
$$

Recall that $\tau_{a}<\infty$ a.s. by (1.10). Then, by the strong Markov property (Theorem 1.8.1), both the processes $\left(B_{t+\tau_{a}}-a\right)_{t \geq 0}$ and $\left(-B_{t+\tau_{a}}+a\right)_{t \geq 0}$ are Brownian motions that are independent of $B_{\tau_{a}}$. Pasting the first process to the end point of $\left(B_{t}\right)_{t \in\left[0, \tau_{a}\right]}$, and doing the same with the second process, yields two processes with the same distribution. The first is just $\left(B_{t}\right)_{t \geq 0}$ and the second is $\hat{B}=\left(\hat{B}_{t}\right)_{t \geq 0}$. Thus, we conclude that $\hat{B}$ is also a Brownian motion. Therefore,

$$
\begin{aligned}
\mathrm{P}\left(M_{t} \geq a\right) & =\mathrm{P}\left(B_{t}>a\right)+\mathrm{P}\left(M_{t} \geq a, B_{t} \leq a\right) \\
& =\mathrm{P}\left(B_{t}>a\right)+\mathrm{P}\left(\hat{B}_{t} \geq a\right)=2 \mathrm{P}\left(B_{t}>a\right),
\end{aligned}
$$

which concludes the proof.
Corollary 1.8.3 For any $a>0$, the random variable $M_{a}=\sup _{t \in[0, a]} B_{t}$ has density

$$
p(x)=\frac{2}{\sqrt{2 \pi a}} e^{-x^{2} /(2 a)} \mathbf{1}_{[0, \infty)}(x)
$$

Using the reflection principle (Theorem 1.8.2), we obtain the following property.

Lemma 1.8.4 With probability one, Brownian motion attains its maximum on $[0,1]$ at a unique point.

Proof It suffices to show that the set

$$
G=\left\{\omega: \sup _{t \in[0,1]} B_{t}=B_{t_{1}}=B_{t_{2}} \text { for some } t_{1} \neq t_{2}\right\}
$$

has probability zero. For each $n \geq 0$, we denote by $I_{n}$ the set of dyadic intervals of the form $\left[(j-1) 2^{-n}, j 2^{-n}\right]$, with $1 \leq j \leq 2^{n}$. The set $G$ is equal to the countable union

$$
\bigcup_{n \geq 1} \bigcup_{I_{1}, I_{2} \in I_{n}, I_{1} \cap I_{2}=\emptyset}\left\{\sup _{t \in I_{1}} B_{t}=\sup _{t \in I_{2}} B_{t}\right\} .
$$

Therefore, it suffices to check that, for each $n \geq 1$ and for any pair of disjoint intervals $I_{1}, I_{2}$,

$$
\begin{equation*}
\mathrm{P}\left(\sup _{t \in I_{1}} B_{t}=\sup _{t \in I_{2}} B_{t}\right)=0 . \tag{1.12}
\end{equation*}
$$

Property (1.12) is a consequence of the fact that, for any rectangle $[a, b] \subset$ $[0,1]$, the law of the random variable $\sup _{t \in[a, b]} B_{t}$ conditioned on $\mathcal{F}_{a}$ is continuous. To establish this property, it suffices to write

$$
\sup _{t \in[a, b]} B_{t}=\sup _{t \in[a, b]}\left(B_{t}-B_{a}\right)+B_{a} .
$$

Then, conditioning on $\mathcal{F}_{a}, B_{a}$ is a constant and $\sup _{t \in[a, b]}\left(B_{t}-B_{a}\right)$ has the same law as $\sup _{0 \leq t \leq b-a} B_{t}$, which has the density given in Corollary 1.8.3.

## Exercises

1.1 Let $Z$ be a random variable with law $N(0,1)$. Consider the process $X_{t}=\sqrt{t} Z$, $t \geq 0$. Is $\left(X_{t}\right)_{t \geq 0}$ a Brownian motion? Which properties of Definition 1.2.1 hold and which don't?
1.2 Let $B$ be a $d$-dimensional Brownian motion. Consider an orthogonal $d \times d$ matrix $U$ (that is, $U U^{T}=I_{d}$, where $I_{d}$ denotes the identity matrix of order $d$ ). Show that the process

$$
X_{t}=U B_{t}, \quad t \geq 0
$$

is a $d$-dimensional Brownian motion.
1.3 Compute the mean and covariance function of the following stochastic processes related to Brownian motion.
(a) Brownian bridge: $X_{t}=B_{t}-t B_{1}, t \in[0,1]$.
(b) Brownian motion with drift: $X_{t}=\sigma B_{t}+\mu t, t \geq 0$, where $\sigma>0$ and $\mu \in \mathbb{R}$ are constants.
(c) Geometric Brownian motion: $X_{t}=e^{\sigma B_{t}+\mu t}, t \geq 0$, where $\sigma>0$ and $\mu \in \mathbb{R}$ are constants.
Which of the above are Gaussian processes?
1.4 Define $X_{t}=\int_{0}^{t} B_{s} d s$, where $B=\left(B_{t}\right)_{t \geq 0}$ is a Brownian motion. Show that $X_{t}$ is a Gaussian random variable. Compute its mean and its variance.
1.5 Let $B$ be a Brownian motion. Show that, for any $a>0$, the process $\left(a^{-1 / 2} B_{a t}\right)_{t \geq 0}$ is a Brownian motion.
1.6 Let $B$ be a Brownian motion. Show that, for any $h>0$, the process ( $B_{t+h}-$ $\left.B_{h}\right)_{t \geq 0}$ is a Brownian motion.
1.7 Let $B$ be a Brownian motion. Show that the process $\left(-B_{t}\right)_{t \geq 0}$ is a Brownian motion.
1.8 Let $B$ be a Brownian motion. Show that $\lim _{t \rightarrow \infty} B_{t} / t=0$ almost surely and that the process

$$
X_{t}= \begin{cases}t B_{1 / t} & \text { if } t>0 \\ 0 & \text { if } t=0\end{cases}
$$

is a Brownian motion.
1.9 Let $B$ be a Brownian motion. Show that

$$
\mathrm{P}\left(\sup _{s, t \in[0,1]} \frac{\left|B_{t}-B_{s}\right|}{\sqrt{|t-s|}}=+\infty\right)=1 .
$$

1.10 Let $B$ be a Brownian motion. Using the Borel-Cantelli lemma, show that if $\left(\pi^{n}\right)_{n \geq 1}, \pi^{n}=\left\{0=t_{0}^{n}<\cdots<t_{k_{n}}^{n}=t\right\}$, is a sequence of partitions of $[0, t]$ such that $\sum_{n}\left|\pi^{n}\right|<\infty$, then $\sum_{j=0}^{k_{n}-1}\left(B_{t_{j+1}^{n}}-B_{t_{j}^{n}}\right)^{2}$ converges almost surely to $t$.
1.11 Let $(\Omega, \mathcal{F}, \mathrm{P})$ be the Wiener space. Show that $\mathcal{F}$ coincides with the $\sigma$-field generated by the collection of cylinder sets

$$
\left\{\omega \in \Omega: \omega\left(t_{1}\right) \in A_{1}, \ldots, \omega\left(t_{k}\right) \in A_{k}\right\}
$$

where $k \geq 1$ is an integer, $A_{1}, \ldots, A_{k} \in \mathcal{B}(\mathbb{R})$, and $0 \leq t_{1}<\cdots<t_{k}$.

## 2

## Stochastic Calculus

The first aim of this chapter is to construct Itô's stochastic integrals of the form $\int_{0}^{\infty} u_{t} d B_{t}$, where $B=\left(B_{t}\right)_{t \geq 0}$ is a Brownian motion and $u=\left(u_{t}\right)_{t \geq 0}$ is an adapted process. We then prove Itô's formula, which is a change of variables formula for Itô's stochastic integrals and plays a crucial role in the applications of stochastic calculus. We then discuss some consequences of Itô's formula, including Tanaka's formula, the Stratonovich integral, and the integral representation theorem for square integrable random variables. Finally, we present Girsanov's theorem, which provides a change of probability under which a Brownian motion with drift becomes a Brownian motion.

### 2.1 Stochastic Integrals

The stochastic integral of adapted processes with respect to Brownian motion originates in Itô (1944). For complete expositions of this topic we refer to Ikeda and Watanabe (1989), Karatzas and Shreve (1998), and Baudoin (2014).

Recall that $B=\left(B_{t}\right)_{t \geq 0}$ is a Brownian motion defined on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$ equipped with its natural filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. We proved in Chapter 1 that the trajectories of Brownian motion have infinite variation on any finite interval. So, in general, we cannot define the integral

$$
\int_{0}^{T} u_{t}(\omega) d B_{t}(\omega)
$$

as a pathwise integral. However, we will construct the integral $\int_{0}^{\infty} u_{t} d B_{t}$ by means of a global probabilistic approach for a class of processes satisfying some adaptability and integrability conditions specified below.

Definition 2.1.1 We say that a stochastic process $u=\left(u_{t}\right)_{t \geq 0}$ is progres-
sively measurable if, for any $t \geq 0$, the restriction of $u$ to $\Omega \times[0, t]$ is $\mathcal{F}_{t} \times \mathcal{B}([0, t])$-measurable.

Remark 2.1.2 If $u$ is adapted and measurable (i.e., the mapping $(\omega, s) \longrightarrow$ $u_{s}(\omega)$ is measurable on the product space $\Omega \times \mathbb{R}_{+}$with respect to the product $\sigma$-field $\left.\mathcal{F} \times \mathcal{B}\left(\mathbb{R}_{+}\right)\right)$then there is a version of $u$ which is progressively measurable (see Meyer, 1984, Theorem 4.6). Progressive measurability guarantees that random variables of the form $\int_{0}^{t} u_{s} d s$ are $\mathcal{F}_{t}$-measurable.

Let $\mathcal{P}$ be the $\sigma$-field of sets $A \subset \Omega \times \mathbb{R}_{+}$such that $\mathbf{1}_{A}$ is progressively measurable. We denote by $L^{2}(\mathcal{P})$ the Hilbert space $L^{2}\left(\Omega \times \mathbb{R}_{+}, \mathcal{P}, \mathrm{P} \times \ell\right)$, where $\ell$ is the Lebesgue measure, equipped with the norm

$$
\|u\|_{L^{2}(\mathcal{P})}^{2}=\mathrm{E}\left(\int_{0}^{\infty} u_{s}^{2} d s\right)=\int_{0}^{\infty} \mathrm{E}\left(u_{s}^{2}\right) d s,
$$

where the last equality follows from Fubini's theorem.
In this section we define the stochastic integral $\int_{0}^{\infty} u_{t} d B_{t}$ of a process $u$ in $L^{2}(\mathcal{P})$ as the limit in $L^{2}(\Omega)$ of integrals of simple processes.

Definition 2.1.3 A process $u=\left(u_{t}\right)_{t \geq 0}$ is called a simple process if it is of the form

$$
\begin{equation*}
u_{t}=\sum_{j=0}^{n-1} \phi_{j} \mathbf{1}_{\left(t_{j}, t_{j+1}\right]}(t), \tag{2.1}
\end{equation*}
$$

where $0 \leq t_{0}<t_{1}<\cdots<t_{n}$, and the $\phi_{j}$ are $\mathcal{F}_{t_{j}}$-measurable random variables such that $\mathrm{E}\left(\phi_{j}^{2}\right)<\infty$. We denote by $\mathcal{E}$ the space of simple processes.

We define the stochastic integral of a process $u \in \mathcal{E}$ of the form (2.1) as

$$
I(u):=\int_{0}^{\infty} u_{t} d B_{t}=\sum_{j=0}^{n-1} \phi_{j}\left(B_{t_{j+1}}-B_{t_{j}}\right)
$$

The stochastic integral defined on the space $\mathcal{E}$ of simple processes has the following three properties.

## 1 Linearity

For any $a, b \in \mathbb{R}$ and simple processes $u, v \in \mathcal{E}$,

$$
\int_{0}^{\infty}\left(a u_{t}+b v_{t}\right) d B_{t}=a \int_{0}^{\infty} u_{t} d B_{t}+b \int_{0}^{\infty} v_{t} d B_{t}
$$

## 2 Zero Mean

For any $u \in \mathcal{E}$,

$$
\mathrm{E}\left(\int_{0}^{\infty} u_{t} d B_{t}\right)=0
$$

In fact, assuming that $u$ is given by (2.1), and taking into account that the random variables $\phi_{j}$ and $B_{t_{j+1}}-B_{t_{j}}$ are independent, we obtain

$$
\mathrm{E}\left(\int_{0}^{\infty} u_{t} d B_{t}\right)=\sum_{j=0}^{n-1} \mathrm{E}\left(\phi_{j}\left(B_{t_{j+1}}-B_{t_{j}}\right)\right)=\sum_{j=0}^{n-1} \mathrm{E}\left(\phi_{j}\right) \mathrm{E}\left(B_{t_{j+1}}-B_{t_{j}}\right)=0 .
$$

## 3 Isometry Property

For any $u \in \mathcal{E}$,

$$
\mathrm{E}\left(\left(\int_{0}^{\infty} u_{t} d B_{t}\right)^{2}\right)=\mathrm{E}\left(\int_{0}^{\infty} u_{t}^{2} d t\right)
$$

Proof Assume that $u$ is given by (2.1). Set $\Delta B_{j}=B_{t_{j+1}}-B_{t_{j}}$. Then

$$
\mathrm{E}\left(\phi_{i} \phi_{j} \Delta B_{i} \Delta B_{j}\right)= \begin{cases}0 & \text { if } i \neq j \\ \mathrm{E}\left(\phi_{j}^{2}\right)\left(t_{j+1}-t_{j}\right) & \text { if } i=j\end{cases}
$$

because if $i<j$ the random variables $\phi_{i} \phi_{j} \Delta B_{i}$ and $\Delta B_{j}$ are independent, and if $i=j$ the random variables $\phi_{i}^{2}$ and $\left(\Delta B_{i}\right)^{2}$ are independent. So, we obtain

$$
\begin{aligned}
\mathrm{E}\left(\left(\int_{0}^{\infty} u_{t} d B_{t}\right)^{2}\right) & =\sum_{i, j=0}^{n-1} \mathrm{E}\left(\phi_{i} \phi_{j} \Delta B_{i} \Delta B_{j}\right)=\sum_{i=0}^{n-1} \mathrm{E}\left(\phi_{i}^{2}\right)\left(t_{i+1}-t_{i}\right) \\
& =\mathrm{E}\left(\int_{0}^{\infty} u_{t}^{2} d t\right)
\end{aligned}
$$

which concludes the proof of the isometry property.
The extension of the stochastic integral to the class $L^{2}(\mathcal{P})$ is based on the following density result.

Proposition 2.1.4 The space $\mathcal{E}$ of simple processes is dense in $L^{2}(\mathcal{P})$.
Proof We first establish that any $u \in L^{2}(\mathcal{P})$ can be approximated by processes which are continuous in $L^{2}(\Omega)$. Then our result will follow if we show that simple processes are dense in the space of processes which are continuous in $L^{2}(\Omega)$.

If $u$ belongs to $L^{2}(\mathcal{P})$, we define

$$
u_{t}^{(n)}=n \int_{(t-1 / n) \vee 0}^{t} u_{s} d s
$$

The processes $u_{t}^{(n)}$ are continuous in $L^{2}(\Omega)$ and satisfy

$$
\lim _{n \rightarrow \infty} \mathrm{E}\left(\int_{0}^{\infty}\left|u_{t}-u_{t}^{(n)}\right|^{2} d t\right)=0
$$

Indeed, for each $\omega$ we have

$$
\int_{0}^{\infty}\left|u_{t}(\omega)-u_{t}^{(n)}(\omega)\right|^{2} d t \xrightarrow{n \rightarrow \infty} 0
$$

and we can apply the dominated convergence theorem because

$$
\int_{0}^{\infty}\left|u_{t}^{(n)}(\omega)\right|^{2} d t \leq \int_{0}^{\infty}\left|u_{t}(\omega)\right|^{2} d t
$$

Suppose that $u \in L^{2}(\mathcal{P})$ is continuous in $L^{2}(\Omega)$. In this case, we can choose approximating processes $u_{t}^{(n, N)} \in \mathcal{E}$ defined by

$$
u_{t}^{(n, N)}=\sum_{j=0}^{n-1} u_{t_{j}} \mathbf{1}_{\left(t_{j}, t_{j+1}\right]}(t)
$$

where $t_{j}=j N / n$. The continuity in $L^{2}(\Omega)$ of $u$ implies that

$$
\mathrm{E}\left(\int_{0}^{\infty}\left|u_{t}-u_{t}^{(n, N)}\right|^{2} d t\right) \leq \mathrm{E}\left(\int_{N}^{\infty} u_{t}^{2} d t\right)+N \sup _{|t-s| \leq N / n} \mathrm{E}\left(\left|u_{t}-u_{s}\right|^{2}\right)
$$

This converges to zero if we first let $n \rightarrow \infty$ and then $N \rightarrow \infty$.
Proposition 2.1.5 The stochastic integral can be extended to a linear isometry

$$
I: L^{2}(\mathcal{P}) \rightarrow L^{2}(\Omega)
$$

Proof The stochastic integral of a process $u$ in $L^{2}(\mathcal{P})$ is defined as the following limit in $L^{2}(\Omega)$ :

$$
\begin{equation*}
I(u)=\lim _{n \rightarrow \infty} \int_{0}^{\infty} u_{t}^{(n)} d B_{t} \tag{2.2}
\end{equation*}
$$

where $u^{(n)}$ is a sequence of simple processes which converges to $u$ in the norm of $L^{2}(\mathcal{P})$. Notice that the limit (2.2) exists because the sequence of
random variables $\int_{0}^{\infty} u_{t}^{(n)} d B_{t}$ is Cauchy in $L^{2}(\Omega)$, owing to the isometry property

$$
\begin{aligned}
& \mathrm{E}\left(\left(\int_{0}^{\infty} u_{t}^{(n)} d B_{t}-\int_{0}^{\infty} u_{t}^{(m)} d B_{t}\right)^{2}\right)=\mathrm{E}\left(\int_{0}^{\infty}\left(u_{t}^{(n)}-u_{t}^{(m)}\right)^{2} d t\right) \\
& \quad \leq 2 \mathrm{E}\left(\int_{0}^{\infty}\left(u_{t}^{(n)}-u_{t}\right)^{2} d t\right)+2 \mathrm{E}\left(\int_{0}^{\infty}\left(u_{t}-u_{t}^{(m)}\right)^{2} d t\right)^{n, m \rightarrow \infty} 0 .
\end{aligned}
$$

Furthermore, it is easy to show that the limit (2.2) does not depend on the approximating sequence $u^{(n)}$.

The stochastic integral has the following properties: for any $u, v \in L^{2}(\mathcal{P})$,

$$
\mathrm{E}(I(u))=0 \quad \text { and } \quad \mathrm{E}(I(u) I(v))=\mathrm{E}\left(\int_{0}^{\infty} u_{s} v_{s} d s\right)
$$

For any $T>0$, we set

$$
\begin{equation*}
\int_{0}^{T} u_{s} d B_{s}=\int_{0}^{\infty} u_{s} \mathbf{1}_{[0, T]}(s) d B_{s} \tag{2.3}
\end{equation*}
$$

which is the indefinite integral of $u$ with respect to $B$. Notice that in order to define $\int_{0}^{T} u_{s} d B_{s}$, we only need that $u \in L_{T}^{2}(\mathcal{P})$, where

$$
L_{T}^{2}(\mathcal{P}):=L^{2}\left(\Omega \times[0, T],\left.\mathcal{P}\right|_{\Omega \times[0, T]}, \mathrm{P} \times \ell\right)
$$

Example 2.1.6 For any $T>0$, we have

$$
\int_{0}^{T} B_{t} d B_{t}=\frac{1}{2} B_{T}^{2}-\frac{1}{2} T
$$

Indeed, the process $B$ being continuous in $L^{2}(\Omega)$, we can choose as approximating sequence

$$
u_{t}^{(n)}=\sum_{j=0}^{n-1} B_{t_{j}} \mathbf{1}_{\left(t_{j}, t_{j+1}\right]}(t)
$$

where $t_{j}=j T / n$, and we obtain, using Proposition 1.2.4,

$$
\begin{aligned}
\int_{0}^{T} B_{t} d B_{t} & =\lim _{n \rightarrow \infty} \sum_{j=0}^{n-1} B_{t_{j}}\left(B_{t_{j+1}}-B_{t_{j}}\right) \\
& =\frac{1}{2} \lim _{n \rightarrow \infty} \sum_{j=0}^{n-1}\left(B_{t_{j+1}}^{2}-B_{t_{j}}^{2}\right)-\frac{1}{2} \lim _{n \rightarrow \infty} \sum_{j=0}^{n-1}\left(B_{t_{j+1}}-B_{t_{j}}\right)^{2} \\
& =\frac{1}{2} B_{T}^{2}-\frac{1}{2} T
\end{aligned}
$$

where the convergence holds in $L^{2}(\Omega)$.

### 2.2 Indefinite Stochastic Integrals

We denote by $L_{\infty}^{2}(\mathcal{P})$ the set of progressively measurable processes such that $\mathrm{E}\left(\int_{0}^{t} u_{s}^{2} d s\right)<\infty$ for each $t>0$. For any process $u \in L_{\infty}^{2}(\mathcal{P})$, we can define the indefinite integral process

$$
\left\{\int_{0}^{t} u_{s} d B_{s}, t \geq 0\right\}
$$

We now give six properties of indefinite integrals.

## 1 Additivity

For any $a \leq b \leq c$, we have

$$
\int_{a}^{b} u_{s} d B_{s}+\int_{b}^{c} u_{s} d B_{s}=\int_{a}^{c} u_{s} d B_{s}
$$

## 2 Factorization

If $a<b$, and $F$ is a bounded and $\mathcal{F}_{a}$-measurable random variable then

$$
\int_{a}^{b} F u_{s} d B_{s}=F \int_{a}^{b} u_{s} d B_{s}
$$

## 3 Martingale Property

Proposition 2.2.1 Let $u \in L_{\infty}^{2}(\mathcal{P})$. Then, the indefinite stochastic integral

$$
M_{t}=\int_{0}^{t} u_{s} d B_{s}, \quad t \geq 0
$$

is a square integrable martingale with respect to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ and admits a continuous version.

Proof We first prove the martingale property. Suppose that $u \in \mathcal{E}$ is a simple process of the form

$$
u_{t}=\sum_{j=0}^{n-1} \phi_{j} \mathbf{1}_{\left(t_{j}, t_{j+1}\right]}(t)
$$

Then, for any $s \leq t$,

$$
\begin{aligned}
\mathrm{E}\left(\int_{0}^{t} u_{v} d B_{v} \mid \mathcal{F}_{s}\right) & =\sum_{j=0}^{n-1} \mathrm{E}\left(\phi_{j}\left(B_{t_{j+1} \wedge t}-B_{t_{j} \wedge t}\right) \mid \mathcal{F}_{s}\right) \\
& =\sum_{j=0}^{n-1} \mathrm{E}\left(\mathrm{E}\left(\phi_{j}\left(B_{t_{j+1} \wedge t}-B_{t_{j} \wedge t}\right) \mid \mathcal{F}_{t_{j} \vee s}\right) \mid \mathcal{F}_{s}\right) \\
& =\sum_{j=0}^{n-1} \mathrm{E}\left(\phi_{j} \mathrm{E}\left(B_{t_{j+1} \wedge t}-B_{t_{j} \wedge \wedge} \mid \mathcal{F}_{t_{j} \vee s}\right) \mid \mathcal{F}_{s}\right) \\
& =\sum_{j=0}^{n-1} \phi_{j}\left(B_{t_{j+1} \wedge s}-B_{t_{j} \wedge s}\right)=\int_{0}^{s} u_{v} d B_{v}
\end{aligned}
$$

So, $M_{t}=\int_{0}^{t} u_{s} d B_{s}$ is an $\mathcal{F}_{t}$-martingale if $u \in \mathcal{E}$.
Fix $T>0$. In the general case, let $u^{(n)}$ be a sequence of simple processes that converges to $u$ in $L_{T}^{2}(\mathcal{P})$. Then, for any $t \in[0, T]$,

$$
\int_{0}^{t} u_{s}^{(n)} d B_{s} \xrightarrow{L^{2}(\Omega)} \int_{0}^{t} u_{s} d B_{s} .
$$

Taking into account that the above convergence in $L^{2}(\Omega)$ implies the convergence in $L^{2}(\Omega)$ of the conditional expectations, we deduce that the process $\left(\int_{0}^{t} u_{s} d B_{s}\right)_{t \in[0, T]}$ is a martingale. This holds for any $T>0$, which implies that the indefinite integral process is a martingale on $\mathbb{R}_{+}$.

Let us prove that the indefinite integral has a continuous version. Let $u \in$ $L_{\infty}^{2}(\mathcal{P})$ and fix $T>0$. Consider a sequence of simple processes $u^{(n)}$ which converges to $u$ in $L_{T}^{2}(\mathcal{P})$. By the continuity of the paths of Brownian motion, the stochastic integral $M_{t}^{(n)}=\int_{0}^{t} u_{s}^{(n)} d B_{s}$ has continuous trajectories. Then, taking into account that $M^{(n)}$ is a martingale, Doob's maximal inequality (Theorem A.7.5) yields, for any $\lambda>0$,

$$
\begin{aligned}
\mathrm{P}\left(\sup _{0 \leq t \leq T}\left|M_{t}^{(n)}-M_{t}^{(m)}\right|>\lambda\right) & \leq \frac{1}{\lambda^{2}} \mathrm{E}\left(\left|M_{T}^{(n)}-M_{T}^{(m)}\right|^{2}\right) \\
& =\frac{1}{\lambda^{2}} \mathrm{E}\left(\int_{0}^{T}\left|u_{t}^{(n)}-u_{t}^{(m)}\right|^{2} d t\right) \xrightarrow{n, m \rightarrow \infty} 0 .
\end{aligned}
$$

We can choose an increasing sequence of natural numbers $n_{k}, k=1,2, \ldots$, such that

$$
\mathrm{P}\left(\sup _{0 \leq t \leq T}\left|M_{t}^{\left(n_{k+1}\right)}-M_{t}^{\left(n_{k}\right)}\right|>2^{-k}\right) \leq 2^{-k}
$$

The events $A_{k}:=\left\{\sup _{0 \leq t \leq T}\left|M_{t}^{\left(n_{k+1}\right)}-M_{t}^{\left(n_{k}\right)}\right|>2^{-k}\right\}$ verify that

$$
\sum_{k=1}^{\infty} \mathrm{P}\left(A_{k}\right)<\infty
$$

Hence, the Borel-Cantelli lemma implies that $\mathrm{P}\left(\lim \sup _{k \rightarrow \infty} A_{k}\right)=0$. Set $N=\lim \sup _{k \rightarrow \infty} A_{k}$. Then, for any $\omega \notin N$, there exists $k_{1}(\omega)$ such that, for all $k \geq k_{1}(\omega)$,

$$
\sup _{0 \leq t \leq T}\left|M_{t}^{\left(n_{k+1}\right)}(\omega)-M_{t}^{\left(n_{k}\right)}(\omega)\right| \leq 2^{-k}
$$

As a consequence, if $\omega \notin N$, the sequence $M_{t}^{\left(n_{k}\right)}(\omega)$ is uniformly convergent on $[0, T]$ to a continuous function $J_{t}(\omega)$. Moreover, we know that, for any $t \in[0, T], M_{t}^{\left(n_{k}\right)}$ converges in $L^{2}(\Omega)$ to $\int_{0}^{t} u_{s} d B_{s}$. So $J_{t}(\omega)=\int_{0}^{t} u_{s} d B_{s}$ almost surely, for all $t \in[0, T]$. Since $T>0$ is arbitrary, this implies the existence of a continuous version for $\left(M_{t}\right)_{t \geq 0}$.

## 4 Maximal Inequalities

For any $T, \lambda>0$, and $u \in L_{\infty}^{2}(\mathcal{P})$,

$$
\begin{equation*}
\mathrm{P}\left(\sup _{t \in[0, T]}\left|M_{t}\right|>\lambda\right) \leq \frac{1}{\lambda^{2}} \mathrm{E}\left(\int_{0}^{T} u_{t}^{2} d t\right) \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left(\sup _{t \in[0, T]}\left|M_{t}\right|^{2}\right) \leq 4 \mathrm{E}\left(\int_{0}^{T} u_{t}^{2} d t\right) \tag{2.5}
\end{equation*}
$$

These inequalities are a direct consequence of Proposition 2.2.1 and Doob's maximal inequalities (Theorem A.7.5). We remark that if $u$ belongs to $L^{2}(\mathcal{P})$ then these inequalities also hold if $T$ is replaced by $\infty$.

## 5 Quadratic Variation of the Integral Process

Proposition 2.2.2 Let $u \in L_{\infty}^{2}(\mathcal{P})$. Consider the following subdivision of the interval $[0, t]$ :

$$
\pi=\left\{0=t_{0}<t_{1}<\cdots<t_{n}=t\right\}
$$

Then, as $|\pi| \rightarrow 0$,

$$
\begin{equation*}
S_{\pi}^{2}(u):=\sum_{j=0}^{n-1}\left(\int_{t_{j}}^{t_{j+1}} u_{s} d B_{s}\right)^{2} \xrightarrow{L^{1}(\Omega)} \int_{0}^{t} u_{s}^{2} d s \tag{2.6}
\end{equation*}
$$

This proposition implies that the quadratic variation of the martingale $M_{t}$ equals $\int_{0}^{t} u_{s}^{2} d s$ (see Theorem A.7.2).

Proof of Proposition 2.2.2 As a consequence of the quadratic variation property of Brownian motion (see Proposition 1.2.4), it is easy to see that (2.6) holds when $u \in \mathcal{E}$ (see Exercise 2.2). Let $u \in L_{\infty}^{2}(\mathcal{P})$. Fix $\epsilon>0$ and let $v \in \mathcal{E}$ such that

$$
\begin{equation*}
\mathrm{E}\left(\int_{0}^{t}\left(u_{s}-v_{s}\right)^{2} d s\right)<\epsilon \tag{2.7}
\end{equation*}
$$

Then, we write

$$
\begin{aligned}
\mathrm{E}\left(\left|S_{\pi}^{2}(u)-\int_{0}^{t} u_{s}^{2} d s\right|\right) \leq & \mathrm{E}\left(\left|S_{\pi}^{2}(u)-S_{\pi}^{2}(v)\right|\right)+\mathrm{E}\left(\left|S_{\pi}^{2}(v)-\int_{0}^{t} v_{s}^{2} d s\right|\right) \\
& +\mathrm{E}\left(\left|\int_{0}^{t}\left(u_{s}^{2}-v_{s}^{2}\right) d s\right|\right)
\end{aligned}
$$

As (2.6) holds for $v \in \mathcal{E}$, the second term converges to 0 as $|\pi| \rightarrow 0$. Moreover, since $u_{s}^{2}-v_{s}^{2}=\left(u_{s}+v_{s}\right)\left(u_{s}-v_{s}\right)$, using the Cauchy-Schwarz inequality and (2.7), we obtain

$$
\begin{aligned}
\mathrm{E}\left(\left|\int_{0}^{t}\left(u_{s}^{2}-v_{s}^{2}\right) d s\right|\right) & \leq \sqrt{\epsilon}\left(\mathrm{E}\left(\int_{0}^{t}\left(u_{s}+v_{s}\right)^{2} d s\right)\right)^{1 / 2} \\
& \leq \sqrt{\epsilon}\left(\left(\mathrm{E}\left(\int_{0}^{t} u_{s}^{2} d s\right)\right)^{1 / 2}+\sqrt{\epsilon}\right)
\end{aligned}
$$

Similarly,

$$
\mathrm{E}\left(\left|S_{\pi}^{2}(u)-S_{\pi}^{2}(v)\right|\right) \leq \sqrt{\epsilon}\left(\left(\mathrm{E}\left(\int_{0}^{t} u_{s}^{2} d s\right)\right)^{1 / 2}+\sqrt{\epsilon}\right)
$$

Therefore,

$$
\limsup _{|\pi| \rightarrow 0} \mathrm{E}\left(\left|S_{\pi}^{2}(u)-\int_{0}^{t} u_{s}^{2} d s\right|\right) \leq 2 \sqrt{\epsilon}\left(\left(\mathrm{E}\left(\int_{0}^{t} u_{s}^{2} d s\right)\right)^{1 / 2}+\sqrt{\epsilon}\right)
$$

Taking into account that $\epsilon>0$ is arbitrary, we get the desired convergence.

As a consequence of this proposition and the Burkholder-Davis-Gundy inequality (Theorem A.7.6), we obtain the following.
Theorem 2.2.3 Let $u \in L_{\infty}^{2}(\mathcal{P})$. Then, for any $p>0$ and $T>0$, we have

$$
c_{p} \mathrm{E}\left(\left|\int_{0}^{T} u_{s}^{2} d s\right|^{p / 2}\right) \leq \mathrm{E}\left(\sup _{t \in[0, T]}\left|\int_{0}^{t} u_{s} d B_{s}\right|^{p}\right) \leq C_{p} \mathrm{E}\left(\left|\int_{0}^{T} u_{s}^{2} d s\right|^{p / 2}\right)
$$

## 6 Stochastic Integration up to a Stopping Time

Proposition 2.2.4 Suppose that $u \in L^{2}(\mathcal{P})$ and let $\tau$ be a finite stopping time. Then the process $u \mathbf{1}_{[0, \tau]}$ also belongs to $L^{2}(\mathcal{P})$ and we have

$$
\int_{0}^{\infty} u_{t} \mathbf{1}_{[0, \tau]}(t) d B_{t}=\int_{0}^{\tau} u_{t} d B_{t} .
$$

Proof Suppose first that $u_{t}=F \mathbf{1}_{(a, b]}(t)$, where $0 \leq a<b$ and $F \in$ $L^{2}\left(\Omega, \mathcal{F}_{a}, P\right)$, and $\tau$ takes values in a finite set $\left\{0=t_{0}<t_{1}<\cdots<t_{n}\right\}$. On the one hand, we have

$$
\int_{0}^{\tau} u_{t} d B_{t}=F\left(B_{b \wedge \tau}-B_{a \wedge \tau}\right)
$$

On the other hand, the process $\mathbf{1}_{(0, \tau]}$ is simple because

$$
\mathbf{1}_{(0, \tau]}(t)=\sum_{j=0}^{n-1} \mathbf{1}_{\left\{\tau \geq t_{j+1}\right\}} \mathbf{1}_{\left(t_{j}, t_{j+1}\right]}(t)
$$

and $\mathbf{1}_{\left\{\tau \geq t_{j+1}\right\}}=\mathbf{1}_{\left\{\tau \leq t_{j}\right\}^{c}} \in \mathcal{F}_{t_{j}}$. Therefore,

$$
\begin{aligned}
\int_{0}^{\infty} u_{t} \mathbf{1}_{(0, \tau]}(t) d B_{t} & =F \sum_{j=0}^{n-1} \mathbf{1}_{\left\{\tau \geq t_{j+1}\right\}} \int_{0}^{\infty} \mathbf{1}_{(a, b] \cap\left(t_{j}, t_{j+1}\right]}(t) d B_{t} \\
& =F \sum_{i=1}^{n} \mathbf{1}_{\left\{\tau=t_{i}\right\}} \int_{0}^{\infty} \mathbf{1}_{(a, b] \cap\left[0, t_{i}\right]}(t) d B_{t} \\
& =F\left(B_{b \wedge \tau}-B_{a \wedge \tau}\right) .
\end{aligned}
$$

For a general finite stopping time $\tau$, we approximate $\tau$ by the sequence of stopping times

$$
\tau_{n}=\sum_{i=1}^{n 2^{n}} \frac{i}{2^{n}} 1_{\left\{(i-1) / 2^{n} \leq \tau<i / 2^{n}\right\}},
$$

that satisfy $\tau_{n} \downarrow \tau$. Taking the limit as $n$ tends to infinity we deduce the equality in the case of a simple process.

In the case of a general process $u \in L^{2}(\mathcal{P})$, we approximate $u$ by simple processes $u^{(n)}$ in the norm of $L^{2}(\mathcal{P})$. The convergence

$$
\int_{0}^{\tau} u_{t}^{(n)} d B_{t} \xrightarrow{L^{2}(\Omega)} \int_{0}^{\tau} u_{t} d B_{t}
$$

follows from the maximal inequality (2.5) when $T=\infty$. In fact,

$$
\begin{aligned}
\mathrm{E}\left(\left|\int_{0}^{\tau} u_{t}^{(n)} d B_{t}-\int_{0}^{\tau} u_{t} d B_{t}\right|^{2}\right) & \leq \mathrm{E}\left(\sup _{t \geq 0}\left|\int_{0}^{t}\left(u_{s}^{(n)}-u_{s}\right) d B_{s}\right|^{2}\right) \\
& \leq 4 \mathrm{E}\left(\int_{0}^{\infty}\left|u_{s}^{(n)}-u_{s}\right|^{2} d s\right)
\end{aligned}
$$

which concludes the proof.
We observe that Proposition 2.2.4 also holds when $u \in L_{\infty}^{2}(\mathcal{P})$ and $\tau$ is bounded.

### 2.3 Integral of General Processes

The stochastic integral can be defined for a class of processes larger than $L_{\infty}^{2}(\mathcal{P})$. Let $L_{l o c}^{2}(\mathcal{P})$ be the set of progressively measurable processes $u=$ $\left(u_{t}\right)_{t \geq 0}$ such that for all $t \geq 0$,

$$
\mathrm{P}\left(\int_{0}^{t} u_{s}^{2} d s<\infty\right)=1
$$

Suppose that $u \in L_{l o c}^{2}(\mathcal{P})$. For each $n \geq 1$, we define the stopping time

$$
\begin{equation*}
T_{n}=\inf \left\{t \geq 0: \int_{0}^{t} u_{s}^{2} d s=n\right\} \tag{2.8}
\end{equation*}
$$

and the sequence of processes $u_{t}^{(n)}=u_{t} \mathbf{1}_{\left[0, T_{n}\right]}(t)$ which belong to $L^{2}(\mathcal{P})$.
Proposition 2.3.1 Let $u \in L_{l o c}^{2}(\mathcal{P})$. Then there exists an adapted and continuous process $\left(\int_{0}^{t} u_{s} d B_{s}\right)_{t \geq 0}$ such that, for any $n \geq 1$,

$$
\int_{0}^{t} u_{s}^{(n)} d B_{s}=\int_{0}^{t} u_{s} d B_{s} \quad \text { on } t \leq T_{n}
$$

Proof If $n \leq m$, as a consequence of Proposition 2.2 .4 we have that, on the set $\left\{t \leq T_{n}\right\}$,

$$
\begin{equation*}
\int_{0}^{t} u_{s}^{(n)} d B_{s}=\int_{0}^{t} u_{s}^{(m)} d B_{s} \tag{2.9}
\end{equation*}
$$

We define

$$
\int_{0}^{t} u_{s} d B_{s}=\int_{0}^{t} u_{s}^{(n)} d B_{s} \quad \text { on } t \leq T_{n}
$$

By (2.9), this definition does not depend on $n$ and produces an adapted and continuous process because $T_{n} \uparrow \infty$.

If $u \in L_{l o c}^{2}(\mathcal{P})$, the process $\left(M_{t}\right)_{t \geq 0}$ defined by $M_{t}=\int_{0}^{t} u_{s} d B_{s}$ is a continuous local martingale; that is, there exists a sequence of stopping times $T_{n} \uparrow \infty$ (we can take the stopping times defined in (2.8)), such that, for each $n \geq 1,\left(M_{t \wedge T_{n}}\right)_{t \geq 0}$ is a martingale.

Instead of the isometry property, the stochastic integral of processes in $L_{l o c}^{2}(\mathcal{P})$ has the following continuity property in probability.

Proposition 2.3.2 Suppose that $u \in L_{l o c}^{2}(\mathcal{P})$. Then, for all $K, \delta, T>0$, we have

$$
\mathrm{P}\left(\left|\int_{0}^{T} u_{s} d B_{s}\right| \geq K\right) \leq \mathrm{P}\left(\int_{0}^{T} u_{s}^{2} d s \geq \delta\right)+\frac{\delta}{K^{2}}
$$

Proof Consider the stopping time defined by

$$
\tau=\inf \left\{t \geq 0: \int_{0}^{t} u_{s}^{2} d s=\delta\right\}
$$

with the convention that $\tau=T$ if $\int_{0}^{T} u_{s}^{2} d s<\delta$. We have on the one hand

$$
\begin{aligned}
\mathrm{P}\left(\left|\int_{0}^{T} u_{s} d B_{s}\right| \geq K\right) \leq & \mathrm{P}\left(\int_{0}^{T} u_{s}^{2} d s \geq \delta\right) \\
& +\mathrm{P}\left(\left|\int_{0}^{T} u_{s} d B_{s}\right| \geq K, \int_{0}^{T} u_{s}^{2} d s \leq \delta\right)
\end{aligned}
$$

On the other hand,

$$
\begin{gathered}
\mathrm{P}\left(\left|\int_{0}^{T} u_{s} d B_{s}\right| \geq K, \int_{0}^{T} u_{s}^{2} d s \leq \delta\right)=\mathrm{P}\left(\left|\int_{0}^{T} u_{s} d B_{s}\right| \geq K, \tau=T\right) \\
\quad \leq \mathrm{P}\left(\left|\int_{0}^{\tau} u_{s} d B_{s}\right| \geq K\right) \\
\quad \leq \frac{1}{K^{2}} \mathrm{E}\left(\left|\int_{0}^{\tau} u_{s} d B_{s}\right|^{2}\right)=\frac{1}{K^{2}} \mathrm{E}\left(\int_{0}^{\tau} u_{s}^{2} d s\right) \leq \frac{\delta}{K^{2}},
\end{gathered}
$$

which concludes the proof.
As a consequence of the above proposition, if $u^{(n)}$ is a sequence of processes in $L_{l o c}^{2}(\mathcal{P})$ that converges to $u \in L_{l o c}^{2}(\mathcal{P})$ in probability, that is, for all $\epsilon>0$ and $T>0$,

$$
\lim _{n \rightarrow \infty} \mathrm{P}\left(\left|\int_{0}^{T}\left(u_{s}^{n}-u_{s}\right)^{2} d s\right|>\epsilon\right)=0
$$

then the sequence $\int_{0}^{T} u_{s}^{n} d B_{s}$ converges in probability to $\int_{0}^{T} u_{s} d B_{s}$, for all $T>0$.

Moreover, we can show (see Exercise 2.3) that, for all $u \in L_{l o c}^{2}(\mathcal{P})$ and
$t \geq 0$, if $\pi=\left\{0=t_{0}<t_{1}<\cdots<t_{n}=t\right\}$ denotes a subdivision of the interval $[0, t]$, we have that, as $|\pi| \rightarrow 0$,

$$
\begin{equation*}
\sum_{j=0}^{n-1}\left(\int_{t_{j}}^{t_{j+1}} u_{s} d B_{s}\right)^{2} \xrightarrow{\mathrm{P}} \int_{0}^{t} u_{s}^{2} d s \tag{2.10}
\end{equation*}
$$

Therefore, $\int_{0}^{t} u_{s}^{2} d s$ is the quadratic variation of the local martingale $\int_{0}^{t} u_{s}^{2} d B_{s}$ (see Theorem A.7.2).

### 2.4 Itô's Formula

Itô's stochastic integral does not follow the chain rule of classical calculus. For instance, in Example 2.1.6, we showed that

$$
\begin{equation*}
\int_{0}^{t} B_{s} d B_{s}=\frac{1}{2} B_{t}^{2}-\frac{1}{2} t \tag{2.11}
\end{equation*}
$$

whereas, if $x_{t}$ is a differentiable function such that $x_{0}=0$,

$$
\int_{0}^{t} x_{s} d x_{s}=\int_{0}^{t} x_{s} x_{s}^{\prime} d s=\frac{1}{2} x_{t}^{2}
$$

Equation (2.11) can also be written as

$$
B_{t}^{2}=\int_{0}^{t} 2 B_{s} d B_{s}+t
$$

That is, the stochastic process $B_{t}^{2}$ can be expressed as the sum of the indefinite stochastic integral $\int_{0}^{t} 2 B_{s} d B_{s}$ plus a differentiable function. More generally, Itô's formula below shows that any process of the form $f\left(B_{t}\right)$, where $f$ is twice continuously differentiable, can be expressed as the sum of an indefinite Itô integral and a process with differentiable trajectories. This leads to the definition of an Itô process.

Denote by $L_{l o c}^{1}(\mathcal{P})$ the space of progressively measurable processes $v=$ $\left(v_{t}\right)_{t \geq 0}$ such that, for all $t>0$,

$$
\mathrm{P}\left(\int_{0}^{t}\left|v_{s}\right| d s<\infty\right)=1
$$

Definition 2.4.1 A continuous and adapted stochastic process $\left(X_{t}\right)_{t \geq 0}$ is called an Itô process if

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} u_{s} d B_{s}+\int_{0}^{t} v_{s} d s \tag{2.12}
\end{equation*}
$$

where $u \in L_{l o c}^{2}(\mathcal{P}), v \in L_{l o c}^{1}(\mathcal{P})$, and $X_{0}$ is an $\mathcal{F}_{0}$-measurable random variable.

Notice that $\mathcal{F}_{0}$-measurable random variables are constant a.s.
Using (2.10), one can easily show (see Exercise 2.4) the following property.

Proposition 2.4.2 Let $\left(X_{t}\right)_{t \geq 0}$ and $\left(Y_{t}\right)_{t \geq 0}$ be two Itô processes of the form

$$
X_{t}=X_{0}+\int_{0}^{t} u_{s}^{X} d B_{s}+\int_{0}^{t} v_{s}^{X} d s
$$

and

$$
Y_{t}=Y_{0}+\int_{0}^{t} u_{s}^{Y} d B_{s}+\int_{0}^{t} v_{s}^{Y} d s
$$

where $u^{X}, u^{Y} \in L_{\text {loc }}^{2}(\mathcal{P})$ and $v^{X}, v^{Y} \in L_{l o c}^{1}(\mathcal{P})$. Let $\pi=\left\{0=t_{0}<t_{1}<\cdots<\right.$ $\left.t_{n}=t\right\}$ be a partition of the interval $[0, t]$. Then, as $|\pi| \rightarrow 0$,

$$
\sum_{j=0}^{n-1}\left(Y_{t_{j+1}}-Y_{t_{j}}\right)\left(X_{t_{j+1}}-X_{t_{j}}\right) \xrightarrow{\mathrm{P}} \int_{0}^{t} u_{s}^{X} u_{s}^{Y} d s
$$

Therefore, $\langle X, Y\rangle_{t}=\int_{0}^{t} u_{s}^{X} u_{s}^{Y} d s$ is the quadratic covariation between the local martingales $\int_{0}^{t} u_{s}^{X} d B_{s}$ and $\int_{0}^{t} u_{s}^{Y} d B_{s}$ (see Definition A.7.3).

We say that a function $f: \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{R}$ is of class $C^{1,2}$ if it is twice differentiable with respect to the variable $x \in \mathbb{R}$ and once differentiable with respect to $t \in \mathbb{R}_{+}$, with continuous partial derivatives $\partial f / \partial x, \partial^{2} f / \partial x^{2}$, and $\partial f / \partial t$.

Theorem 2.4.3 (Itô's formula) Let $f: \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{R}$ be a function of class $C^{1,2}$. Suppose that $X$ is an Itô process of the form (2.12). Then, the process $Y_{t}=f\left(t, X_{t}\right)$ is also an Itô process, with representation

$$
\begin{align*}
Y_{t}= & f\left(0, X_{0}\right)+\int_{0}^{t} \frac{\partial f}{\partial t}\left(s, X_{s}\right) d s+\int_{0}^{t} \frac{\partial f}{\partial x}\left(s, X_{s}\right) u_{s} d B_{s} \\
& +\int_{0}^{t} \frac{\partial f}{\partial x}\left(s, X_{s}\right) v_{s} d s+\frac{1}{2} \int_{0}^{t} \frac{\partial^{2} f}{\partial x^{2}}\left(s, X_{s}\right) u_{s}^{2} d s \tag{2.13}
\end{align*}
$$

which holds a.s., for all $t \geq 0$.
Remark 2.4.4 (1) Notice that all the integrals in (2.13) are well defined, that is, the processes

$$
\frac{\partial f}{\partial t}\left(s, X_{s}\right), \frac{\partial f}{\partial x}\left(s, X_{s}\right) v_{s}, \text { and } \frac{\partial^{2} f}{\partial x^{2}}\left(s, X_{s}\right) u_{s}^{2}
$$

belong to $L_{l o c}^{1}(\mathcal{P})$, and $(\partial f / \partial x)\left(s, X_{s}\right) u_{s}$ belongs to $L_{l o c}^{2}(\mathcal{P})$.
(2) We set $\langle X\rangle_{t}=\int_{0}^{t} u_{s}^{2} d s$, that is, $\langle X\rangle_{t}$ is the quadratic variation of the
local martingale $\int_{0}^{t} u_{s} d B_{s}$ in the sense of (2.10). Then (2.13) can be written as
$Y_{t}=f\left(0, X_{0}\right)+\int_{0}^{t} \frac{\partial f}{\partial t}\left(s, X_{s}\right) d s+\int_{0}^{t} \frac{\partial f}{\partial x}\left(s, X_{s}\right) d X_{s}+\frac{1}{2} \int_{0}^{t} \frac{\partial^{2} f}{\partial x^{2}}\left(s, X_{s}\right) d\langle X\rangle_{s}$.
(3) In differential notation, we write

$$
d X_{t}=u_{t} d B_{t}+v_{t} d t
$$

and Itô's formula can be written as

$$
d f\left(t, X_{t}\right)=\frac{\partial f}{\partial t}\left(t, X_{t}\right) d t+\frac{\partial f}{\partial x}\left(t, X_{t}\right) d X_{t}+\frac{1}{2} \frac{\partial^{2} f}{\partial x^{2}}\left(t, X_{t}\right)\left(d X_{t}\right)^{2}
$$

where $\left(d X_{t}\right)^{2}$ is computed using the product rule

| $\times$ | $d B_{t}$ | $d t$ |
| :--- | :--- | :--- |
| $d B_{t}$ | $d t$ | 0 |
| $d t$ | 0 | 0 |

Notice also that $\left(d X_{t}\right)^{2}=u_{t}^{2} d t=d\langle X\rangle_{t}$.
(4) In the particular case $u_{t}=1, v_{t}=0$, and $X_{0}=0$, the process $X$ is the Brownian motion $B$, and Itô's formula has the following simple form:
$f\left(t, B_{t}\right)=f(0,0)+\int_{0}^{t} \frac{\partial f}{\partial x}\left(s, B_{s}\right) d B_{s}+\int_{0}^{t} \frac{\partial f}{\partial t}\left(s, B_{s}\right) d s+\frac{1}{2} \int_{0}^{t} \frac{\partial^{2} f}{\partial x^{2}}\left(s, B_{s}\right) d s$.
Proof of Theorem 2.4.3 We will give the proof only in the case where $v_{t}=0$, that is,

$$
X_{t}=X_{0}+\int_{0}^{t} u_{s} d B_{s}
$$

and $f$ does not depend on $t$. The extension of the proof to the general case is easy and we omit the details. We claim that

$$
f\left(X_{t}\right)=f\left(X_{0}\right)+\int_{0}^{t} f^{\prime}\left(X_{s}\right) u_{s} d B_{s}+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) u_{s}^{2} d s
$$

By a localization argument, we may assume that $f \in C_{b}^{2}(\mathbb{R}), \int_{0}^{\infty} u_{s}^{2} d s \leq$ $N$, and $\sup _{t \geq 0}\left|X_{t}\right| \leq N$, for some integer $N \geq 1$ such that $\left|X_{0}\right| \leq N$. In fact, consider the sequence of stopping times

$$
T_{N}=\inf \left\{t \geq 0: \int_{0}^{t} u_{s}^{2} d s \geq N, \quad \text { or } \quad\left|X_{t}\right| \geq N\right\}
$$

Let $f_{N}: \mathbb{R} \rightarrow \mathbb{R}$ be a function in $C_{0}^{2}(\mathbb{R})$ such that $f(x)=f_{N}(x)$ for $|x| \leq N$. Then, if $u_{t}^{(N)}=u_{t} \mathbf{1}_{\left[0, T_{N}\right]}(t)$ and

$$
X_{t}^{(N)}=X_{0}+\int_{0}^{t} u_{s}^{(N)} d B_{s}
$$

by Itô's formula we get

$$
f_{N}\left(X_{t}^{(N)}\right)=f_{N}\left(X_{0}\right)+\int_{0}^{t} f_{N}^{\prime}\left(X_{s}^{(N)}\right) u_{s}^{(N)} d B_{s}+\frac{1}{2} \int_{0}^{t} f_{N}^{\prime \prime}\left(X_{s}^{(N)}\right)\left(u_{s}^{(N)}\right)^{2} d s
$$

By Proposition 2.3.1,

$$
X_{t}^{(N)}=X_{0}+\int_{0}^{T_{N} \wedge t} u_{s} d B_{s}=X_{T_{N} \wedge t}
$$

and

$$
f\left(X_{T_{N} \wedge t}\right)=f\left(X_{0}\right)+\int_{0}^{T_{N} \wedge t} f^{\prime}\left(X_{s}\right) u_{s} d B_{s}+\frac{1}{2} \int_{0}^{T_{N} \wedge t} f^{\prime \prime}\left(X_{s}\right) u_{s}^{2} d s
$$

Then, we let $N \rightarrow \infty$ to get the result.
Consider the uniform partition $0=t_{0}<t_{1}<\cdots<t_{n}=t$, where $t_{i}=i t / n$. We can write, using Taylor's formula,

$$
\begin{aligned}
f\left(X_{t}\right)-f\left(X_{0}\right) & =\sum_{i=0}^{n-1}\left(f\left(X_{t_{i+1}}\right)-f\left(X_{t_{i}}\right)\right) \\
& =\sum_{i=0}^{n-1} f^{\prime}\left(X_{t_{i}}\right)\left(X_{t_{i+1}}-X_{t_{i}}\right)+\frac{1}{2} \sum_{i=0}^{n-1} f^{\prime \prime}\left(\widetilde{X}_{i}\right)\left(X_{t_{i+1}}-X_{t_{i}}\right)^{2}
\end{aligned}
$$

where $\widetilde{X}_{i}$ is a random point between $X_{t_{i}}$ and $X_{t_{i+1}}$.
It is an easy exercise to show that

$$
\begin{equation*}
\sum_{i=0}^{n-1} f^{\prime}\left(X_{t_{i}}\right)\left(X_{t_{i+1}}-X_{t_{i}}\right) \xrightarrow{L^{2}(\Omega)} \int_{0}^{t} f^{\prime}\left(X_{s}\right) u_{s} d B_{s} \tag{2.14}
\end{equation*}
$$

as $n$ tends to infinity (see Exercise 2.5).

For the second term, we write

$$
\begin{aligned}
& \int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) u_{s}^{2} d s-\sum_{i=0}^{n-1} f^{\prime \prime}\left(\widetilde{X}_{i}\right)\left(X_{t_{i+1}}-X_{t_{i}}\right)^{2} \\
&= \sum_{i=0}^{n-1} \int_{t_{i}}^{t_{i+1}}\left(f^{\prime \prime}\left(X_{s}\right)-f^{\prime \prime}\left(X_{t_{i}}\right)\right) u_{s}^{2} d s \\
&+\sum_{i=0}^{n-1} f^{\prime \prime}\left(X_{t_{i}}\right)\left(\int_{t_{i}}^{t_{i+1}} u_{s}^{2} d s-\left(\int_{t_{i}}^{t_{i+1}} u_{s} d B_{s}\right)^{2}\right) \\
&+\sum_{i=0}^{n-1}\left(f^{\prime \prime}\left(X_{t_{i}}\right)-f^{\prime \prime}\left(\widetilde{X}_{i}\right)\right)\left(\int_{t_{i}}^{t_{i+1}} u_{s} d B_{s}\right)^{2} \\
&=: A_{1}^{n}+A_{2}^{n}+A_{3}^{n} .
\end{aligned}
$$

Then, it suffices to show that each term $A_{i}^{n}$ converges to zero in probability.
We have

$$
\left|A_{1}^{n}\right| \leq \sup _{|s-r| \leq t / n}\left|f^{\prime \prime}\left(X_{s}\right)-f^{\prime \prime}\left(X_{r}\right)\right| \int_{0}^{t} u_{s}^{2} d s
$$

and

$$
\left|A_{3}^{n}\right| \leq \sup _{0 \leq i \leq n-1}\left|f^{\prime \prime}\left(X_{t_{i}}\right)-f^{\prime \prime}\left(\widetilde{X}_{i}\right)\right| \sum_{i=0}^{n-1}\left(\int_{t_{i}}^{t_{i+1}} u_{s} d B_{s}\right)^{2}
$$

Taking into account that $f^{\prime \prime}$ and $X$ are continuous, together with Proposition 2.2.2, we obtain that both expressions converge to zero in probability as $n$ tends to infinity.

As the sequence $\xi_{i}=\int_{t_{i}}^{t_{i+1}} u_{s}^{2} d s-\left(\int_{t_{i}}^{t_{i+1}} u_{s} d B_{s}\right)^{2}$ is bounded and satisfies $\mathrm{E}\left(\xi_{i} \mid \mathcal{F}_{t_{i}}\right)=0$, we obtain

$$
\begin{aligned}
\mathrm{E}\left(\left(A_{n}^{2}\right)^{2}\right)= & \sum_{i=0}^{n-1} \mathrm{E}\left(f^{\prime \prime}\left(X_{t_{i}}\right)^{2} \xi_{i}^{2}\right) \leq\left\|f^{\prime \prime}\right\|_{\infty}^{2} \sum_{i=0}^{n-1} \mathrm{E}\left(\xi_{i}^{2}\right) \\
\leq & 2\left\|f^{\prime \prime}\right\|_{\infty}^{2} \sum_{i=0}^{n-1} \mathrm{E}\left(\left(\int_{t_{i}}^{t_{i+1}} u_{s}^{2} d s\right)^{2}+\left(\int_{t_{i}}^{t_{i+1}} u_{s} d B_{s}\right)^{4}\right) \\
\leq & 2\left\|f^{\prime \prime}\right\|_{\infty}^{2} \mathrm{E}\left(N \sup _{i} \int_{t_{i}}^{t_{i+1}} u_{s}^{2} d s\right. \\
& \left.\quad+\sup _{i}\left|X_{t_{i+1}}-X_{t_{i}}\right|^{2} \sum_{i=0}^{n-1}\left(\int_{t_{i}}^{t_{i+1}} u_{s} d B_{s}\right)^{2}\right),
\end{aligned}
$$

which converges to zero as $n \rightarrow \infty$. This completes the proof.

Example 2.4.5 (1) If $f(x)=x^{2}$ and $X_{t}=B_{t}$, we obtain

$$
B_{t}^{2}=2 \int_{0}^{t} B_{s} d B_{s}+t
$$

because $f^{\prime}(x)=2 x$ and $f^{\prime \prime}(x)=2$.
(2) If $f(x)=x^{3}$ and $X_{t}=B_{t}$, we obtain

$$
B_{t}^{3}=3 \int_{0}^{t} B_{s}^{2} d B_{s}+3 \int_{0}^{t} B_{s} d s
$$

because $f^{\prime}(x)=3 x^{2}$ and $f^{\prime \prime}(x)=6 x$. More generally, if $n \geq 2$ is a natural number,

$$
B_{t}^{n}=n \int_{0}^{t} B_{s}^{n-1} d B_{s}+\frac{n(n-1)}{2} \int_{0}^{t} B_{s}^{n-2} d s
$$

(3) If $f(t, x)=\exp \left(a x-a^{2} t / 2\right), X_{t}=B_{t}$, and $Y_{t}=\exp \left(a B_{t}-a^{2} t / 2\right)$, we obtain

$$
Y_{t}=1+a \int_{0}^{t} Y_{s} d B_{s}
$$

because

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\frac{1}{2} \frac{\partial^{2} f}{\partial x^{2}}=0 \tag{2.15}
\end{equation*}
$$

In particular, the solution to the stochastic differential equation

$$
d Y_{t}=a Y_{t} d B_{t}, \quad Y_{0}=1
$$

is not $Y_{t}=\exp \left(a B_{t}\right)$ but $Y_{t}=\exp \left(a B_{t}-a^{2} t / 2\right)$.
(4) If a function $f$ of class $C^{1,2}$ satisfies equality (2.15) then,

$$
f\left(t, B_{t}\right)=f(0,0)+\int_{0}^{t} \frac{\partial f}{\partial x}\left(s, B_{s}\right) d B_{s} .
$$

This implies that $f\left(t, B_{t}\right)$ is a continuous local martingale. The process is a square integrable martingale if for all $t \geq 0$

$$
\mathrm{E}\left(\int_{0}^{t}\left(\frac{\partial f}{\partial x}\left(s, B_{s}\right)\right)^{2} d s\right)<\infty
$$

### 2.5 Tanaka's Formula

Consider the two-parameter random field $\left(L_{t}^{x}\right)_{t \geq 0, x \in \mathbb{R}}$ defined as

$$
\begin{equation*}
L_{t}^{x}=\lim _{\epsilon \downarrow 0} \frac{1}{2 \epsilon} \ell\left\{0 \leq s \leq t:\left|B_{s}-x\right| \leq \epsilon\right\}, \tag{2.16}
\end{equation*}
$$

where $\ell$ denotes the Lebesgue measure. Lévy (1948) proved that this limit exists and is finite. Moreover, there exists a version of this process which is continuous in both variables $(t, x)$. This random field is called the Brownian local time, whose name is justified by the following fact. For any Borel set $A \in \mathcal{B}(\mathbb{R})$, we define the occupation measure of the Brownian motion up to time $t \geq 0$ as

$$
\mu_{t}(A)=\int_{0}^{t} \mathbf{1}_{\left\{B_{s} \in A\right\}} d s
$$

Then, this measure is absolutely continuous with respect to the Lebesgue measure, and its density coincides with the Brownian local time $L_{t}^{x}$ defined by (2.16) (see for instance Yor, 1986). That is, for any bounded or nonnegative measurable function $f: \mathbb{R} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\int_{0}^{t} f\left(B_{s}\right) d s=\int_{\mathbb{R}} f(x) L_{t}^{x} d x \tag{2.17}
\end{equation*}
$$

Formally, we can write $L_{t}^{x}=\int_{0}^{t} \delta_{x}\left(B_{s}\right) d s$, that is, the local time is the time spent by the Brownian motion at $x$ in the time interval [ $0, t$ ].

Tanaka's formula (Tanaka, 1963) gives a representation of the Brownian local time.

Theorem 2.5.1 (Tanaka's formula) Almost surely, for any $x \in \mathbb{R}$ and $t>0$,

$$
\begin{equation*}
\frac{1}{2} L_{t}^{x}=\left(B_{t}-x\right)_{+}-(-x)_{+}-\int_{0}^{t} \mathbf{1}_{\left\{B_{s}>x\right\}} d B_{s} \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2} L_{t}^{x}=\left(B_{t}-x\right)_{-}-(-x)_{-}+\int_{0}^{t} \mathbf{1}_{\left\{B_{s}<x\right\}} d B_{s} \tag{2.19}
\end{equation*}
$$

Trotter (1958) showed the existence of the local time by first showing that the right-hand side of (2.18) admits a continuous modification in $(t, x)$ and then using Tanaka's formula. See also Karatzas and Shreve (1998, Theorem 6.11) for a proof of Trotter's theorem.

Proof of Theorem 2.5.1 We consider an approximation of the Dirac delta function $\delta_{0}(y)$ by a sequence of probability density functions. More specifically, we set

$$
f_{n}(y)=n f(n y),
$$

where $f$ is the $C^{\infty}(\mathbb{R})$ function given by

$$
f(y)= \begin{cases}c \exp \left(1 /\left((y-1)^{2}-1\right)\right) & \text { if } 0<y<2 \\ 0 & \text { otherwise }\end{cases}
$$

here the constant $c$ is chosen in such a way that $\int_{\mathbb{R}} f(y) d y=1$. We also consider the sequence of functions

$$
u_{n}(y)=\int_{-\infty}^{y} \int_{-\infty}^{w} f_{n}(z-x) d z d w, \quad y \in \mathbb{R}, n \geq 1
$$

We observe that $u_{n}^{\prime}(y)=\int_{-\infty}^{y} f_{n}(z-x) d z$, which implies that for all $y \in \mathbb{R}$,

$$
\lim _{n \rightarrow \infty} u_{n}^{\prime}(y)=\mathbf{1}_{(x, \infty)}(y) \quad \text { and } \quad \lim _{n \rightarrow \infty} u_{n}(y)=(y-x)_{+}
$$

Applying Itô's formula (Theorem 2.4.3), we obtain, for all $t \geq 0$,

$$
\begin{equation*}
u_{n}\left(B_{t}\right)=u_{n}(0)+\int_{0}^{t} u_{n}^{\prime}\left(B_{s}\right) d B_{s}+\frac{1}{2} \int_{0}^{t} f_{n}\left(B_{s}-x\right) d s \tag{2.20}
\end{equation*}
$$

Now, from (2.17) we get

$$
\int_{0}^{t} f_{n}\left(B_{s}-x\right) d s=\int_{\mathbb{R}} f_{n}(y-x) L_{t}^{y} d y
$$

which, by the continuity of the local time, converges to $L_{t}^{x}$ almost surely as $n \rightarrow \infty$. Moreover,

$$
\begin{aligned}
\mathrm{E}\left(\left|\int_{0}^{t} u_{n}^{\prime}\left(B_{s}\right) d B_{s}-\int_{0}^{t} \mathbf{1}_{(x, \infty)}\left(B_{s}\right) d B_{s}\right|^{2}\right) & =\mathrm{E}\left(\int_{0}^{t}\left|u_{n}^{\prime}\left(B_{s}\right)-\mathbf{1}_{(x, \infty)}\left(B_{s}\right)\right|^{2} d s\right) \\
& \leq \int_{0}^{t} \mathrm{P}\left(\left|B_{s}-x\right| \leq \frac{2}{n}\right) d s
\end{aligned}
$$

which converges to zero as $n \rightarrow \infty$. Therefore, equation (2.18) for each fixed $t>0$ follows on letting $n \rightarrow \infty$ in (2.20). Because of the continuity of the processes, we obtain the result almost surely for all $t>0$ and $x \in \mathbb{R}$. Equation (2.19) can be deduced from (2.18), taking into account that $L_{t}^{x}$ coincides with the local time at $-x$ of the Brownian motion $-B$.

Corollary 2.5.2 Almost surely, for any $x \in \mathbb{R}$ and $t>0$,

$$
L_{t}^{x}=\left|B_{t}-x\right|-|x|-\int_{0}^{t} \operatorname{sign}\left(B_{s}-x\right) d B_{s}
$$

where $\operatorname{sign}(x)=\mathbf{1}_{\{x>0\}}-\mathbf{1}_{\{x<0\}}$.

### 2.6 Multidimensional Version of Itô's Formula

Itô's formula can be extended to a multidimensional setting as follows. Suppose that $B=\left(B_{t}\right)_{t \geq 0}, B_{t}=\left(B_{t}^{1}, B_{t}^{2}, \ldots, B_{t}^{m}\right)$, is an $m$-dimensional Brownian motion.

Definition 2.6.1 An $n$-dimensional continuous and adapted process $\left(X_{t}\right)_{t \geq 0}$ is called a multidimensional Itô process if

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} u_{s} d B_{s}+\int_{0}^{t} v_{s} d s \tag{2.21}
\end{equation*}
$$

where $v=\left(v_{t}\right)_{t \geq 0}$ is an $n$-dimensional process, $u=\left(u_{t}\right)_{t \geq 0}$ is a process with values in the set of $n \times m$ matrices, and we assume that the components of $u$ belong to $L_{l o c}^{2}(\mathcal{P})$ and those of $v$ belong to $L_{l o c}^{1}(\mathcal{P})$.

We say that a function $f: \mathbb{R}_{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ is of class $C^{1,2}$ if the partial derivatives $\partial f / \partial t, \partial f / \partial x_{i}$, and $\partial f / \partial x_{i} \partial x_{j}, 1 \leq i, j \leq n$, exist and are continuous.

Theorem 2.6.2 (Multidimensional version of Itô's formula) Suppose that $X$ is a multidimensional Itô process of the form (2.21). Let $f: \mathbb{R}_{+} \times \mathbb{R}^{n} \rightarrow$ $\mathbb{R}$ be a function of class $C^{1,2}$. Then, the process $Y_{t}=f\left(t, X_{t}\right)$ is also a multidimensional Itô process with representation

$$
\begin{aligned}
Y_{t}= & f\left(0, X_{0}\right)+\int_{0}^{t} \frac{\partial f}{\partial t}\left(s, X_{s}\right) d s+\sum_{i=1}^{n} \int_{0}^{t} \frac{\partial f}{\partial x_{i}}\left(s, X_{s}\right) d X_{s}^{i} \\
& +\frac{1}{2} \sum_{i, j=1}^{n} \int_{0}^{t} \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}\left(s, X_{s}\right)\left(u_{s} u_{s}^{T}\right)_{i j} d s
\end{aligned}
$$

almost surely, for all $t \geq 0$.
Proof The proof follows the same lines as that for the one-dimensional Itô's formula (Theorem 2.4.3) using Exercise 2.10.

Remark 2.6.3 (1) Set

$$
\left\langle X^{i}, X^{j}\right\rangle_{t}=\int_{0}^{t}\left(u_{s} u_{s}^{\mathrm{T}}\right)_{i j} d s=\int_{0}^{t} \sum_{k=1}^{m}\left(u_{s}\right)_{i k}\left(u_{s}\right)_{j k} d s
$$

That is, $\left\langle X^{i}, X^{j}\right\rangle_{t}$ is the quadratic covariation of the local martingales $\sum_{k=1}^{m} \int_{0}^{t}\left(u_{s}\right)_{i k} d B_{s}^{k}$ and $\sum_{k=1}^{m} \int_{0}^{t}\left(u_{s}\right)_{j k} d B_{s}^{k}$. Then, Itô's formula can be written
in the form

$$
\begin{aligned}
Y_{t}= & f\left(0, X_{0}\right)+\int_{0}^{t} \frac{\partial f}{\partial t}\left(s, X_{s}\right) d s+\sum_{i=1}^{n} \int_{0}^{t} \frac{\partial f}{\partial x_{i}}\left(s, X_{s}\right) d X_{s}^{i} \\
& +\frac{1}{2} \sum_{i, j=1}^{n} \int_{0}^{t} \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}\left(s, X_{s}\right) d\left\langle X^{i}, X^{j}\right\rangle_{s} .
\end{aligned}
$$

(2) In differential notation, the multidimensional Itô's formula can be written as

$$
d Y_{t}=\frac{\partial f}{\partial t}\left(t, X_{t}\right) d t+\nabla f\left(t, X_{t}\right) d X_{t}+\frac{1}{2} \sum_{i, j=1}^{n} \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}\left(t, X_{t}\right) d X_{t}^{i} d X_{t}^{j}
$$

The product of differentials $d X_{t}^{i} d X_{t}^{j}$ is computed by means of the product rules $d B_{t}^{i} d t=0,(d t)^{2}=0$, and

$$
d B_{t}^{i} d B_{t}^{j}=\left\{\begin{array}{cc}
0 & \text { if } i \neq j \\
d t & \text { if } i=j
\end{array}\right.
$$

(3) As an application of the multidimensional Itô's formula we can deduce the following integration-by-parts formula. Suppose that $\left(X_{t}\right)_{t \geq 0}$ and $\left(Y_{t}\right)_{t \geq 0}$ are one-dimensional Itô processes. Then

$$
\begin{equation*}
X_{t} Y_{t}=X_{0} Y_{0}+\int_{0}^{t} X_{s} d Y_{s}+\int_{0}^{t} Y_{s} d X_{s}+\int_{0}^{t} d\langle X, Y\rangle_{s} \tag{2.22}
\end{equation*}
$$

The multidimensional Itô's formula leads to the following result, whose proof is left an exercise (Exercise 2.11).

Proposition 2.6.4 Let $f: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a function of class $C^{1,2}$, and let $B$ be a d-dimensional Brownian motion. Then, the process

$$
X_{t}=f\left(t, B_{t}\right)-\int_{0}^{t}\left(\frac{1}{2} \Delta f\left(s, B_{s}\right)+\frac{\partial f}{\partial t}\left(s, B_{s}\right)\right) d s
$$

is a local martingale. If, moreover,

$$
\sum_{i=1}^{d}\left(\frac{\partial f}{\partial x_{i}}(t, x)\right)^{2} \leq K_{2}(t) \exp \left(K_{1}|x|^{\beta}\right)
$$

for some constants $K_{1} \geq 0, \beta \in[0,2)$, and a function $K_{2}(t) \geq 0$ such that $\int_{0}^{T} K_{2}(t) d t<\infty$ for all $T>0$, then $\left(X_{t}\right)_{t \geq 0}$ is a martingale.

### 2.7 Stratonovich Integral

Itô's integral was defined as the limit in $L^{2}(\Omega)$ or in probability of forward Riemann sums. If we consider symmetric Riemann sums defined by taking the value of the integrand in the middle point of each interval, we obtain a different type of integral, called the Stratonovich integral. In the next proposition we define the Stratonovich integral of one Itô process with respect to another.

Proposition 2.7.1 Let $\left(X_{t}\right)_{t \geq 0}$ and $\left(Y_{t}\right)_{t \geq 0}$ be two Itô processes of the form

$$
X_{t}=X_{0}+\int_{0}^{t} u_{s}^{X} d B_{s}+\int_{0}^{t} v_{s}^{X} d s
$$

and

$$
Y_{t}=Y_{0}+\int_{0}^{t} u_{s}^{Y} d B_{s}+\int_{0}^{t} v_{s}^{Y} d s
$$

where $u^{X}, u^{Y} \in L_{\text {loc }}^{2}(\mathcal{P})$ and $v^{X}, v^{Y} \in L_{l o c}^{1}(\mathcal{P})$. Let $\pi=\left\{0=t_{0}<t_{1}<\cdots<\right.$ $\left.t_{n}=t\right\}$ be a partition of the interval $[0, t]$. Then, as $|\pi| \rightarrow 0$,

$$
\sum_{j=0}^{n-1} \frac{1}{2}\left(Y_{t_{j}}+Y_{t_{j+1}}\right)\left(X_{t_{j+1}}-X_{t_{j}}\right) \xrightarrow{\mathrm{P}} \int_{0}^{t} Y_{s} d X_{s}+\frac{1}{2}\langle X, Y\rangle_{t} .
$$

This limit is called the Stratonovich integral of $Y$ with respect to $X$ and is denoted by $\int_{0}^{t} Y_{s} \circ d X_{s}$.

Proof The result follows easily from the decomposition

$$
\frac{1}{2}\left(Y_{t_{j}}+Y_{t_{j+1}}\right)\left(X_{t_{j+1}}-X_{t_{j}}\right)=Y_{t_{j}}\left(X_{t_{j+1}}-X_{t_{j}}\right)+\frac{1}{2}\left(Y_{t_{j+1}}-Y_{t_{j}}\right)\left(X_{t_{j+1}}-X_{t_{j}}\right)
$$

and Proposition 2.4.2.
The Stratonovich integral follows the rules of classical calculus. That is, if $f \in C^{3}(\mathbb{R})$, then

$$
f\left(X_{t}\right)=f\left(X_{0}\right)+\int_{0}^{t} f^{\prime}\left(X_{s}\right) \circ d X_{s}
$$

Indeed, by Itô's formula (Theorem 2.4.3) and Proposition 2.7.1,

$$
\begin{aligned}
f\left(X_{t}\right) & =f\left(X_{0}\right)+\int_{0}^{t} f^{\prime}\left(X_{s}\right) d X_{s}+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) d\langle X\rangle_{s} \\
& =f\left(X_{0}\right)+\int_{0}^{t} f^{\prime}\left(X_{s}\right) \circ d X_{s}-\frac{1}{2}\left\langle f^{\prime}(X), X\right\rangle_{t}+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) d\langle X\rangle_{s}
\end{aligned}
$$

Furthermore, again by Itô's formula, $\left\langle f^{\prime}(X), X\right\rangle_{t}$ is the quadratic covariation between the martingales $\int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) u_{s} d B_{s}$ and $\int_{0}^{t} u_{s} d B_{s}$, which coincides with $\int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) d\langle X\rangle_{s}$.

### 2.8 Backward Stochastic Integral

Let $B=\left(B_{t}\right)_{t \geq 0}$ be a Brownian motion. Fix $T>0$. For any $t \in[0, T]$ we denote by $\hat{\mathcal{F}}_{t}$ the $\sigma$-field generated by the random variables $\left\{B_{T}-B_{s}, t \leq\right.$ $s \leq T\}$ and the sets of probability zero. Notice that $\left(\hat{\mathcal{F}}_{t}\right)_{t \in[0, T]}$ is a decreasing family of $\sigma$-fields.

A stochastic process $u=\left(u_{t}\right)_{t \in[0, T}$ is called backward predictable if for all $t \in[0, T], u_{t}(\omega)$ restricted to $\Omega \times[t, T]$ is measurable with respect to the $\sigma$-field $\hat{\mathcal{F}}_{t} \times \mathcal{B}([t, T])$. We denote by $L_{T}^{2}(\hat{\mathcal{P}})$ the space of backward predictable processes $u$ such that $\mathrm{E}\left(\int_{0}^{T} u_{s}^{2} d s\right)<\infty$.

For a process $u \in L_{T}^{2}(\hat{\mathcal{P}})$ we define the backward Itô stochastic integral of $u$ as the following limit in $L^{2}(\Omega)$ :

$$
\int_{0}^{T} u_{t} \hat{d} B_{t}=\lim _{n \rightarrow \infty} \sum_{j=0}^{n-2}\left(\frac{n}{T} \int_{(j+1) T / n}^{(j+2) T / n} u_{s} d s\right)\left(B_{(j+1) T / n}-B_{j T / n}\right)
$$

If the process $u$ is adapted to the backward filtration $\hat{\mathcal{F}}_{t}$ and is continuous in $L^{2}(\Omega)$ then the backward Itô stochastic integral is the limit of backward Riemann sums, that is,

$$
\int_{0}^{T} u_{t} \hat{d} B_{t}=\lim _{n \rightarrow \infty} \sum_{j=0}^{n-1} u_{(j+1) T / n}\left(B_{(j+1) T / n}-B_{j T / n}\right) .
$$

The process $\hat{B}_{t}=B_{T}-B_{T-t}, t \in[0, T]$, is a Brownian motion with natural filtration $\hat{\mathcal{F}}_{T-t}$. Then, one can easily show (see Exercise 2.12 ) that for any process $u \in L_{T}^{2}(\hat{\mathcal{P}})$,

$$
\int_{0}^{T} u_{t} \hat{d} B_{t}=\int_{0}^{T} u_{T-t} d \hat{B}_{t}
$$

As a consequence, the backward Itô integral has the properties similar to those of the Itô integral.

### 2.9 Integral Representation Theorem

Consider a process $u$ in the space $L_{\infty}^{2}(\mathcal{P})$. We know that the indefinite stochastic integral

$$
X_{t}=\int_{0}^{t} u_{s} d B_{s}
$$

is a martingale with respect to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. The aim of this subsection is to show that any square integrable martingale is of this form. We start with the integral representation of square integrable random variables.

Theorem 2.9.1 (Integral representation theorem) Fix $T>0$ and let $F \in$ $L^{2}\left(\Omega, \mathcal{F}_{T}, \mathrm{P}\right)$. Then there exists a unique process $u$ in the space $L_{T}^{2}(\mathcal{P})$ such that

$$
F=\mathrm{E}(F)+\int_{0}^{T} u_{s} d B_{s} .
$$

Proof Suppose first that

$$
\begin{equation*}
F=\exp \left(\int_{0}^{T} h_{s} d B_{s}-\frac{1}{2} \int_{0}^{T} h_{s}^{2} d s\right), \tag{2.23}
\end{equation*}
$$

where $h \in L^{2}([0, T])$. Define

$$
Y_{t}=\exp \left(\int_{0}^{t} h_{s} d B_{s}-\frac{1}{2} \int_{0}^{t} h_{s}^{2} d s\right), \quad 0 \leq t \leq T .
$$

By Itô's formula applied to the function $f(x)=e^{x}$ and the process $X_{t}=$ $\int_{0}^{t} h_{s} d B_{s}-\frac{1}{2} \int_{0}^{t} h_{s}^{2} d s$, we obtain, for all $t \in[0, T]$,

$$
Y_{t}=1+\int_{0}^{t} Y_{s} h_{s} d B_{s} .
$$

Hence,

$$
F=1+\int_{0}^{T} Y_{s} h_{s} d B_{s}
$$

and we get the desired representation because $\mathrm{E}(F)=1$ and $Y h \in L_{\infty}^{2}(\mathcal{P})$. By linearity, the representation holds for linear combinations of exponentials of the form (2.23).

In the general case, any random variable $F \in L^{2}\left(\Omega, \mathcal{F}_{T}, \mathrm{P}\right)$ can be approximated in $L^{2}(\Omega)$ by a sequence $F_{n}$ of linear combinations of exponentials of the form (2.23). Then, we have

$$
F_{n}=\mathrm{E}\left(F_{n}\right)+\int_{0}^{T} u_{s}^{(n)} d B_{s} .
$$

By the isometry of the stochastic integral,

$$
\begin{aligned}
\mathrm{E}\left(\left(F_{n}-F_{m}\right)^{2}\right) & \geq \operatorname{Var}\left(F_{n}-F_{m}\right)=\mathrm{E}\left(\left(\int_{0}^{T}\left(u_{s}^{(n)}-u_{s}^{(m)}\right) d B_{s}\right)^{2}\right) \\
& =\mathrm{E}\left(\int_{0}^{T}\left(u_{s}^{(n)}-u_{s}^{(m)}\right)^{2} d s\right)
\end{aligned}
$$

Hence, $u^{(n)}$ is a Cauchy sequence in $L_{T}^{2}(\mathcal{P})$ and it converges to a process $u$ in $L_{T}^{2}(\mathcal{P})$. Applying again the isometry property, and taking into account that $\mathrm{E}\left(F_{n}\right)$ converges to $\mathrm{E}(F)$, we obtain

$$
\begin{aligned}
F & =\lim _{n \rightarrow \infty} F_{n}=\lim _{n \rightarrow \infty}\left(\mathrm{E}\left(F_{n}\right)+\int_{0}^{T} u_{s}^{(n)} d B_{s}\right) \\
& =\mathrm{E}(F)+\int_{0}^{T} u_{s} d B_{s} .
\end{aligned}
$$

Finally, uniqueness also follows from the isometry property. Indeed, suppose that $u^{(1)}$ and $u^{(2)}$ are processes in $L_{T}^{2}(\mathcal{P})$ such that

$$
F=\mathrm{E}(F)+\int_{0}^{T} u_{s}^{(1)} d B_{s}=\mathrm{E}(F)+\int_{0}^{T} u_{s}^{(2)} d B_{s}
$$

Then

$$
0=\mathrm{E}\left(\left(\int_{0}^{T}\left(u_{s}^{(1)}-u_{s}^{(2)}\right) d B_{s}\right)^{2}\right)=\mathrm{E}\left(\int_{0}^{T}\left(u_{s}^{(1)}-u_{s}^{(2)}\right)^{2} d s\right),
$$

and hence $u_{s}^{(1)}(\omega)=u_{s}^{(2)}(\omega)$ for almost all $(\omega, s) \in \Omega \times[0, T]$.
Corollary 2.9.2 (Martingale representation theorem) Suppose that $M=$ $\left(M_{t}\right)_{t \geq 0}$ is a square integrable martingale with respect to $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. Then there exists a unique process $u \in L_{\infty}^{2}(\mathcal{P})$ such that

$$
M_{t}=\mathrm{E}\left(M_{0}\right)+\int_{0}^{t} u_{s} d B_{s} .
$$

In particular, M has a continuous version.
Example 2.9.3 We want to find the integral representation of $F=B_{T}^{3}$. By Itô's formula,

$$
B_{T}^{3}=\int_{0}^{T} 3 B_{t}^{2} d B_{t}+3 \int_{0}^{T} B_{t} d t
$$

and, using the integration-by-parts formula (2.22) yields

$$
\int_{0}^{T} B_{t} d t=T B_{T}-\int_{0}^{T} t d B_{t}=\int_{0}^{T}(T-t) d B_{t}
$$

So, we obtain the representation

$$
B_{T}^{3}=\int_{0}^{T} 3\left(B_{t}^{2}+(T-t)\right) d B_{t}
$$

### 2.10 Girsanov's Theorem

Girsanov's theorem says that a Brownian motion with drift $\left(B_{t}+\lambda t\right)_{t \in[0, T]}$ can be seen as a Brownian motion without drift under a suitable probability measure.

Suppose that $L$ is a nonnegative random variable on a probability space $(\Omega, \mathcal{F}, P)$ such that $\mathrm{E}(L)=1$. Then $\mathrm{Q}(A)=\mathrm{E}\left(\mathbf{1}_{A} L\right)$ defines a new probability on $(\Omega, \mathcal{F})$. In fact, Q is a $\sigma$-additive measure such that $\mathrm{Q}(\Omega)=\mathrm{E}(L)=1$. We say that $L$ is the density of Q with respect to P , and we write $d \mathrm{Q} / d \mathrm{P}=$ $L$. The probability Q is absolutely continuous with respect to P , that is, for any $A \in \mathcal{F}$,

$$
\mathrm{P}(A)=0 \quad \Longrightarrow \quad \mathrm{Q}(A)=0
$$

If $L$ is strictly positive P -almost surely, then the probabilities P and Q are equivalent (that is, mutually absolutely continuous). This means that for any $A \in \mathcal{F}$,

$$
\mathrm{P}(A)=0 \quad \Longleftrightarrow \quad \mathrm{Q}(A)=0
$$

The next example is a simple version of Girsanov's theorem.
Example 2.10.1 Let $X$ be a random variable with distribution $N\left(m, \sigma^{2}\right)$. Consider the random variable

$$
L=\exp \left(-\frac{m}{\sigma^{2}} X+\frac{m^{2}}{2 \sigma^{2}}\right)
$$

which satisfies $\mathrm{E}(L)=1$. Suppose that Q has density $L$ with respect to P . On the probability space $(\Omega, \mathcal{F}, \mathrm{Q})$, the variable $X$ has characteristic function

$$
\begin{aligned}
\mathrm{E}_{\mathrm{Q}}\left(e^{i t X}\right) & =\mathrm{E}\left(e^{i t X} L\right)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \int_{-\infty}^{\infty} \exp \left(-\frac{(x-m)^{2}}{2 \sigma^{2}}-\frac{m x}{\sigma^{2}}+\frac{m^{2}}{2 \sigma^{2}}+i t x\right) d x \\
& =\frac{1}{\sqrt{2 \pi \sigma^{2}}} \int_{-\infty}^{\infty} \exp \left(-\frac{x^{2}}{2 \sigma^{2}}+i t x\right) d x=\exp \left(-\frac{\sigma^{2} t^{2}}{2}\right)
\end{aligned}
$$

so, $X$ has distribution $N\left(0, \sigma^{2}\right)$.
We now go back to the case where $\left(B_{t}\right)_{t \geq 0}$ is a Brownian motion on a
probability space $(\Omega, \mathcal{F}, \mathrm{P})$. Given a process $\theta \in L_{T}^{2}(\mathcal{P})$, consider the local martingale

$$
L_{t}=\exp \left(\int_{0}^{t} \theta_{s} d B_{s}-\frac{1}{2} \int_{0}^{t} \theta_{s}^{2} d s\right), \quad 0 \leq t \leq T
$$

which satisfies the linear stochastic differential equation

$$
L_{t}=1+\int_{0}^{t} \theta_{s} L_{s} d B_{s}, \quad 0 \leq t \leq T
$$

The next lemma is due to Novikov (1972), and a proof can be found in Baudoin (2014, Lemma 5.76).

Lemma 2.10.2 (Novikov's condition) If

$$
\begin{equation*}
\mathrm{E}\left(\exp \left(\frac{1}{2} \int_{0}^{T} \theta_{s}^{2} d s\right)\right)<\infty \tag{2.24}
\end{equation*}
$$

then $\left(L_{t}\right)_{0 \leq t \leq T}$ is a martingale.
Thus, as a consequence of Lemma 2.10.2, we have:
(1) The random variable $L_{T}$ is a density in the probability space $\left(\Omega, \mathcal{F}_{T}, \mathrm{P}\right)$ and defines a probability Q such that

$$
L_{T}=\frac{d \mathrm{Q}}{d \mathrm{P}}
$$

(2) For any $t \geq 0$,

$$
\begin{equation*}
L_{t}=\left.\frac{d \mathrm{Q}}{d \mathrm{P}}\right|_{\mathcal{F}_{t}} \tag{2.25}
\end{equation*}
$$

In fact, if $A \in \mathcal{F}_{t}$, we have

$$
\begin{aligned}
\mathrm{Q}(A) & =\mathrm{E}\left(\mathbf{1}_{A} L_{T}\right)=\mathrm{E}\left(\mathrm{E}\left(\mathbf{1}_{A} L_{T} \mid \mathscr{F}_{t}\right)\right) \\
& =\mathrm{E}\left(\mathbf{1}_{A} \mathrm{E}\left(L_{T} \mid \mathscr{F}_{t}\right)\right) \\
& =\mathrm{E}\left(\mathbf{1}_{A} L_{t}\right) .
\end{aligned}
$$

Girsanov's theorem was first proved by Cameron and Martin (1944) for non-random integrands, and then extended by Girsanov (1960).

Theorem 2.10.3 (Girsanov's theorem) Suppose that $\theta$ satisfies the Novikov condition (2.24). Then, on the probability space $\left(\Omega, \mathcal{F}_{T}, \mathrm{Q}\right)$, the stochastic process

$$
W_{t}=B_{t}-\int_{0}^{t} \theta_{s} d s
$$

is a Brownian motion on $[0, T]$.

Proof It is enough to show that on the probability space $\left(\Omega, \mathcal{F}_{T}, \mathrm{Q}\right)$, for all $s<t \leq T$, the increment $W_{t}-W_{s}$ is independent of $\mathcal{F}_{s}$ and has the normal distribution $N(0, t-s)$.

These properties follow from the relation, for all $s<t \leq T, A \in \mathcal{F}_{s}$, $\lambda \in \mathbb{R}$,

$$
\begin{equation*}
\mathrm{E}_{\mathrm{Q}}\left(\mathbf{1}_{A} \exp \left(i \lambda\left(W_{t}-W_{s}\right)\right)\right)=\mathrm{Q}(A) \exp \left(-\frac{\lambda^{2}}{2}(t-s)\right) \tag{2.26}
\end{equation*}
$$

In order to show (2.26) we write, using (2.25),

$$
\begin{aligned}
\mathrm{E}_{\mathrm{Q}}\left(\mathbf{1}_{A} \exp \left(i \lambda\left(W_{t}-W_{s}\right)\right)\right) & =\mathrm{E}\left(\mathbf{1}_{A} \exp \left(i \lambda\left(W_{t}-W_{s}\right)\right) L_{t}\right) \\
& =\mathrm{E}\left(\mathbf{1}_{A} L_{s} \Psi_{s, t}\right) \exp \left(-\frac{\lambda^{2}}{2}(t-s)\right)
\end{aligned}
$$

where

$$
\Psi_{s, t}=\exp \left(\int_{s}^{t}\left(i \lambda+\theta_{v}\right) d B_{v}-\frac{1}{2} \int_{s}^{t}\left(i \lambda+\theta_{v}\right)^{2} d v\right)
$$

Then, the desired result follows from

$$
\mathrm{E}\left(\Psi_{s, t} \mid \mathcal{F}_{s}\right)=1
$$

Fix $\theta \in \mathbb{R}$. Recall that under Q , given by

$$
\begin{equation*}
\left.\frac{d \mathrm{Q}}{d \mathrm{P}}\right|_{\mathcal{F}_{t}}=L_{t}:=\exp \left(\theta B_{t}-\frac{\theta^{2}}{2} t\right) \tag{2.27}
\end{equation*}
$$

$\left(B_{t}\right)_{t \geq 0}$ is a Brownian motion with drift $\theta t$. As an application, in the next proposition we compute the distribution of the hitting time for a Brownian motion with drift.

Proposition 2.10.4 Set $\tau_{a}=\inf \left\{t \geq 0, B_{t}=a\right\}$, where $a \neq 0$. Let Q be defined by (2.27). Then, with respect to Q , the random variable $\tau_{a}$ has probability density

$$
\begin{equation*}
f(s)=\frac{|a|}{\sqrt{2 \pi s^{3}}} \exp \left(-\frac{(a-\theta s)^{2}}{2 s}\right), s>0 \tag{2.28}
\end{equation*}
$$

Proof For any $t \geq 0$, the event $\left\{\tau_{a} \leq t\right\}$ belongs to the $\sigma$-field $\mathcal{F}_{\tau_{a} \wedge t}$ because, for any $s \geq 0$,

$$
\begin{aligned}
\left\{\tau_{a} \leq t\right\} \cap\left\{\tau_{a} \wedge t \leq s\right\} & =\left\{\tau_{a} \leq t\right\} \cap\left\{\tau_{a} \leq s\right\} \\
& =\left\{\tau_{a} \leq t \wedge s\right\} \in \mathcal{F}_{s \wedge t} \subset \mathcal{F}_{s} .
\end{aligned}
$$

Consequently, using the optional stopping theorem (Theorem A.7.4) yields

$$
\begin{aligned}
\mathrm{Q}\left(\tau_{a} \leq t\right) & =\mathrm{E}\left(\mathbf{1}_{\left\{\tau_{a} \leq t\right\}} L_{t}\right)=\mathrm{E}\left(\mathbf{1}_{\left\{\tau_{a} \leq t\right\}} \mathrm{E}\left(L_{t} \mid \mathcal{F}_{\tau_{a} \wedge t}\right)\right) \\
& =\mathrm{E}\left(\mathbf{1}_{\left\{\tau_{a} \leq t\right\}} L_{\tau_{a} \wedge t}\right)=\mathrm{E}\left(\mathbf{1}_{\left\{\tau_{a} \leq t\right\}} L_{\tau_{a}}\right) \\
& =\mathrm{E}\left(\mathbf{1}_{\left\{\tau_{a} \leq t\right\}} \exp \left(\theta a-\frac{1}{2} \theta^{2} \tau_{a}\right)\right) \\
& =\int_{0}^{t} \exp \left(\theta a-\frac{1}{2} \theta^{2} s\right) f(s) d s,
\end{aligned}
$$

where $f$ is the density of the random variable $\tau_{a}$. We know by (1.11) that

$$
f(s)=\frac{|a|}{\sqrt{2 \pi s^{3}}} \exp \left(-\frac{a^{2}}{2 s}\right)
$$

Hence, with respect to Q the random variable $\tau_{a}$ has the probability density given by (2.28).

Letting $t \uparrow \infty$ in the above proof, we obtain

$$
\mathrm{Q}\left(\tau_{a}<\infty\right)=\exp (\theta a) \mathrm{E}\left(\exp \left(-\frac{1}{2} \theta^{2} \tau_{a}\right)\right)=\exp (\theta a-|\theta a|)
$$

If $\theta=0$ (Brownian motion without drift), the probability of reaching the level $a$ is one. If $\theta a>0$ (the drift $\theta$ and the level $a$ have the same sign) this probability is also one. If $\theta a<0$ (the drift $\theta$ and the level $a$ have opposite signs) this probability is $\exp (2 \theta a)$.

## Exercises

2.1 Show that the limit (2.2) does not depend on the approximating sequence $u^{(n)}$.
2.2 Let $u \in \mathcal{E}$ and $t \geq 0$. Consider a partition $\pi=\left\{0=t_{0}<t_{1}<\cdots<t_{n}=t\right\}$. Show that, as $|\pi| \rightarrow 0$,

$$
\sum_{j=0}^{n-1}\left(\int_{t_{j}}^{t_{j+1}} u_{s} d B_{s}\right)^{2} \xrightarrow{L^{1}(\Omega)} \int_{0}^{t} u_{s}^{2} d s
$$

2.3 Let $u \in L_{l o c}^{2}(\mathcal{P})$ and $t \geq 0$. Consider a partition $\pi=\left\{0=t_{0}<t_{1}<\cdots<t_{n}=\right.$ $t\}$. Show that, as $|\pi| \rightarrow 0$,

$$
\sum_{j=0}^{n-1}\left(\int_{t_{j}}^{t_{j+1}} u_{s} d B_{s}\right)^{2} \xrightarrow{\mathrm{P}} \int_{0}^{t} u_{s}^{2} d s
$$

2.4 Show Proposition 2.4.2.
2.5 Let $f \in C_{b}^{2}(\mathbb{R})$ and

$$
X_{t}=X_{0}+\int_{0}^{t} u_{s} d B_{s}
$$

where $u \in L_{l o c}^{2}(\mathcal{P})$. Show that, as $n \rightarrow \infty$,

$$
\sum_{i=0}^{n-1} f^{\prime}\left(X_{t_{i}}\right)\left(X_{t_{i+1}}-X_{t_{i}}\right) \xrightarrow{L^{2}(\Omega)} \int_{0}^{t} f^{\prime}\left(X_{s}\right) u_{s} d B_{s},
$$

where $t_{i}=i t / n, 0 \leq i \leq n$.
2.6 Use Itô's formula in order to compute $\mathrm{E}\left(B_{t}^{4}\right)$. Do it again for $\mathrm{E}\left(B_{t}^{6}\right)$. Write a recurrence formula to compute $\mathrm{E}\left(B_{t}^{n}\right)$ in terms of $\mathrm{E}\left(B_{t}^{n-2}\right)$.
2.7 Show that, for any $x \in \mathbb{R}$, the process

$$
X_{t}=\int_{0}^{t} \operatorname{sign}\left(B_{s}-x\right) d B_{s}, \quad t \geq 0
$$

is a Brownian motion.
Hint: Apply Itô's formula to the process $\exp \left(i \lambda\left(X_{t}-X_{s}\right)\right)$.
2.8 Let $B$ be a Brownian motion. Using Itô's formula, check whether the following processes are martingales:
(a) $X_{t}^{(1)}=B_{t}^{3}-3 t B_{t}$.
(b) $X_{t}^{(2)}=t^{2} B_{t}-2 \int_{0}^{t} s B_{s} d s$.
(c) $X_{t}^{(3)}=e^{t / 2} \cos B_{t}$.
(d) $X_{t}^{(4)}=e^{t / 2} \sin B_{t}$.
(e) $X_{t}^{(5)}=\left(B_{t}+t\right) \exp \left(-B_{t}-\frac{1}{2} t\right)$.
2.9 Let $B_{1}$ and $B_{2}$ be two independent Brownian motions. Show that $B_{1}(t) B_{2}(t)$ is a martingale.
2.10 Let $B$ be an $m$-dimensional Brownian motion. Consider a partition $\pi=\{0=$ $\left.t_{0}<t_{1}<\cdots<t_{n}=t\right\}$ of the interval $[0, t]$. Show that, if $i \neq j$, as $|\pi| \rightarrow 0$ we have

$$
\sum_{k=0}^{n-1}\left(B_{t_{k+1}}^{i}-B_{t_{k}}^{i}\right)\left(B_{t_{k+1}}^{j}-B_{t_{k}}^{j}\right) \xrightarrow{L^{2}(\Omega)} 0
$$

2.11 Prove Proposition 2.6.4.
2.12 Using the notation of Section 2.8, show that, for any process $u \in L_{T}^{2}(\hat{\mathcal{P}})$,

$$
\int_{0}^{T} u_{t} \hat{d} B_{t}=\int_{0}^{T} u_{T-t} d \hat{B}_{t}
$$

2.13 Find the stochastic integral representation on the time interval $[0, T]$ of the following random variables:

$$
B_{T}, B_{T}^{2}, e^{B_{T}}, \int_{0}^{T} B_{t} d t, B_{T}^{3}, \sin B_{T}, \int_{0}^{T} t B_{t}^{2} d t
$$

2.14 Let $p(t, x)=1 / \sqrt{1-t} \exp \left(-x^{2} /(2(1-t))\right)$, for $0 \leq t<1, x \in \mathbb{R}$, and $p(1, x)=0$. Define $M_{t}=p\left(t, B_{t}\right)$, where $\left(B_{t}\right)_{t \in[0,1]}$ is a Brownian motion.
(a) Show that, for each $0 \leq t<1$,

$$
M_{t}=M_{0}+\int_{0}^{t} \frac{\partial p}{\partial x}\left(s, B_{s}\right) d B_{s} .
$$

(b) Set $H_{t}=(\partial p / \partial x)\left(t, B_{t}\right)$. Show that $\int_{0}^{1} H_{t}^{2} d t<\infty$ almost surely, but

$$
\mathrm{E}\left(\int_{0}^{1} H_{t}^{2} d t\right)=\infty .
$$

2.15 Let $B$ and $\tilde{B}$ be two independent Brownian motions. Fix $t>0$ and consider the Brownian motion $\hat{B}=e^{-t} B+\sqrt{1-e^{-2 t}} \tilde{B}$. Consider two random variables $X, Y$ taking values in the interval $[a, b]$, where $0<a<b$, such that $X$ is $\hat{B}$ measurable and $Y$ is $B$-measurable. Fix $p>1$ and set $q=e^{2 t}(p-1)+1$. Let $q^{\prime}$ be such that $1 / q+1 / q^{\prime}=1$. Show that

$$
\mathrm{E}(X Y) \leq\|X\|_{p}\|Y\|_{q^{\prime}} .
$$

Hint: Consider the stochastic integral representations

$$
\begin{aligned}
& X^{p}=\mathrm{E}\left(X^{p}\right)+\int_{0}^{\infty} \varphi_{s} d \hat{B}_{s}, \\
& Y^{q^{\prime}}=\mathrm{E}\left(Y^{q^{\prime}}\right)+\int_{0}^{\infty} \psi_{s} d B_{s},
\end{aligned}
$$

and apply Itô's formula to the function $f(x, y)=x^{1 / p} y^{1 / q^{\prime}}$ and to the martingales

$$
\begin{aligned}
& M_{t}=\mathrm{E}\left(X^{p}\right)+\int_{0}^{t} \varphi_{s} d \hat{B}_{s}, \\
& N_{t}=\mathrm{E}\left(Y^{q^{\prime}}\right)+\int_{0}^{t} \psi_{s} d B_{s} .
\end{aligned}
$$

## 3

## Derivative and Divergence Operators

The Malliavin calculus is a differential calculus on a Gaussian probability space. In this chapter we introduce the derivative and divergence operators when the underlying process is a Brownian motion $\left(B_{t}\right)_{t \geq 0}$.

### 3.1 Finite-Dimensional Case

We consider first the finite-dimensional case. That is, the probability space $(\Omega, \mathcal{F}, P)$ is such that $\Omega=\mathbb{R}^{n}, \mathcal{F}=\mathcal{B}\left(\mathbb{R}^{n}\right)$ is the Borel $\sigma$-field of $\mathbb{R}^{n}$, and P is the standard Gaussian probability with density $p(x)=(2 \pi)^{-n / 2} e^{-|x|^{2} / 2}$. In this framework we consider two differential operators. The first is the derivative operator, which is simply the gradient of a differentiable function $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ :

$$
\nabla F=\left(\frac{\partial F}{\partial x_{1}}, \ldots, \frac{\partial F}{\partial x_{n}}\right)
$$

The second differential operator is the divergence operator and is defined on differentiable vector-valued functions $u: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ as follows:

$$
\delta(u)=\sum_{i=1}^{n}\left(u_{i} x_{i}-\frac{\partial u_{i}}{\partial x_{i}}\right)=\langle u, x\rangle-\operatorname{div} u .
$$

It turns out that $\delta$ is the adjoint of the derivative operator with respect to the Gaussian measure P. This is the content of the next proposition.

Proposition 3.1. 1 The operator $\delta$ is the adjoint of $\nabla$; that is,

$$
\mathrm{E}(\langle u, \nabla F\rangle)=\mathrm{E}(F \delta(u))
$$

if $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $u: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ are continuously differentiable functions which, together with their partial derivatives, have at most polynomial growth.

Proof Integrating by parts, and using $\partial p / \partial x_{i}=-x_{i} p$, we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}\langle\nabla F, u\rangle p d x & =\sum_{i=1}^{n} \int_{\mathbb{R}^{n}} \frac{\partial F}{\partial x_{i}} u_{i} p d x \\
& =\sum_{i=1}^{n}\left(-\int_{\mathbb{R}^{n}} F \frac{\partial u_{i}}{\partial x_{i}} p d x+\int_{\mathbb{R}^{n}} F u_{i} x_{i} p d x\right) \\
& =\int_{\mathbb{R}^{n}} F \delta(u) p d x .
\end{aligned}
$$

This completes the proof.

### 3.2 Malliavin Derivative

Let $B=\left(B_{t}\right)_{t \geq 0}$ be a Brownian motion on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$ such that $\mathcal{F}$ is the $\sigma$-field generated by $B$. Set $H=L^{2}\left(\mathbb{R}_{+}\right)$, and for any $h \in H$, consider the Wiener integral

$$
B(h)=\int_{0}^{\infty} h(t) d B_{t} .
$$

The Hilbert space $H$ plays a basic role in the definition of the derivative operator. In fact, the derivative of a random variable $F: \Omega \rightarrow \mathbb{R}$ takes values in $H$, and $\left(D_{t} F\right)_{t \geq 0}$ is a stochastic process in $L^{2}(\Omega ; H)$.

We start by defining the derivative in a dense subset of $L^{2}(\Omega)$. More precisely, consider the set $\mathcal{S}$ of smooth and cylindrical random variables of the form

$$
\begin{equation*}
F=f\left(B\left(h_{1}\right), \ldots, B\left(h_{n}\right)\right) \tag{3.1}
\end{equation*}
$$

where $f \in C_{p}^{\infty}\left(\mathbb{R}^{n}\right)$ and $h_{i} \in H$.
Definition 3.2.1 If $F \in \mathcal{S}$ is a smooth and cylindrical random variable of the form (3.1), the derivative $D F$ is the $H$-valued random variable defined by

$$
D_{t} F=\sum_{i=1}^{n} \frac{\partial f}{\partial x_{i}}\left(B\left(h_{1}\right), \ldots, B\left(h_{n}\right)\right) h_{i}(t)
$$

For instance, $D(B(h))=h$ and $D\left(B_{t_{1}}\right)=\mathbf{1}_{\left[0, t_{1}\right]}$, for any $t_{1} \geq 0$.
This defines a linear and unbounded operator from $\mathcal{S} \subset L^{2}(\Omega)$ into $L^{2}(\Omega ; H)$. Let us now introduce the divergence operator. Denote by $\mathcal{S}_{H}$ the class of smooth and cylindrical stochastic processes $u=\left(u_{t}\right)_{t \geq 0}$ of the
form

$$
\begin{equation*}
u_{t}=\sum_{j=1}^{n} F_{j} h_{j}(t) \tag{3.2}
\end{equation*}
$$

where $F_{j} \in \mathcal{S}$ and $h_{j} \in H$.
Definition 3.2.2 We define the divergence of an element $u$ of the form (3.2) as the random variable given by

$$
\delta(u)=\sum_{j=1}^{n} F_{j} B\left(h_{j}\right)-\sum_{j=1}^{n}\left\langle D F_{j}, h_{j}\right\rangle_{H} .
$$

In particular, for any $h \in H$ we have $\delta(h)=B(h)$.
As in the finite-dimensional case, the divergence is the adjoint of the derivative operator, as is shown in the next proposition.

Proposition 3.2.3 Let $F \in \mathcal{S}$ and $u \in \mathcal{S}_{H}$. Then

$$
\mathrm{E}(F \delta(u))=\mathrm{E}\left(\langle D F, u\rangle_{H}\right) .
$$

Proof We can assume that $F=f\left(B\left(h_{1}\right) \ldots, B\left(h_{n}\right)\right)$ and

$$
u=\sum_{j=1}^{n} g_{j}\left(B\left(h_{1}\right) \ldots, B\left(h_{n}\right)\right) h_{j},
$$

where $h_{1}, \ldots, h_{n}$ are orthonormal elements in $H$. In this case, the duality relationship reduces to the finite-dimensional case proved in Proposition 3.1.1.

We will make use of the notation $D_{h} F=\langle D F, h\rangle_{H}$ for any $h \in H$ and $F \in$ $\mathcal{S}$. The following proposition states the basic properties of the derivative and divergence operators on smooth and cylindrical random variables.

Proposition 3.2.4 Suppose that $u, v \in \mathcal{S}_{H}, F \in \mathcal{S}$, and $h \in H$. Then, if $\left(e_{i}\right)_{i \geq 1}$ is a complete orthonormal system in $H$, we have

$$
\begin{align*}
\mathrm{E}(\delta(u) \delta(v)) & =\mathrm{E}\left(\langle u, v\rangle_{H}\right)+\mathrm{E}\left(\sum_{i, j=1}^{\infty} D_{e_{i}}\left\langle u, e_{j}\right\rangle_{H} D_{e_{j}}\left\langle v, e_{i}\right\rangle_{H}\right),  \tag{3.3}\\
D_{h}(\delta(u)) & =\delta\left(D_{h} u\right)+\langle h, u\rangle_{H},  \tag{3.4}\\
\delta(F u) & =F \delta(u)-\langle D F, u\rangle_{H} . \tag{3.5}
\end{align*}
$$

Property (3.3) can also be written as

$$
\mathrm{E}(\delta(u) \delta(v))=\mathrm{E}\left(\int_{0}^{\infty} u_{t} v_{t} d t\right)+\mathrm{E}\left(\int_{0}^{\infty} \int_{0}^{\infty} D_{s} u_{t} D_{t} v_{s} d s d t\right)
$$

Proof of Proposition 3.2.4 We first show property (3.4). Consider $u=$ $\sum_{j=1}^{n} F_{j} h_{j}$, where $F_{j} \in \mathcal{S}$ and $h_{j} \in H$ for $j=1, \ldots, n$. Then, using $D_{h}\left(B\left(h_{j}\right)\right)=\left\langle h, h_{j}\right\rangle_{H}$, we obtain

$$
\begin{aligned}
D_{h}(\delta(u)) & =D_{h}\left(\sum_{j=1}^{n} F_{j} B\left(h_{j}\right)-\sum_{j=1}^{n}\left\langle D F_{j}, h_{j}\right\rangle_{H}\right) \\
& =\sum_{j=1}^{n} F_{j}\left\langle h, h_{j}\right\rangle_{H}+\sum_{j=1}^{n}\left(D_{h} F_{j} B\left(h_{j}\right)-\left\langle D_{h}\left(D F_{j}\right), h_{j}\right\rangle_{H}\right) \\
& =\langle u, h\rangle_{H}+\delta\left(D_{h} u\right) .
\end{aligned}
$$

To show property (3.3), using the duality formula (Proposition 3.2.3) and property (3.4), we get

$$
\begin{aligned}
\mathrm{E}(\delta(u) \delta(v)) & =\mathrm{E}\left(\langle v, D(\delta(u))\rangle_{H}\right) \\
& =\mathrm{E}\left(\sum_{i=1}^{\infty}\left\langle v, e_{i}\right\rangle_{H} D_{e_{i}}(\delta(u))\right) \\
& =\mathrm{E}\left(\sum_{i=1}^{\infty}\left\langle v, e_{i}\right\rangle_{H}\left(\left\langle u, e_{i}\right\rangle_{H}+\delta\left(D_{e_{i}} u\right)\right)\right) \\
& =\mathrm{E}\left(\langle u, v\rangle_{H}\right)+\mathrm{E}\left(\sum_{i, j=1}^{\infty} D_{e_{i}}\left\langle u, e_{j}\right\rangle_{H} D_{e_{j}}\left\langle v, e_{i}\right\rangle_{H}\right) .
\end{aligned}
$$

Finally, to prove property (3.5) we choose a smooth random variable $G \in \mathcal{S}$ and write, using the duality relationship (Proposition 3.2.3),

$$
\begin{aligned}
\mathrm{E}(\delta(F u) G) & =\mathrm{E}\left(\langle D G, F u\rangle_{H}\right)=\mathrm{E}\left(\langle u, D(F G)-G D F\rangle_{H}\right) \\
& =\mathrm{E}\left(\left(\delta(u) F-\langle u, D F\rangle_{H}\right) G\right)
\end{aligned}
$$

which implies the result because $\mathcal{S}$ is dense in $L^{2}(\Omega)$.

### 3.3 Sobolev Spaces

The next proposition will play a basic role in extending the derivative to suitable Sobolev spaces of random variables.

Proposition 3.3.1 The operator $D$ is closable from $L^{p}(\Omega)$ to $L^{p}(\Omega ; H)$ for any $p \geq 1$.

Proof Assume that the sequence $F_{N} \in \mathcal{S}$ satisfies

$$
F_{N} \xrightarrow{L^{p}(\Omega)} 0 \quad \text { and } \quad D F_{N} \xrightarrow{L^{p}(\Omega ; H)} \eta,
$$

as $N \rightarrow \infty$. Then $\eta=0$. Indeed, for any $u=\sum_{j=1}^{N} G_{j} h_{j} \in \mathcal{S}_{H}$ such that $G_{j} B\left(h_{j}\right)$ and $D G_{j}$ are bounded, by the duality formula (Proposition 3.2.3), we obtain

$$
\begin{aligned}
\mathrm{E}\left(\langle\eta, u\rangle_{H}\right) & =\lim _{N \rightarrow \infty} \mathrm{E}\left(\left\langle D F_{N}, u\right\rangle_{H}\right) \\
& =\lim _{N \rightarrow \infty} \mathrm{E}\left(F_{N} \delta(u)\right)=0 .
\end{aligned}
$$

This implies that $\eta=0$, since the set of $u \in \mathcal{S}_{H}$ with the above properties is dense in $L^{p}(\Omega ; H)$ for all $p \geq 1$.

We consider the closed extension of the derivative, which we also denote by $D$. The domain of this operator is defined by the following Sobolev spaces. For any $p \geq 1$, we denote by $\mathbb{D}^{1, p}$ the closure of $\mathcal{S}$ with respect to the seminorm

$$
\|F\|_{1, p}=\left(\mathrm{E}\left(|F|^{p}\right)+\mathrm{E}\left(\left|\int_{0}^{\infty}\left(D_{t} F\right)^{2} d t\right|^{p / 2}\right)\right)^{1 / p}
$$

In particular, $F$ belongs to $\mathbb{D}^{1, p}$ if and only if there exists a sequence $F_{n} \in \mathcal{S}$ such that

$$
F_{n} \xrightarrow{L^{p}(\Omega)} F \quad \text { and } \quad D F_{n} \xrightarrow{L^{p}(\Omega ; H)} D F,
$$

as $n \rightarrow \infty$. For $p=2$, the space $\mathbb{D}^{1,2}$ is a Hilbert space with scalar product

$$
\langle F, G\rangle_{1,2}=\mathrm{E}(F G)+\mathrm{E}\left(\int_{0}^{\infty} D_{t} F D_{t} G d t\right)
$$

In the same way we can introduce spaces $\mathbb{D}^{1, p}(H)$ by taking the closure of $\mathcal{S}_{H}$. The corresponding seminorm is denoted by $\|\cdot\|_{1, p, H}$.

The Malliavin derivative satisfies the following chain rule.
Proposition 3.3.2 Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be a continuous differentiable function such that $\left|\varphi^{\prime}(x)\right| \leq C\left(1+|x|^{\alpha}\right)$ for some $\alpha \geq 0$. Let $F \in \mathbb{D}^{1, p}$ for some $p \geq \alpha+1$. Then, $\varphi(F)$ belongs to $\mathbb{D}^{1, q}$, where $q=p /(\alpha+1)$, and

$$
D(\varphi(F))=\varphi^{\prime}(F) D F
$$

Proof Notice that $|\varphi(x)| \leq C^{\prime}\left(1+|x|^{\alpha+1}\right)$, for some constant $C^{\prime}$, which implies that $\varphi(F) \in L^{q}(\Omega)$ and, by Hölder's inequality, $\varphi^{\prime}(F) D F \in L^{q}(\Omega ; H)$. Then, to show the proposition it suffices to approximate $F$ by smooth and cylindrical random variables, and $\varphi$ by $\varphi * \alpha_{n}$, where $\alpha_{n}$ is an approximation of the identity.

The chain rule can be extended to the case of Lipschitz functions (see Exercise 3.3).

We next define the domain of the divergence operator. We identify the Hilbert space $L^{2}(\Omega ; H)$ with $L^{2}\left(\Omega \times \mathbb{R}_{+}\right)$.

Definition 3.3.3 The domain of the divergence operator $\operatorname{Dom} \delta$ in $L^{2}(\Omega)$ is the set of processes $u \in L^{2}\left(\Omega \times \mathbb{R}_{+}\right)$such that there exists $\delta(u) \in L^{2}(\Omega)$ satisfying the duality relationship

$$
\mathrm{E}\left(\langle D F, u\rangle_{H}\right)=\mathrm{E}(\delta(u) F)
$$

for any $F \in \mathbb{D}^{1,2}$.
Observe that $\delta$ is a linear operator such that $\mathrm{E}(\delta(u))=0$. Moreover, $\delta$ is closed; that is, if the sequence $u_{n} \in \mathcal{S}_{H}$ satisfies

$$
u_{n} \xrightarrow{L^{2}(\Omega ; H)} u \quad \text { and } \quad \delta\left(u_{n}\right) \xrightarrow{L^{2}(\Omega)} G
$$

as $n \rightarrow \infty$, then $u$ belongs to $\operatorname{Dom} \delta$ and $\delta(u)=G$.
Proposition 3.2.4 can be extended to random variables in suitable Sobolev spaces. Property (3.3) holds for $u, v \in \mathbb{D}^{1,2}(H) \subset \operatorname{Dom} \delta$ (see Exercise 3.5) and, in this case, for any $u \in \mathbb{D}^{1,2}(H)$ we can write

$$
\mathrm{E}\left(\delta(u)^{2}\right) \leq \mathrm{E}\left(\int_{0}^{\infty}\left(u_{t}\right)^{2} d t\right)+\mathrm{E}\left(\int_{0}^{\infty} \int_{0}^{\infty}\left(D_{s} u_{t}\right)^{2} d s d t\right)=\|u\|_{1,2, H}^{2}
$$

Property (3.4) holds if $u \in \mathbb{D}^{1,2}(H)$ and $D_{h} u \in \operatorname{Dom} \delta$ (see Exercise 3.6). Finally, property (3.5) holds if $F \in \mathbb{D}^{1,2}, F u \in L^{2}(\Omega ; H), u \in \operatorname{Dom} \delta$, and the right-hand side is square integrable (see Exercise 3.7).

We can also introduce iterated derivatives and the corresponding Sobolev spaces. The $k$ th derivative $D^{k} F$ of a random variable $F \in \mathcal{S}$ is the $k$ parameter process obtained by iteration:

$$
D_{t_{1}, \ldots, t_{k}}^{k} F=\sum_{i_{1}, \ldots, i_{k}=1}^{n} \frac{\partial^{k} f}{\partial x_{i_{1}} \cdots \partial x_{i_{k}}}\left(B\left(h_{1}\right), \ldots, B\left(h_{n}\right)\right) h_{i_{1}}\left(t_{1}\right) \cdots h_{i_{k}}\left(t_{k}\right)
$$

For any $p \geq 1$, the operator $D^{k}$ is closable from $L^{p}(\Omega)$ into $L^{p}\left(\Omega ; H^{\otimes k}\right)$ (see Exercise 3.8), and we denote by $\mathbb{D}^{k, p}$ the closure of $\mathcal{S}$ with respect to the seminorm

$$
\|F\|_{k, p}=\left(\mathrm{E}\left(|F|^{p}\right)+\mathrm{E}\left(\sum_{j=1}^{k}\left|\int_{\mathbb{R}_{+}^{j}}\left(D_{t_{1}, \ldots, t_{j}}^{j} F\right)^{2} d t_{1} \cdots d t_{j}\right|^{p / 2}\right)\right)^{1 / p}
$$

For any $k \geq 1$, we set $\mathbb{D}^{k, \infty}:=\cap_{p \geq 2} \mathbb{D}^{k, p}, \mathbb{D}^{\infty, 2}:=\cap_{k \geq 1} \mathbb{D}^{k, 2}$, and $\mathbb{D}^{\infty}:=$ $\cap_{k \geq 1} \mathbb{D}^{k, \infty}$. Similarly, we can introduce the spaces $\mathbb{D}^{k, p}(H)$.

These spaces satisfy that, for any $q \geq p \geq 2$ and $\ell \geq k, \mathbb{D}^{\ell, q} \subset \mathbb{D}^{k, p}$. We also have the following Hölder's inequality for the $\|\cdot\|_{k, p}$-seminorms.

Proposition 3.3.4 Let $p, q, r \geq 2$ such that $1 / p+1 / q=1 / r$. Let $F \in \mathbb{D}^{k, p}$ and $G \in \mathbb{D}^{k, q}$. Then $F G$ belongs to $\mathbb{D}^{k, r}$ and

$$
\|F G\|_{k, r} \leq c_{p, q, r}\|F\|_{k, p}\|G\|_{k, q} .
$$

Proof The result follows from the Leibnitz rule (see Exercise 3.9) and the usual Hölder's inequality.

### 3.4 The Divergence as a Stochastic Integral

The Malliavin derivative is a local operator in the following sense. Let $[a, b] \subset \mathbb{R}_{+}$be fixed. We denote by $\mathcal{F}_{[a, b]}$ the $\sigma$-field generated by the random variables $\left\{B_{s}-B_{a}, s \in[a, b]\right\}$.

Lemma 3.4.1 Let $F$ be a random variable in $\mathbb{D}^{1,2} \cap L^{2}\left(\Omega, \mathcal{F}_{[a, b]}, \mathrm{P}\right)$. Then $D_{t} F=0$ for almost all $(t, \omega) \in[a, b]^{c} \times \Omega$.

Proof If $F$ belongs to $\mathcal{S} \cap L^{2}\left(\Omega, \mathcal{F}_{[a, b]}, \mathrm{P}\right)$ then this property is clear. The general case follows by approximation.

The following result, proved by Gaveau and Trauber (1982), says that the divergence operator is an extension of Itô's integral.

Theorem 3.4.2 We have $L^{2}(\mathcal{P}) \subset \operatorname{Dom} \delta$ and, for any $u \in L^{2}(\mathcal{P}), \delta(u)$ coincides with Itô's stochastic integral

$$
\delta(u)=\int_{0}^{\infty} u_{t} d B_{t} .
$$

Proof Consider a simple process $u$ of the form

$$
u_{t}=\sum_{j=0}^{n-1} \phi_{j} \mathbf{1}_{\left(t_{j}, t_{j+1}\right]}(t)
$$

where $0 \leq t_{0}<t_{1}<\cdots<t_{n}$ and the random variables $\phi_{j} \in \mathcal{S}$ are $\mathcal{F}_{t_{j}-}$ measurable. Then $\delta(u)$ coincides with the Itô integral of $u$ because, by (3.5),

$$
\delta(u)=\sum_{j=0}^{n-1} \phi_{j}\left(B_{t_{j+1}}-B_{t_{j}}\right)-\sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}} D_{t} \phi_{j} d t=\sum_{j=0}^{n-1} \phi_{j}\left(B_{t_{j+1}}-B_{t_{j}}\right),
$$

taking into account that $D_{t} \phi_{j}=0$ if $t>t_{j}$ by Lemma 3.4.1. Then the result follows by approximating any process in $L^{2}(\mathcal{P})$ by simple processes (see Proposition 2.1.4), and approximating any $\phi_{j} \in L^{2}\left(\Omega, \mathcal{F}_{t_{j}}, \mathrm{P}\right)$ by $\mathcal{F}_{t_{j}-}{ }^{-}$ measurable smooth and cylindrical random variables.

If $u$ is not adapted, $\delta(u)$ coincides with an anticipating stochastic integral introduced by Skorohod (1975). Using techniques of Malliavin calculus, Nualart and Pardoux (1988) developed a stochastic calculus for the Skorohod integral.

If $u$ and $v$ are adapted then, for $s<t, D_{t} v_{s}=0$ and, for $s>t, D_{s} u_{t}=0$. As a consequence, property (3.3) leads to the isometry property of Itô's integral for adapted processes $u, v \in \mathbb{D}^{1,2}(H)$ :

$$
\mathrm{E}(\delta(u) \delta(v))=\mathrm{E}\left(\int_{0}^{\infty} u_{t} v_{t} d t\right)
$$

If $u$ is an adapted process in $\mathbb{D}^{1,2}(H)$ then, from property (3.4), we obtain

$$
\begin{equation*}
D_{t}\left(\int_{0}^{\infty} u_{s} d B_{s}\right)=u_{t}+\int_{t}^{\infty} D_{t} u_{s} d B_{s} \tag{3.6}
\end{equation*}
$$

because $D_{t} u_{s}=0$ if $t>s$.
The next result shows that we can differentiate Lebesgue integrals of stochastic processes.

Proposition 3.4.3 For any $u \in \mathbb{D}^{1,2}(H)$ and $h \in H$, we have $\langle u, h\rangle_{H} \in \mathbb{D}^{1,2}$ and

$$
D_{t}\langle u, h\rangle_{H}=\left\langle D_{t} u, h\right\rangle_{H} .
$$

Proof Let $u \in \mathbb{D}^{1,2}(H)$. Then there exists a sequence $u_{n} \in \mathcal{S}_{H}$ that converges to $u$ in $L^{2}(\Omega ; H)$ and is such that the sequence $D u_{n}$ converges to $D u$ in $L^{2}(\Omega ; H \otimes H)$. Now, let $h \in H$. Then the sequence $\left\langle u_{n}, h\right\rangle_{H}$ converges to $\langle u, h\rangle_{H}$ in $L^{2}(\Omega)$, and the sequence $D\left\langle u_{n}, h\right\rangle_{H}$ converges to $D\langle u, h\rangle_{H}$ in $L^{2}(\Omega ; H)$, which concludes the proof.

Example 3.4.4 Taking $h=\mathbf{1}_{[0, T]}$, we get

$$
D_{t} \int_{0}^{T} u_{s} d s=\int_{0}^{T} D_{t} u_{s} d s
$$

For example,

$$
D_{t} \int_{0}^{T} B_{s} d s=\int_{0}^{T} D_{t} B_{s} d s=T-t
$$

### 3.5 Isonormal Gaussian Processes

So far, we have developed the Malliavin calculus with respect to Brownian motion. In this case, the Wiener integral $B(h)=\int_{0}^{\infty} h(t) d B_{t}$ gives rise to a centered Gaussian family indexed by the Hilbert space $H=L^{2}\left(\mathbb{R}_{+}\right)$.

More generally, consider a separable Hilbert space $H$ with scalar product $\langle\cdot, \cdot\rangle_{H}$. An isonormal Gaussian process is a centered Gaussian family $\mathcal{H}_{1}=\{W(h), h \in H\}$ satisfying

$$
\mathrm{E}(W(h) W(g))=\langle h, g\rangle_{H}
$$

for any $h, g \in H$. Observe that $\mathcal{H}_{1}$ is a Gaussian subspace of $L^{2}(\Omega)$. The notion of isonormal Gaussian process was introduced by Segal (1954).

The Malliavin calculus can be developed in the framework of an isonormal Gaussian process, and all the notions and properties that do not depend on the fact that $H=L^{2}\left(\mathbb{R}_{+}\right)$can be extended to this more general context. For a complete exposition of the Malliavin calculus with respect to a general isonormal Gaussian process we refer to Nualart (2006). We next give several examples of isonormal Gaussian processes.

Example 3.5.1 Let $(T, \mathcal{B}, \mu)$ be a measure space, where $\mu$ is a $\sigma$-finite measure. Consider a centered Gaussian family of random variables

$$
W=\{W(A), A \in \mathcal{B}, \mu(A)<+\infty\}
$$

with covariance

$$
\mathrm{E}(W(A) \cap W(B))=\mu(A \cap B)
$$

Then $W$ is called a white noise on $(T, \mathcal{B}, \mu)$; this is a generalization of the white noise in $D \subset \mathbb{R}^{m}$ (see Definition 1.3.1). The mapping $\mathbf{1}_{A} \rightarrow W(A)$ can be extended to a linear isometry from $L^{2}(T)$ to the Gaussian space spanned by $W$ :

$$
\varphi \rightarrow \int_{T} \varphi(x) W(d x)
$$

Example 3.5.2 Let $X=\left(X_{t}\right)_{t \geq 0}$ be a continuous centered Gaussian process with covariance function

$$
R(s, t)=\mathrm{E}\left(X_{t} X_{s}\right)
$$

The Gaussian subspace generated by $X$ can be identified with an isonormal Gaussian process $\mathcal{H}_{1}=\{X(h), h \in H\}$, where the separable Hilbert space $H$ is defined as follows. We denote by $\mathcal{E}$ the set of step functions on [0, T]. Let $H$ be the Hilbert space defined as the closure of $\mathcal{E}$ with respect to the scalar product

$$
\left\langle\mathbf{1}_{[0, t]}, \mathbf{1}_{[0, s]}\right\rangle_{H}=R(t, s) .
$$

The mapping $\mathbf{1}_{[0, t]} \mapsto X_{t}$ can be extended to an isometry $h \rightarrow X(h)$ between $H$ and $\mathcal{H}_{1}$.

Example 3.5.3 A particular case of Example 3.5.2 is the fractional Brownian motion, with Hurst parameter $\mathrm{H} \in(0,1)$, denoted $B^{\mathrm{H}}=\left(B_{t}^{\mathrm{H}}\right)_{t \geq 0}$. By definition, $B^{\mathrm{H}}$ is a centered Gaussian process with covariance function given by

$$
\begin{equation*}
R_{\mathrm{H}}(t, s):=\mathrm{E}\left(B_{t}^{\mathrm{H}} B_{s}^{\mathrm{H}}\right)=2^{-1}\left(t^{2 \mathrm{H}}+s^{2 \mathrm{H}}-|t-s|^{2 \mathrm{H}}\right) \tag{3.7}
\end{equation*}
$$

This process was introduced by Kolmogorov (1940) and was studied by Mandelbrot and Van Ness (1968), where a stochastic integral representation in terms of a two-sided Brownian motion on the whole real line was established.

One can find a square integrable kernel $K_{\mathrm{H}}$, whose precise expression is given below, such that

$$
\int_{0}^{t \wedge s} K_{\mathrm{H}}(t, u) K_{\mathrm{H}}(s, u) d u=R_{\mathrm{H}}(t, s)
$$

This implies the existence of the fractional Brownian through the integral representation $B_{t}^{\mathrm{H}}=\int_{0}^{t} K_{\mathrm{H}}(t, s) d W_{s}$, where $W=\left(W_{t}\right)_{t \geq 0}$ is a Brownian motion. Conversely, given $B^{\mathrm{H}}$, we will show that there exists a Brownian motion $W$ such that this integral representation holds.

Note that, for $\mathrm{H}=\frac{1}{2}, B^{\mathrm{H}}$ is a standard Brownian motion. However, for $\mathrm{H} \neq \frac{1}{2}$ the increments are non-independent and are positively correlated for $\mathrm{H}>\frac{1}{2}$ and negatively correlated for $\mathrm{H}<\frac{1}{2}$.

The form of the covariance function entails that

$$
\mathrm{E}\left(\left|B_{t}^{\mathrm{H}}-B_{s}^{\mathrm{H}}\right|^{2}\right)=|t-s|^{2 \mathrm{H}} .
$$

This implies that the process $B^{\mathrm{H}}$ has stationary increments. Moreover, by Kolmogorov's continuity criterion (Theorem A.4.1), the trajectories of $B^{\mathrm{H}}$ are $\gamma$-Hölder continuous on $[0, T]$ for any $\gamma<\mathrm{H}$ and $T>0$. Moreover, the process is self-similar in the sense that for any $a>0$, the processes $\left(B_{t}^{\mathrm{H}}\right)_{t \geq 0}$ and $\left(a^{-\mathrm{H}} B_{a t}^{\mathrm{H}}\right)_{t \geq 0}$ have the same distribution.

The Gaussian subspace generated by $B^{\mathrm{H}}$ can be identified with the isonormal Gaussian process defined in Example 3.5.2. However, we do not know whether the elements of the Hilbert space $H$ introduced in Example 3.5.2 can be considered as real-valued functions. This turn out to be true for $\mathrm{H}<\frac{1}{2}$ but false when $\mathrm{H}>\frac{1}{2}$, as is explained below.

In the case $\mathrm{H}>\frac{1}{2}$, one can show that the kernel $K_{\mathrm{H}}(t, s)$ is given by, for $s<t$,

$$
K_{\mathrm{H}}(t, s)=c_{\mathrm{H}} s^{1 / 2-\mathrm{H}} \int_{s}^{t} r^{\mathrm{H}-3 / 2}(r-s)^{\mathrm{H}-1 / 2} d r
$$

where $c_{\mathrm{H}}$ is defined as

$$
c_{\mathrm{H}}=\left(\frac{\mathrm{H}(2 \mathrm{H}-1)}{\beta\left(2-2 \mathrm{H}, \mathrm{H}-\frac{1}{2}\right)}\right)^{1 / 2} .
$$

Then, the elements of $H$ may be not functions but distributions of negative order; see Pipiras and Taqqu (2000). One can show that

$$
L^{2}([0, T]) \subset L^{1 / \mathrm{H}}([0, T]) \subset|H| \subset H
$$

where $|H|$ is the Banach space of measurable functions $\varphi$ on $[0, T]$ such that

$$
\|\varphi\|_{|H|}^{2}=\mathrm{H}(2 \mathrm{H}-1) \int_{0}^{T} \int_{0}^{T}|r-u|^{2 H-2}|\varphi(r) \| \varphi(u)| d u d r<\infty .
$$

In the case where $\mathrm{H}<\frac{1}{2}$, the kernel $K_{\mathrm{H}}(t, s)$ is given by, for $s<t$,
$K_{\mathrm{H}}(t, s)=c_{\mathrm{H}}\left\{\left(\frac{t}{s}\right)^{\mathrm{H}-1 / 2}(t-s)^{\mathrm{H}-1 / 2}-\left(\frac{1}{2}-\mathrm{H}\right) s^{1 / 2-\mathrm{H}} \int_{s}^{t} r^{\mathrm{H}-3 / 2}(r-s)^{\mathrm{H}-1 / 2} d r\right\}$,
where

$$
c_{\mathrm{H}}=\left(\frac{2 \mathrm{H}}{(1-2 \mathrm{H}) \beta\left(1-2 \mathrm{H}, \mathrm{H}+\frac{1}{2}\right)}\right)^{1 / 2} .
$$

Then, for all $\alpha>\frac{1}{2}-\mathrm{H}$, we have that

$$
C^{\alpha}([0, T]) \subset H \subset L^{2}([0, T])
$$

Consider the operator $K_{\mathrm{H}}^{*}$ from $\mathcal{E}$ to $L^{2}([0, T])$ defined as

$$
K_{\mathrm{H}}^{*} \mathbf{1}_{[0, t]}(s)=K_{\mathrm{H}}(t, s) \mathbf{1}_{[0, t]}(s) .
$$

Then $K_{\mathrm{H}}^{*}$ is a linear isometry between $\mathcal{E}$ and $L^{2}([0, T])$ that can be extended to the Hilbert space $H$.

In the case $\mathrm{H}>\frac{1}{2}$ the operator $K_{\mathrm{H}}^{*}$ can be expressed in terms of fractional integrals, while in the case $\mathrm{H}>\frac{1}{2}$ it can be expressed in terms of fractional derivatives. In both cases, one can show that, for any $a \in[0, T]$, the indicator function $\mathbf{1}_{[0, a]}$ belongs to the image of $K_{\mathrm{H}}^{*}$ and thus $\operatorname{Im}\left(K_{\mathrm{H}}^{*}\right)=L^{2}([0, T])$.

Now, consider the family $W=\{W(\varphi), \varphi \in H\}$ defined as

$$
W(\varphi)=B^{\mathrm{H}}\left(\left(K_{\mathrm{H}}^{*}\right)^{-1} \varphi\right)
$$

It is easy to show that $W$ is a family of centered Gaussian random variables with covariance given by

$$
\mathrm{E}(W(\varphi) W(\psi))=\langle\varphi, \psi\rangle_{L^{2}([0, T])} \quad \text { for all } \varphi, \psi \in L^{2}([0, T]) .
$$

In particular, the process $W_{t}=B^{\mathrm{H}}\left(\left(K_{\mathrm{H}}^{*}\right)^{-1} \mathbf{1}_{[0, t]}\right)$ is a Brownian motion.

Moreover, for any $\varphi \in H$, the stochastic integral $B^{\mathrm{H}}(\varphi)$ admits the following representation as a Wiener integral:

$$
B^{\mathrm{H}}(\varphi)=\int_{0}^{T} K_{\mathrm{H}}^{*} \varphi(s) d W_{s} .
$$

In particular,

$$
B_{t}^{\mathrm{H}}=\int_{0}^{t} K_{\mathrm{H}}(t, s) d W_{s} .
$$

## Exercises

3.1 Consider the family $\mathcal{P}$ of random variables of the form $p\left(B\left(h_{1}\right) \ldots, B\left(h_{n}\right)\right)$, where $h_{i} \in H$ and $p$ is a polynomial. Show that $\mathcal{P}$ is dense in $L^{q}(\Omega)$ for all $q \geq 1$.
Hint: Assume that $q>1$ and let $r$ be the conjugate of $q$. Show that if $Z \in$ $L^{r}(\Omega)$ satisfies $\mathrm{E}(Z Y)=0$ for all $Y \in \mathcal{P}$ then $Z=0$.
3.2 Show that Definition 3.2.1 does not depend on the choice of the representation for $F$.
3.3 Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be a function such that

$$
|\varphi(x)-\varphi(y)| \leq K|x-y|,
$$

for all $x, y \in \mathbb{R}$. Let $F$ be a random variable in the space $\mathbb{D}^{1,2}$. Show that $\varphi(F)$ belongs to $\mathbb{D}^{1,2}$ and that there exists a random variable $G$ bounded by $K$ such that

$$
D(\varphi(F))=G D F .
$$

Moreover, show that when the law of the random variable $F$ is absolutely continuous with respect to the Lebesgue measure, then $G=\varphi^{\prime}(F)$.
Hint: Approximate $\varphi$ by the sequence $\varphi_{n}=\varphi * \alpha_{n}$, where $\alpha_{n}$ is an approximation of the identity, apply the chain rule in Proposition 3.3.2 to the random variable $F$ and the function $\varphi_{n}$, and use Corollary 4.2 .5 to conclude.
3.4 Let $X=\left(X_{t}\right)_{t \in[0,1]}$ be a continuous centered Gaussian process. Assume that a.s. $X$ attains its maximum on a unique random point $T$ at $[0,1]$. Show that the random variable $M=\sup _{t \in[0,1]} X_{t}$ belongs to the space $\mathbb{D}^{1,2}$ and that $D_{t} M=\mathbf{1}_{[0, T]}(t)$.
Hint: Approximate the supremum of $X$ by the maximum on a finite set, and use the chain rule for Lipschitz functions (Exercise 3.3), and Corollary 4.2.5.
3.5 Show that, for any $u, v \in \mathbb{D}^{1,2}(H)$,

$$
\mathrm{E}(\delta(u) \delta(v))=\mathrm{E}\left(\int_{0}^{\infty} u_{t} v_{t} d t\right)+\mathrm{E}\left(\int_{0}^{\infty} \int_{0}^{\infty} D_{s} u_{t} D_{t} v_{s} d s d t\right)
$$

3.6 Suppose that $u \in \mathbb{D}^{2,2}(H)$ and let $h \in H$. Show that $D_{h} u$ belongs to the domain of the divergence, $\delta(u)$ belongs to $\mathbb{D}^{1,2}$, and

$$
D_{h}(\delta(u))=\delta\left(D_{h} u\right)+\langle h, u\rangle_{H} .
$$

3.7 Show that, for any $F \in \mathbb{D}^{1,2}$ and $u \in \operatorname{Dom} \delta$ such that $F u \in L^{2}(\Omega ; H)$,

$$
\delta(F u)=F \delta(u)-\langle D F, u\rangle_{H},
$$

provided that the right-hand side is square integrable.
3.8 Show that, for any $p \geq 1$, the operator $D^{k}$ is closable from $L^{p}(\Omega)$ into $L^{p}\left(\Omega ; H^{\otimes k}\right)$.
3.9 Prove the following Leibnitz rule for an iterated derivative: for any random variables $F, G \in \mathcal{S}$ and any $k \geq 2$,

$$
D^{k}(F G)=\sum_{i=0}^{k}\binom{k}{i} D^{i} F D^{k-i} G .
$$

## Wiener Chaos

In this chapter we present the Wiener chaos expansion, which provides an orthogonal decomposition of random variables in $L^{2}(\Omega)$ in terms of multiple stochastic integrals. We then compute the derivative and the divergence operators, introduced in Chapter 3, on the Wiener chaos expansion. This allows us to derive further properties of these two operators.

### 4.1 Multiple Stochastic Integrals

Recall that $B=\left(B_{t}\right)_{t \geq 0}$ is a Brownian motion defined on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$ such that $\mathcal{F}$ is generated by $B$. Let $L_{s}^{2}\left(\mathbb{R}_{+}^{n}\right)$ be the space of symmetric square integrable functions $f: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}$. If $f: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}$, we define its symmetrization by

$$
\tilde{f}\left(t_{1}, \ldots, t_{n}\right)=\frac{1}{n!} \sum_{\sigma} f\left(t_{\sigma(1)}, \ldots, t_{\sigma(n)}\right)
$$

where the sum runs over all permutations $\sigma$ of $\{1,2, \ldots, n\}$. Observe that

$$
\|\tilde{f}\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)} \leq\|f\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)} .
$$

Definition 4.1.1 The multiple stochastic integral of $f \in L_{s}^{2}\left(\mathbb{R}_{+}^{n}\right)$ is defined as the iterated stochastic integral

$$
I_{n}(f)=n!\int_{0}^{\infty} \int_{0}^{t_{n}} \cdots \int_{0}^{t_{2}} f\left(t_{1}, \ldots, t_{n}\right) d B_{t_{1}} \cdots d B_{t_{n}}
$$

Note that if $f \in L^{2}\left(\mathbb{R}_{+}\right), I_{1}(f)=B(f)$ is the Wiener integral of $f$.
If $f \in L^{2}\left(\mathbb{R}_{+}^{n}\right)$ is not necessarily symmetric, we define

$$
I_{n}(f)=I_{n}(\tilde{f})
$$

Using the properties of Itô's stochastic integral, one can easily check (see

Exercise 4.1) the following isometry property: for all $n, m \geq 1, f \in L^{2}\left(\mathbb{R}_{+}^{n}\right)$, and $g \in L^{2}\left(\mathbb{R}_{+}^{m}\right)$,

$$
\mathrm{E}\left(I_{n}(f) I_{m}(g)\right)= \begin{cases}0 & \text { if } n \neq m  \tag{4.1}\\ n!\langle\tilde{f}, \tilde{g}\rangle_{L^{2}\left(\mathbb{R}_{+}^{n}\right)} & \text { if } n=m\end{cases}
$$

Next, we want to compute the product of two multiple integrals. Let $f \in L_{s}^{2}\left(\mathbb{R}_{+}^{n}\right)$ and $g \in L_{s}^{2}\left(\mathbb{R}_{+}^{m}\right)$. For any $r=0, \ldots, n \wedge m$, we define the contraction of $f$ and $g$ of order $r$ to be the element of $L^{2}\left(\mathbb{R}_{+}^{n+m-2 r}\right)$ defined by

$$
\begin{aligned}
& \left(f \otimes_{r} g\right)\left(t_{1}, \ldots, t_{n-r}, s_{1}, \ldots, s_{m-r}\right) \\
& \quad=\int_{\mathbb{R}_{+}^{r}} f\left(t_{1}, \ldots, t_{n-r}, x_{1}, \ldots, x_{r}\right) g\left(s_{1}, \ldots, s_{m-r}, x_{1}, \ldots, x_{r}\right) d x_{1} \cdots d x_{r} .
\end{aligned}
$$

We denote by $f \tilde{\otimes}_{r} g$ the symmetrization of $f \otimes_{r} g$. Then, the product of two multiple stochastic integrals satisfies the following formula:

$$
\begin{equation*}
I_{n}(f) I_{m}(g)=\sum_{r=0}^{n \wedge m} r!\binom{n}{r}\binom{m}{r} I_{n+m-2 r}\left(f \otimes_{r} g\right) \tag{4.2}
\end{equation*}
$$

The $n$th Hermite polynomial is defined by

$$
\begin{equation*}
h_{n}(x)=(-1)^{n} e^{x^{2} / 2} \frac{d^{n}}{d x^{n}}\left(e^{-x^{2} / 2}\right) \tag{4.3}
\end{equation*}
$$

The first few Hermite polynomials are $h_{0}(x)=1, h_{1}(x)=x, h_{2}(x)=x^{2}-1$, $h_{3}(x)=x^{3}-3 x, \ldots$ It is easy to see (see Exercise 4.3) that these polynomials satisfy the following series expansion:

$$
\begin{equation*}
\exp \left(t x-\frac{t^{2}}{2}\right)=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} h_{n}(x) \tag{4.4}
\end{equation*}
$$

The next result gives the relation between multiple stochastic integrals and Hermite polynomials.

Proposition 4.1.2 For any $g \in L^{2}\left(\mathbb{R}_{+}\right)$, we have

$$
I_{n}\left(g^{\otimes n}\right)=\|g\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{n} h_{n}\left(\frac{B(g)}{\|g\|_{L^{2}\left(\mathbb{R}_{+}\right)}}\right)
$$

where $g^{\otimes n}\left(t_{1}, \ldots, t_{n}\right)=g\left(t_{1}\right) \cdots g\left(t_{n}\right)$.
Proof We can assume that $\|g\|_{L^{2}\left(\mathbb{R}_{+}\right)}=1$. We proceed by induction over $n$. The case $n=1$ is immediate. We then assume that the result holds for
$1, \ldots, n$. Using the product rule (4.2), the induction hypothesis, and the recursive relation for the Hermite polynomials (4.20), we get

$$
\begin{aligned}
I_{n+1}\left(g^{\otimes(n+1)}\right) & =I_{n}\left(g^{\otimes n}\right) I_{1}(g)-n I_{n-1}\left(g^{\otimes(n-1)}\right) \\
& =h_{n}(B(g)) B(g)-n h_{n-1}(B(g)) \\
& =h_{n+1}(B(g)),
\end{aligned}
$$

which concludes the proof.
The next result is the Wiener chaos expansion.
Theorem 4.1.3 Every $F \in L^{2}(\Omega)$ can be uniquely expanded into a sum of multiple stochastic integrals as follows:

$$
F=\mathrm{E}(F)+\sum_{n=1}^{\infty} I_{n}\left(f_{n}\right),
$$

where $f_{n} \in L_{s}^{2}\left(\mathbb{R}_{+}^{n}\right)$.
For any $n \geq 1$, we denote by $\mathcal{H}_{n}$ the closed subspace of $L^{2}(\Omega)$ formed by all multiple stochastic integrals of order $n$. For $n=0, \mathcal{H}_{0}$ is the space of constants. Observe that $\mathcal{H}_{1}$ coincides with the isonormal Gaussian process $\left\{B(f), f \in L^{2}\left(\mathbb{R}_{+}\right)\right\}$. Then Theorem 4.1.3 can be reformulated by saying that we have the orthogonal decomposition

$$
L^{2}(\Omega)=\oplus_{n=0}^{\infty} \mathcal{H}_{n} .
$$

Proof of Theorem 4.1.3 It suffices to show that if a random variable $G \in$ $L^{2}(\Omega)$ is orthogonal to $\oplus_{n=0}^{\infty} \mathcal{H}_{n}$ then $G=0$. This assumption implies that $G$ is orthogonal to all random variables of the form $B(g)^{k}$, where $g \in L^{2}\left(\mathbb{R}_{+}\right)$, $k \geq 0$. This in turn implies that $G$ is orthogonal to all the exponentials $\exp (B(h))$, which form a total set in $L^{2}(\Omega)$. So $G=0$.

### 4.2 Derivative Operator on the Wiener Chaos

Let us compute the derivative of a multiple stochastic integral.
Proposition 4.2.1 Let $f \in L_{s}^{2}\left(\mathbb{R}_{+}^{n}\right)$. Then $I_{n}(f) \in \mathbb{D}^{1,2}$ and

$$
D_{t} I_{n}(f)=n I_{n-1}(f(\cdot, t)) .
$$

Proof Assume that $f=g^{\otimes n}$, with $\|g\|_{L^{2}\left(\mathbb{R}_{+}\right)}=1$. Then, using Proposition 4.1.2 and the property (4.19) below of Hermite polynomials, we have

$$
\begin{aligned}
D_{t} I_{n}(f) & =D_{t}\left(h_{n}(B(g))\right)=h_{n}^{\prime}(B(g)) D_{t}(B(g))=n h_{n-1}(B(g)) g(t) \\
& =n g(t) I_{n-1}\left(g^{\otimes(n-1)}\right)=n I_{n-1}(f(\cdot, t)) .
\end{aligned}
$$

The general case follows using linear combinations and a density argument. This finishes the proof.

Moreover, applying (4.1), we have

$$
\begin{align*}
\mathrm{E}\left(\int_{\mathbb{R}_{+}}\left(D_{t} I_{n}(f)\right)^{2} d t\right) & =n^{2} \int_{\mathbb{R}_{+}} \mathrm{E}\left(I_{n-1}(f(\cdot, t))^{2}\right) d t \\
& =n^{2}(n-1)!\int_{\mathbb{R}_{+}}\|f(\cdot, t)\|_{L^{2}\left(\mathbb{R}_{+}^{n-1}\right)}^{2} d t \\
& =n n!\|f\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)}^{2} \\
& =n \mathrm{E}\left(I_{n}(f)^{2}\right) . \tag{4.5}
\end{align*}
$$

As a consequence of Proposition 4.2.1 and (4.5), we deduce the following result.

Proposition 4.2.2 Let $F \in L^{2}(\Omega)$ with Wiener chaos expansion $F=$ $\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right)$. Then $F \in \mathbb{D}^{1,2}$ if and only if

$$
\mathrm{E}\left(\|D F\|_{H}^{2}\right)=\sum_{n=1}^{\infty} n n!\left\|f_{n}\right\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)}^{2}<\infty
$$

and in this case

$$
D_{t} F=\sum_{n=1}^{\infty} n I_{n-1}\left(f_{n}(\cdot, t)\right)
$$

Similarly, if $k \geq 2$, one can show that $F \in \mathbb{D}^{k, 2}$ if and only if

$$
\sum_{n=1}^{\infty} n^{k} n!\left\|f_{n}\right\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)}^{2}<\infty
$$

and in this case

$$
D_{t_{1}, \ldots, t_{k}}^{k} F=\sum_{n=k}^{\infty} n(n-1) \cdots(n-k+1) I_{n-k}\left(f_{n}\left(\cdot, t_{1}, \ldots, t_{k}\right)\right)
$$

where the series converges in $L^{2}\left(\Omega \times \mathbb{R}_{+}^{k}\right)$. As a consequence, if $F \in \mathbb{D}^{\infty, 2}$ then the following formula, due to Stroock (1987) (see Exercise 4.7), allows us to compute explicitly the kernels in the Wiener chaos expansion of $F$ :

$$
\begin{equation*}
f_{n}=\frac{1}{n!} \mathrm{E}\left(D^{n} F\right) \tag{4.6}
\end{equation*}
$$

Example 4.2.3 Consider $F=B_{1}^{3}$. Then

$$
\begin{aligned}
f_{1}\left(t_{1}\right) & =\mathrm{E}\left(D_{t_{1}} B_{1}^{3}\right)=3 \mathrm{E}\left(B_{1}^{2}\right) \mathbf{1}_{[0,1]}\left(t_{1}\right)=3 \mathbf{1}_{[0,1]}\left(t_{1}\right), \\
f_{2}\left(t_{1}, t_{2}\right) & =\frac{1}{2} \mathrm{E}\left(D_{t_{1}, t_{2}}^{2} B_{1}^{3}\right)=3 \mathrm{E}\left(B_{1}\right) \mathbf{1}_{[0,1]}\left(t_{1} \vee t_{2}\right)=0, \\
f_{3}\left(t_{1}, t_{2}, t_{3}\right) & =\frac{1}{6} \mathrm{E}\left(D_{t_{1}, t_{2}, t_{3}}^{3} B_{1}^{3}\right)=\mathbf{1}_{[0,1]}\left(t_{1} \vee t_{2} \vee t_{3}\right),
\end{aligned}
$$

and we obtain the Wiener chaos expansion

$$
B_{1}^{3}=3 B_{1}+6 \int_{0}^{1} \int_{0}^{t_{1}} \int_{0}^{t_{2}} d B_{t_{1}} d B_{t_{2}} d B_{t_{3}}
$$

Proposition 4.2.2 implies the following characterization of the space $\mathbb{D}^{1,2}$.

Proposition 4.2.4 Let $F \in L^{2}(\Omega)$. Assume that there exists an element $u \in L^{2}(\Omega ; H)$ such that, for all $G \in \mathcal{S}$ and $h \in H$, the following duality formula holds:

$$
\begin{equation*}
\mathrm{E}\left(\langle u, h\rangle_{H} G\right)=\mathrm{E}(F \delta(G h)) \tag{4.7}
\end{equation*}
$$

Then $F \in \mathbb{D}^{1,2}$ and $D F=u$.
Proof Let $F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right)$, where $f_{n} \in L_{s}^{2}\left(\mathbb{R}_{+}^{n}\right)$. By the duality formula (Proposition 3.2.3) and Proposition 4.2.1, we obtain

$$
\begin{aligned}
\mathrm{E}(F \delta(G h)) & =\sum_{n=0}^{\infty} \mathrm{E}\left(I_{n}\left(f_{n}\right) \delta(G h)\right)=\sum_{n=0}^{\infty} \mathrm{E}\left(\left\langle D\left(I_{n}\left(f_{n}\right)\right), h\right\rangle_{H} G\right) \\
& =\sum_{n=1}^{\infty} \mathrm{E}\left(\left\langle n I_{n-1}\left(f_{n}(\cdot, t)\right), h\right\rangle_{H} G\right)
\end{aligned}
$$

Then, by (4.7), we get

$$
\sum_{n=1}^{\infty} \mathrm{E}\left(\left\langle n I_{n-1}\left(f_{n}(\cdot, t)\right), h\right\rangle_{H} G\right)=\mathrm{E}\left(\langle u, h\rangle_{H} G\right)
$$

which implies that the series $\sum_{n=1}^{\infty} n I_{n-1}\left(f_{n}(\cdot, t)\right)$ converges in $L^{2}(\Omega ; H)$ and its sum coincides with $u$. Proposition 4.2.2 allows us to conclude the proof.

Corollary 4.2.5 Let $\left(F_{n}\right)_{n \geq 1}$ be a sequence of random variables in $\mathbb{D}^{1,2}$ that converges to $F$ in $L^{2}(\Omega)$ and is such that

$$
\sup _{n} \mathrm{E}\left(\left\|D F_{n}\right\|_{H}^{2}\right)<\infty
$$

Then $F$ belongs to $\mathbb{D}^{1,2}$ and the sequence of derivatives $\left(D F_{n}\right)_{n \geq 1}$ converges to $D F$ in the weak topology of $L^{2}(\Omega ; H)$.

Proof The assumptions imply that there exists a subsequence $\left(F_{n(k)}\right)_{k \geq 1}$ such that the sequence of derivatives $\left(D F_{n(k)}\right)_{k \geq 1}$ converges in the weak topology of $L^{2}(\Omega ; H)$ to some element $\alpha \in L^{2}(\Omega ; H)$. By Proposition 4.2.4, it suffices to show that, for all $G \in \mathcal{S}$ and $h \in H$,

$$
\begin{equation*}
\mathrm{E}\left(\langle\alpha, h\rangle_{H} G\right)=\mathrm{E}(F \delta(G h)) \tag{4.8}
\end{equation*}
$$

By the duality formula (Proposition 3.2.3), we have

$$
\mathrm{E}\left(\left\langle D F_{n(k)}, h\right\rangle_{H} G\right)=\mathrm{E}\left(F_{n(k)} \delta(G h)\right)
$$

Then, taking the limit as $k$ tends to infinity, we obtain (4.8), which concludes the proof.

The next proposition shows that the indicator function of a set $A \in \mathcal{F}$ such that $0<\mathrm{P}(A)<1$ does not belong to $\mathbb{D}^{1,2}$.

Proposition 4.2.6 Let $A \in \mathcal{F}$ and suppose that the indicator function of A belongs to the space $\mathbb{D}^{1,2}$. Then, $\mathrm{P}(A)$ is zero or one.

Proof Consider a continuously differentiable function $\varphi$ with compact support, such that $\varphi(x)=x^{2}$ for each $x \in[0,1]$. Then, by Proposition 3.3.2, we can write

$$
D \mathbf{1}_{A}=D\left[\left(\mathbf{1}_{A}\right)^{2}\right]=D\left[\varphi\left(\mathbf{1}_{A}\right)\right]=2 \mathbf{1}_{A} D \mathbf{1}_{A} .
$$

Therefore $D \mathbf{1}_{A}=0$ and, from Proposition 4.2.2, we deduce that $\mathbf{1}_{A}=\mathrm{P}(A)$, which completes the proof.

### 4.3 Divergence on the Wiener Chaos

We now compute the divergence operator on the Wiener chaos expansion. A square integrable stochastic process $u=\left(u_{t}\right)_{t \geq 0} \in L^{2}\left(\Omega \times \mathbb{R}_{+}\right)$has an orthogonal expansion of the form

$$
u_{t}=\sum_{n=0}^{\infty} I_{n}\left(f_{n}(\cdot, t)\right)
$$

where $f_{0}(t)=\mathrm{E}\left(u_{t}\right)$ and, for each $n \geq 1, f_{n} \in L^{2}\left(\mathbb{R}_{+}^{n+1}\right)$ is a symmetric function in the first $n$ variables.

Proposition 4.3.1 The process $u$ belongs to the domain of $\delta$ if and only if the series

$$
\begin{equation*}
\delta(u)=\sum_{n=0}^{\infty} I_{n+1}\left(\tilde{f}_{n}\right) \tag{4.9}
\end{equation*}
$$

converges in $L^{2}(\Omega)$.
Proof Suppose that $G=I_{n}(g)$ is a multiple stochastic integral of order $n \geq 1$, where $g$ is symmetric. Then

$$
\begin{aligned}
\mathrm{E}\left(\langle u, D G\rangle_{H}\right) & =\int_{\mathbb{R}_{+}} \mathrm{E}\left(I_{n-1}\left(f_{n-1}(\cdot, t)\right) n I_{n-1}(g(\cdot, t))\right) d t \\
& =n(n-1)!\int_{\mathbb{R}_{+}}\left\langle f_{n-1}(\cdot, t), g(\cdot, t)\right\rangle_{L^{2}\left(\mathbb{R}_{+}^{n-1}\right.} d t \\
& =n!\left\langle f_{n-1}, g\right\rangle_{L^{2}\left(\mathbb{R}_{+}^{n}\right)}=n!\left\langle\tilde{f}_{n-1}, g\right\rangle_{L^{2}\left(\mathbb{R}_{+}^{n}\right)} \\
& =\mathrm{E}\left(I_{n}\left(\tilde{f}_{n-1}\right) I_{n}(g)\right)=\mathrm{E}\left(I_{n}\left(\tilde{f}_{n-1}\right) G\right) .
\end{aligned}
$$

If $u \in \operatorname{Dom} \delta$, we deduce that

$$
\mathrm{E}(\delta(u) G)=\mathrm{E}\left(I_{n}\left(\tilde{f}_{n-1}\right) G\right)
$$

for every $G \in \mathcal{H}_{n}$. This implies that $I_{n}\left(\tilde{f}_{n-1}\right)$ coincides with the projection of $\delta(u)$ on the $n$th Wiener chaos. Consequently, the series in (4.9) converges in $L^{2}(\Omega)$ and its sum is equal to $\delta(u)$. The converse can be proved by similar arguments.

### 4.4 Directional Derivative

Suppose that $(\Omega, \mathcal{F}, \mathrm{P})$ is the Wiener space introduced in Section 1.4. The Malliavin derivative can be interpreted as a directional derivative in the direction of functions in the Cameron-Martin space, defined as

$$
\mathcal{H}=\left\{g \in \Omega: g(t)=\int_{0}^{t} \dot{g}(s) d s, \dot{g} \in L^{2}\left(\mathbb{R}_{+}\right)\right\}
$$

For any fixed $g \in \mathcal{H}$, we consider the shift transformation $\tau_{g}: \Omega \rightarrow \Omega$ defined by $\tau_{g}(\omega)=\omega+g$. Notice that, for all $h \in H$,

$$
\tau_{g}(B(h))=B(h)+\langle h, \dot{g}\rangle_{H}
$$

By Girsanov's theorem (Theorem 2.10.3), there exists a probability Q , equivalent to P , such that the process $B_{t}+g(t)$ is a Brownian motion under Q . Therefore, if $F \in L^{2}(\Omega)$, the random variable $F \circ \tau_{g}(\omega)=F(\omega+g)$ is well defined almost surely.

Definition 4.4.1 We define the directional derivative of $F \in L^{2}(\Omega)$ in the direction $g \in \mathcal{H}$ as the following limit in probability:

$$
\tilde{D}_{g} F=\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon}\left(F \circ \tau_{\epsilon g}-F\right)
$$

if it exists.
We next define the space $\tilde{\mathbb{D}}^{1,2}$ as the set of random variables $F \in L^{2}(\Omega)$ satisfying:
(1) for any $g \in \mathcal{H}$, there exists a version of the process $\left(F^{g} \circ \tau_{\epsilon g}\right)_{\epsilon \geq 0}$ whose trajectories are absolutely continuous with respect to the Lebesgue measure;
(2) there exists a process $u \in L^{2}\left(\Omega \times \mathbb{R}_{+}\right)$such that for any $g \in \mathcal{H}$ the directional derivative $\tilde{D}_{g} F$ exists, and $\tilde{D}_{g} F=\langle u, \dot{g}\rangle_{H}$.

The following characterization of the space $\mathbb{D}^{1,2}$ is due to Sugita (1985).
Theorem 4.4.2 We have $\mathbb{D}^{1,2}=\tilde{\mathbb{D}}^{1,2}$, and the Malliavin derivative of $F \in \widetilde{\mathbb{D}}^{1,2}$ is $D F=u$, where $u$ is the process appearing in (2).

Proof We first show that $\mathbb{D}^{1,2} \subset \tilde{\mathbb{D}}^{1,2}$. Let $F \in \mathbb{D}^{1,2}$. It suffices to show that $F$ satisfies conditions (1) and (2). We start by proving condition (2). Since $F \in \mathbb{D}^{1,2}$, there exists a sequence $F_{n}$ in $\mathcal{S}$ that converges to $F$ in $L^{2}(\Omega)$ and for which the sequence $D F_{n}$ converges to $D F$ in $L^{2}(\Omega ; H)$. We now fix $g \in \mathcal{H}$ and $\epsilon>0$, and write

$$
\begin{align*}
\mathrm{E}\left(\left|\frac{1}{\epsilon}\left(F \circ \tau_{\epsilon g}-F\right)-\langle D F, \dot{g}\rangle_{H}\right|\right) \leq & \mathrm{E}\left(\left|\frac{1}{\epsilon}\left(F \circ \tau_{\epsilon g}-F\right)-\frac{1}{\epsilon}\left(F_{n} \circ \tau_{\epsilon g}-F_{n}\right)\right|\right) \\
& +\mathrm{E}\left(\left|\frac{1}{\epsilon}\left(F_{n} \circ \tau_{\epsilon g}-F_{n}\right)-\left\langle D F_{n}, \dot{g}\right\rangle_{H}\right|\right) \\
& +\mathrm{E}\left(\left|\left\langle D F_{n}, \dot{g}\right\rangle_{H}-\langle D F, \dot{g}\rangle_{H}\right|\right) \tag{4.10}
\end{align*}
$$

Clearly, the third term on the right-hand side of (4.10) converges to 0 as $n$ tends to infinity. For fixed $n$, the second term converges to 0 as $\epsilon \rightarrow 0$ because $F_{n} \in \mathcal{S}$. Thus, it suffices to show that the first term converges to 0 as $n$ tends to infinity uniformly in $\epsilon \in(0,1]$. Since $F_{n} \in \mathcal{S}$, it is easy to show that

$$
\frac{1}{\epsilon}\left(F_{n} \circ \tau_{\epsilon g}-F_{n}\right)=\frac{1}{\epsilon} \int_{0}^{\epsilon}\left\langle D F_{n} \circ \tau_{\alpha g}, \dot{g}\right\rangle_{H} d \alpha
$$

By Girsanov's theorem (Theorem 2.10.3), taking the limit in $L^{1}(\Omega)$ as $n \rightarrow$ $\infty$ of each member in the above equality yields

$$
\begin{equation*}
\frac{1}{\epsilon}\left(F \circ \tau_{\epsilon g}-F\right)=\frac{1}{\epsilon} \int_{0}^{\epsilon}\left\langle D F \circ \tau_{\alpha g}, \dot{g}\right\rangle_{H} d \alpha \tag{4.11}
\end{equation*}
$$

Finally,

$$
\begin{aligned}
\sup _{\epsilon \in(0,1]} \mathrm{E}(\mid & \left.\left.\frac{1}{\epsilon} \int_{0}^{\epsilon}\left\langle D F \circ \tau_{\alpha g}, \dot{g}\right\rangle_{H} d \alpha-\int_{0}^{\epsilon}\left\langle D F_{n} \circ \tau_{\alpha g}, \dot{g}\right\rangle_{H} d \alpha \right\rvert\,\right) \\
& \leq\|\dot{g}\|_{H} \sup _{\alpha \in(0,1]} \mathrm{E}\left(\left\|D F_{n}-D F\right\|_{H} \circ \tau_{\alpha g}\right)
\end{aligned}
$$

which converges to zero as $n \rightarrow \infty$ by Girsanov's theorem. We conclude that $F$ satisfies condition (2) with $u=D F$.

Furthermore, condition (2) is an immediate consequence of (4.11).
We now show that $\tilde{\mathbb{D}}^{1,2} \subset \mathbb{D}^{1,2}$. Let $F \in L^{2}(\Omega)$ and $g \in \mathcal{H}$, and assume that (1) and (2) hold. We need to show that $F$ belongs to $\mathbb{D}^{1,2}$ and that $D F=u$, where $u$ is the process in (2). We divide the proof into steps.

Step 1 Fix $g \in \mathcal{H}$. Condition (1) implies that there exists a version of the process $\left(F \circ \tau_{\epsilon g}\right)_{\epsilon \geq 0}$ which is differentiable almost everywhere in $\mathbb{R}$. That is, for all $\omega \in \Omega$ and for almost all $\epsilon \in \mathbb{R}_{+}$,

$$
\begin{equation*}
\frac{d}{d \epsilon}\left(F \circ \tau_{\epsilon g}\right)(\omega)=\lim _{\alpha \rightarrow 0} \frac{1}{\alpha}\left(F \circ \tau_{(\epsilon+\alpha) g}(\omega)-F \circ \tau_{\epsilon g}(\omega)\right) \tag{4.12}
\end{equation*}
$$

Then, by Fubini's theorem, this implies that there exists a Borel set $N \subset \mathbb{R}$ with $\ell(N)=0$ such that, for all $\epsilon \notin N$, (4.12) holds for almost all $\omega \in \Omega$.

By Definition 4.4.1, we get the convergence in probability

$$
\lim _{\alpha \rightarrow 0} \frac{1}{\alpha}\left(F \circ \tau_{\alpha g}-F\right)=\tilde{D}_{g} F .
$$

As a consequence, by Girsanov's theorem we obtain the following convergence in probability for any $\epsilon \in \mathbb{R}$

$$
\begin{equation*}
\lim _{\alpha \rightarrow 0} \frac{1}{\alpha}\left(F \circ \tau_{(\alpha+\epsilon) g}-F \circ \tau_{\epsilon g}\right)=\left(\tilde{D}_{g} F\right) \circ \tau_{\epsilon g} \tag{4.13}
\end{equation*}
$$

Then, from (4.12) and (4.13), we deduce that, for almost all $(\epsilon, \omega)$,

$$
\begin{equation*}
\frac{d}{d \epsilon}\left(F \circ \tau_{\epsilon g}\right)(\omega)=\left(\tilde{D}_{g} F\right) \circ \tau_{\epsilon g}(\omega) \tag{4.14}
\end{equation*}
$$

Step 2 By Proposition 4.2.4, it suffices to show that there exists $u \in$ $L^{2}\left(\Omega \times \mathbb{R}_{+}\right)$such that, for all $G \in S$ and $h \in H$,

$$
\begin{equation*}
\mathrm{E}\left(\langle u, h\rangle_{H} G\right)=\mathrm{E}(F \delta(G h)) \tag{4.15}
\end{equation*}
$$

By (2), (4.15) is equivalent to showing that

$$
\begin{equation*}
\mathrm{E}\left(\tilde{D}_{g} F G\right)=\mathrm{E}(F \delta(G h)) \tag{4.16}
\end{equation*}
$$

where $\dot{g}=h$.

Step 3 Using that an absolutely continuous function is the integral of its derivative, and applying (4.14), we can write

$$
\begin{equation*}
\tilde{D}_{g} F=\lim _{\alpha \rightarrow 0} \frac{1}{\alpha}\left(F \circ \tau_{\alpha g}-F\right)=\lim _{\alpha \rightarrow 0} \frac{1}{\alpha} \int_{0}^{\alpha}\left(\tilde{D}_{g} F\right) \circ \tau_{\epsilon g} d \epsilon, \tag{4.17}
\end{equation*}
$$

where the convergence holds in probability. Applying Girsanov's theorem, one can show that

$$
\sup _{\epsilon \in(0,1]}\left\|\left(\tilde{D}_{g} F\right) \circ \tau_{\epsilon g}\right\|_{q}<\infty,
$$

for any $1 \leq q<2$. Therefore, the convergence in (4.17) is in $L^{q}(\Omega)$ for all $1 \leq q<2$.

Step 4 By Girsanov's theorem,
$\frac{1}{\alpha}\left(\mathrm{E}\left(\left(F \circ \tau_{\alpha g}\right) G\right)-\mathrm{E}(F G)\right)=\mathrm{E}\left(F \frac{1}{\alpha}\left(\left(G \circ \tau_{-\alpha g}\right) \exp \left(\alpha B(h)-\frac{1}{2} \alpha^{2}\|h\|_{H}^{2}\right)-G\right)\right)$.
Moreover, we have, almost surely and in $L^{p}(\Omega)$ for any $p \geq 1$,

$$
\begin{aligned}
& \lim _{\alpha \rightarrow 0} \frac{1}{\alpha}\left(\left(G \circ \tau_{-\alpha g}\right) \exp \left(\alpha B(h)-\frac{1}{2} \alpha^{2}\|h\|_{H}^{2}\right)-G\right) \\
& \quad=\left.\frac{d}{d \alpha}\left(\left(G \circ \tau_{-\alpha g}\right) \exp \left(\alpha B(h)-\frac{1}{2} \alpha^{2}\|h\|_{H}^{2}\right)\right)\right|_{\alpha=0} \\
& \quad=B(h) G-\langle D G, h\rangle_{H}=\delta(G h) .
\end{aligned}
$$

Taking into account (4.17), this implies that

$$
\mathrm{E}\left(\tilde{D}_{g} F G\right)=\lim _{\alpha \rightarrow 0} \frac{1}{\alpha} \mathrm{E}\left(\left(F \circ \tau_{\alpha g}-F\right) G\right)=\mathrm{E}(F \delta(G h)),
$$

which concludes the proof of (4.16).

## Exercises

4.1 Show that, for all $n, m \geq 1, f \in L^{2}\left(\mathbb{R}_{+}^{n}\right)$, and $g \in L^{2}\left(\mathbb{R}_{+}^{m}\right)$,

$$
\mathrm{E}\left(I_{n}(f) I_{m}(g)\right)=n!\langle\tilde{f}, \tilde{g}\rangle_{L^{2}\left(\mathbb{R}_{4}^{n}\right)} \mathbf{1}_{\{n=m\}} .
$$

4.2 Using Itô's formula, show that, for any $f, g \in L_{s}^{2}\left(\mathbb{R}_{+}^{2}\right)$,

$$
I_{2}(f) I_{2}(g)=\sum_{r=0}^{2} r!\binom{2}{r}\binom{2}{r} I_{4-2 r}\left(f \otimes_{r} g\right)
$$

4.3 Check that the Hermite polynomials satisfy

$$
\begin{equation*}
\exp \left(t x-\frac{t^{2}}{2}\right)=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} h_{n}(x) \tag{4.18}
\end{equation*}
$$

4.4 Use (4.18) to show the following properties of the Hermite polynomials:

$$
\begin{align*}
h_{n}^{\prime}(x) & =n h_{n-1}(x),  \tag{4.19}\\
h_{n+1}(x) & =x h_{n}(x)-n h_{n-1}(x),  \tag{4.20}\\
h_{n}(-x) & =(-1)^{n} h_{n}(x) .
\end{align*}
$$

4.5 For every $n$ we define the extended Hermite polynomial $h_{n}(x, \lambda)$ by

$$
h_{n}(x, \lambda)=\lambda^{n / 2} h_{n}\left(\frac{x}{\sqrt{\lambda}}\right), \quad \text { for } x \in \mathbb{R} \text { and } \lambda>0
$$

Check that

$$
\exp \left(t x-\frac{t^{2} \lambda}{2}\right)=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} h_{n}(x, \lambda)
$$

Show that, for any $g \in L^{2}\left(\mathbb{R}_{+}\right)$,

$$
I_{n}\left(g^{\otimes n}\right)=h_{n}\left(B(g),\|g\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}\right) .
$$

4.6 Show that the process $\left(h_{n}\left(B_{t}, t\right)\right)_{t \geq 0}$ is a martingale.
4.7 Show that if $F \in \mathbb{D}^{\infty, 2}$ then the kernels in the Wiener chaos expansion of $F$ satisfy the following formula:

$$
f_{n}=\frac{1}{n!} \mathrm{E}\left(D^{n} F\right) .
$$

4.8 Let $F=\exp \left(B(h)-\frac{1}{2} \int_{\mathbb{R}_{+}} h^{2}(s) d s\right), h \in H$. Compute the iterated derivatives of $F$ and the kernels of the Wiener chaos expansion.
4.9 Compute the Wiener chaos expansions of the following random variables:

$$
e^{B_{T}-T / 2}, \quad B_{T}^{5}, \quad \int_{0}^{1}\left(t^{3} B_{t}^{3}+2 t B_{t}^{2}\right) d B_{t}, \quad \int_{0}^{1} t e^{B_{t}} d B_{t} .
$$

4.10 Let $F \in \mathbb{D}^{1,2}$ be a random variable such that $\mathrm{E}\left(F^{-2}\right)<\infty$. Show that $\mathrm{P}(F>$ 0 ) is zero or one.
Hint: Using the duality relation, compute $\mathrm{E}(\operatorname{sign}(F) \delta(u))$, where $u$ is an arbitrary bounded process in the domain of $\delta$, using an approximation of the sign function.

## 5

## Ornstein-Uhlenbeck Semigroup

In this chapter we describe the main properties of the Ornstein-Uhlenbeck semigroup and its generator. We then give the relationship between the Malliavin derivative, the divergence operator, and the Ornstein-Uhlenbeck semigroup generator. This will lead to an important integration-by-parts formula that is crucial in applications. In particular, we present an explicit formula for the density of a centered random variable, which is a consequence of this integration-by-parts formula and can be used to derive upper and lower bounds for the density.

### 5.1 Mehler's Formula

Let $B=\left(B_{t}\right)_{t \geq 0}$ be a Brownian motion on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$ such that $\mathcal{F}$ is generated by $B$. Let $F$ be a random variable in $L^{2}(\Omega)$ with the Wiener chaos decomposition $F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right), f_{n} \in L_{s}^{2}\left(\mathbb{R}_{+}^{n}\right)$.

Definition 5.1.1 The Ornstein-Uhlenbeck semigroup is the one-parameter semigroup $\left(T_{t}\right)_{t \geq 0}$ of operators on $L^{2}(\Omega)$ defined by

$$
T_{t}(F)=\sum_{n=0}^{\infty} e^{-n t} I_{n}\left(f_{n}\right)
$$

An alternative and useful expression for the Ornstein-Uhlenbeck semigroup is Mehler's formula:

Proposition 5.1.2 Let $B^{\prime}=\left(B_{t}^{\prime}\right)_{t \geq 0}$ be an independent copy of $B$. Then, for any $t \geq 0$ and $F \in L^{2}(\Omega)$, we have

$$
\begin{equation*}
T_{t}(F)=\mathrm{E}^{\prime}\left(F\left(e^{-t} B+\sqrt{1-e^{-2 t}} B^{\prime}\right)\right) \tag{5.1}
\end{equation*}
$$

where $\mathrm{E}^{\prime}$ denotes the mathematical expectation with respect to $B^{\prime}$.
Proof Both $T_{t}$ in Definition 5.1.1 and the right-hand side of (5.1) give rise to linear contraction operators on $L^{p}(\Omega)$, for all $p \geq 1$. For the first
operator, this is clear. For the second, using Jensen's inequality it follows that, for any $p \geq 1$,

$$
\begin{aligned}
\mathrm{E}\left(\left|T_{t}(F)\right|^{p}\right) & =\mathrm{E}\left(\mid \mathrm{E}^{\prime}\left(\left.F\left(e^{-t} B+\sqrt{1-e^{-2 t}} B^{\prime}\right)\right|^{p}\right)\right. \\
& \leq \mathrm{E}\left(\mathrm{E}^{\prime}\left(\left|F\left(e^{-t} B+\sqrt{1-e^{-2 t}} B^{\prime}\right)\right|^{p}\right)\right)=\mathrm{E}\left(|F|^{p}\right) .
\end{aligned}
$$

Thus, it suffices to show (5.1) for random variables of the form $F=\exp \left(\lambda B(h)-\frac{1}{2} \lambda^{2}\right)$, where $B(h)=\int_{\mathbb{R}_{+}} h_{t} d B_{t}, h \in H$, is an element of norm one, and $\lambda \in \mathbb{R}$. We have, using formula (4.4),

$$
\begin{aligned}
& \mathrm{E}^{\prime}\left(\exp \left(e^{-t} \lambda B(h)+\sqrt{1-e^{-2 t}} \lambda B^{\prime}(h)-\frac{1}{2} \lambda^{2}\right)\right) \\
& \quad=\exp \left(e^{-t} \lambda B(h)-\frac{1}{2} e^{-2 t} \lambda^{2}\right)=\sum_{n=0}^{\infty} e^{-n t} \frac{\lambda^{n}}{n!} h_{n}(B(h))=T_{t} F,
\end{aligned}
$$

because

$$
F=\sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!} h_{n}(B(h))
$$

and $h_{n}(B(h))=I_{n}\left(h^{8 n}\right)$ (see Proposition 4.1.2). This completes the proof.

Mehler's formula implies that the operator $T_{t}$ is nonnegative. Moreover, $T_{t}$ is symmetric, that is,

$$
\mathrm{E}\left(G T_{t}(F)\right)=\mathrm{E}\left(F T_{t}(G)\right)=\sum_{n=0}^{\infty} e^{-n t} \mathrm{E}\left(I_{n}\left(f_{n}\right) I_{n}\left(g_{n}\right)\right),
$$

where $F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right)$ and $G=\sum_{n=0}^{\infty} I_{n}\left(g_{n}\right)$.
The Ornstein-Uhlenbeck semigroup has the following hypercontractivity property, which is due to Nelson (1973). We provide below a proof of this property using Itô's formula, according to the approach of Neveu (1976).

Theorem 5.1.3 Let $F \in L^{p}(\Omega), p>1$, and $q(t)=e^{2 t}(p-1)+1>p$, $t>0$. Then

$$
\left\|T_{t} F\right\|_{q(t)} \leq\|F\|_{p} .
$$

Proof Let $q^{\prime}$ be such that $1 / q+1 / q^{\prime}=1$. It suffices to show that

$$
\begin{equation*}
\left|\mathrm{E}\left(\left(T_{t} F\right) G\right)\right| \leq\|F\|_{p}\|G\|_{q^{\prime}}, \tag{5.2}
\end{equation*}
$$

for any $F \in L^{p}(\Omega)$ and $G \in L^{q^{\prime}}(\Omega)$. Because the operator $T_{t}$ satisfies $\left|T_{t} F\right| \leq$ $|F|$, we can assume that the random variables $F$ and $G$ are nonnegative. By
an approximation argument, we can also assume that $0<a \leq F, G \leq b<$ $\infty$. Let $B$ and $\tilde{B}$ be independent Brownian motions and set $\hat{B}=e^{-t} B+$ $\sqrt{1-e^{-2 t}} \tilde{B}$. Then, using Mehler's formula (5.1),

$$
\mathrm{E}\left(\left(T_{t} F\right) G\right)=\mathrm{E}(\tilde{\mathrm{E}}(F(\hat{B})) G)=\mathrm{E}(F(\hat{B}) G)
$$

and inequality (5.2) follows from Exercise 2.15.
As a consequence of the hypercontractivity property, for any $1<p<$ $q<\infty$ the norms $\|\cdot\|_{p}$ and $\|\cdot\|_{q}$ are equivalent on any Wiener chaos $\mathcal{H}_{n}$. In fact, putting $q=e^{2 t}(p-1)+1>p$ with $t>0$, we obtain, for every $F \in \mathcal{H}_{n}$,

$$
e^{-n t}\|F\|_{q}=\left\|T_{t} F\right\|_{q} \leq\|F\|_{p},
$$

which implies that

$$
\begin{equation*}
\|F\|_{q} \leq\left(\frac{q-1}{p-1}\right)^{n / 2}\|F\|_{p} \tag{5.3}
\end{equation*}
$$

Moreover, for any $n \geq 1$ and $1<p<\infty$, the orthogonal projection onto the $n$th Wiener chaos $J_{n}$ is bounded in $L^{p}(\Omega)$, and

$$
\left\|J_{n} F\right\|_{p} \leq \begin{cases}(p-1)^{n / 2}\|F\|_{p} & \text { if } p>2  \tag{5.4}\\ (p-1)^{-n / 2}\|F\|_{p} & \text { if } p<2\end{cases}
$$

In fact, suppose first that $p>2$ and let $t>0$ be such that $p-1=e^{2 t}$. Using the hypercontractivity property with exponents $p$ and 2 , we obtain

$$
\left\|J_{n} F\right\|_{p}=e^{n t}\left\|T_{t} J_{n} F\right\|_{p} \leq e^{n t}\left\|J_{n} F\right\|_{2} \leq e^{n t}\|F\|_{2} \leq e^{n t}\|F\|_{p}
$$

If $p<2$, we have

$$
\left\|J_{n} F\right\|_{p}=\sup _{\|G\|_{q} \leq 1} \mathrm{E}\left(\left(J_{n} F\right) G\right) \leq\|F\|_{p} \sup _{\|G\|_{q} \leq 1}\left\|J_{n} G\right\|_{q} \leq e^{n t}\|F\|_{p}
$$

where $q$ is the conjugate of $p$, and $q-1=e^{2 t}$.
As an application we can establish the following lemma.
Lemma 5.1.4 Fix an integer $k \geq 1$ and a real number $p>1$. Then, there exists a constant $c_{p, k}$ such that, for any random variable $F \in \mathbb{D}^{k, 2}$,

$$
\left\|\mathrm{E}\left(D^{k} F\right)\right\|_{H^{\otimes k}} \leq c_{p, k}\|F\|_{p}
$$

Proof Suppose that $F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right)$. Then, by Stroock's formula (4.6), $\mathrm{E}\left(D^{k} F\right)=k!f_{k}$. Therefore,

$$
\left\|\mathrm{E}\left(D^{k} F\right)\right\|_{H^{\otimes k}}=k!\left\|f_{k}\right\|_{H^{\otimes k}}=\sqrt{k!}\left\|J_{k} F\right\|_{2} .
$$

From (5.3) we obtain

$$
\left\|J_{k} F\right\|_{2} \leq((p-1) \wedge 1)^{-k / 2}\left\|J_{k} F\right\|_{p}
$$

Finally, applying (5.4) we get

$$
\left\|J_{k} F\right\|_{p} \leq(p-1)^{\operatorname{sign}(p-2) k / 2}\|F\|_{p}
$$

which concludes the proof.
The next result can be regarded as a regularizing property of the OrnsteinUhlenbeck semigroup.

Proposition 5.1.5 Let $F \in L^{p}(\Omega)$ for some $p>1$. Then, for any $t>0$, we have that $T_{t} F \in \mathbb{D}^{1, p}$ and there exists a constant $c_{p}$ such that

$$
\begin{equation*}
\left\|D T_{t} F\right\|_{L^{p}(\Omega ; H)} \leq c_{p} t^{-1 / 2}\|F\|_{p} \tag{5.5}
\end{equation*}
$$

Proof Consider a sequence of smooth and cylindrical random variables $F_{n} \in \mathcal{S}$ which converges to $F$ in $L^{p}(\Omega)$. We know that $T_{t} F_{n}$ converges to $T_{t} F$ in $L^{p}(\Omega)$. We have $T_{t} F_{n} \in \mathbb{D}^{1, p}$, and using Mehler's formula (5.1), we can write

$$
\begin{aligned}
D\left(T_{t}\left(F_{n}-F_{m}\right)\right) & =D\left(\mathrm{E}^{\prime}\left(\left(F_{n}-F_{m}\right)\left(e^{-t} B+\sqrt{1-e^{-2 t}}\right) B^{\prime}\right)\right) \\
& \left.=\frac{e^{-t}}{\sqrt{1-e^{-2 t}}} \mathrm{E}^{\prime}\left(D^{\prime}\left(\left(F_{n}-F_{m}\right)\left(e^{-t} B+\sqrt{1-e^{-2 t}}\right) B^{\prime}\right)\right)\right)
\end{aligned}
$$

Then, Lemma 5.1.4 implies that

$$
\left\|D\left(T_{t}\left(F_{n}-F_{m}\right)\right)\right\|_{L^{p}(\Omega ; H)} \leq c_{p, 1} \frac{e^{-t}}{\sqrt{1-e^{-2 t}}}\left\|F_{n}-F_{m}\right\|_{p}
$$

Hence, $D T_{t} F_{n}$ is a Cauchy sequence in $L^{p}(\Omega ; H)$. Therefore, $T_{t} F \in \mathbb{D}^{1, p}$ and $D T_{t} F$ is the limit in $L^{p}(\Omega ; H)$ of $D T_{t} F_{n}$. The estimate (5.5) follows by the same arguments.

With the above ingredients, we can show an extension of Corollary 4.2.5 to any $p>1$.

Proposition 5.1.6 Let $F_{n} \in \mathbb{D}^{1, p}$ be a sequence of random variables converging to $F$ in $L^{p}(\Omega)$ for some $p>1$. Suppose that

$$
\sup _{n}\left\|F_{n}\right\|_{1, p}<\infty
$$

Then $F \in \mathbb{D}^{1, p}$.

Proof The assumptions imply that there exists a subsequence $\left(F_{n(k)}\right)_{k \geq 1}$ such that the sequence of derivatives $\left(D F_{n(k)}\right)_{k \geq 1}$ converges in the weak topology of $L^{q}(\Omega ; H)$ to some element $\alpha \in L^{q}(\Omega ; H)$, where $1 / p+1 / q=1$. By Proposition 5.1.5, for any $t>0$, we have that $T_{t} F$ belongs to $\mathbb{D}^{1, p}$ and $D T_{t} F_{n(k)}$ converges to $D T_{t} F$ in $L^{p}(\Omega ; H)$. Then, for any $\beta \in L^{q}(\Omega ; H)$, we can write

$$
\begin{aligned}
\mathrm{E}\left(\left\langle D T_{t} F, \beta\right\rangle_{H}\right) & =\lim _{k \rightarrow \infty} \mathrm{E}\left(\left\langle D T_{t} F_{n(k)}, \beta\right\rangle_{H}\right)=\lim _{k \rightarrow \infty} e^{-t} \mathrm{E}\left(\left\langle T_{t} D F_{n(k)}, \beta\right\rangle_{H}\right) \\
& =\lim _{k \rightarrow \infty} e^{-t} \mathrm{E}\left(\left\langle D F_{n(k)}, T_{t} \beta\right\rangle_{H}\right)=e^{-t} \mathrm{E}\left(\left\langle\alpha, T_{t} \beta\right\rangle_{H}\right) \\
& =\mathrm{E}\left(\left\langle e^{-t} T_{t} \alpha, \beta\right\rangle_{H}\right) .
\end{aligned}
$$

Therefore, $D T_{t} F=e^{-t} T_{t} \alpha$. This implies that $D T_{t} F$ converges to $\alpha$ as $t \downarrow 0$ in $L^{p}(\Omega ; H)$. Using that $D$ is a closed operator, we conclude that $F \in \mathbb{D}^{1 . p}$ and $D F=\alpha$.

### 5.2 Generator of the Ornstein-Uhlenbeck Semigroup

The generator of the Ornstein-Uhlenbeck semigroup in $L^{2}(\Omega)$ is the operator given by

$$
L F=\lim _{t \downarrow 0} \frac{T_{t} F-F}{t}
$$

and the domain of $L$ is the set of random variables $F \in L^{2}(\Omega)$ for which the above limit exists in $L^{2}(\Omega)$. It is easy to show (see Exercise 5.2) that a random variable $F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right), f_{n} \in L_{s}^{2}\left(\mathbb{R}_{+}^{n}\right)$, belongs to the domain of $L$ if and only if

$$
\sum_{n=1}^{\infty} n^{2}\left\|I_{n}\left(f_{n}\right)\right\|_{2}^{2}<\infty
$$

and, in this case, $L F=\sum_{n=1}^{\infty}-n I_{n}\left(f_{n}\right)$. Thus, Dom $L$ coincides with the space $\mathbb{D}^{2,2}$.

We also define the operator $L^{-1}$, which is the pseudo-inverse of $L$, as follows. For every $F \in L^{2}(\Omega)$, set

$$
L F=-\sum_{n=1}^{\infty} \frac{1}{n} I_{n}\left(f_{n}\right)
$$

Note that $L^{-1}$ is an operator with values in $\mathbb{D}^{2,2}$ and that $L L^{-1} F=F-\mathrm{E}(F)$, for any $F \in L^{2}(\Omega)$, so $L^{-1}$ acts as the inverse of $L$ for centered random variables.

Consider now the operator $C=-\sqrt{-L}$ defined by

$$
C F=-\sum_{n=1}^{\infty} \sqrt{n} I_{n}\left(f_{n}\right)
$$

The operator $C$ is the infinitesimal generator of the Cauchy semigroup of operators given by

$$
Q_{t} F=\sum_{n=0}^{\infty} e^{-\sqrt{n} t} I_{n}\left(f_{n}\right)
$$

Observe that $\operatorname{Dom} C=\mathbb{D}^{1,2}$, as, for any $F \in \operatorname{Dom} C$, we have

$$
\mathrm{E}\left(|C F|^{2}\right)=\sum_{n=1}^{\infty} n\left\|I_{n}\left(f_{n}\right)\right\|_{2}^{2}=\mathrm{E}\left(\|D F\|_{H}^{2}\right)
$$

The next proposition explains the relationship between the operators $D$, $\delta$, and $L$.

Proposition 5.2.1 Let $F \in L^{2}(\Omega)$. Then, $F \in \operatorname{Dom} L$ if and only if $F \in$ $\mathbb{D}^{1,2}$ and $D F \in \operatorname{Dom} \delta$ and, in this case, we have

$$
\delta D F=-L F
$$

Proof Let $F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right)$. Suppose first that $F \in \mathbb{D}^{1,2}$ and $D F \in \operatorname{Dom} \delta$. Then, for any random variable $G=I_{m}\left(g_{m}\right)$, we have, using the duality relationship (Proposition 3.2.3),

$$
\mathrm{E}(G \delta D F)=\mathrm{E}\left(\langle D G, D F\rangle_{H}\right)=m m!\left\langle g_{m}, f_{m}\right\rangle_{L^{2}\left(\mathbb{R}_{+}^{m}\right)}=\mathrm{E}\left(G m I_{m}\left(f_{m}\right)\right)
$$

Therefore, the projection of $\delta D F$ onto the $m$ th Wiener chaos is equal to $m I_{m}\left(f_{m}\right)$. This implies that the series $\sum_{n=1}^{\infty} n I_{n}\left(f_{n}\right)$ converges in $L^{2}(\Omega)$ and its sum is $\delta D F$. Therefore, $F \in \operatorname{Dom} L$ and $L F=-\delta D F$.

Conversely, suppose that $F \in \operatorname{Dom} L$. Clearly, $F \in \mathbb{D}^{1,2}$. Then, for any random variable $G \in \mathbb{D}^{1,2}$ with Wiener chaos expansion $G=\sum_{n=0}^{\infty} I_{n}\left(g_{n}\right)$, we have

$$
\mathrm{E}\left(\langle D G, D F\rangle_{H}\right)=\sum_{n=1}^{\infty} n n!\left\langle g_{n}, f_{n}\right\rangle_{L^{2}\left(\mathbb{R}_{+}^{n}\right)}=-\mathrm{E}(G L F)
$$

As a consequence, $D F$ belongs to the domain of $\delta$ and $\delta D F=-L F$.
The operator $L$ behaves as a second-order differential operator on smooth random variables.

Proposition 5.2.2 Suppose that $F=\left(F^{1}, \ldots, F^{m}\right)$ is a random vector whose components belong to $\mathbb{D}^{2,4}$. Let $\varphi$ be a function in $C^{2}\left(\mathbb{R}^{m}\right)$ with bounded first and second partial derivatives. Then, $\varphi(F) \in \operatorname{Dom} L$ and

$$
L(\varphi(F))=\sum_{i, j=1}^{m} \frac{\partial^{2} \varphi}{\partial x_{i} \partial x_{j}}(F)\left\langle D F^{i}, D F^{j}\right\rangle_{H}+\sum_{i=1}^{m} \frac{\partial \varphi}{\partial x_{i}}(F) L F^{i}
$$

Proof By the chain rule (see Proposition 3.3.2), $\varphi(F)$ belongs to $\mathbb{D}^{1,2}$ and

$$
D(\varphi(F))=\sum_{i=1}^{m} \frac{\partial \varphi}{\partial x_{i}}(F) D F^{i}
$$

Moreover, by Proposition 5.2.1, $\varphi(F)$ belongs to $\operatorname{Dom} L$ and $L(\varphi(F))=$ $-\delta(D(\varphi(F)))$. Using Exercise 3.7 yields the result.

In the finite-dimensional case $\left(\Omega=\mathbb{R}^{n}\right.$ equipped with the standard Gaussian law), $L=\Delta-x \cdot \nabla$ coincides with the generator of the OrnsteinUhlenbeck process $\left(X_{t}\right)_{t \geq 0}$ in $\mathbb{R}^{n}$, which is the solution to the stochastic differential equation

$$
d X_{t}=\sqrt{2} d B_{t}-X_{t} d t
$$

where $\left(B_{t}\right)_{t \geq 0}$ is an $n$-dimensional Brownian motion.

### 5.3 Meyer's Inequality

The next theorem provides an estimate for the $L^{p}(\Omega)$-norm of the divergence operator for any $p>1$. Its proof if due to Pisier (1988) and is based on the boundedness in $L^{p}(\Omega)$ of the Riesz transform.

Theorem 5.3.1 For any $p>1$, there exists a constant $c_{p}>0$ such that for any $u \in \mathbb{D}^{1, p}(H)$,

$$
\begin{equation*}
\mathrm{E}\left(|\delta(u)|^{p}\right) \leq c_{p}\left(\mathrm{E}\left(\|D u\|_{L^{2}\left(\mathbb{R}_{+}^{2}\right)}^{p}\right)+\|\mathrm{E}(u)\|_{H}^{p}\right) \tag{5.6}
\end{equation*}
$$

Proof We can assume that $\mathrm{E}(u)=0$. Indeed, if $\tilde{u}=u-\mathrm{E}(u)$ then

$$
\|\delta(u)\|_{p} \leq\|\delta(\tilde{u})\|_{p}+\|\delta(\mathrm{E}(u))\|_{p}
$$

and, $\delta(\mathrm{E}(u))=I_{1}(\mathrm{E}(u))$ being a Gaussian random variable, we have

$$
\|\delta(\mathrm{E}(u))\|_{p}=c_{p}\|\delta(\mathrm{E}(u))\|_{2}=c_{p}\|\mathrm{E}(u)\|_{H} .
$$

Let $G \in \mathcal{S}$ be a smooth and cylindrical random variable such that $\|G\|_{q} \leq 1$,
where $1 / p+1 / q=1$. Then

$$
\begin{aligned}
\mathrm{E}(\delta(u) G) & =\mathrm{E}\left(\langle u, D G\rangle_{H}\right)=-\int_{0}^{\infty} \mathrm{E}\left(\left\langle L T_{t} u, D G\right\rangle_{H}\right) d t \\
& =\int_{0}^{\infty} \mathrm{E}\left(\left\langle\delta D T_{t} u, D G\right\rangle_{H}\right) d t=\int_{0}^{\infty} \mathrm{E}\left(\left\langle D T_{t} u, D^{2} G\right\rangle_{H^{\otimes 2}}\right) d t \\
& =\int_{0}^{\infty} e^{-t} \mathrm{E}\left(\left\langle T_{t} D u, D^{2} G\right\rangle_{H^{\otimes 2}}\right) d t \\
& =\int_{0}^{\infty} e^{-t} \mathrm{E}\left(\left\langle D u, T_{t} D^{2} G\right\rangle_{H^{\otimes 2}}\right) d t \\
& \leq\|D u\|_{L^{p}\left(\Omega ; H^{\otimes 2}\right)}\left\|\int_{0}^{\infty} e^{-t} T_{t} D^{2} G d t\right\|_{L^{q}\left(\Omega ; H^{\otimes 2}\right)}
\end{aligned}
$$

By Mehler's formula (5.1),

$$
\begin{aligned}
T_{t} D^{2} G & =\tilde{\mathrm{E}}\left(\left(D^{2} G\right)\left(e^{-t} B+\sqrt{1-e^{-2 t}} \tilde{B}\right)\right) \\
& =\frac{1}{1-e^{-2 t}} \tilde{\mathrm{E}}\left(\tilde{D}^{2}\left(G\left(e^{-t} B+\sqrt{1-e^{-2 t}} \tilde{B}\right)\right)\right)
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\int_{0}^{\infty} e^{-t} T_{t} D^{2} G d t & =\int_{0}^{\infty} \frac{e^{-t}}{1-e^{-2 t}} \tilde{\mathrm{E}}\left(\tilde{D}^{2}\left(G\left(e^{-t} B+\sqrt{1-e^{-2 t}} \tilde{B}\right)\right)\right) d t \\
& =\int_{0}^{1} \frac{1}{1-x^{2}} \tilde{\mathrm{E}}\left(\tilde{D}^{2}\left(G\left(x B+\sqrt{1-x^{2}} \tilde{B}\right)\right)\right) d x \\
& =\int_{0}^{\pi / 2} \frac{1}{\sin \theta} \tilde{\mathrm{E}}\left(\tilde{D}^{2}\left(G\left(R_{\theta}(B, \tilde{B})\right)\right) d \theta\right.
\end{aligned}
$$

where $R_{\theta}(B, \tilde{B})=(\cos \theta) B+(\sin \theta) \tilde{B}$. Since $G$ is a smooth and cylindrical random variable, we can write

$$
\int_{0}^{\infty} e^{-t} T_{t} D^{2} G d t=\frac{1}{2} \tilde{\mathrm{E}}\left(\tilde{D}^{2}\left(\int_{-\pi / 2}^{\pi / 2} \frac{1}{\sin \theta}\left(G\left(R_{\theta}(B, \tilde{B})\right)-G\left(R_{-\theta}(B, \tilde{B})\right)\right) d \theta\right)\right)
$$

From Lemma 5.1.4, we can write

$$
\begin{aligned}
& \left\|\int_{0}^{\infty} e^{-t} T_{t} D^{2} G d t\right\|_{H^{\otimes 2}}^{q} \\
& \leq 2^{-q} c_{q, 2}^{q} \tilde{\mathrm{E}}\left(\left|\int_{-\pi / 2}^{\pi / 2} \frac{1}{\sin \theta}\left(G\left(R_{\theta}(B, \tilde{B})\right)-G\left(R_{-\theta}(B, \tilde{B})\right)\right) d \theta\right|^{q}\right),
\end{aligned}
$$

which implies that

$$
\begin{aligned}
& \mathrm{E}\left(\left\|\int_{0}^{\infty} e^{-t} T_{t} D^{2} G d t\right\|_{H^{\otimes 2}}^{q}\right) \\
& \leq 2^{-q} c_{q, 2}^{q} \mathrm{EE}\left(\left|\int_{-\pi / 2}^{\pi / 2} \frac{1}{\sin \theta}\left(G\left(R_{\theta}(B, \tilde{B})\right)-G\left(R_{-\theta}(B, \tilde{B})\right)\right) d \theta\right|^{q}\right) .
\end{aligned}
$$

Since the function $1 / \sin \theta-1 / \theta$ is integrable in $[0, \pi / 2]$, we have

$$
\mathrm{EE}\left(\left|\int_{-\pi / 2}^{\pi / 2}\left(\frac{1}{\sin \theta}-\frac{1}{\theta}\right)\left(G\left(R_{\theta}(B, \tilde{B})\right)-G\left(R_{-\theta}(B, \tilde{B})\right)\right) d \theta\right|^{q}\right) \leq c_{q} \mathrm{E}\left(|G|^{q}\right)
$$

Therefore, it suffices to study the term

$$
\mathrm{EE}\left(\left|\int_{-\pi / 2}^{\pi / 2} \frac{1}{\theta}\left(G\left(R_{\theta}(B, \tilde{B})\right)-G\left(R_{-\theta}(B, \tilde{B})\right)\right) d \theta\right|^{q}\right)
$$

For any $\xi \in \mathbb{R}$ we define the transformation

$$
T_{\xi}(B, \tilde{B})=\left(\begin{array}{cc}
\cos \xi & \sin \xi \\
-\sin \xi & \cos \xi
\end{array}\right)\binom{B}{\tilde{B}},
$$

which preserves the law of $(B, \tilde{B})$. Moreover, $R_{\theta}\left(T_{\xi}(B, \tilde{B})\right)=R_{\theta+\xi}(B, \tilde{B})$. Therefore,

$$
\begin{aligned}
& \mathrm{EE}\left(\left|\int_{-\pi / 2}^{\pi / 2} \frac{1}{\theta}\left(G\left(R_{\theta}(B, \tilde{B})\right)-G\left(R_{-\theta}(B, \tilde{B})\right)\right) d \theta\right|^{q}\right) \\
& =\frac{1}{\pi} \mathrm{E} \tilde{E}\left(\int_{-\pi / 2}^{\pi / 2} \left\lvert\, \int_{-\pi / 2}^{\pi / 2} \frac{1}{\theta}\left(G\left(R_{\xi+\theta}(B, \tilde{B})\right)-\left.G\left(R_{\xi-\theta}(B, \tilde{B})\right) d \theta\right|^{q} d \xi\right)\right.\right.
\end{aligned}
$$

which is bounded by a constant times $\mathrm{E}\left(|G|^{q}\right)$, owing to the boundedness in $L^{q}(\mathbb{R})$ of the Hilbert transform.

As a consequence of Theorem 5.3.1, the divergence operator is continuous from $\mathbb{D}^{1, p}(H)$ to $L^{p}(\Omega)$, and so we have Meyer's inequality:

$$
\begin{equation*}
\mathrm{E}\left(|\delta(u)|^{p}\right) \leq c_{p}\left(\mathrm{E}\left(\|D u\|_{L^{2}\left(\mathbb{R}_{+}^{2}\right)}^{p}\right)+\mathrm{E}\left(\|u\|_{H}^{p}\right)\right)=c_{p}\|u\|_{1, p, H^{*}}^{p} \tag{5.7}
\end{equation*}
$$

Meyer's inequality was first proved in Meyer (1984). It can be extended as follows (see Nualart, 2006, Proposition 1.5.7).

Theorem 5.3.2 For any $p>1, k \geq 1$, and $u \in \mathbb{D}^{k, p}(H)$,

$$
\|\delta(u)\|_{k-1, p} \leq c_{k, p}\left(\mathrm{E}\left(\left\|D^{k} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{k+1}\right.}^{p}\right)+\mathrm{E}\left(\|u\|_{H}^{p}\right)\right)=c_{k, p}\|u\|_{k, p, H}^{p} .
$$

This implies that the operator $\delta$ is continuous from $\mathbb{D}^{k, p}(H)$ into $\mathbb{D}^{k-1, p}(H)$.

### 5.4 Integration-by-Parts Formula

The following integration-by-parts formula will play an important role in the applications of Malliavin calculus to normal approximations.

Proposition 5.4.1 Let $F \in \mathbb{D}^{1,2}$ with $\mathrm{E}(F)=0$. Let $f$ be a continuously differentiable function with bounded derivative. Then

$$
\begin{equation*}
\mathrm{E}(f(F) F)=\mathrm{E}\left(f^{\prime}(F)\left\langle D F,-D L^{-1} F\right\rangle_{H}\right) \tag{5.8}
\end{equation*}
$$

Proof By Proposition 5.2.1,

$$
F=L L^{-1} F=-\delta\left(D L^{-1} F\right)
$$

Then, using the duality relationship (Proposition 3.2.3) and the chain rule (Proposition 3.3.2), we can write

$$
\begin{aligned}
\mathrm{E}(f(F) F) & =-\mathrm{E}\left(f(F) \delta\left(D L^{-1} F\right)\right) \\
& =-\mathrm{E}\left(\left\langle D(f(F)), D L^{-1} F\right\rangle_{H}\right) \\
& =\mathrm{E}\left(f^{\prime}(F)\left\langle D F,-D L^{-1} F\right\rangle_{H}\right)
\end{aligned}
$$

This completes the proof.
If $F$ belongs to the Wiener chaos $\mathcal{H}_{q}$, with $q \geq 1$, then $D L^{-1} F=$ $-(1 / q) D F$ and

$$
\mathrm{E}(f(F) F)=\frac{1}{q} \mathrm{E}\left(f^{\prime}(F)\|D F\|_{H}^{2}\right)
$$

Define, for $\left(\mathrm{P} \circ F^{-1}\right)$-almost all $x$, the function $g_{F}$ as follows:

$$
\begin{equation*}
g_{F}(x)=\mathrm{E}\left(\left\langle D F,-D L^{-1} F\right\rangle_{H} \mid F=x\right) \tag{5.9}
\end{equation*}
$$

Then, for any $f \in C_{b}^{1}(\mathbb{R})$, we have

$$
\begin{equation*}
\mathrm{E}(f(F) F)=\mathrm{E}\left(f^{\prime}(F) g_{F}(F)\right) \tag{5.10}
\end{equation*}
$$

Moreover, $g_{F}(F) \geq 0$ almost surely. Indeed, taking $f(x)=\int_{0}^{x} \varphi(y) d y$, where $\varphi$ is smooth and nonnegative, we obtain

$$
\mathrm{E}\left(\mathrm{E}\left(\left\langle D F,-D L^{-1} F\right\rangle_{H} \mid F\right) \varphi(F)\right) \geq 0
$$

because $x f(x) \geq 0$.

### 5.5 Nourdin-Viens Density Formula

As a consequence of the integration-by-parts formula (5.10), we have the following formula for the density of a centered random variable, obtained by Nourdin and Viens (2009).

If $p$ is a probability density on $\mathbb{R}$, we define the support of $p$ as the closure of the set $\{x \in \mathbb{R}: p(x)>0\}$.

Theorem 5.5.1 Let $F \in \mathbb{D}^{1,2}$ with $\mathrm{E}(F)=0$. Then, the law of $F$ has density $p$ if and only if $g_{F}(F)>0$ a.s., where $g_{F}(F)$ is the function defined in (5.9). In this case, the support of $p$ is a closed interval containing zero and, for almost all $x$ in the support of $p$,

$$
\begin{equation*}
p(x)=\frac{\mathrm{E}(|F|)}{2 g_{F}(x)} \exp \left(-\int_{0}^{x} \frac{y}{g_{F}(y)} d y\right) \tag{5.11}
\end{equation*}
$$

Proof We will show only that if $F$ has density $p$ and support $\mathbb{R}$ then $g_{F}(F)>0$ a.s., and formula (5.11) holds. For the general case and the converse statement see Nourdin and Viens (2009). Let $\phi \in C_{0}^{\infty}(\mathbb{R})$ and $\Phi^{\prime}=\phi$. Then, by (5.10),

$$
\begin{aligned}
\mathrm{E}\left(\phi(F) g_{F}(F)\right) & =\mathrm{E}(\Phi(F) F)=\int_{\mathbb{R}} \Phi(x) x p(x) d x \\
& =\int_{\mathbb{R}}\left(\int_{-\infty}^{x} \phi(y) d y\right) x p(x) d x \\
& =\int_{\mathbb{R}} \phi(y)\left(\int_{y}^{\infty} x p(x) d x\right) d y=\int_{\mathbb{R}} \phi(y) \varphi(y) d y
\end{aligned}
$$

where $\varphi(y)=\int_{y}^{\infty} x p(x) d x$. This implies that a.e.

$$
\varphi(x)=p(x) g_{F}(x)
$$

and $g_{F}(x)>0$ a.e. Taking into account that $\varphi^{\prime}(x)=-x p(x)$, we obtain

$$
\frac{\varphi^{\prime}(x)}{\varphi(x)}=-\frac{x}{g_{F}(x)}
$$

Using that $\varphi(0)=\frac{1}{2} \mathrm{E}(|F|)$, and solving the above differential equation, we get

$$
\varphi(x)=\frac{1}{2} \mathrm{E}(|F|) \exp \left(-\int_{0}^{x} \frac{y}{g_{F}(y)} d y\right),
$$

which completes the proof.
Corollary 5.5.2 If there exist $\sigma_{\min }^{2}, \sigma_{\max }^{2}>0$ such that

$$
\begin{equation*}
\sigma_{\min }^{2} \leq g_{F}(F) \leq \sigma_{\max }^{2} \tag{5.12}
\end{equation*}
$$

a.s., then $F$ has density $p$. Moreover, the support of $p$ is all $\mathbb{R}$ and, for almost all $x$ in $\mathbb{R}$,

$$
\frac{\mathrm{E}(|F|)}{2 \sigma_{\max }^{2}} \exp \left(-\frac{x^{2}}{2 \sigma_{\min }^{2}}\right) \leq p(x) \leq \frac{\mathrm{E}(|F|)}{2 \sigma_{\min }^{2}} \exp \left(-\frac{x^{2}}{2 \sigma_{\max }^{2}}\right)
$$

Proof The fact that the support of $p$ is all $\mathbb{R}$ was proved by Nourdin and Viens (2009, Corollary 3.3). The bounds for $p$ follow from (5.11).

The random variable $g_{F}(F)$ can be computed using Mehler's formula (Proposition 5.1.2) and the fact that $-D L^{-1} F=\int_{0}^{\infty} e^{-t} T_{t}(D F) d t$ (see Exercise 5.5). In this way, we obtain

$$
\begin{equation*}
g_{F}(F)=\int_{0}^{\infty} e^{-t} \mathrm{E}\left(\left\langle D F, \mathrm{E}^{\prime}\left(D F\left(e^{-t} B+\sqrt{1-e^{-2 t}} B^{\prime}\right)\right)\right\rangle_{H} \mid F\right) d t \tag{5.13}
\end{equation*}
$$

Then Corollary 5.5.2 can be applied if we have uniform upper and lower bounds for $\left\langle D F, \mathrm{E}^{\prime}\left(D F\left(e^{-t} B+\sqrt{1-e^{-2 t}} B^{\prime}\right)\right)\right\rangle_{H}$, as is illustrated in the next example.

Example 5.5.3 Consider the centered random variable

$$
F=\max _{t \in[a, b]} X_{t}-\mathrm{E}\left(\max _{t \in[a, b]} X_{t}\right)
$$

where $0<a<b<\infty$ and $\left(X_{t}\right)_{t \geq 0}$ is a continuous centered Gaussian process (see Example 3.5.2).

It was shown by Kim and Pollard (1990, Lemma 2.6) that if $\mathrm{E}\left(X_{t}-X_{s}\right)^{2} \neq$ 0 for all $s \neq t$ then $X_{t}$ attains its maximum in $[a, b]$ almost surely at a unique random point $\tau$ (see Lemma 1.8.4 for the Brownian motion case). Moreover, by Exercise 3.4, $F \in \mathbb{D}^{1,2}$ and $D_{r} F=1_{[0, \tau]}(r)$.

Therefore, applying formula (5.13), we get

$$
g_{F}(F)=\int_{0}^{\infty} e^{-t} \mathrm{E}\left(X_{\tau} X_{\tau^{\prime}}\right) d t
$$

where $\tau^{\prime}$ is the random point where the process $e^{-t} X_{t}+\sqrt{1-e^{-2 t}} X_{t}^{\prime}$ attains its maximum in $[a, b]$. Thus, if there exist $\sigma_{\min }^{2}, \sigma_{\max }^{2}>0$ such that

$$
\begin{equation*}
\sigma_{\min }^{2} \leq \mathrm{E}\left(X_{s} X_{t}\right) \leq \sigma_{\max }^{2} \tag{5.14}
\end{equation*}
$$

for all $s, t \in[a, b]$, then condition (5.12) of Corollary 5.5.2 holds.
For example, if $X_{t}$ is a fractional Brownian motion $B_{t}^{\mathrm{H}}$ with Hurst parameter $\mathrm{H} \geq 1 / 2$ (see Example 3.5.3) then (5.14) holds with $\sigma_{\text {min }}=a^{\mathrm{H}}$ and $\sigma_{\text {max }}=b^{\mathrm{H}}$. In fact,

$$
\mathrm{E}\left(B_{s}^{\mathrm{H}} B_{t}^{\mathrm{H}}\right) \leq \sqrt{\mathrm{E}\left(\left(B_{s}^{\mathrm{H}}\right)^{2}\right)} \sqrt{\mathrm{E}\left(\left(B_{t}^{\mathrm{H}}\right)^{2}\right)}=(s t)^{\mathrm{H}} \leq b^{2 \mathrm{H}}
$$

and

$$
\begin{aligned}
\mathrm{E}\left(B_{s}^{\mathrm{H}} B_{t}^{\mathrm{H}}\right) & =\mathrm{H}(2 \mathrm{H}-1) \int_{0}^{s} \int_{0}^{t}|v-u|^{2 \mathrm{H}-2} d u d v \\
& \geq \mathrm{H}(2 \mathrm{H}-1) \int_{0}^{a} \int_{0}^{a}|v-u|^{2 \mathrm{H}-2} d u d v=\mathrm{E}\left(\left(B_{a}^{\mathrm{H}}\right)^{2}\right)=a^{2 \mathrm{H}}
\end{aligned}
$$

## Exercises

5.1 Show that $\left(T_{t}\right)_{t \geq 0}$ is the semigroup of transition probabilities of a Markov process, with values in $C\left(\mathbb{R}_{+}\right)$, whose invariant measure is the Wiener measure. This process can be expressed in terms of a Wiener sheet $W$ as follows:

$$
X_{t, \tau}=\sqrt{2} \int_{-\infty}^{t} \int_{0}^{\tau} e^{-(t-s)} W(d \sigma, d s), \quad \tau, t \geq 0
$$

5.2 Show that a random variable $F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right), f_{n} \in L_{s}^{2}\left(\mathbb{R}_{+}^{n}\right)$, belongs to the domain of $L$ if and only if

$$
\sum_{n=1}^{\infty} n^{2}\left\|I_{n}\left(f_{n}\right)\right\|_{2}^{2}<\infty
$$

and, in this case, $L F=\sum_{n=1}^{\infty}-n I_{n}\left(f_{n}\right)$.
5.3 Let $F=\exp \left(B(h)-\frac{1}{2} \int_{\mathbb{R}_{+}} h^{2}(s) d s\right), h \in H$. Show that

$$
L F=-\left(B(h)-\int_{\mathbb{R}_{+}} h^{2}(s) d s\right) F .
$$

5.4 Show that the operator $(I-L)^{-\alpha}$ is a contraction in $L^{p}(\Omega)$, for any $p \geq 1$, where $\alpha>0$.
Hint: Use the equation $(1+n)^{-\alpha}=(\Gamma(\alpha))^{-1} \int_{0}^{\infty} e^{-(n+1) t} t^{\alpha-1} d t$.
5.5 Let $F \in L^{2}(\Omega)$ with $\mathrm{E}(F)=0$. Show that

$$
L^{-1} F=-\int_{0}^{\infty} T_{t}(F) d t
$$

5.6 Let $\left(X_{t}\right)_{t \in[0, T]}$ be a continuous centered Gaussian process such that there exists constants $\sigma_{\text {min }}^{2}, \sigma_{\text {max }}^{2}>0$ satisfying

$$
\sigma_{\min }^{2} \leq \mathrm{E}\left(X_{s} X_{t}\right) \leq \sigma_{\max }^{2}
$$

for all $s, t \in[0, T]$. Let $f \in C^{1}(\mathbb{R})$ be such that there exist constants $\alpha, \beta>0$ satisfying $\alpha \leq f^{\prime}(x) \leq \beta$ for all $x \in \mathbb{R}$. Show that the random variable $F=\int_{0}^{T} f\left(X_{s}\right) d s-\mathrm{E}\left(\int_{0}^{T} f\left(X_{s}\right) d s\right)$ has density $p$ satisfying, a.e. in $\mathbb{R}$,
$\frac{\mathrm{E}(|F|)}{2 \beta^{2} \sigma_{\max }^{2} T^{2}} \exp \left(-\frac{x^{2}}{2 \alpha^{2} \sigma_{\min }^{2} T^{2}}\right) \leq p(x) \leq \frac{\mathrm{E}(|F|)}{2 \alpha^{2} \sigma_{\min }^{2} T^{2}} \exp \left(-\frac{x^{2}}{2 \beta^{2} \sigma_{\max }^{2} T^{2}}\right)$.

## 6

## Stochastic Integral Representations

This chapter deals with the following problem. Given a random variable $F$ in $L^{2}(\Omega)$, with $\mathrm{E}(F)=0$, find a stochastic process $u$ in $\operatorname{Dom} \delta$ such that $F=\delta(u)$. We present two different answers to this question, both integral representations. The first is the Clark-Ocone formula, given in Ocone (1984), in which $u$ is required to be adapted. Therefore, the process $u$ is unique and its expression involves a conditional expectation of the Malliavin derivative of $F$. The second uses the inverse of the OrnsteinUhlenbeck generator. We then present some applications of these integral representations.

### 6.1 Clark-Ocone formula

Let $B=\left(B_{t}\right)_{t \geq 0}$ be a Brownian motion on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$ such that $\mathcal{F}$ is generated by $B$, equipped with its Brownian filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. The next result expresses the integrand of the integral representation theorem of a square integrable random variable (Theorem 2.9.1) in terms of the conditional expectation of its Malliavin derivative.

Theorem 6.1.1 (Clark-Ocone formula) Let $F \in \mathbb{D}^{1,2} \cap L^{2}\left(\Omega, \mathcal{F}_{T}, \mathrm{P}\right)$. Then $F$ admits the following representation:

$$
F=\mathrm{E}(F)+\int_{0}^{T} \mathrm{E}\left(D_{t} F \mid \mathcal{F}_{t}\right) d B_{t}
$$

Proof By Theorem 2.9.1, there exists a unique process $u \in L_{T}^{2}(\mathcal{P})$ such that $F \in L^{2}\left(\Omega, \mathcal{F}_{T}, \mathrm{P}\right)$ admits the stochastic integral representation

$$
F=\mathrm{E}(F)+\int_{0}^{T} u_{t} d B_{t}
$$

It suffices to show that $u_{t}=\mathrm{E}\left(D_{t} F \mid \mathscr{F}_{t}\right)$ for almost all $(t, \omega) \in[0, T] \times \Omega$. Consider a process $v \in L_{T}^{2}(\mathcal{P})$. On the one hand, the isometry property
yields

$$
\mathrm{E}(\delta(v) F)=\int_{0}^{T} \mathrm{E}\left(v_{s} u_{s}\right) d s
$$

On the other hand, by the duality relationship (Proposition 3.2.3), and taking into account that $v$ is progressively measurable,

$$
\mathrm{E}(\delta(v) F)=\mathrm{E}\left(\int_{0}^{T} v_{t} D_{t} F d t\right)=\int_{0}^{T} \mathrm{E}\left(v_{s} \mathrm{E}\left(D_{t} F \mid \mathcal{F}_{t}\right)\right) d t
$$

Therefore, $u_{t}=\mathrm{E}\left(D_{t} F \mid \mathcal{F}_{t}\right)$ for almost all $(t, \omega) \in[0, T] \times \Omega$, which concludes the proof.

Consider the following simple examples of the application of this formula.

Example 6.1.2 Suppose that $F=B_{t}^{3}$. Then $D_{s} F=3 B_{t}^{2} \mathbf{1}_{[0, t]}(s)$ and

$$
\mathrm{E}\left(D_{s} F \mid \mathcal{F}_{s}\right)=3 \mathrm{E}\left(\left(B_{t}-B_{s}+B_{s}\right)^{2} \mid \mathcal{F}_{s}\right)=3\left(t-s+B_{s}^{2}\right)
$$

Therefore

$$
\begin{equation*}
B_{t}^{3}=3 \int_{0}^{t}\left(t-s+B_{s}^{2}\right) d B_{s} \tag{6.1}
\end{equation*}
$$

This formula should be compared with Itô's formula,

$$
\begin{equation*}
B_{t}^{3}=3 \int_{0}^{t} B_{s}^{2} d B_{s}+3 \int_{0}^{t} B_{s} d s \tag{6.2}
\end{equation*}
$$

Notice that equation (6.1) contains only a stochastic integral but it is not a martingale, because the integrand depends on $t$, whereas (6.2) contains two terms and one is a martingale. Moreover, the integrand in (6.1) is unique.

Example 6.1.3 Let $F=\sup _{t \in[0,1]} B_{t}$. By Exercise $3.4, F \in \mathbb{D}^{1,2}$ and $D_{t} F=$ $1_{[0, \tau]}(t)$, where $\tau$ is the unique random point in $[0,1]$ where $B$ attains its maximum almost surely (see Lemma 1.8.4). By the reflection principle (Theorem 1.8.2),

$$
\begin{aligned}
\mathrm{E}\left(\mathbf{1}_{[0, \tau]}(t) \mid \mathcal{F}_{t}\right) & =\mathrm{E}\left(\mathbf{1}_{\left\{\sup _{t \leq s \leq 1}\left(B_{s}-B_{t}\right) \geq \sup _{0 \leq s \leq t}\left(B_{s}-B_{t}\right)\right\}} \mid \mathcal{F}_{t}\right) \\
& =2-2 \Phi\left(\frac{\sup _{0 \leq s \leq t}\left(B_{s}-B_{t}\right)}{\sqrt{1-t}}\right),
\end{aligned}
$$

where $\Phi$ denotes the cumulative distribution of the standard normal. Therefore

$$
F=\mathrm{E}(F)+\int_{0}^{1}\left(2-2 \Phi\left(\frac{\sup _{0 \leq s \leq t}\left(B_{s}-B_{t}\right)}{\sqrt{1-t}}\right)\right) d B_{t}
$$

Example 6.1.4 Consider the Brownian motion local time $\left(L_{t}^{x}\right)_{t \geq 0, x \in \mathbb{R}}$ defined in Section 2.5. For any $\varepsilon>0$, we set

$$
p_{\varepsilon}(x)=(2 \pi \varepsilon)^{-1 / 2} e^{-x^{2} /(2 \varepsilon)}
$$

We have that, as $\epsilon \rightarrow 0$,

$$
\begin{equation*}
F_{\varepsilon}=\int_{0}^{t} p_{\varepsilon}\left(B_{s}-x\right) d s \xrightarrow{L^{2}(\Omega)} L_{t}^{x} \tag{6.3}
\end{equation*}
$$

In fact, by (2.17),

$$
F_{\varepsilon}-L_{t}^{x}=\int_{\mathbb{R}} p_{\varepsilon}(y-x)\left(L_{t}^{y}-L_{t}^{x}\right) d y
$$

The continuity of the local time in $(t, x)$ implies that $F_{\varepsilon}-L_{t}^{x}$ converges almost surely to zero as $\epsilon \rightarrow 0$ for all $(t, x)$. Moreover, by Tanaka's formula (Corollary 2.5.2), for any $p>2$,

$$
\sup _{x \in \mathbb{R}}\left\|L_{t}^{x}\right\|_{p}<\infty .
$$

Therefore the convergence is also in $L^{2}(\Omega)$, which shows (6.3). Applying the derivative operator yields

$$
D_{r} F_{\epsilon}=\int_{0}^{t} p_{\epsilon}^{\prime}\left(B_{s}-x\right) D_{r} B_{s} d s=\int_{r}^{t} p_{\epsilon}^{\prime}\left(B_{s}-x\right) d s
$$

Thus

$$
\begin{aligned}
\mathrm{E}\left(D_{r} F_{\epsilon} \mid \mathcal{F}_{r}\right) & =\int_{r}^{t} \mathrm{E}\left(p_{\epsilon}^{\prime}\left(B_{s}-B_{r}+B_{r}-x\right) \mid \mathcal{F}_{r}\right) d s \\
& =\int_{r}^{t} p_{\epsilon+s-r}^{\prime}\left(B_{r}-x\right) d s
\end{aligned}
$$

As a consequence, taking the limit as $\epsilon \rightarrow 0$, we obtain the following integral representation of the Brownian local time:

$$
L_{t}^{x}=\mathrm{E}\left(L_{t}^{x}\right)+\int_{0}^{t} \varphi\left(t-r, B_{r}-x\right) d B_{r}
$$

where

$$
\varphi(r, y)=\int_{0}^{r} p_{s}^{\prime}(y) d s
$$

In the last part of this section we will discuss how to derive a ClarkOcone formula after a change of measure. Consider an adapted process $\theta=\left(\theta_{t}\right)_{t \in[0, T]}$ satisfying Novikov's condition (2.24). Define

$$
Z_{T}=\exp \left(-\int_{0}^{T} \theta_{s} d B_{s}-\frac{1}{2} \int_{0}^{T} \theta_{s}^{2} d s\right)
$$

Consider the probability Q on $\mathcal{F}_{T}$ given by the density $d \mathrm{Q} / d \mathrm{P}=Z_{T}$. Set

$$
\tilde{B}_{t}=B_{t}+\int_{0}^{t} \theta_{s} d s, \quad t \in[0, T]
$$

By Girsanov's theorem (Theorem 2.10.3), under $\mathrm{Q}, \tilde{B}=\left(\tilde{B}_{t}\right)_{t \in[0, T]}$ is a Brownian motion.

In general $\mathcal{F}_{T}^{\tilde{B}} \subset \mathcal{F}_{T}^{B}$, with a strict inclusion. Can we represent an $\mathcal{F}_{T}^{B-}$ measurable random variable as a stochastic integral with respect to the $\mathrm{Q}-$ Brownian motion $\tilde{B}$ using the Clark-Ocone formula? The following theorem provides an answer to this question.

Theorem 6.1.5 Suppose that $F \in \mathbb{D}^{1,2}, \theta \in \mathbb{D}^{1,2}\left(L^{2}([0, T])\right)$, and

- $\mathrm{E}\left(Z_{T}^{2} F^{2}\right)+\mathrm{E}\left(Z_{T}^{2}\|D F\|_{H}^{2}\right)<\infty$,
- $\mathrm{E}\left(Z_{T}^{2} F^{2} \int_{0}^{T}\left(\theta_{t}+\int_{t}^{T} D_{t} \theta_{s} d B_{s}+\int_{t}^{T} \theta_{s} D_{t} \theta_{s} d s\right)^{2} d t\right)<\infty$.

Then

$$
F=\mathrm{E}_{\mathrm{Q}}(F)+\int_{0}^{T} \mathrm{E}_{\mathrm{Q}}\left(D_{t} F+\left.F \int_{t}^{T} D_{t} \theta_{s} d \tilde{B}_{s}\right|_{\mathcal{F}_{t}}\right) d \tilde{B}_{t}
$$

We refer to Karatzas and Ocone (1991) for a proof of this result with extension to a multidimensional case and applications to hedging in a generalized Black-Scholes model.

### 6.2 Modulus of Continuity of the Local Time

As a consequence of the Clark-Ocone formula (Theorem 6.1.1), we have the following central limit theorem for the $L^{2}$-modulus of continuity of the local time.

Theorem 6.2.1 For each fixed $t>0$, as $h$ tends to zero we have the following convergence in law:

$$
h^{-3 / 2}\left(\int_{\mathbb{R}}\left(L_{t}^{x+h}-L_{t}^{x}\right)^{2} d x-4 t h\right) \stackrel{\mathcal{L}}{\longrightarrow} 8 \sqrt{\frac{\alpha_{t}}{3}} \eta
$$

where

$$
\begin{equation*}
\alpha_{t}=\int_{\mathbb{R}}\left(L_{t}^{x}\right)^{2} d x \tag{6.4}
\end{equation*}
$$

and $\eta$ is an $N(0,1)$ random variable that is independent of $B$.

Theorem 6.2.1 was proved by Chen et al. (2010) using the method of moments. We give below the main ideas of a proof, based on the ClarkOcone formula, due to Hu and Nualart (2009).

We make use of the notation, for $t, h>0$,

$$
G_{t, h}=\int_{\mathbb{R}}\left(L_{t}^{x+h}-L_{t}^{x}\right)^{2} d x
$$

We first establish some preliminary results on the stochastic integral representation of the random variable $G_{t, h}$, obtained using the Clark-Ocone formula.

The random variable $\alpha_{t}$ appearing in (6.4) can be expressed in terms of the self-intersection local time of Brownian motion. In fact,

$$
\alpha_{t}=\int_{\mathbb{R}}\left(\int_{0}^{t} \delta_{x}\left(B_{s}\right) d s\right)^{2} d x=2 \int_{0}^{t} \int_{0}^{v} \delta_{0}\left(B_{v}-B_{u}\right) d u d v .
$$

In the same way,

$$
G_{t, h}=-2 \int_{0}^{t} \int_{0}^{v}\left(\delta\left(B_{v}-B_{u}+h\right)+\delta\left(B_{v}-B_{u}-h\right)-2 \delta\left(B_{v}-B_{u}\right)\right) d u d v
$$

Applying the Clark-Ocone formula (Theorem 6.1.1), we can derive the following stochastic integral representation for $G_{t, h}$.

Proposition 6.2.2 We have

$$
\begin{equation*}
G_{t, h}=\mathrm{E}\left(G_{t, h}\right)-4 \int_{0}^{t} u_{t, h}(r) d B_{r}-4 \int_{0}^{t} \Psi_{h}(r) d B_{r} \tag{6.5}
\end{equation*}
$$

where

$$
u_{t, h}(r)=\int_{0}^{r} \int_{0}^{h}\left(p_{t-r}\left(B_{r}-B_{u}+y\right)-p_{t-r}\left(B_{r}-B_{u}-y\right)\right) d y d u
$$

and

$$
\Psi_{h}(r)=\int_{0}^{r}\left(\mathbf{1}_{[0, h]}\left(B_{r}-B_{u}\right)-\mathbf{1}_{[0, h]}\left(B_{u}-B_{r}\right)\right) d u .
$$

Proof Let $\epsilon>0$. For $u<r<v$, we have

$$
\begin{aligned}
& \mathrm{E}\left(D_{r}\right.\left.\left(p_{\epsilon}\left(B_{v}-B_{u}+h\right)+p_{\epsilon}\left(B_{v}-B_{u}-h\right)-2 p_{\epsilon}\left(B_{v}-B_{u}\right)\right) \mid \mathcal{F}_{r}\right) \\
& \quad=\mathrm{E}\left(p_{\epsilon}^{\prime}\left(B_{v}-B_{u}+h\right)+p_{\epsilon}^{\prime}\left(B_{v}-B_{u}-h\right)-2 p_{\epsilon}^{\prime}\left(B_{v}-B_{u}\right) \mid \mathcal{F}_{r}\right) \\
& \quad=p_{\epsilon+v-r}^{\prime}\left(B_{r}-B_{u}+h\right)+p_{\epsilon+v-r}^{\prime}\left(B_{r}-B_{u}-h\right)-2 p_{\epsilon+v-r}^{\prime}\left(B_{r}-B_{u}\right) \\
& \quad=\int_{0}^{h}\left(p_{\epsilon+v-r}^{\prime \prime}\left(B_{r}-B_{u}+y\right)-p_{\epsilon+v-r}^{\prime \prime}\left(B_{r}-B_{u}-y\right)\right) d y \\
& \quad=2 \int_{0}^{h}\left(\frac{\partial p_{\epsilon+v-r}}{\partial v}\left(B_{r}-B_{u}+y\right)-\frac{\partial p_{\epsilon+v-r}}{\partial v}\left(B_{r}-B_{u}-y\right)\right) d y
\end{aligned}
$$

where $p_{\epsilon}=(2 \pi \epsilon)^{-1 / 2} \exp \left(-x^{2} /(2 \epsilon)\right)$. Integrating in $u$ and $v$ and letting $\epsilon \rightarrow$ 0 yields the result.

Proof of Theorem 6.2.1 The proof will be carried out in several steps.
Step 1 It was proved by Chen et al. $\left(2010\right.$, Lemma 8.1) that $\mathrm{E}\left(G_{t, h}\right)=$ $4 t h+O\left(h^{2}\right)$. Therefore, it suffices to show that, as $h$ tends to zero,

$$
\begin{equation*}
h^{-3 / 2}\left(G_{t, h}-\mathrm{E}\left(G_{t, h}\right)\right) \xrightarrow{\mathcal{L}} 8 \sqrt{\frac{\alpha_{t}}{3}} \eta, \tag{6.6}
\end{equation*}
$$

where $\eta$ is an $N(0,1)$ random variable that is independent of $B$.
Step 2 The stochastic integral $\int_{0}^{t} u_{t, h}(r) d B_{r}$ appearing in (6.5) makes no contribution to the limit (6.6). That is,

$$
h^{-3 / 2} \int_{0}^{t} u_{t, h}(r) d B_{r}
$$

converges in $L^{2}(\Omega)$ to zero as $h$ tends to zero. This follows from the estimate

$$
\begin{equation*}
\mathrm{E}\left(\int_{0}^{t}\left|u_{t, h}(r)\right|^{2} d r\right) \leq C h^{4} \tag{6.7}
\end{equation*}
$$

for all $h>0$.
Proof of (6.7) We can write

$$
\begin{aligned}
\mathrm{E}\left(\left|u_{t, h}(r)\right|^{2}\right)= & \int_{0}^{r} \int_{0}^{r} \int_{0}^{h} \int_{0}^{h} \int_{-\eta_{1}}^{\eta_{1}} \int_{-\eta_{2}}^{\eta_{2}} \mathrm{E}\left(p_{t-r}^{\prime}\left(B_{r}-B_{u_{1}}+\xi_{1}\right)\right. \\
& \left.\times p_{t-r}^{\prime}\left(B_{r}-B_{u_{2}}+\xi_{2}\right)\right) d \xi_{1} d \xi_{2} d \eta_{1} d \eta_{2} d u_{1} d u_{2} .
\end{aligned}
$$

By a symmetry argument, it suffices to integrate over the region $0<u_{1}<$
$u_{2}<r$. In this region,

$$
\begin{aligned}
& \mathrm{E}\left(p_{t-r}^{\prime} \quad\left(B_{r}-B_{u_{1}}+\xi_{1}\right) p_{t-r}^{\prime}\left(B_{r}-B_{u_{2}}+\xi_{2}\right)\right) \\
& \quad=\mathrm{E}\left(p_{t-r+u_{2}-u_{1}}^{\prime}\left(B_{r}-B_{u_{2}}+\xi_{1}\right) p_{t-r}^{\prime}\left(B_{r}-B_{u_{2}}+\xi_{2}\right)\right) \\
& \quad \leq\left\|p_{r-u_{2}}\right\|_{p_{1}}\left\|p_{t-r+u_{2}-u_{1}}^{\prime}\right\|_{p_{2}}\left\|p_{t-r}^{\prime}\right\|_{p_{3}},
\end{aligned}
$$

where $1 / p_{1}+1 / p_{2}+1 / p_{3}=1$. It is easy to see that

$$
\begin{aligned}
\left\|p_{r-u_{2}}\right\|_{p_{1}} & \leq C\left(r-u_{2}\right)^{-1 / 2+1 /\left(2 p_{1}\right)}, \\
\left\|p_{t-r+u_{2}-u_{1}}^{\prime}\right\|_{p_{2}} & \leq C\left(t-r+u_{2}-u_{1}\right)^{-1+1 /\left(2 p_{2}\right)} \leq C\left(u_{2}-u_{1}\right)^{-1+1 /\left(2 p_{2}\right)}, \\
\left\|p_{t-r}^{\prime}\right\|_{p_{3}} & \leq C(t-r)^{-1+1 /\left(2 p_{3}\right)},
\end{aligned}
$$

for some constant $C>0$. Thus

$$
\begin{aligned}
\mathrm{E}\left(\left|u_{t, h}(r)\right|^{2}\right) \leq & C \int_{0}^{r} \int_{0}^{u_{2}} \int_{0}^{h} \int_{0}^{h} \int_{-\eta_{1}}^{\eta_{1}} \int_{-\eta_{2}}^{\eta_{2}}\left(r-u_{2}\right)^{-1 / 2+1 /\left(2 p_{1}\right)} \\
& \times\left(u_{2}-u_{1}\right)^{-1+1 /\left(2 p_{2}\right)}(t-r)^{-1+1 /\left(2 p_{3}\right)} d \xi_{1} d \xi_{2} d \eta_{1} d \eta_{2} d u_{1} d u_{2} \\
\leq & C h^{4}
\end{aligned}
$$

which concludes the proof of (6.7).
Step 3 Consider the martingale

$$
M_{t}^{h}=h^{-3 / 2} \int_{0}^{t} \Psi_{h}(r) d B_{r}
$$

In order to show Theorem 6.2.1, it suffices to prove the following convergence in law as $h$ tends to zero:

$$
M_{t}^{h} \xrightarrow{\mathcal{L}} 2 \eta \sqrt{\frac{\alpha_{t}}{3}},
$$

where $\eta$ is a standard normal random variable that is independent of $B$.
From the asymptotic version of the Ray-Knight theorem (see Revuz and Yor, 1999, Theorem (2.3), p. 524) it suffices to show that, for any $t \geq 0$,

$$
\begin{equation*}
\left\langle M^{h}\right\rangle_{t}=h^{-3} \int_{0}^{t} \Psi_{h}(r)^{2} d r \xrightarrow{L^{2}(\Omega)} \frac{4}{3} \alpha_{t} \tag{6.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{0 \leq s \leq t}\left|\left\langle M^{h}, B\right\rangle_{s}\right|=\sup _{0 \leq s \leq t} h^{-3 / 2}\left|\int_{0}^{s} \Psi_{h}(r) d r\right| \xrightarrow{L^{2}(\Omega)} 0 . \tag{6.9}
\end{equation*}
$$

In fact, (6.8) and (6.9) imply that ( $B, \beta^{h}$ ) converges in law to $(B, \beta)$, where $\beta$ is a Brownian motion that is independent of $B$, and $\beta^{h}$ is such that $M_{t}^{h}=$ $\beta^{h}\left(\left\langle M^{h}\right\rangle_{t}\right)$ (the asymptotic version of the Ray-Knight theorem).

Proof of (6.8) By the occupation formula (2.17), we have

$$
\begin{aligned}
\Psi_{h}(r) & =\int_{\mathbb{R}}\left(\mathbf{1}_{[0, h]}\left(B_{r}-x\right)-\mathbf{1}_{[0, h]}\left(x-B_{r}\right)\right) L_{r}^{x} d x \\
& =\int_{0}^{h}\left(L_{r}^{B_{r}-y}-L_{r}^{B_{r}+y}\right) d y
\end{aligned}
$$

Tanaka's formula (Theorem 2.5.1) for the Brownian motion $\left\{B_{r}-B_{s}, 0 \leq\right.$ $s \leq r\}$ yields

$$
\begin{aligned}
L_{r}^{B_{r}-y}-L_{r}^{B_{r}+y}= & -2 y-2\left(B_{r}-y\right)^{+}+2\left(B_{r}+y\right)^{+} \\
& +2 \int_{0}^{r} \mathbf{1}_{\left\{y>\mid B_{r}-B_{s}\right\}} \hat{d} B_{s},
\end{aligned}
$$

where $\hat{d} B_{s}$ denotes the backward Itô stochastic integral (see Section 2.8). Then

$$
\begin{align*}
\Psi_{h}(r)= & -h^{2}+2 \int_{0}^{h}\left[\left(B_{r}+y\right)^{+}-\left(B_{r}-y\right)^{+}\right] d y \\
& +2 \int_{0}^{r}\left(h-B_{r}-B_{s} \mid\right)^{+} \hat{d} B_{s} \tag{6.10}
\end{align*}
$$

Therefore, it suffices to show that

$$
4 h^{-3} \int_{0}^{t}\left(\int_{0}^{r}\left(h-\left|B_{r}-B_{s}\right|\right)^{+} \hat{d} B_{s}\right)^{2} d r \xrightarrow{L^{2}(\Omega)} \frac{4}{3} \alpha_{t} .
$$

By Itô's formula (Theorem 2.4.3), we can write

$$
\begin{aligned}
&\left(\int_{0}^{r}\left(h-\left|B_{r}-B_{s}\right|\right)^{+} \hat{d} B_{s}\right)^{2} \\
&= 2 \int_{0}^{r}\left(\int_{s}^{r}\left(h-\left|B_{r}-B_{u}\right|\right)^{+} \hat{d} B_{u}\right)\left(h-\left|B_{r}-B_{s}\right|\right)^{+} \hat{d} B_{s} \\
&+\int_{0}^{r}\left(\left(h-\left|B_{r}-B_{s}\right|\right)^{+}\right)^{2} d s \\
& \quad= I_{1}(r, h)+I_{2}(r, h)
\end{aligned}
$$

It is not difficult to show that the term $I_{1}(r, h)$ does not contribute to the above limit. Therefore, we need only to show that

$$
h^{-3} \int_{0}^{t} \int_{0}^{r}\left(\left(h-\left|B_{r}-B_{s}\right|\right)^{+}\right)^{2} d s d r \xrightarrow{L^{2}(\Omega)} \frac{1}{3} \alpha_{t}
$$

This follows from

$$
\alpha_{t}=2 \int_{0}^{t} \int_{\mathbb{R}} L_{r}^{x} L_{d r}^{x} d x=2 \int_{0}^{t} L_{r}^{B_{r}} d r
$$

$$
\int_{0}^{t} \int_{0}^{r}\left(\left(h-\left|B_{r}-B_{s}\right|\right)^{+}\right)^{2} d s d r=\int_{0}^{t} \int_{\mathbb{R}}\left(\left(h-\left|B_{r}-x\right|\right)^{+}\right)^{2} L_{r}^{x} d x d r
$$

and

$$
\int_{\mathbb{R}} \frac{\left((h-|x|)^{+}\right)^{2}}{h^{3}} d x=\frac{2}{3} .
$$

This concludes the proof of (6.8).
Proof of (6.9) In view of (6.10) it suffices to show that

$$
\sup _{0 \leq t \leq t_{1}}\left|h^{-3 / 2} \int_{0}^{t}\left(\int_{0}^{r}\left(h-\left|B_{r}-B_{s}\right|\right)^{+} \hat{d} B_{s}\right) d r\right|
$$

converges to zero in $L^{2}(\Omega)$ as $h$ tends to zero, for any $t_{1}>0$. For any $p \geq 2$ and any $0 \leq s<t$, we can write, by Fubini's theorem and the Burkholder-Davis-Gundy inequality (Theorem 2.2.3),

$$
\begin{aligned}
& \mathrm{E}\left(\left|\int_{s}^{t}\left(\int_{0}^{r}\left(h-\left|B_{r}-B_{v}\right|\right)^{+} \hat{d} B_{v}\right) d r\right|^{p}\right) \\
& \quad \leq c_{p}\left\{\mathrm{E}\left(\left|\int_{0}^{s}\left(\int_{s}^{t}\left(h-\left|B_{r}-B_{v}\right|\right)^{+} d r\right)^{2} d v\right|^{p / 2}\right)\right. \\
& \left.\quad \quad+\mathrm{E}\left(\left|\int_{s}^{t}\left(\int_{v}^{t}\left(h-\left|B_{r}-B_{v}\right|\right)^{+} d r\right)^{2} d v\right|^{p / 2}\right)\right\} \\
& \quad=c_{p}\left(I_{1}+I_{2}\right) .
\end{aligned}
$$

The term $I_{1}$ can be expressed using the occupation formula (2.17) as follows:

$$
\begin{aligned}
I_{1} & =\mathrm{E}\left(\left|\int_{0}^{s}\left(\int_{\mathbb{R}}\left(h-\left|x-B_{v}\right|\right)^{+}\left(L_{t}^{x}-L_{s}^{x}\right) d x\right)^{2} d v\right|^{p / 2}\right) \\
& \leq s^{p / 2} h^{2 p} \mathrm{E}\left(\sup _{x}\left|L_{t}^{x}-L_{s}^{x}\right|^{p}\right)
\end{aligned}
$$

By the inequalities for local time proved, for instance, in Barlow and Yor (1981), we obtain

$$
I_{1} \leq c_{p} h^{2 p}|t-s|^{p / 2}
$$

Similarly,

$$
\begin{aligned}
I_{2} & =\mathrm{E}\left(\left|\int_{s}^{t}\left(\int_{\mathbb{R}}\left(h-\left|x-B_{v}\right|\right)^{+}\left(L_{t}^{x}-L_{v}^{x}\right) d x\right)^{2} d v\right|^{p / 2}\right) \\
& \leq h^{2 p}|t-s|^{p / 2} \sup _{s \leq v \leq t} \mathrm{E}\left(\sup _{x}\left|L_{t}^{x}-L_{v}^{x}\right|^{p}\right) \\
& \leq c_{p} h^{2 p}|t-s|^{p} .
\end{aligned}
$$

Finally, a standard application of the Garsia-Rodemich-Rumsey lemma (see Garsia et al., 1970/71) allows us to conclude the proof of (6.9).

The proof of Theorem 6.2.1 is now completed.
Theorem 6.2.1 can be extended to the third moment. In fact, the ClarkOcone formula applied to $h^{-2} \int_{\mathbb{R}}\left(L_{t}^{x+h}-L_{t}^{x}\right)^{3} d x$ gives the following central limit theorem for the third integrated moment of the local time; this was proved by Hu and Nualart (2010).

Theorem 6.2.3 As h tends to zero,

$$
h^{-2} \int_{\mathbb{R}}\left(L_{t}^{x+h}-L_{t}^{x}\right)^{3} d x \xrightarrow{\mathcal{L}} 8 \sqrt{3}\left(\int_{\mathbb{R}}\left(L_{t}^{x}\right)^{3} d x\right)^{1 / 2} \eta,
$$

where $\eta$ is an $N(0,1)$ random variable that is independent of $B$.

### 6.3 Derivative of the Self-Intersection Local Time

In this section we obtain a stochastic integral representation formula for the derivative of the self-intersection local time of a Brownian motion, defined as the following limit in $L^{2}(\Omega)$ :

$$
\begin{equation*}
\gamma_{t}:=\lim _{\epsilon \rightarrow 0} \int_{0}^{t} \int_{0}^{s} p_{\epsilon}^{\prime}\left(B_{s}-B_{u}\right) d u d s \tag{6.11}
\end{equation*}
$$

This limit can also be interpreted as the value of the following derivative at zero:

$$
\gamma_{t}=-\left.\frac{d}{d x}\left(\int_{0}^{t} \int_{0}^{s} \delta_{x}\left(B_{s}-B_{u}\right) d u d s\right)\right|_{x=0}
$$

Proposition 6.3.1 The limit (6.11) exists in $L^{2}(\Omega)$, and

$$
\gamma_{t}=2 \int_{0}^{t}\left(\int_{0}^{r} p_{t-r}\left(B_{r}-B_{u}\right) d u-L_{r}^{B_{r}}\right) d B_{r}
$$

Proof Set $\gamma_{t}^{\epsilon}=\int_{0}^{t} \int_{0}^{s} p_{\epsilon}^{\prime}\left(B_{s}-B_{u}\right) d u d s$. Then

$$
\begin{aligned}
D_{r} \gamma_{t}^{\epsilon} & =\int_{0}^{t} \int_{0}^{s} p_{\epsilon}^{\prime \prime}\left(B_{s}-B_{u}\right) \mathbf{1}_{[u, s]}(r) d u d s \\
& =\int_{r}^{t} \int_{0}^{r} p_{\epsilon}^{\prime \prime}\left(B_{s}-B_{u}\right) d u d s
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{E}\left(D_{r} \gamma_{t}^{\epsilon} \mid \mathcal{F}_{r}\right) & =\int_{r}^{t} \int_{0}^{r} p_{\epsilon+s-r}^{\prime \prime}\left(B_{r}-B_{u}\right) d u d s \\
& =2 \int_{r}^{t} \int_{0}^{r} \frac{\partial p_{\epsilon+s-r}}{\partial u}\left(B_{r}-B_{u}\right) d u d s \\
& =2 \int_{0}^{r}\left(p_{\epsilon+t-r}\left(B_{r}-B_{u}\right)-p_{\epsilon}\left(B_{r}-B_{u}\right)\right) d u .
\end{aligned}
$$

As $\epsilon$ tends to zero, this converges in $L^{2}(\Omega \times[0, t])$ to

$$
\int_{0}^{r} p_{t-r}\left(B_{r}-B_{u}\right) d u-L_{r}^{B_{r}}
$$

which implies the result.
The process $\gamma_{t}$ is a Dirichlet process (it has zero quadratic variation and infinite total variation). This process was studied by Rogers and Walsh (1994) and Rosen (2005). The following theorem is due to Rogers and Walsh (1994).

Theorem 6.3.2 The process $\gamma$ has a 4/3-variation in $L^{2}(\Omega)$ given by

$$
\langle\gamma\rangle_{4 / 3, t}=K \int_{0}^{t}\left(L_{r}^{B_{r}}\right)^{2 / 3} d r
$$

where $K=\mathrm{E}\left(\left|B_{1}\right|^{4 / 3}\right) \mathrm{E}\left(\left(\int_{\mathbb{R}}\left(L_{1}^{z}\right)^{2} d z\right)^{2 / 3}\right)$.
The proof is based on Gebelein's inequality for Gaussian random variables. An alternative proof by Hu et al. (2014a) uses the integral representation and ideas from fractional martingales.

### 6.4 Application of the Clark-Ocone Formula in Finance

Assume that the price of a risky asset $\left(S_{t}\right)_{t \in[0, T]}$ follows the Black-Scholes model under a risk-neutral probability P :

$$
d S_{t}=r S_{t} d t+\sigma S_{t} d B_{t}, \quad t \in[0, T]
$$

where $r>0$ is the constant interest rate and $\sigma>0$ is the volatility. By Itô's formula (Theorem 2.4.3), this is equivalent to saying that

$$
S_{t}=S_{0} \exp \left(\sigma B_{t}+\left(r-\frac{\sigma^{2}}{2}\right) t\right)
$$

Fix a time $T>0$, and consider a payoff $H \geq 0$ which is $\mathcal{F}_{T}$-measurable
and such that $\mathrm{E}\left(H^{2}\right)<\infty$. Applying the integral representation theorem (Theorem 2.9.1) to $e^{-r T} H$ yields

$$
e^{-r T} H=\mathrm{E}\left(e^{-r T} H\right)+\int_{0}^{T} u_{t} d B_{t}
$$

where $u \in L_{T}^{2}(\mathcal{P})$. As a consequence, we can show that $H$ can be replicated; that is, there exists a self-financing portfolio with value $X_{t}$ satisfying $X_{T}=$ $H$. This implies that this market is complete. A self-financing portfolio is characterized by the value at 0 and by the amount $\Delta_{t}$ of shares in the portfolio at any time $t \in[0, T]$. Its value is given by the equation

$$
d X_{t}=\Delta_{t} d S_{t}+r\left(X_{t}-\Delta_{t} S_{t}\right) d t .
$$

Then, to construct such a portfolio it suffices to take $X_{0}=\mathrm{E}\left(e^{-r T} H\right)$ and $\Delta_{t}=e^{r t} u_{t} /\left(\sigma S_{t}\right)$. Indeed, the process $X_{t}=e^{r t}\left(\mathrm{E}(H)+\int_{0}^{t} u_{s} d B_{s}\right)$ satisfies

$$
\begin{aligned}
d X_{t} & =e^{r t} u_{t} d B_{t}+r e^{r t} X_{t} d t \\
& =\Delta_{t}\left(d S_{t}-r S_{t} d t\right)+r X_{t} d t
\end{aligned}
$$

As a consequence of the Clark-Ocone formula we have the following result.

Proposition 6.4.1 The hedging portfolio of a derivative security with payoff $H \in L^{2}\left(\Omega, \mathcal{F}_{T}, \mathrm{P}\right)$ is given by

$$
\Delta_{t}=\frac{e^{-r(T-t)}}{\sigma S_{t}} \mathrm{E}\left(D_{t} H \mid \mathscr{F}_{t}\right)
$$

Proof The Clark-Ocone formula implies that $u_{t}=e^{-r T} \mathrm{E}\left(D_{t} H \mid \mathscr{F}_{t}\right)$ and the result then follows from the previous computations.

In the case of a "vanilla" option, which by definition has the form $H=$ $\varphi\left(S_{T}\right)$, where $\varphi$ is a differentiable function such that $\varphi$ and its derivative $\varphi^{\prime}$ have polynomial growth, we have $D_{t} H=\varphi^{\prime}\left(S_{T}\right) D_{t} S_{T}=\varphi^{\prime}\left(S_{T}\right) \sigma S_{T}$ and

$$
\Delta_{t}=\frac{e^{-r(T-t)}}{S_{t}} \mathrm{E}\left(\varphi^{\prime}\left(S_{T}\right) S_{T} \mid \mathscr{F}_{t}\right)
$$

By the Markov property (Theorem 1.6.1), this expression can be written in the form $F\left(t, S_{t}\right)$, where

$$
F(t, x)=e^{-r(T-t)} \mathrm{E}\left(\varphi^{\prime}\left(x \frac{S_{T}}{S_{t}}\right) \frac{S_{T}}{S_{t}}\right) .
$$

Then, one can use the techniques of Malliavin calculus to remove the
derivative. This would require one to apply an integration-by-parts formula that will be proved in Chapter 7 (see Proposition 7.2.4). We obtain

$$
F(t, x)=\frac{e^{-r(T-t)}}{x \sigma(T-t)} \mathrm{E}\left(\varphi\left(x \frac{S_{T}}{S_{t}}\right)\left(B_{T}-B_{t}\right)\right)
$$

This expression is well suited for Monte Carlo simulations (see Fournier et al., 1999, and Kohatsu-Higa and Montero, 2004). By the Markov property, the price of the security is of the form $v\left(t, S_{t}\right)$, where

$$
v(t, x)=e^{-r(T-t)} \mathrm{E}\left(\varphi\left(x \frac{S_{T}}{S_{t}}\right)\right)
$$

and, in that case, $\Delta_{t}=F\left(t, S_{t}\right)=v_{x}\left(t, S_{t}\right)$.

### 6.5 Second Integral Representation

Recall that $L$ is the generator of the Ornstein-Uhlenbeck semigroup introduced in Chapter 5.

Proposition 6.5.1 Let $F$ be in $\mathbb{D}^{1,2}$ with $\mathrm{E}(F)=0$. Then the process

$$
u=-D L^{-1} F
$$

belongs to $\operatorname{Dom} \delta$ and satisfies $F=\delta(u)$. Moreover $u \in L^{2}(\Omega ; H)$ is unique among all square integrable processes with a chaos expansion

$$
u_{t}=\sum_{q=0}^{\infty} I_{q}\left(f_{q}(t)\right)
$$

such that $f_{q}\left(t, t_{1}, \ldots, t_{q}\right)$ is symmetric in all $q+1$ variables $t, t_{1}, \ldots, t_{q}$.
Proof By Proposition 5.2.1,

$$
F=L L^{-1} F=-\delta\left(D L^{-1} F\right)
$$

Clearly, the process $u=-D L^{-1} F$ has a Wiener chaos expansion with functions symmetric in all their variables. To show uniqueness, let $v \in$ $L^{2}(\Omega ; H)$ with a chaos expansion $v_{t}=\sum_{q=0}^{\infty} I_{q}\left(g_{q}(t)\right)$, such that the function $g_{q}\left(t, t_{1}, \ldots, t_{q}\right)$ is symmetric in all $q+1$ variables $t, t_{1}, \ldots, t_{q}$ and such that $\delta(v)=F$. Then, there exists a random variable $G \in \mathbb{D}^{1,2}$ such that $D G=v$. Indeed, it suffices to take

$$
G=\sum_{q=0}^{\infty} \frac{1}{q+1} I_{q+1}\left(g_{q}\right)
$$

We claim that $G=-L^{-1} F$. This follows from $L G=-\delta D G=-\delta(v)=-F$. The proof is now complete.

It is important to notice that, unlike the Clark-Ocone formula, which requires that the underlying process is a Brownian motion, the representation provided in Proposition 6.5 .1 holds in the context of a general Gaussian isonormal process.

### 6.6 Proving Tightness Using Malliavin Calculus

In this section we summarize an application of the second representation proved in Proposition 6.5.1 to derive tightness in the asymptotic behavior of the self-intersection local time of a fractional Brownian motion. Let $d \geq$ 2. The $d$-dimensional fractional Brownian motion $B^{\mathrm{H}}=\left(B_{t}^{\mathrm{H}}\right)_{t \geq 0}$ with Hurst parameter $\mathrm{H} \in(0,1)$ is a mean-zero Gaussian process with covariance

$$
\mathrm{E}\left(B_{t}^{\mathrm{H}, i} B_{s}^{\mathrm{H}, j}\right)=\frac{1}{2} \delta_{i j}\left(t^{2 \mathrm{H}}+s^{2 \mathrm{H}}-|t-s|^{2 \mathrm{H}}\right) .
$$

That is, the components of $B^{\mathrm{H}}$ are independent fractional Brownian motions with Hurst parameter H (see Example 3.5.3).

The self-intersection local time of $B^{\mathrm{H}}$ on $[0, T]$ is heuristically defined by

$$
I_{T}=\int_{0}^{T} \int_{0}^{t} \delta_{0}\left(B_{t}^{\mathrm{H}}-B_{s}^{\mathrm{H}}\right) d s d t
$$

Notice that

$$
\begin{aligned}
\mathrm{E}\left(I_{T}\right) & =\int_{0}^{T} \int_{0}^{t} \mathrm{E}\left(\delta_{0}\left(B_{t}^{\mathrm{H}}-B_{s}^{\mathrm{H}}\right)\right) d s d t \\
& =(2 \pi)^{-d / 2} \int_{0}^{T} \int_{0}^{t}|t-s|^{-\mathrm{H} d} d s d t<\infty \quad \Longleftrightarrow \quad \mathrm{H} d<1 .
\end{aligned}
$$

This informal computation predicts that the self-intersection local time will exist only if $\mathrm{H} d<1$. In the Brownian motion case (that is, $\mathrm{H}=1 / 2$ ) this means $d=1$.

A rigorous definition of $I_{T}$ is obtained by taking the limit in $L^{2}(\Omega)$ as $\epsilon \rightarrow 0$ of the approximation

$$
I_{T, \epsilon}=\int_{0}^{T} \int_{0}^{t} p_{\epsilon}\left(B_{t}^{\mathrm{H}}-B_{s}^{\mathrm{H}}\right) d s d t
$$

where $p_{\epsilon}(x)=(2 \pi \epsilon)^{-d / 2} \exp \left(-|x|^{2} /(2 \epsilon)\right)$. Then, it can be proved that $I_{T, \epsilon}$ converges in $L^{2}(\Omega)$ if and only if $\mathrm{H} d<1$. When $\mathrm{H} d>1$, we introduce the so-called Varadhan renormalization, which consists of subtracting the
expectation $\mathrm{E}\left(I_{T, \epsilon}\right)$; the latter is the divergent term. Then, for $1 / d \leq \mathrm{H}<$ $3 /(2 d)$,

$$
I_{T, \epsilon}-\mathrm{E}\left(I_{T, \epsilon}\right) \xrightarrow{L^{2}(\Omega)} \tilde{I}_{T},
$$

and $\tilde{I}_{T}$ is called the renormalized self-intersection local time (see Hu and Nualart, 2005). For Brownian motion (that is, $H=1 / 2$ ) this happens when $d=2$.

When $\mathrm{H} \geq 3 /(2 d)$, with proper normalization we can establish a central limit theorem.

Theorem 6.6.1 (Hu and Nualart, 2005) Let $B^{\mathrm{H}}$ be a d-dimensional fractional Brownian motion with Hurst parameter H . Assume that $d \geq 2$. Then, if $3 /(2 d)<\mathrm{H}<3 / 4$, we have the convergence in law

$$
\begin{equation*}
\epsilon^{d / 2-3 /(4 \mathrm{H})}\left(I_{T, \epsilon}-\mathrm{E}\left(I_{T, \epsilon}\right)\right) \xrightarrow{\mathcal{L}} N\left(0, T \sigma_{\mathrm{H}, d}^{2}\right) \tag{6.12}
\end{equation*}
$$

as $\in \downarrow 0$.
The case $\mathrm{H}=3 /(2 d)$ was addressed as well in Hu and Nualart (2005), where it was shown that the sequence $(\log (1 / \epsilon))^{-1 / 2}\left(I_{T}^{\epsilon}-\mathrm{E}\left(I_{T}^{\epsilon}\right)\right)$ converges in law to a centered Gaussian distribution with variance $T \sigma_{\log }^{2}$ as $\epsilon \rightarrow 0$, where the constant $\sigma_{\text {log }}^{2}$ is given by equation (42) in Hu and Nualart (2005).

Theorem 6.6 .1 was proved in Hu and Nualart (2005) using the Wiener chaos expansion of $I_{T, \epsilon}$ and applying Theorem 8.4.1 below. The variance limit is given by

$$
\begin{equation*}
\sigma_{\mathrm{H}, d}^{2}=(2 \pi)^{-d} \int_{\substack{0<s<t<T \\ 0<s^{\prime}<l^{\prime}<T}}\left(\left(\lambda \rho-\mu^{2}\right)^{-d / 2}-(\lambda \rho)^{-d / 2}\right) d s d t d s^{\prime} d t^{\prime} \tag{6.13}
\end{equation*}
$$

with the notation $\lambda=|t-s|^{2 \mathrm{H}}, \rho=\left|t^{\prime}-s^{\prime}\right|^{2 \mathrm{H}}$, and $\mu=\mathrm{E}\left(\left(B_{t}^{\mathrm{H}, 1}-B_{s}^{\mathrm{H}, 1}\right)\left(B_{t^{\prime}}^{\mathrm{H}, 1}-\right.\right.$ $\left.B_{s^{\prime}}^{\mathrm{H}, 1}\right)$ ). To show that $\sigma_{\mathrm{H}, d}^{2}<\infty$ we need to estimate the double integral appearing in (6.13) over essentially three types of region: $\left[s^{\prime}, t^{\prime}\right] \subset[s, t]$, [ $\left.s^{\prime}, t^{\prime}\right] \cap[s, t]=\emptyset$, and $s<s^{\prime}<t<t^{\prime}$ (the intervals overlap).

A natural extension of Theorem 6.6.1 is the following functional version, established in Jaramillo and Nualart (2018).

Theorem 6.6.2 Let $B^{\mathrm{H}}$ be a d-dimensional fractional Brownian motion with Hurst parameter H . Assume that $d \geq 2$ and $3 /(2 d)<\mathrm{H}<3 / 4$. Then

$$
\begin{equation*}
\left(\epsilon^{d / 2-3 /(4 \mathrm{H})}\left(I_{T, \epsilon}-\mathrm{E}\left(I_{T, \epsilon}\right)\right)\right)_{T \geq 0} \xrightarrow{\mathcal{L}}\left(\sigma_{\mathrm{H}, d} B_{T}\right)_{T \geq 0} \tag{6.14}
\end{equation*}
$$

in the space $C([0, \infty))$ endowed with the topology of uniform convergence on compact sets, where B is a standard Brownian motion.

The proof of the convergence of the finite-dimensional distributions follows using the same approach as in Theorem 6.6.1. Then, the main difficulty in establishing the convergence (6.14) is to show the tightness property of the laws. From the Billingsley criterion (see Billingsley, 1999, Theorem 12.3), the tightness property can be derived by showing that there exists $p>2$ such that, for every $0 \leq S \leq T$,

$$
\begin{equation*}
\mathrm{E}\left(\left|\Phi_{T, \epsilon}-\Phi_{S, \epsilon}\right|^{p}\right) \leq C_{p, d, \mathrm{H}}|T-S|^{p / 2} \tag{6.15}
\end{equation*}
$$

for some constant $C>0$ independent of $S, T$ and $\epsilon$, where

$$
\begin{equation*}
\Phi_{T, \epsilon}=\epsilon^{d / 2-3 /(4 \mathrm{H})}\left(I_{T, \epsilon}-\mathrm{E}\left(I_{T, \epsilon}\right)\right) \tag{6.16}
\end{equation*}
$$

The problem in finding a bound of the type (6.15) comes from the fact that the smallest even integer $p>2$ is $p=4$, and, in view of the above comments for $p=2$, a direct computation of the moment of order four, $\mathrm{E}\left(\left|\Phi_{T, \epsilon}-\Phi_{S, \epsilon}\right|^{4}\right)$, is too complicated to be handled. To overcome this difficulty, a new approach to prove tightness based on the techniques of Malliavin calculus has been developed in Jaramillo and Nualart (2018). We describe the main ingredients of this approach in the next proposition.

Proposition 6.6.3 With the above notation, for all $2<p<4 \mathrm{H} d / 3$ we have, for all $0 \leq S \leq T$,

$$
\mathrm{E}\left(\left|\Phi_{T, \epsilon}-\Phi_{S, \epsilon}\right|^{p}\right) \leq C_{p, d, \mathrm{H}}|T-S|^{p / 2}
$$

Proof Fix $S \leq T$ and define $Z_{\epsilon}=\Phi_{T, \epsilon}-\Phi_{S, \epsilon}$, where $\Phi_{T, \epsilon}$ was defined in (6.16). The representation established in Proposition 6.5.1 applied to the centered random variable $Z_{\epsilon}$ yields

$$
Z_{\epsilon}=-\delta D L^{-1} Z_{\epsilon}
$$

Using that $\mathrm{E}\left(D L^{-1} Z_{\epsilon}\right)=0$ and Meyer's inequality (see (5.7)), we obtain

$$
\left\|Z_{\epsilon}\right\|_{p} \leq c_{p}\left\|D^{2} L^{-1} Z_{\epsilon}\right\|_{L^{p}\left(\Omega ;\left(H^{d}\right)^{82}\right)}
$$

where $H$ is the Hilbert space associated with the covariance of the fractional Brownian motion. We know that on the one hand

$$
Z_{\epsilon}=\epsilon^{d / 2-3 /(4 \mathrm{H})} \int_{\substack{s<t \\ s \ll \tau}}\left(p_{\epsilon}\left(B_{t}^{\mathrm{H}}-B_{s}^{\mathrm{H}}\right)-\mathrm{E}\left(p_{\epsilon}\left(B_{t}^{\mathrm{H}}-B_{s}^{\mathrm{H}}\right)\right)\right) d s d t .
$$

On the other hand, for any centered random variable $F$ we have

$$
L^{-1} F=-\int_{0}^{\infty} T_{\theta} F d \theta
$$

where $\left(T_{\theta}\right)_{\theta \geq 0}$ is the Ornstein-Uhlenbeck semigroup (see Exercise 5.5). As a consequence, from Mehler's formula (5.1) we can write

$$
\begin{aligned}
D^{2} & L^{-1} Z_{\epsilon}=-\int_{0}^{\infty} D^{2} T_{\theta} Z_{\epsilon} d \theta \\
& =-\int_{0}^{\infty} \int_{\substack{s \ll t \\
s \ll T}} D^{2} T_{\theta}\left(p_{\epsilon}\left(B_{t}^{\mathrm{H}}-B_{s}^{\mathrm{H}}\right)\right) d s d t d \theta \\
& =-\int_{0}^{\infty} \int_{\substack{s \ll \\
s \ll T}} D^{2} \tilde{\mathrm{E}}\left(p_{\epsilon}\left(e^{-\theta}\left(B_{t}^{\mathrm{H}}-B_{s}^{\mathrm{H}}\right)+\sqrt{1-e^{-2 \theta}}\left(\tilde{B}_{t}^{\mathrm{H}}-\tilde{B}_{s}^{\mathrm{H}}\right)\right)\right) d s d t d \theta \\
& =-\int_{0}^{\infty} \int_{\substack{s<t \\
s \ll T}} D^{2} p_{\epsilon+\left(1-e^{-2 \theta}\right)(t-s)^{2 \mathrm{H}}}\left(e^{-\theta}\left(B_{t}^{\mathrm{H}}-B_{s}^{\mathrm{H}}\right)\right) d s d t d \theta \\
& =-\int_{0}^{\infty} \int_{\substack{s \lll}} e^{-2 \theta} p_{\epsilon+\left(1-e^{-2 \theta}\right)(t-s)^{\prime \mathrm{H}}}^{\prime \prime}\left(e^{-\theta}\left(B_{t}^{\mathrm{H}}-B_{s}^{\mathrm{H}}\right)\right) \mathbf{1}_{[s, t]}^{\otimes 2} d s d t d \theta
\end{aligned}
$$

where $p^{\prime \prime}$ denotes the Hessian matrix of $p$. Finally, using Minkowski's inequality we obtain

$$
\begin{aligned}
\left\|Z_{\epsilon}\right\|_{p}^{2} \leq & c_{p}^{2}\left\|D^{2} L^{-1} Z_{\epsilon}\right\|_{L^{p}\left(\Omega ;\left(H^{d}\right)^{\otimes 2}\right)}^{2}=c_{p}^{2}\| \| D L^{-1} Z_{\epsilon}\left\|_{\left.\left(H^{d}\right)^{\otimes 2}\right)}^{2}\right\|_{p / 2} \\
\leq & c_{p}^{2} \int_{\mathbb{R}_{+}^{2}} \int_{\substack{s<t \\
s<l<T}} \int_{\substack{s^{\prime}<\iota^{\prime} \prime^{\prime}}} e^{-2 \theta-2 \beta} \mu^{2}\left\|p_{\epsilon+\left(1-e^{-2 \theta}\right)}^{\prime \prime}\left(e^{-\theta}\left(B_{t^{\prime}}^{H}-B_{s^{\prime}}^{H}\right)\right)\right\|_{p} \\
& \times\left\|p_{\epsilon+\left(1-e^{-2 \beta)}\right.}^{\prime \prime}\left(e^{-\beta}\left(B_{t}^{H}-B_{s}^{H}\right)\right)\right\|_{p} d s d t d s^{\prime} d t^{\prime} d \theta d \beta
\end{aligned}
$$

Performing some Gaussian computations (see Jaramillo and Nualart, 2018, for the details) we arrive at the estimate

$$
\left\|Z_{\epsilon}\right\|_{p}^{2} \leq K_{p, d, \mathrm{H}}|T-S|^{p}
$$

where

$$
K_{p . d . \mathrm{H}}=\int_{\substack{0<s \lll T \\ 0<s^{\prime}<l^{\prime}<T}} \frac{\mu^{2}}{\lambda \rho}\left((1+\lambda)(1+\rho)-\mu^{2}\right)^{-d / p} d s d t d s^{\prime} d t^{\prime}<\infty,
$$

where $\lambda, \rho$, and $\mu$ are the functions of $s, t, s^{\prime}, t^{\prime}$ appearing in the double inte$\operatorname{gral}$ (6.13) and $K$ is a constant depending on $p, d, \mathrm{H}$. Then, using arguments similar to those in the proof of $\sigma_{\mathrm{H}, d}^{2}<\infty$, one can show that $K_{p, d, \mathrm{H}}<\infty$ provided that $2<p<4 \mathrm{H} d / 3$ (see Jaramillo and Nualart, 2018, for the details). This completes the proof.

## Exercises

6.1 Using the Clark-Ocone formula find the stochastic integral representation of the random variables in Exercise 2.13.
6.2 Let $F=I_{n}(f), f \in L_{s}^{2}\left([0, T]^{n}\right)$, and for any $A \subset \mathcal{B}(\mathbb{R})$ consider the $\sigma$-field $\mathcal{F}_{A}=\sigma\left\{B\left(\mathbf{1}_{D}\right), D \subset A\right\}$. Show that

$$
\mathrm{E}\left(F \mid \mathcal{F}_{A}\right)=I_{n}\left(f_{n} \mathbf{1}_{A}^{\otimes n}\right)
$$

6.3 Let $F=I_{n}(f), f \in L_{s}^{2}\left([0, T]^{n}\right)$. Use the Clark-Ocone formula to show that $F=\delta(u)$, where $u_{t}=n I_{n-1}\left(f(\cdot, t) \mathbf{1}_{[0, t]}\right)$. Deduce that $u_{t}=\mathrm{E}\left(D_{t} F \mid \mathscr{F}_{t}\right)$. Apply this approach to prove the Clark-Ocone formula via the Wiener chaos expansion.
6.4 Let $F \in L^{2}\left(\Omega, \mathcal{F}_{[a, b]}, \mathrm{P}\right)$. Show that $F$ admits the following representation:

$$
F=\mathrm{E}\left(F \mid \mathcal{F}_{[a, t]^{c}}\right)+\int_{a}^{b} \mathrm{E}\left(D_{t} F \mid \mathcal{F}_{[a, t]^{c}}\right) d B_{t}
$$

## 7

## Study of Densities

In this chapter we apply Malliavin calculus to derive explicit formulas for the densities of random variables on Wiener space and to establish criteria for their regularity. We apply these criteria to the proof of Hörmander's hypoellipticity theorem.

### 7.1 Analysis of Densities in the One-Dimensional Case

We recall that $B=\left(B_{t}\right)_{t \geq 0}$ is a Brownian motion on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$ such that $\mathcal{F}$ is generated by $B$. The topological support of the law of a random variable $F$ is defined as the set of points $x \in \mathbb{R}$ such that $\mathrm{P}(|x-F|<\epsilon)>0$ for all $\epsilon>0$.

Our first result says that if a random variable $F$ belongs to the Sobolev space $\mathbb{D}^{1,2}$ then the topological support of the law of $F$ is a closed interval.
Proposition 7.1.1 Let $F \in \mathbb{D}^{1,2}$. Then, the topological support of the law of $F$ is a closed interval.

Proof Clearly the topological support of the law of $F$ is a closed set. Then, it suffices to show that it is connected. We show this by contradiction. If the topological support of the law of $F$ is not connected, there exists a point $a \in \mathbb{R}$ and $\epsilon>0$ such that $\mathrm{P}(a-\epsilon<F<a+\epsilon)=0, \mathrm{P}(F \geq$ $a+\epsilon)<1$, and $\mathrm{P}(F \leq a-\epsilon)<1$. Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be an infinitely differentiable function such that $\varphi(x)=0$ if $x \leq a-\epsilon$ and $\varphi(x)=1$ if $x \geq a+\epsilon$. By Proposition 3.3.2, $\varphi(F) \in \mathbb{D}^{1,2}$ but, almost surely, $\varphi(F)=$ $\mathbf{1}_{\{F \geq a+\epsilon\}}$. Therefore, by Proposition 4.2.6, we must have $\mathrm{P}(F \geq a+\epsilon)=0$ or $\mathrm{P}(F \geq a+\epsilon)=1$, which leads to a contradiction.

If a random variable $F$ belongs to $\mathbb{D}^{1,2}$, and its derivative is not degenerate, then $F$ has a density. A simple proof of this result was given by Nualart and Zakai (1986).

Proposition 7.1.2 Let $F$ be a random variable in the space $\mathbb{D}^{1,2}$ such that
$\|D F\|_{H}>0$ almost surely. Then, the law of $F$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}$.

Proof Replacing $F$ by $\arctan F$, we may assume that $F$ takes values in $(-1,1)$. It suffices to show that, for any measurable function $g:(-1,1) \rightarrow$ $[0,1]$ such that $\int_{-1}^{1} g(y) d y=0$, we have $\mathrm{E}(g(F))=0$. We can find a sequence of continuous functions $g_{n}:(-1,1) \rightarrow[0,1]$ such that, as $n$ tends to infinity, $g_{n}(y)$ converges to $g(y)$ for almost all $y$ with respect to the measure $\mathrm{P} \circ F^{-1}+\ell$, where $\ell$ denotes the Lebesgue measure on $\mathbb{R}$. Set

$$
\psi_{n}(x)=\int_{-\infty}^{x} g_{n}(y) d y
$$

Then, $\psi_{n}(F)$ converges to 0 almost surely and in $L^{2}(\Omega)$ because $g_{n}$ converges almost everywhere to $g$, with respect to the Lebesgue measure, and $\int_{-1}^{1} g(y) d y=0$. Furthermore, by the chain rule (Proposition 3.3.2), $\psi_{n}(F) \in \mathbb{D}^{1,2}$ and

$$
D\left(\psi_{n}(F)\right)=g_{n}(F) D F
$$

which converges almost surely and in $L^{2}(\Omega)$ to $g(F) D F$. Because $D$ is closed, we conclude that $g(F) D F=0$. Our hypothesis $\|D F\|_{H}>0$ implies that $g(F)=0$ almost surely, and this finishes the proof.

The following result is an expression for the density of a random variable in the Sobolev space $\mathbb{D}^{1,2}$, assuming that $\|D F\|_{H}>0$ a.s.

Proposition 7.1.3 Let $F$ be a random variable in the space $\mathbb{D}^{1,2}$ such that $\|D F\|_{H}>0$ a.s. Suppose that $D F /\|D F\|_{H}^{2}$ belongs to the domain of the operator $\delta$ in $L^{2}(\Omega)$. Then the law of $F$ has a continuous and bounded density, given by

$$
\begin{equation*}
p(x)=\mathrm{E}\left(\mathbf{1}_{\{F>x\}} \delta\left(\frac{D F}{\|D F\|_{H}^{2}}\right)\right) \tag{7.1}
\end{equation*}
$$

Proof Let $\psi$ be a nonnegative function in $C_{0}^{\infty}(\mathbb{R})$, and $\operatorname{set} \varphi(y)=\int_{-\infty}^{y} \psi(z) d z$. Then, by the chain rule (Proposition 3.3.2), $\varphi(F)$ belongs to $\mathbb{D}^{1,2}$ and we can write

$$
\langle D(\varphi(F)), D F\rangle_{H}=\psi(F)\|D F\|_{H}^{2}
$$

Using the duality formula (Proposition 3.2.3), we obtain

$$
\begin{equation*}
\mathrm{E}(\psi(F))=\mathrm{E}\left(\left\langle D(\varphi(F)), \frac{D F}{\|D F\|_{H}^{2}}\right\rangle_{H}\right)=\mathrm{E}\left(\varphi(F) \delta\left(\frac{D F}{\|D F\|_{H}^{2}}\right)\right) \tag{7.2}
\end{equation*}
$$

By an approximation argument, equation (7.2) holds for $\psi(y)=\mathbf{1}_{[a, b]}(y)$, where $a<b$. As a consequence, we can apply Fubini's theorem to get

$$
\begin{aligned}
\mathrm{P}(a \leq F \leq b) & =\mathrm{E}\left(\left(\int_{-\infty}^{F} \psi(x) d x\right) \delta\left(\frac{D F}{\|D F\|_{H}^{2}}\right)\right) \\
& =\int_{a}^{b} \mathrm{E}\left(\mathbf{1}_{\{F>x\}} \delta\left(\frac{D F}{\|D F\|_{H}^{2}}\right)\right) d x
\end{aligned}
$$

which implies the desired result.
Remark 7.1.4 Equation (7.1) still holds under the hypotheses $F \in \mathbb{D}^{1, p}$ and $D F /\|D F\|_{H}^{2} \in \mathbb{D}^{1, p^{\prime}}(H)$ for some $p, p^{\prime}>1$. Sufficient conditions for these hypotheses are $F \in \mathbb{D}^{2, \alpha}$ and $\mathrm{E}\left(\|D F\|^{-2 \beta}\right)<\infty$ with $1 / \alpha+1 / \beta<1$.

Example 7.1.5 Let $F=B(h)$. Then $D F=h$ and

$$
\delta\left(\frac{D F}{\|D F\|_{H}^{2}}\right)=B(h)\|h\|_{H}^{-2} .
$$

As a consequence, formula (7.1) yields

$$
p(x)=\|h\|_{H}^{-2} \mathrm{E}\left(\mathbf{1}_{\{F>x\}} F\right)
$$

which is true because $p(x)$ is the density of the distribution $N\left(0,\|h\|_{H}^{2}\right)($ Exercise 7.1).

Applying equation (7.1) we can derive density estimates. Notice first that (7.1) holds if $\mathbf{1}_{\{F>x\}}$ is replaced by $\mathbf{1}_{\{F<x\}}$, because the divergence has zero expectation. Fix $p$ and $q$ such that $1 / p+1 / q=1$. Then, by Hölder's inequality, we obtain

$$
\begin{equation*}
p(x) \leq(\mathrm{P}(|F|>|x|))^{1 / q}\left\|\delta\left(\frac{D F}{\|D F\|_{H}^{2}}\right)\right\|_{p} \tag{7.3}
\end{equation*}
$$

for all $x \in \mathbb{R}$. Applying (7.3) and Meyer's inequality (5.7), we can deduce the following result (see Nualart, 2006, Proposition 2.1.3). The proof is left as an exercise (Exercise 7.2).

Proposition 7.1.6 Let $q, \alpha, \beta$ be three positive real numbers such that $1 / q+1 / \alpha+1 / \beta=1$. Let $F$ be a random variable in the space $\mathbb{D}^{2, \alpha}$, such that $\mathrm{E}\left(\|D F\|_{H}^{-2 \beta}\right)<\infty$. Then, the density $p(x)$ of $F$ can be estimated as follows:

$$
\begin{align*}
p(x) \leq & c_{q, \alpha, \beta}(\mathrm{P}(|F|>|x|))^{1 / q} \\
& \times\left(\mathrm{E}\left(\|D F\|_{H}^{-1}\right)+\left\|D^{2} F\right\|_{L^{\alpha}\left(\Omega ; L^{2}\left(\mathbb{R}_{+}^{2}\right)\right)}\| \| D F\left\|_{H}^{-2}\right\|_{\beta}\right) \tag{7.4}
\end{align*}
$$

### 7.2 Existence and Smoothness of Densities for Random Vectors

Let $F=\left(F^{1}, \ldots, F^{m}\right)$ be such that $F^{i} \in \mathbb{D}^{1,2}$ for $i=1, \ldots, m$. We define the Malliavin matrix of $F$ as the random symmetric nonnegative definite matrix

$$
\begin{equation*}
\gamma_{F}=\left(\left\langle D F^{i}, D F^{j}\right\rangle_{H}\right)_{1 \leq i, j \leq m} \tag{7.5}
\end{equation*}
$$

In the one-dimensional case, $\gamma_{F}=\|D F\|_{H}^{2}$. The following theorem is a multidimensional version of Proposition 7.1.2.

Theorem 7.2.1 If $\operatorname{det} \gamma_{F}>0$ a.s. then the law of $F$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^{m}$.

This theorem was proved by Bouleau and Hirsch (1991) using the coarea formula and techniques of geometric measure theory, and we omit the proof. As a consequence, the measure $\left(\operatorname{det} \gamma_{F} \times \mathrm{P}\right) \circ F^{-1}$ is always absolutely continuous; that is,

$$
\mathrm{P}\left(F \in B, \operatorname{det} \gamma_{F}>0\right)=0
$$

for any Borel set $B \in \mathcal{B}\left(\mathbb{R}^{m}\right)$ of zero Lebesgue measure.
Definition 7.2.2 We say that a random vector $F=\left(F^{1}, \ldots, F^{m}\right)$ is nondegenerate if $F^{i} \in \mathbb{D}^{1,2}$ for $i=1, \ldots, m$ and

$$
\mathrm{E}\left(\left(\operatorname{det} \gamma_{F}\right)^{-p}\right)<\infty
$$

for all $p \geq 2$.
Set $\partial_{i}=\partial / \partial x_{i}$ and, for any multi-index $\alpha \in\{1, \ldots, m\}^{k}, k \geq 1$, we denote by $\partial_{\alpha}$ the partial derivative $\partial^{k} /\left(\partial x_{\alpha_{1}} \cdots \partial x_{\alpha_{k}}\right)$.

Lemma 7.2.3 Let $\gamma$ be an $m \times m$ random matrix such that $\gamma^{i j} \in \mathbb{D}^{1, \infty}$ for all $i, j$ and $\mathrm{E}\left(|\operatorname{det} \gamma|^{-p}\right)<\infty$ for all $p \geq 2$. Then, $\left(\gamma^{-1}\right)^{i j}$ belongs to $\mathbb{D}^{1, \infty}$ for all $i, j$, and

$$
\begin{equation*}
D\left(\gamma^{-1}\right)^{i j}=-\sum_{k, \ell=1}^{m}\left(\gamma^{-1}\right)^{i k}\left(\gamma^{-1}\right)^{\ell j} D \gamma^{k \ell} \tag{7.6}
\end{equation*}
$$

Proof We know that $\mathrm{P}(\operatorname{det} \gamma>0)$ is zero or one (see Exercise 4.10). So, we can assume that $\operatorname{det} \gamma>0$ almost surely. For any $\epsilon>0$, we define $\gamma_{\epsilon}^{-1}=(\operatorname{det} \gamma+\epsilon)^{-1} A(\gamma)$, where $A(\gamma)$ is the adjoint matrix of $\gamma$. Then, the entries of $\gamma_{\epsilon}^{-1}$ belong to $\mathbb{D}^{1, \infty}$ and converge in $L^{p}(\Omega)$, for all $p \geq 2$, to those of $\gamma^{-1}$ as $\epsilon$ tends to zero. Moreover, the entries of $\gamma_{\epsilon}^{-1}$ satisfy

$$
\sup _{\epsilon \in(0,1]}\left\|\left(\gamma_{\epsilon}^{-1}\right)^{i j}\right\|_{1, p}<\infty,
$$

for all $p \geq 2$. Therefore, by Proposition 5.1.6 the entries of $\gamma_{\epsilon}^{-1}$ belong to $\mathbb{D}^{1, p}$ for any $p \geq 2$. Finally, from the expression $\gamma_{\epsilon}^{-1} \gamma=(\operatorname{det} \gamma /(\operatorname{det} \gamma+$ $\epsilon)$ ) $I_{m}$, where $I_{m}$ denotes the identity matrix of order $m$, we deduce (7.6) on applying the derivative operator and letting $\epsilon$ tend to zero.

The following result can be regarded as an integration-by-parts formula and plays a fundamental role in the proof of the regularity of densities.

Proposition 7.2.4 Let $F=\left(F^{1}, \ldots, F^{m}\right)$ be a nondegenerate random vector. Fix $k \geq 1$ and suppose that $F^{i} \in \mathbb{D}^{k+1, \infty}$ for $i=1, \ldots, m$. Let $G \in \mathbb{D}^{\infty}$ and let $\varphi \in C_{p}^{\infty}\left(\mathbb{R}^{m}\right)$. Then, for any multi-index $\alpha \in\{1, \ldots, m\}^{k}$, there exists an element $H_{\alpha}(F, G) \in \mathbb{D}^{\infty}$ such that

$$
\begin{equation*}
\mathrm{E}\left(\partial_{\alpha} \varphi(F) G\right)=\mathrm{E}\left(\varphi(F) H_{\alpha}(F, G)\right) \tag{7.7}
\end{equation*}
$$

where the elements $H_{\alpha}(F, G)$ are recursively given by

$$
H_{(i)}(F, G)=\sum_{j=1}^{m} \delta\left(G\left(\gamma_{F}^{-1}\right)^{i j} D F^{j}\right)
$$

and, for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{k}\right), k \geq 2$, we set

$$
H_{\alpha}(F, G)=H_{\alpha_{k}}\left(F, H_{\left(\alpha_{1}, \ldots, \alpha_{k-1}\right)}(F, G)\right)
$$

Proof By the chain rule (Proposition 3.3.2), we have

$$
\left\langle D(\varphi(F)), D F^{j}\right\rangle_{H}=\sum_{i=1}^{m} \partial_{i} \varphi(F)\left\langle D F^{i}, D F^{j}\right\rangle_{H}=\sum_{i=1}^{m} \partial_{i} \varphi(F) \gamma_{F}^{i j}
$$

and, consequently,

$$
\partial_{i} \varphi(F)=\sum_{j=1}^{m}\left\langle D(\varphi(F)), D F^{j}\right\rangle_{H}\left(\gamma_{F}^{-1}\right)^{j i}
$$

Taking expectations and using the duality relationship (Proposition 3.2.3) yields

$$
\mathrm{E}\left(\partial_{i} \varphi(F) G\right)=\mathrm{E}\left(\varphi(F) H_{(i)}(F, G)\right)
$$

where $H_{(i)}=\sum_{j=1}^{m} \delta\left(G\left(\gamma_{F}^{-1}\right)^{i j} D F^{j}\right)$. Notice that Meyer's inequality (Theorem 5.3.1) and Lemma 7.2.3 imply that $H_{(i)}$ belongs to $L^{p}(\Omega)$ for any $p \geq 2$. We finish the proof with a recurrence argument.

One can show that, for any $p>1$, there exist constants $\beta, \gamma>1$ and integers $n, m$ such that

$$
\begin{equation*}
\left\|H_{\alpha}(F, G)\right\|_{p} \leq c_{p, q}\left\|\operatorname{det} \gamma_{F}^{-1}\right\|_{\beta}^{m}\|D F\|_{k, \gamma}^{n}\|G\|_{k, q} \tag{7.8}
\end{equation*}
$$

The proof of this inequality is based on Meyer's and Hölder's inequalities and it is left as an exercise (Exercise 7.4).

The following result is a multidimensional version of the density formula (7.1).

Proposition 7.2.5 Let $F=\left(F^{1}, \ldots, F^{m}\right)$ be a nondegenerate random vector such that $F^{i} \in \mathbb{D}^{m+1, \infty}$ for $i=1, \ldots, m$. Then $F$ has a continuous and bounded density given by

$$
\begin{equation*}
p(x)=\mathrm{E}\left(\mathbf{1}_{\{F>x\}} H_{\alpha}(F, 1)\right), \tag{7.9}
\end{equation*}
$$

where $\alpha=(1,2, \ldots, m)$.
Proof Recall that, for $\alpha=(1,2, \ldots, m)$

$$
\begin{aligned}
& H_{\alpha}(F, 1) \\
& \quad=\sum_{j_{1}, \ldots, j_{m}=1}^{m} \delta\left(\left(\gamma_{F}^{-1}\right)^{1 j_{1}} D F^{j_{1}} \delta\left(\left(\gamma_{F}^{-1}\right)^{2 j_{2}} D F^{j_{2}} \cdots \delta\left(\left(\gamma_{F}^{-1}\right)^{m j_{m}} D F^{j_{m}}\right) \cdots\right)\right) .
\end{aligned}
$$

Then, equality (7.7) applied to the multi-index $\alpha=(1,2, \ldots, m)$ yields, for any $\varphi \in C_{p}^{\infty}\left(\mathbb{R}^{m}\right)$,

$$
\mathrm{E}\left(\partial_{\alpha} \varphi(F)\right)=\mathrm{E}\left(\varphi(F) H_{\alpha}(F, 1)\right)
$$

Notice that

$$
\varphi(F)=\int_{-\infty}^{F^{1}} \cdots \int_{-\infty}^{F^{m}} \partial_{\alpha} \varphi(x) d x
$$

Hence, by Fubini's theorem we can write

$$
\begin{equation*}
\mathrm{E}\left(\partial_{\alpha} \varphi(F)\right)=\int_{\mathbb{R}^{m}} \partial_{\alpha} \varphi(x) \mathrm{E}\left(\mathbf{1}_{\{F>x\}} H_{\alpha}(F, 1)\right) d x \tag{7.10}
\end{equation*}
$$

Given any function $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{m}\right)$, we can take $\varphi \in C_{p}^{\infty}\left(\mathbb{R}^{m}\right)$ such that $\psi=$ $\partial_{\alpha} \varphi$, and (7.10) yields

$$
\mathrm{E}(\psi(F))=\int_{\mathbb{R}^{m}} \psi(x) \mathrm{E}\left(\mathbf{1}_{\{F>x\}} H_{\alpha}(F, 1)\right) d x
$$

which implies the result.
The following theorem is the basic criterion for the smoothness of densities.

Theorem 7.2.6 Let $F=\left(F^{1}, \ldots, F^{m}\right)$ be a nondegenerate random vector such that $F^{i} \in \mathbb{D}^{\infty}$ for all $i=1, \ldots, m$. Then the law of $F$ possesses an infinitely differentiable density.

Proof For any multi-index $\beta$ and any $\varphi \in C_{p}^{\infty}\left(\mathbb{R}^{m}\right)$, we have, taking $\alpha=$ $(1,2, \ldots, m)$,

$$
\begin{aligned}
\mathrm{E}\left(\partial_{\beta} \partial_{\alpha} \varphi(F)\right) & \left.=\mathrm{E}\left(\varphi(F) H_{\beta}\left(F, H_{\alpha}(F, 1)\right)\right)\right) \\
& =\int_{\mathbb{R}^{m}} \partial_{\alpha} \varphi(x) \mathrm{E}\left(\mathbf{1}_{\{F>x\}} H_{\beta}\left(F, H_{\alpha}(F, 1)\right)\right) d x .
\end{aligned}
$$

Hence, for any $\xi \in C_{0}^{\infty}\left(\mathbb{R}^{m}\right)$,

$$
\int_{\mathbb{R}^{m}} \partial_{\beta} \xi(x) p(x) d x=\int_{\mathbb{R}^{m}} \xi(x) \mathrm{E}\left(\mathbf{1}_{\{F>x\}} H_{\beta}\left(F, H_{\alpha}(F, 1)\right)\right) d x .
$$

Therefore, $p(x)$ is infinitely differentiable and, for any multi-index $\beta$, we have

$$
\partial_{\beta} p(x)=(-1)^{|\beta|} \mathrm{E}\left(\mathbf{1}_{\{F>x\}} H_{\beta}\left(F,\left(H_{\alpha}(F, 1)\right)\right) .\right.
$$

This completes the proof.

### 7.3 Density Formula using the Riesz Transform

In this section we present a method for obtaining a density formula using the Riesz transform, following the methodology introduced by Malliavin and Thalmaier (2005) and extensively studied by Bally and Caramellino (2011, 2013). In contrast with (7.9), here we only need two derivatives, instead of $m+1$.

Let $Q_{m}$ be the fundamental solution to the Laplace equation $\Delta Q_{m}=\delta_{0}$ on $\mathbb{R}^{m}, m \geq 2$. That is,

$$
Q_{2}(x)=a_{2}^{-1} \ln \frac{1}{|x|}, \quad Q_{m}(x)=a_{m}^{-1}|x|^{2-m}, \quad m>2,
$$

where $a_{m}$ is the area of the unit sphere in $\mathbb{R}^{m}$. We know that, for any $1 \leq$ $i \leq m$,

$$
\begin{equation*}
\partial_{i} Q_{m}(x)=-c_{m} \frac{x_{i}}{|x|^{m}}, \tag{7.11}
\end{equation*}
$$

where $c_{m}=2(m-2) / a_{m}$ if $m>2$ and $c_{2}=2 / a_{2}$. Notice that any function $\varphi$ in $C_{0}^{1}\left(\mathbb{R}^{m}\right)$ can be written as

$$
\begin{equation*}
\varphi(x)=\nabla \varphi * \nabla Q_{m}(x)=\sum_{i=1}^{m} \int_{\mathbb{R}^{m}} \partial \varphi(x-y) \partial_{i} Q_{m}(y) d y . \tag{7.12}
\end{equation*}
$$

Indeed,

$$
\nabla \varphi * \nabla Q_{m}(x)=\varphi * \Delta Q_{m}(x)=\varphi(x)
$$

Theorem 7.3.1 Let $F$ be an m-dimensional nondegenerate random vector whose components are in $\mathbb{D}^{2, \infty}$. Then, the law of $F$ admits a continuous and bounded density $p$ given by

$$
p(x)=\sum_{i=1}^{m} \mathrm{E}\left(\partial_{i} Q_{m}(F-x) H_{(i)}(F, 1)\right)
$$

where

$$
H_{(i)}(F, 1)=\sum_{j=1}^{m} \delta\left(\left(\gamma_{F}^{-1}\right)^{i j} D F^{j}\right)
$$

Proof Let $\varphi \in C_{0}^{1}\left(\mathbb{R}^{m}\right)$. Applying (7.12), we can write

$$
\mathrm{E}(\varphi(F))=\sum_{i=1}^{m} \mathrm{E}\left(\int_{\mathbb{R}^{m}} \partial_{i} Q_{m}(y)\left(\partial_{i} \varphi(F-y)\right) d y\right)
$$

Assume that the support of $\varphi$ is included in the ball $B_{R}(0)$ for some $R>1$. Then, using (7.11) we obtain

$$
\begin{aligned}
\mathrm{E}\left(\int_{\mathbb{R}^{m}} \mid \partial_{i} Q_{m}(y) \partial_{i} \varphi(F\right. & -y) \mid d y) \leq\left\|\partial_{i} \varphi\right\|_{\infty} \mathrm{E}\left(\int_{\{y:|F|-R \leq|y| \leq|F|+R\}}\left|\partial_{i} Q_{m}(y)\right| d y\right) \\
& \leq c_{m} \operatorname{Vol}\left(B_{1}(0)\right)\left\|\partial_{i} \varphi\right\|_{\infty} \mathrm{E}\left(\int_{|F|-R}^{|F|+R} \frac{r}{r^{m}} r^{m-1} d r\right) \\
& =2 c_{m} \operatorname{Vol}\left(B_{1}(0)\right)\left\|\partial_{i} \varphi\right\|_{\infty} R \mathrm{E}(|F|)<\infty .
\end{aligned}
$$

As a consequence, Fubini’s theorem and (7.7) yield

$$
\begin{aligned}
\mathrm{E}(\varphi(F)) & =\sum_{i=1}^{m} \int_{\mathbb{R}^{m}} \partial_{i} Q_{m}(y) \mathrm{E}\left(\partial_{i} \varphi(F-y)\right) d y \\
& =\sum_{i=1}^{m} \int_{\mathbb{R}^{m}} \partial_{i} Q_{m}(y) \mathrm{E}\left(\varphi(F-y) H_{(i)}(F, 1)\right) d y \\
& =\sum_{i=1}^{m} \int_{\mathbb{R}^{m}} \varphi(y) \mathrm{E}\left(\partial_{i} Q_{m}(F-y) H_{(i)}(F, 1)\right) d y
\end{aligned}
$$

This completes the proof.
The approach based on the Riesz transform can also be used to obtain the following uniform estimate for densities, due to Stroock.

Lemma 7.3.2 Under the assumptions of Theorem 7.3.1, for any $p>m$ there exists a constant $c$ depending only on $m$ and $p$ such that

$$
\|p\|_{\infty} \leq c\left(\max _{1 \leq i \leq m}\left\|H_{(i)}(F, 1)\right\|_{p}\right)^{m}
$$

Proof From

$$
p(x)=\sum_{i=1}^{m} \mathrm{E}\left(\partial_{i} Q_{m}(F-x) H_{(i)}(F, 1)\right)
$$

applying Hölder's inequality with $1 / p+1 / q=1$ and the estimate (see (7.11))

$$
\left|\partial_{i} Q_{m}(F-x)\right| \leq c_{m}|F-x|^{1-m}
$$

yields

$$
\begin{equation*}
p(x) \leq m c_{m} A\left(\mathrm{E}\left(|F-x|^{(1-m) q}\right)\right)^{1 / q} \tag{7.13}
\end{equation*}
$$

where $A=\max _{1 \leq i \leq m}\left\|H_{(i)}(F, 1)\right\|_{p}$.
Suppose first that $p$ is bounded and let $M=\sup _{x \in \mathbb{R}} p(x)$. We can write, for any $\epsilon>0$,

$$
\begin{align*}
\mathrm{E}\left(|F-x|^{(1-m) q}\right) & \leq \epsilon^{(1-m) q}+\int_{|z-x| \leq \epsilon}|z-x|^{(1-m) q} p(x) d x \\
& \leq \epsilon^{(1-m) q}+C_{m, p} \epsilon^{(p-m) /(p-1)} M . \tag{7.14}
\end{align*}
$$

Therefore, substituting (7.14) into (7.13), we get

$$
M \leq A m c_{m}\left(\epsilon^{1-m}+C_{m, p}^{1 / q} \epsilon^{(p-m) / p} M^{1 / q}\right)
$$

Now we minimize with respect to $\epsilon$ and obtain $M \leq A C_{m, p} M^{1-1 / m}$, for some constant $C_{m, p}$, which implies that $M \leq C_{m, p}^{m} A^{m}$. If $p$ is not bounded, we apply the procedure to $p * \psi_{\delta}$, where $\psi_{\delta}$ is an approximation of the identity, and let $\delta$ tend to zero at the end.

### 7.4 Log-Likelihood Density Formula

The next result gives an expression for the derivative of the logarithm of the density of a random vector. It is inspired by the concept of a covering vector field introduced in Malliavin and Thalmaier (2005, Definition 4.4).

Definition 7.4.1 Let $F$ be an $m$-dimensional random vector whose components are in $\mathbb{D}^{1,2}$. An $m$-dimensional process $u=\left(u_{k}(t)\right)_{t \geq 0,1 \leq k \leq m}$ is called a covering vector field of $F$ if, for any $k=1, \ldots, m, u_{k} \in \operatorname{Dom} \delta$ and

$$
\partial_{k} \varphi(F)=\left\langle D(\varphi(F)), u_{k}\right\rangle_{H}
$$

for any $\varphi \in C_{0}^{1}\left(\mathbb{R}^{m}\right)$.

For instance, $u=\gamma_{F} D F$ is a covering vector field of $F$, where $\gamma_{F}$ is the Malliavin matrix of $F$ introduced in (7.5). Observe that, by the duality relationship (Proposition 3.2.3), if $u$ is a covering vector field of $F$ then the following integration-by-parts formula holds:

$$
\begin{equation*}
\mathrm{E}\left(\partial_{k} \varphi(F)\right)=\mathrm{E}\left(\varphi(F) \delta\left(u_{k}\right)\right) \tag{7.15}
\end{equation*}
$$

Moreover, we have an expression for the derivative of the logarithm of the density.

Proposition 7.4.2 Consider an m-dimensional nondegenerate random vector $F$ whose components are in $\mathbb{D}^{\infty}$. Suppose that $p(x)>0$ a.e., where $p$ denotes the density of $F$. Then, for any covering vector field $u$ and all $k \in\{1, \ldots, m\}$,

$$
\begin{equation*}
\partial_{k} \log p(y)=-\mathrm{E}\left(\delta\left(u_{k}\right) \mid F=y\right) \text { a.e. } \tag{7.16}
\end{equation*}
$$

Proof First observe that by Theorem 7.2.6 $p$ is in $C^{\infty}\left(\mathbb{R}^{m}\right)$. Using (7.15) we get, for any $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{m}\right)$,

$$
\int_{\mathbb{R}^{m}} \varphi(y) \partial_{k} p(y) d y=-\int_{\mathbb{R}^{m}} \varphi(y) \mathrm{E}\left(\delta\left(u_{k}\right) \mid F=y\right) p(y) d y
$$

and the desired result follows.
We next derive a formula for the log-likelihood function of a statistical observation in a parametric statistical model using the techniques of Malliavin calculus. This application of the Malliavin calculus to parametric statistical models was initiated by Gobet $(2001,2002)$ in order to obtain asymptotic results for parametric diffusion models. See also Corcuera and Kohatsu-Higa (2011).

Let $\Theta \subset \mathbb{R}$ be an open interval. A statistical observation is described by an $n$-dimensional random vector $F_{\theta}=\left(F_{\theta, 1}, \ldots, F_{\theta, n}\right)$, depending on an unknown parameter $\theta \in \Theta$ defined on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$. We denote by $\mathrm{P}_{\theta}$ the probability distribution of $F_{\theta}$ and by $\mathrm{E}_{\theta}$ the expectation with respect to $\mathrm{P}_{\theta}$. We call $\left(F_{\theta}\right)_{\theta \in \Theta}$ a parametric statistical model.

We are going to impose the existence of a log-likelihood density function for $\mathrm{P}_{\theta}$ that satisfies some smoothness conditions. These conditions are included in the notion of a regular model (see Ibragimov and Has'minskii (1981) for an extended exposition of statistical estimation).

Definition 7.4.3 A parametric statistical model $\left(F_{\theta}\right)_{\theta \in \Theta}$ is said to be regular if:
(i) There exists a $\sigma$-finite measure $\mu$ on $\mathbb{R}^{n}$ such that, for all $\theta \in \Theta$, the
probability measures $\mathrm{P}_{\theta}=\mathrm{P} \circ F_{\theta}^{-1}$ are absolutely continuous with respect to $\mu$, and the density

$$
\begin{equation*}
p(x, \theta)=\frac{d \mathrm{P}_{\theta}}{d \mu}(x) \tag{7.17}
\end{equation*}
$$

is positive and continuous in $\Theta$ for $\mu$-almost-all $x \in \mathbb{R}^{n}$. The measure $\mu$ is called the dominating measure of the model.
(ii) The density $p(x, \theta)$ is differentiable in $\Theta$ for $\mu$-almost-all $x \in \mathbb{R}^{n}$, and the derivative of $p^{1 / 2}(x, \theta)$ belongs to $L^{2}(\mu)$. That is, the function

$$
\varphi(x, \theta)=\partial_{\theta} p^{1 / 2}(x, \theta)=\frac{1}{2} \frac{1}{p^{1 / 2}(x, \theta)} \partial_{\theta} p(x, \theta)
$$

satisfies that, for all $\theta \in \Theta$,

$$
\int_{\mathbb{R}^{n}}|\varphi(x, \theta)|^{2} \mu(d x)<\infty
$$

(iii) The function $\varphi(\cdot, \theta)$ is $L^{2}(\mu)$-continuous in $\Theta$. That is, for all $\theta \in \Theta$,

$$
\int_{\mathbb{R}^{n}}|\varphi(x, \theta+h)-\varphi(x, \theta)|^{2} \mu(d x) \longrightarrow 0 \quad \text { as } h \rightarrow 0
$$

Remark 7.4.4 Assumption (ii) can be replaced by the fact that the function $p^{1 / 2}(x, \theta)$ is $L^{2}(\mu)$-differentiable in $\Theta$, but the above condition is easier to check in practice.

Example 7.4.5 Assume that the components of $F$ are independent and $N(\theta, 1)$ random variables. This model is regular with, as dominating measure, the Lebesgue measure in $\mathbb{R}^{n}$.

Example 7.4.6 Consider a Brownian motion with drift on [0, 1],

$$
X_{t}=B_{t}+\int_{0}^{t} b(s, \theta) d s
$$

where, for all $\theta \in \Theta, b(\cdot, \theta)$ is a continuously differentiable function in $[0,1]$. We denote by $\left(\mathrm{P}_{\theta}\right)_{\theta \in \Theta}$ the law of the process $X=\left(X_{t}\right)_{t \in[0,1]}$ on the canonical space $(C([0,1]), \mathcal{B}([0,1]))$, and we assume that we have observed the process $X_{t}$ during the whole time interval $[0,1]$. The definition of a parametric statistical regular model can be extended to this family of probability measures. In this case, the dominating measure $\mu$ is the law of Brownian motion on $(C([0,1]), \mathcal{B}([0,1]))$. In fact, by Girsanov's theorem (Theorem 2.10.3),

$$
\frac{d \mathrm{P}_{\theta}}{d \mu}(X)=\exp \left(\int_{0}^{1} b(t, \theta) d X_{t}-\frac{1}{2} \int_{0}^{1} b^{2}(t, \theta) d t\right)=: p(X, \theta) .
$$

Moreover, this model is regular with $L^{2}(\mu)$-continuous derivative given by

$$
\varphi(X, \theta)=p^{1 / 2}(X, \theta)\left(\frac{1}{2} \int_{0}^{1} \partial_{\theta} b(t, \theta) d X_{t}-\frac{1}{2} \int_{0}^{1} b(t, \theta) \partial_{\theta} b(t, \theta) d t\right)
$$

The functions $p(x, \theta)$ and $\log p(x, \theta)$ are called, respectively, the likelihood and log-likelihood functions. The following is a consequence of the regularity condition. See Ibragimov and Has'minskii (1981, Lemma 7.2) for a proof of this result.

Lemma 7.4.7 Let $\left(F_{\theta}\right)_{\theta \in \Theta}$ be a regular parametric statistical model. Let $f: \mathbb{R}^{n} \rightarrow \Theta$ be a measurable function such that $\mathrm{E}\left(\left|f\left(F_{\theta}\right)\right|^{2}\right)$ is bounded in $\Theta$. Then the function $\mathrm{E}\left(f\left(F_{\theta}\right)\right)$ is continuously differentiable in $\Theta$ and

$$
\partial_{\theta} \mathrm{E}\left(f\left(F_{\theta}\right)\right)=\partial_{\theta} \int_{\mathbb{R}^{n}} f(x) p(x, \theta) \mu(d x)=\int_{\mathbb{R}^{n}} f(x) \partial_{\theta} p(x, \theta) \mu(d x)
$$

We now assume that $(\Omega, \mathcal{F}, P)$ is a probability space, where there exists a Brownian motion $B$ such that $\mathcal{F}$ is generated by $B$. We next derive a formula for the derivative of the $\log$-likelihood density $\log p(x, \theta)$ that is analogous to (7.16).

Proposition 7.4.8 Let $\left(F_{\theta}\right)_{\theta \in \Theta}$ be a regular parametric statistical model, where the components of the the $n$-dimensional random vector $F_{\theta}$ belong to $\mathbb{D}^{1,2}$. Let $\left(u_{t}\right)_{t \geq 0}$ be a process in $\operatorname{Dom} \delta$ such that, for all $j \in\{1, \ldots, n\}$,

$$
\begin{equation*}
\left\langle D F_{\theta, j}, u\right\rangle_{H}=\partial_{\theta} F_{\theta, j} \tag{7.18}
\end{equation*}
$$

Moreover, assume that $\mathrm{E}\left(\left|\partial_{\theta} F_{\theta, j}\right|^{p}\right)$ is uniformly bounded on $\Theta$ for some $p>1$. Then

$$
\partial_{\theta} \log p(x, \theta)=\mathrm{E}\left(\delta(u) \mid F_{\theta}=x\right)
$$

for $\mathrm{P}^{\theta}$-almost-all $x$.
Proof Let $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. By the chain rule (Proposition 3.3.2) and the duality relationship (Proposition 3.2.3), we obtain

$$
\begin{align*}
\partial_{\theta} \mathrm{E}\left(\varphi\left(F_{\theta}\right)\right) & =\sum_{j=1}^{n} \mathrm{E}\left(\partial_{j} \varphi\left(F_{\theta}\right) \partial_{\theta} F_{\theta, j}\right)=\sum_{j=1}^{n} \mathrm{E}\left(\partial_{j} \varphi\left(F_{\theta}\right)\left\langle D F_{\theta, j}, u\right\rangle_{H}\right) \\
& =\mathrm{E}\left(\left\langle D\left(\varphi\left(F_{\theta}\right)\right), u\right\rangle_{H}\right)=\mathrm{E}\left(\varphi\left(F_{\theta}\right) \delta(u)\right) \tag{7.19}
\end{align*}
$$

Observe that the fact that $\mathrm{E}\left(\left|\partial_{\theta} F_{\theta, j}\right|^{p}\right)$ is uniformly bounded on $\Theta$ implies the uniform integrability of the family $\left(\partial_{\theta} F_{\theta, j}\right)_{\theta \in \Theta}$. Therefore, we can interchange the derivative and the expectation in (7.19).

Furthermore, by Lemma 7.4.7,

$$
\begin{aligned}
\partial_{\theta} \mathrm{E}\left(\varphi\left(F_{\theta}\right)\right) & =\int_{\mathbb{R}^{n}} \varphi(x) \partial_{\theta} p(x, \theta) \mu(d x) \\
& =\int_{\mathbb{R}^{n}} \varphi(x) \partial_{\theta} \log p(x, \theta) p(x, \theta) \mu(d x) \\
& =\mathrm{E}\left(\varphi\left(F_{\theta}\right) \partial_{\theta} \log p\left(F_{\theta}, \theta\right)\right),
\end{aligned}
$$

which concludes the proof.
Example 7.4.9 Assume that $F_{\theta, j}=\epsilon_{j}+\theta$ for $j=1, \ldots, n$, where the $\epsilon_{j}$ are independent $N(0,1)$ random variables. Consider orthonormal elements $e_{j} \in H=L^{2}\left(\mathbb{R}_{+}\right), j=1, \ldots, n$. We can assume that $B\left(e_{j}\right)=\epsilon_{j}$ for $j=$ $1, \ldots, n$. Then $\left\langle e_{j}, e_{k}\right\rangle_{H}=\mathrm{E}\left(\epsilon_{j} \epsilon_{k}\right)=\delta_{j k}$, and $D F_{\theta, j}=e_{j}$. Let $u=\sum_{j=1}^{n} e_{j} ; u$ clearly satisfies (7.18) since $\partial_{\theta} F_{\theta, j}=1$. Moreover,

$$
\delta(u)=\sum_{j=1}^{n} B\left(e_{j}\right)=\sum_{j=1}^{n} \epsilon_{j}=\sum_{j=1}^{n} F_{\theta, j}-n \theta .
$$

By Proposition 7.4.8, we obtain $\partial_{\theta} \log p(x, \theta)=\sum_{j=1}^{n} x_{j}-n \theta$.
Example 7.4.10 Let $X^{(n)}=\left(X_{t_{1}}, \ldots, X_{t_{n}}\right), 0<t_{1}<\cdots<t_{n}<T$, be observations of the Ornstein-Uhlenbeck process

$$
d X_{t}=-\theta X_{t} d t+d B_{t}, \quad X_{0}=0
$$

where $B$ is a Brownian motion on $[0, T]$. To simplify, we have omitted the dependence of $X^{(n)}$ on $\theta$. We have

$$
X_{t}=\int_{0}^{t} e^{-\theta(t-s)} d B_{s}
$$

Therefore $D_{s} X_{t}=e^{-\theta(t-s)} \mathbf{1}_{[0, t]}(s)$. Moreover, the process $\partial_{\theta} X_{t}$ satisfies

$$
d \partial_{\theta} X_{t}=-X_{t} d t-\theta \partial_{\theta} X_{t} d t, \quad \partial_{\theta} X_{0}=0
$$

Thus,

$$
\partial_{\theta} X_{t}=-\int_{0}^{t} e^{-\theta(t-s)} X_{s} d s=-\int_{0}^{T} X_{s} D_{s} X_{t} d s=-\left\langle X, D X_{t}\right\rangle_{L^{2}([0, T])}
$$

Then, by Proposition 7.4.8, taking $u=X$ we obtain

$$
\begin{aligned}
\partial_{\theta} \log p(x, \theta) & =-\mathrm{E}\left(\delta(X) \mid X^{(n)}=x\right)=-\mathrm{E}\left(\int_{0}^{T} X_{s} d B_{s} \mid X^{(n)}=x\right) \\
& =-\mathrm{E}\left(\int_{0}^{T} X_{s} d X_{s}+\theta \int_{0}^{T} X_{s}^{2} d s \mid X^{(n)}=x\right)
\end{aligned}
$$

In particular, the maximum likelihood estimator of $\theta$ is given by

$$
\hat{\theta}=-\frac{\mathrm{E}\left(\int_{0}^{T} X_{s} d X_{s} \mid X^{(n)}\right)}{\mathrm{E}\left(\int_{0}^{T} X_{s}^{2} d s \mid X^{(n)}\right)}
$$

These formulas are used in Gobet $(2001,2002)$ to derive asymptotic results for this parametric model and more general ones.

### 7.5 Malliavin Differentiability of Diffusion Processes

Suppose that $B=\left(B_{t}\right)_{t \geq 0}$, with $B_{t}=\left(B_{t}^{1}, \ldots, B_{t}^{d}\right)$, is a $d$-dimensional Brownian motion. Consider the $m$-dimensional stochastic differential equation

$$
\begin{equation*}
d X_{t}=\sum_{j=1}^{d} \sigma_{j}\left(X_{t}\right) d B_{t}^{j}+b\left(X_{t}\right) d t \tag{7.20}
\end{equation*}
$$

with initial condition $X_{0}=x_{0} \in \mathbb{R}^{m}$, where the coefficients $\sigma_{j}, b: \mathbb{R}^{m} \rightarrow$ $\mathbb{R}^{m}, 1 \leq j \leq d$ are measurable functions.

By definition, a solution to equation (7.20) is an adapted process $X=$ $\left(X_{t}\right)_{t \geq 0}$ such that, for any $T>0$ and $p \geq 2$,

$$
\mathrm{E}\left(\sup _{t \in[0, T]}\left|X_{t}\right|^{p}\right)<\infty
$$

and $X$ satisfies the integral equation

$$
\begin{equation*}
X_{t}=x_{0}+\sum_{j=1}^{d} \int_{0}^{t} \sigma_{j}\left(X_{s}\right) d B_{s}^{j}+\int_{0}^{t} b\left(X_{s}\right) d s \tag{7.21}
\end{equation*}
$$

The following result is well known (see, for instance, Karatzas and Shreve, 1998).

Theorem 7.5.1 Suppose that the coefficients $\sigma_{j}, b: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}, 1 \leq j \leq d$, satisfy the Lipschitz condition: for all $x, y \in \mathbb{R}^{m}$,

$$
\begin{equation*}
\max _{j}\left(\left|\sigma_{j}(x)-\sigma_{j}(y)\right|,|b(x)-b(y)|\right) \leq K|x-y| \tag{7.22}
\end{equation*}
$$

Then there exists a unique solution $X$ to Equation (7.21).
When the coefficients in equation (7.20) are continuously differentiable, the components of the solution are differentiable in the Malliavin calculus sense.

Proposition 7.5.2 Suppose that the coefficients $\sigma_{j}$, $b$ are in $C^{1}\left(\mathbb{R}^{m} ; \mathbb{R}^{m}\right)$ and have bounded partial derivatives. Then, for all $t \geq 0$ and $i=1, \ldots, m$, $X_{t}^{i} \in \mathbb{D}^{1, \infty}$, and for $r \leq t$ and $j=1, \ldots, d$,

$$
\begin{align*}
D_{r}^{j} X_{t}= & \sigma_{j}\left(X_{r}\right)+\sum_{k=1}^{m} \sum_{\ell=1}^{d} \int_{r}^{t} \partial_{k} \sigma_{\ell}\left(X_{s}\right) D_{r}^{j} X_{s}^{k} d B_{s}^{\ell} \\
& +\sum_{k=1}^{m} \int_{r}^{t} \partial_{k} b\left(X_{s}\right) D_{r}^{j} X_{s}^{k} d s \tag{7.23}
\end{align*}
$$

Proof To simplify, we assume that $b=0$. Consider the Picard approximations given by $X_{t}^{(0)}=x_{0}$ and

$$
X_{t}^{(n+1)}=x_{0}+\sum_{j=1}^{d} \int_{0}^{t} \sigma_{j}\left(X_{s}^{(n)}\right) d B_{s}^{j}
$$

if $n \geq 0$. We will prove the following claim by induction on $n$ :
Claim: $X_{t}^{(n), i} \in \mathbb{D}^{1, \infty}$ for all $i=1, \ldots, m, t \geq 0$. Moreover, for all $p>1$ and $t \geq 0$,

$$
\begin{equation*}
\psi_{n}(t):=\sup _{0 \leq r \leq t} \mathrm{E}\left(\sup _{s \in[r, t]}\left|D_{r} X_{s}^{(n)}\right|^{p}\right)<\infty \tag{7.24}
\end{equation*}
$$

and, for all $T>0$ and $t \in[0, T]$,

$$
\begin{equation*}
\psi_{n+1}(t) \leq c_{1}+c_{2} \int_{0}^{t} \psi_{n}(s) d s \tag{7.25}
\end{equation*}
$$

for some constants $c_{1}, c_{2}$ depending on $T$.
Clearly, the claim holds for $n=0$. Suppose that it is true for $n$. Applying property (3.6) of the divergence operator and the chain rule (Proposition 3.3.2), for any $r \leq t, i=1, \ldots, m$, and $\ell=1, \ldots, d$, we get

$$
\begin{aligned}
D_{r}^{\ell} X_{t}^{(n+1), i} & =D_{r}^{\ell}\left(\sum_{j=1}^{m} \int_{0}^{t} \sigma_{j}^{i}\left(X_{s}^{(n)}\right) d B_{s}^{j}\right) \\
& =\sum_{j=1}^{m}\left(\delta_{\ell, j} \sigma_{\ell}^{i}\left(X_{r}^{(n)}\right)+\int_{r}^{t} D_{r}^{\ell}\left(\sigma_{j}^{i}\left(X_{s}^{(n)}\right)\right) d B_{s}^{j}\right) \\
& =\sum_{j=1}^{m}\left(\delta_{\ell, j} \sigma_{\ell}^{i}\left(X_{r}^{(n)}\right)+\sum_{k=1}^{m} \int_{r}^{t} \partial_{k} \sigma_{j}\left(X_{s}^{(n)}\right) D_{r}^{\ell} X_{s}^{(n), k} d B_{s}^{j}\right)
\end{aligned}
$$

From these equalities and condition (7.24) we see that $X_{t}^{(n+1), i} \in \mathbb{D}^{1, \infty}$ and
we obtain, using the Burkholder-David-Gundy inequality (Theorem 2.2.3) and Hölder's inequality,

$$
\begin{equation*}
\mathrm{E}\left(\sup _{r \leq s \leq t}\left|D_{r} X_{s}^{(n+1)}\right|^{p}\right) \leq c_{p}\left(\gamma_{p}+T^{(p-1) / 2} K^{p} \int_{r}^{t} \mathrm{E}\left(\left|D_{r}^{j} X_{s}^{(n)}\right|^{p}\right) d s\right) \tag{7.26}
\end{equation*}
$$

where

$$
\gamma_{p}=\sup _{n, j} \mathrm{E}\left(\sup _{0 \leq t \leq T}\left|\sigma_{j}\left(X_{t}^{(n)}\right)\right|^{p}\right)<\infty .
$$

So (7.24) and (7.25) hold for $n+1$ and the claim is proved.
We know that

$$
\mathrm{E}\left(\sup _{s \leq T}\left|X_{s}^{(n)}-X_{s}\right|^{p}\right) \longrightarrow 0
$$

as $n$ tends to infinity. By Gronwall's lemma applied to (7.25) we deduce that the derivatives of the sequence $X_{t}^{(n), i}$ are bounded in $L^{p}(\Omega ; H)$ uniformly in $n$ for all $p \geq 2$. This implies that the random variables $X_{t}^{i}$ belong to $\mathbb{D}^{1, \infty}$. Finally, applying the operator $D$ to equation (7.21) we deduce the linear stochastic differential equation (7.23) for the derivative of $X_{t}^{i}$.

This completes the proof of the proposition.
Example 7.5.3 Consider the diffusion process in $\mathbb{R}$

$$
d X_{t}=\sigma\left(X_{t}\right) d B_{t}+b\left(X_{t}\right) d t, \quad X_{0}=x_{0}
$$

where $\sigma$ and $b$ are globally Lipschitz functions in $C^{1}(\mathbb{R})$. Then, for all $t>0, X_{t}$ belongs to $\mathbb{D}^{1, \infty}$ and the Malliavin derivative $\left(D_{r} X_{t}\right)_{r \leq t}$ satisfies the following linear equation:

$$
D_{r} X_{t}=\sigma\left(X_{r}\right)+\int_{r}^{t} \sigma^{\prime}\left(X_{s}\right) D_{r}\left(X_{s}\right) d B_{s}+\int_{r}^{t} b^{\prime}\left(X_{s}\right) D_{r}\left(X_{s}\right) d s
$$

Therefore, by Itô's formula (Theorem 2.4.3),

$$
D_{r} X_{t}=\sigma\left(X_{t}\right) \exp \left(\int_{r}^{t} \sigma^{\prime}\left(X_{s}\right) d B_{s}+\int_{r}^{t}\left(b\left(X_{s}\right)-\frac{1}{2}\left(\sigma^{\prime}\right)^{2}\left(X_{s}\right)\right) d s\right)
$$

Consider the $m \times m$ matrix-valued process defined by

$$
Y_{t}=I_{m}+\sum_{l=1}^{d} \int_{0}^{t} \partial \sigma_{\ell}\left(X_{s}\right) Y_{s} d B_{s}^{\ell}+\int_{0}^{t} \partial b\left(X_{s}\right) Y_{s} d s
$$

where $I_{m}$ denotes the identity matrix of order $m$ and $\partial \sigma_{\ell}$ denotes the $m \times m$ Jacobian matrix of the function $\sigma_{\ell}$; that is,

$$
\left(\partial \sigma_{\ell}\right)_{j}^{i}=\partial_{j} \sigma_{\ell}^{i}
$$

In the same way, $\partial b$ denotes the $m \times m$ Jacobian matrix of $b$. If the coefficients of equation (7.21) are of class $C^{1+\alpha}, \alpha>0$, then there is a version of the solution $X_{t}\left(x_{0}\right)$ to this equation that is continuously differentiable in $x_{0}$ (see Kunita, 1984), and for which $Y_{t}$ is the Jacobian matrix $\partial X_{t} / \partial x_{0}$ :

$$
Y_{t}=\frac{\partial X_{t}}{\partial x_{0}}
$$

Proposition 7.5.4 For any $t \in[0, T]$ the matrix $Y_{t}$ is invertible. Its inverse $Z_{t}$ satisfies

$$
\begin{aligned}
Z_{t}= & I_{m}-\sum_{\ell=1}^{d} \int_{0}^{t} Z_{s} \partial \sigma_{\ell}\left(X_{s}\right) d B_{s}^{\ell} \\
& -\int_{0}^{t} Z_{s}\left(\partial b\left(X_{s}\right)-\sum_{\ell=1}^{d} \partial \sigma_{\ell}\left(X_{s}\right) \partial \sigma_{\ell}\left(X_{s}\right)\right) d s
\end{aligned}
$$

Proof By means of Itô's formula (Theorem 2.4.3), one can check that $Z_{t} Y_{t}=Y_{t} Z_{t}=I_{m}$, which implies that $Z_{t}=Y_{t}^{-1}$. In fact,

$$
\begin{aligned}
Z_{t} Y_{t}= & I_{m}+\sum_{\ell=1}^{d} \int_{0}^{t} Z_{s} \partial \sigma_{\ell}\left(X_{s}\right) Y_{s} d B_{s}^{\ell}+\int_{0}^{t} Z_{s} \partial b\left(X_{s}\right) Y_{s} d s \\
& -\sum_{\ell=1}^{d} \int_{0}^{t} Z_{s} \partial \sigma_{l}\left(X_{s}\right) Y_{s} d B_{s}^{\ell} \\
& -\int_{0}^{t} Z_{s}\left(\partial b\left(X_{s}\right)-\sum_{\ell=1}^{d} \partial \sigma_{\ell}\left(X_{s}\right) \partial \sigma_{\ell}\left(X_{s}\right)\right) Y_{s} d s \\
& -\int_{0}^{t} Z_{s}\left(\sum_{\ell=1}^{d} \partial \sigma_{\ell}\left(X_{s}\right) \partial \sigma_{\ell}\left(X_{s}\right)\right) Y_{s} d s=I_{m}
\end{aligned}
$$

Similarly, we can show that $Y_{t} Z_{t}=I_{m}$.
Lemma 7.5.5 The $m \times d$ matrix $\left(D_{r} X_{t}\right)_{j}^{i}=D_{r}^{j} X_{t}^{i}$ can be expressed as

$$
\begin{equation*}
D_{r} X_{t}=Y_{t} Y_{r}^{-1} \sigma\left(X_{r}\right) \tag{7.27}
\end{equation*}
$$

where $\sigma$ denotes the $m \times d$ matrix with columns $\sigma_{1}, \ldots, \sigma_{d}$.
Proof It suffices to check that the process $\Phi_{t, r}:=Y_{t} Y_{r}^{-1} \sigma\left(X_{r}\right), t \geq r$ satisfies

$$
\Phi_{t, r}=\sigma\left(X_{r}\right)+\sum_{\ell=1}^{d} \int_{r}^{t} \partial \sigma_{\ell}\left(X_{s}\right) \Phi_{s, r} d B_{s}^{\ell}+\int_{r}^{t} \partial b\left(X_{s}\right) \Phi_{s, r} d s
$$

In fact,

$$
\begin{aligned}
& \sigma\left(X_{r}\right)+\sum_{\ell=1}^{d} \int_{r}^{t} \partial \sigma_{\ell}\left(X_{s}\right)\left(Y_{s} Y_{r}^{-1} \sigma\left(X_{r}\right)\right) d B_{s}^{\ell} \\
& +\int_{r}^{t} \partial b\left(X_{s}\right)\left(Y_{s} Y_{r}^{-1} \sigma\left(X_{r}\right)\right) d s \\
& \quad=\sigma\left(X_{r}\right)+\left(Y_{t}-Y_{r}\right) Y_{r}^{-1} \sigma\left(X_{r}\right)=Y_{t} Y_{r}^{-1} \sigma\left(X_{r}\right)
\end{aligned}
$$

This completes the proof.
Consider the Malliavin matrix of $X_{t}$, denoted by $\gamma_{X_{t}}:=Q_{t}$ and given by

$$
Q_{t}^{i, j}=\sum_{\ell=1}^{d} \int_{0}^{t} D_{s}^{\ell} X_{t}^{i} D_{s}^{\ell} X_{t}^{j} d s
$$

That is, $Q_{t}=\int_{0}^{t}\left(D_{s} X_{t}\right)\left(D_{s} X_{t}\right)^{T} d s$. Equation (7.27) leads to

$$
\begin{equation*}
Q_{t}=Y_{t} C_{t} Y_{t}^{T} \tag{7.28}
\end{equation*}
$$

where

$$
C_{t}=\int_{0}^{t} Y_{s}^{-1} \sigma \sigma^{T}\left(X_{s}\right)\left(Y_{s}^{-1}\right)^{T} d s
$$

Taking into account that $Y_{t}$ is invertible, the nondegeneracy of the matrix $Q_{t}$ will depend only on the nondegeneracy of the matrix $C_{t}$, which is called the reduced Malliavin matrix.

### 7.6 Absolute Continuity under Ellipticity Conditions

Consider the stopping time defined by

$$
S=\inf \left\{t>0: \operatorname{det} \sigma \sigma^{T}\left(X_{t}\right) \neq 0\right\}
$$

Theorem 7.6.1 (Bouleau and Hirsch, 1986) Let $\left(X_{t}\right)_{t \geq 0}$ be a diffusion process with $C^{1+\alpha}$ and Lipschitz coefficients. Then, for any $t>0$, the law of $X_{t}$ conditioned by $\{t>S\}$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^{m}$.

Proof It suffices to show that $\operatorname{det} C_{t}>0$ a.s. on the set $\{S<t\}$. Suppose that $t>S$. For any $u \in \mathbb{R}^{m}$ with $|u|=1$ we can write

$$
\begin{aligned}
u^{T} C_{t} u & =\int_{0}^{t} u^{T} Y_{s}^{-1} \sigma \sigma^{T}\left(X_{s}\right)\left(Y_{s}^{-1}\right)^{T} u d s \\
& \geq \int_{0}^{t} \inf _{|v|=1}\left(v^{T} \sigma \sigma^{T}\left(X_{s}\right) v\right)\left|\left(Y_{s}^{-1}\right)^{T} u\right|^{2} d s
\end{aligned}
$$

Notice that $\inf _{|v|=1}\left(v^{T} \sigma \sigma^{T}\left(X_{s}\right) v\right)$ is the smallest eigenvalue of $\sigma \sigma^{T}\left(X_{s}\right)$, which is strictly positive in an open interval contained in $[0, t]$ by the definition of the stopping time $S$ and because $t>S$.

Furthermore, $\left|\left(Y_{s}^{-1}\right)^{T} u\right| \geq|u|\left|Y_{s}\right|^{-1}$. Therefore we obtain

$$
u^{T} C_{t} u \geq k|u|^{2}
$$

for some positive random variable $k>0$, which implies that the matrix $C_{t}$ is invertible. This completes the proof.

Example 7.6.2 Assume that $\sigma\left(x_{0}\right) \neq 0$ in Example 7.5.3. Then, for any $t>0$, the law of $X_{t}$ is absolutely continuous with respect to the Lebesgue measure in $\mathbb{R}$.

### 7.7 Regularity of the Density under Hörmander's Conditions

We need the following regularity result, whose proof is similar to that of Proposition 7.5.2 and is thus omitted.

Proposition 7.7.1 Suppose that the coefficients $\sigma_{j}, 1 \leq j \leq m$, and $b$ of equation (7.20) are infinitely differentiable with bounded derivatives of all orders. Then, for all $t \geq 0$ and $i=1, \ldots, m, X_{t}^{i}$ belong to $\mathbb{D}^{\infty}$.

Consider the following vector fields on $\mathbb{R}^{m}$ :

$$
\begin{aligned}
\sigma_{j} & =\sum_{i=1}^{m} \sigma_{j}^{i}(x) \frac{\partial}{\partial x_{i}}, \quad j=1, \ldots, d, \\
b & =\sum_{i=1}^{m} b^{i}(x) \frac{\partial}{\partial x_{i}}
\end{aligned}
$$

The Lie bracket between the vector fields $\sigma_{j}$ and $\sigma_{k}$ is defined by

$$
\left[\sigma_{j}, \sigma_{k}\right]=\sigma_{j} \sigma_{k}-\sigma_{k} \sigma_{j}=\sigma_{j}^{\nabla} \sigma_{k}-\sigma_{k}^{\nabla} \sigma_{j}
$$

where

$$
\sigma_{j}^{\nabla} \sigma_{k}=\sum_{i, \ell=1}^{m} \sigma_{j}^{\ell} \partial_{\ell} \sigma_{k}^{i} \frac{\partial}{\partial x_{i}}
$$

Set

$$
\sigma_{0}=b-\frac{1}{2} \sum_{\ell=1}^{d} \sigma_{\ell}^{\nabla} \sigma_{\ell}
$$

The vector field $\sigma_{0}$ appears when we write the stochastic differential equation (7.21) in terms of the Stratonovich integral (see Section 2.7) instead of Itô's integral:

$$
X_{t}=x_{0}+\sum_{j=1}^{d} \int_{0}^{t} \sigma_{j}\left(X_{s}\right) \circ d B_{s}^{j}+\int_{0}^{t} \sigma_{0}\left(X_{s}\right) d s
$$

Let us introduce the nondegeneracy condition required for the smoothness of the density.
(HC) Hörmander's condition: The vector space spanned by the vector fields

$$
\sigma_{1}, \ldots, \sigma_{d},\left[\sigma_{i}, \sigma_{j}\right], 0 \leq i \leq d, 1 \leq j \leq d,\left[\sigma_{i},\left[\sigma_{j}, \sigma_{k}\right]\right], 0 \leq i, j, k \leq d, \ldots
$$

at the point $x_{0}$ is $\mathbb{R}^{m}$.
For instance, if $m=d=1, \sigma_{1}^{1}(x)=a(x)$ and $\sigma_{0}^{1}(x)=a_{0}(x)$; then Hörmander's condition means that $a\left(x_{0}\right) \neq 0$ or $a^{n}\left(x_{0}\right) a_{0}\left(x_{0}\right) \neq 0$ for some $n \geq 1$.

Theorem 7.7.2 Assume that Hörmander's condition holds. Then, for any $t>0$, the random vector $X_{t}$ has an infinitely differentiable density.

This result can be considered as a probabilistic version of Hörmander's theorem on the hypoellipticity of second-order differential operators. In fact, the density $p_{t}$ of $X_{t}$ satisfies the Fokker-Planck equation

$$
\left(-\frac{\partial}{\partial t}+L^{*}\right) p_{t}=0
$$

where

$$
L=\frac{1}{2} \sum_{i, j=1}^{m}\left(\sigma \sigma^{T}\right)^{i j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{m} b^{i} \frac{\partial}{\partial x_{i}} .
$$

Then, $p_{t} \in C^{\infty}\left(\mathbb{R}^{m}\right)$ means that $\partial / \partial t-L^{*}$ is hypoelliptic (Hörmander's theorem).

For the proof of Theorem 7.7.2 we need several technical lemmas.
Lemma 7.7.3 Let $C$ be an $m \times m$ symmetric nonnegative definite random matrix. Assume that the entries $C^{i j}$ have moments of all orders and that for any $p \geq 2$ there exists $\epsilon_{0}(p)$ such that, for all $\epsilon \leq \epsilon_{0}(p)$,

$$
\sup _{|v|=1} \mathrm{P}\left(v^{T} C v \leq \epsilon\right) \leq \epsilon^{p} .
$$

Then $\mathrm{E}\left((\operatorname{det} C)^{-p}\right)<\infty$ for all $p \geq 2$.

Proof Let $\lambda=\inf _{|v|=1} v^{T} C v$ be the smallest eigenvalue of $C$. We know that $\lambda^{m} \leq \operatorname{det} C$. Thus, it suffices to show that $\mathrm{E}\left(\lambda^{-p}\right)<\infty$ for all $p \geq 2$. Set $|C|=\left(\sum_{i, j=1}^{m}\left(C^{i j}\right)^{2}\right)^{\frac{1}{2}}$. Fix $\epsilon>0$, and let $v_{1}, \ldots, v_{N}$ be a finite set of unit vectors such that the balls with their center in these points and radius $\epsilon^{2} / 2$ cover the unit sphere $S^{m-1}$. Then, we have

$$
\begin{align*}
\mathrm{P}(\lambda<\epsilon) & =\mathrm{P}\left(\inf _{|v|=1} v^{T} C v<\epsilon\right) \\
& \leq \mathrm{P}\left(\inf _{|v|=1} v^{T} C v<\epsilon,|C| \leq \frac{1}{\epsilon}\right)+\mathrm{P}\left(|C|>\frac{1}{\epsilon}\right) . \tag{7.29}
\end{align*}
$$

Assume that $|C| \leq 1 / \epsilon$ and $v_{k}^{T} C v_{k} \geq 2 \epsilon$ for any $k=1, \ldots, N$. For any unit vector $v$, there exists a $v_{k}$ such that $\left|v-v_{k}\right| \leq \epsilon^{2} / 2$ and we can deduce the following inequalities:

$$
\begin{aligned}
v^{T} C v & \geq v_{k}^{T} C v_{k}-\left|v^{T} C v-v_{k}^{T} C v_{k}\right| \\
& \geq 2 \epsilon-\left(\left|v^{T} C v-v^{T} C v_{k}\right|+\left|v^{T} C v_{k}-v_{k}^{T} C v_{k}\right|\right) \\
& \geq 2 \epsilon-2|C|\left|v-v_{k}\right| \geq \epsilon .
\end{aligned}
$$

As a consequence, (7.29) implies that

$$
\mathrm{P}(\lambda<\epsilon) \leq \mathrm{P}\left(\bigcup_{k=1}^{N}\left\{v_{k}^{T} C v_{k}<2 \epsilon\right\}\right)+\mathrm{P}\left(|C|>\frac{1}{\epsilon}\right) \leq N(2 \epsilon)^{p+2 m}+\epsilon^{p} \mathrm{E}\left(|C|^{p}\right)
$$

if $\epsilon \leq \frac{1}{2} \epsilon_{0}(p+2 m)$. The number $N$ depends on $\epsilon$ but is bounded by a constant times $\epsilon^{-2 m}$. Therefore, we obtain $\mathrm{P}(\lambda<\epsilon) \leq C \epsilon^{p}$ for all $\epsilon \leq \epsilon_{1}(p)$ and for all $p \geq 2$. This implies that $\lambda^{-1}$ has moments of all orders, which completes the proof of the lemma.

Lemma 7.7.4 Let $\left(Z_{t}\right)_{t \geq 0}$ be a real-valued, adapted, continuous process such that $Z_{0}=z_{0} \neq 0$. Suppose that there exist $\alpha>0$ and $t_{0}>0$ such that, for all $p \geq 1$ and $t \in\left[0, t_{0}\right]$,

$$
\mathrm{E}\left(\sup _{0 \leq s \leq t}\left|Z_{s}-z_{0}\right|^{p}\right) \leq C_{p} t^{p \alpha}
$$

Then, for all $p \geq 1$ and $t \geq 0$,

$$
\mathrm{E}\left(\left(\int_{0}^{t}\left|Z_{s}\right| d s\right)^{-p}\right)<\infty
$$

Proof We can assume that $t \in\left[0, t_{0}\right]$. For any $0<\epsilon<t\left|z_{0}\right| / 2$, we have

$$
\begin{aligned}
\mathrm{P}\left(\int_{0}^{t}\left|Z_{s}\right| d s<\epsilon\right) & \leq \mathrm{P}\left(\int_{0}^{2 \epsilon / z_{0} \mid}\left|Z_{s}\right| d s<\epsilon\right) \\
& \leq \mathrm{P}\left(\sup _{0 \leq s \leq 2 \epsilon| | z_{0} \mid}\left|Z_{s}-z_{0}\right|>\frac{\left|z_{0}\right|}{2}\right) \\
& \leq \frac{2^{p} C_{p}}{\left|z_{0}\right|^{p}}\left(\frac{2 \epsilon}{\left|z_{0}\right|}\right)^{p \alpha},
\end{aligned}
$$

which implies the desired result.
The next lemma was proved by Norris (1986), following the ideas of Stroock (1983), and is the basic ingredient in the proof of Theorem 7.7.2.

Lemma 7.7.5 (Norris's lemma) Consider a continuous semimartingale of the form

$$
Y_{t}=y+\int_{0}^{t} a_{s} d s+\sum_{i=1}^{d} \int_{0}^{t} u_{s}^{i} d B_{s}^{i}
$$

where

$$
a(t)=\alpha+\int_{0}^{t} \beta_{s} d s+\sum_{i=1}^{d} \int_{0}^{t} \gamma_{s}^{i} d B_{s}^{i}
$$

and $c=\mathrm{E}\left(\sup _{0 \leq t \leq T}\left(\left|\beta_{t}\right|+\left|\gamma_{t}\right|+\left|a_{t}\right|+\left|u_{t}\right|\right)^{p}\right)<\infty$ for some $p \geq 2$.
Fix $q>8$. Then, for all $r<(q-8) / 27$ there exists an $\epsilon_{0}$ such that, for all $\epsilon \leq \epsilon_{0}$, we have

$$
\mathrm{P}\left(\int_{0}^{T} Y_{t}^{2} d t<\epsilon^{q}, \int_{0}^{T}\left(\left|a_{t}\right|^{2}+\left|u_{t}\right|^{2}\right) d t \geq \epsilon\right) \leq c_{1} \epsilon^{r p}
$$

Proof of Theorem 7.7.2 The proof will be carried out in several steps:
Step 1 We need to show that, for all $t>0$ and all $p \geq 2, \mathrm{E}\left(\left(\operatorname{det} Q_{t}\right)^{-p}\right)<$ $\infty$, where $Q_{t}$ is the Malliavin matrix of $X_{t}$. Taking into account that

$$
\mathrm{E}\left(\left|\operatorname{det} Y_{t}^{-1}\right|^{p}+\left|\operatorname{det} Y_{t}\right|^{p}\right)<\infty
$$

it suffices to show that $\mathrm{E}\left(\left(\operatorname{det} C_{t}\right)^{-p}\right)<\infty$ for all $p \geq 2$.
Step 2 Fix $t>0$. Using Lemma 7.7.3, the problem reduces to showing that, for all $p \geq 2$, we have

$$
\sup _{|v|=1} \mathrm{P}\left(v^{T} C_{t} v \leq \epsilon\right) \leq \epsilon^{p},
$$

for any $\epsilon \leq \epsilon_{0}(p)$, where the quadratic form associated with the matrix $C_{t}$ is given by

$$
\begin{equation*}
v^{T} C_{t} v=\sum_{j=1}^{d} \int_{0}^{t}\left\langle v, Y_{s}^{-1} \sigma_{j}\left(X_{s}\right)\right\rangle^{2} d s \tag{7.30}
\end{equation*}
$$

Step 3 Fix a smooth function $V$ and use Itô's formula to compute the differential of $Y_{t}^{-1} V\left(X_{t}\right)$ :

$$
\begin{align*}
d\left(Y_{t}^{-1} V\left(X_{t}\right)\right)= & Y_{t}^{-1} \sum_{k=1}^{d}\left[\sigma_{k}, V\right]\left(X_{t}\right) d B_{t}^{k} \\
& +Y_{t}^{-1}\left(\left[\sigma_{0}, V\right]+\frac{1}{2} \sum_{k=1}^{d}\left[\sigma_{k},\left[\sigma_{k}, V\right]\right]\right)\left(X_{t}\right) d t . \tag{7.31}
\end{align*}
$$

Step 4 We introduce the following sets of vector fields:

$$
\begin{aligned}
\Sigma_{0} & =\left\{\sigma_{1}, \ldots, \sigma_{d}\right\}, \\
\Sigma_{n} & =\left\{\left[\sigma_{k}, V\right], k=0, \ldots, d, V \in \Sigma_{n-1}\right\} \quad \text { if } n \geq 1, \\
\Sigma & =\cup_{n=0}^{\infty} \Sigma_{n}
\end{aligned}
$$

and

$$
\begin{aligned}
\Sigma_{0}^{\prime}= & \Sigma_{0}, \\
\Sigma_{n}^{\prime}=\{ & {\left[\sigma_{k}, V\right], k=1, \ldots, d, V \in \Sigma_{n-1}^{\prime} ; } \\
& {\left.\left[\sigma_{0}, V\right]+\frac{1}{2} \sum_{j=1}^{d}\left[\sigma_{j},\left[\sigma_{j}, V\right]\right], V \in \Sigma_{n-1}^{\prime}\right\} \quad \text { if } n \geq 1, } \\
\Sigma^{\prime}= & \cup_{n=0}^{\infty} \Sigma_{n}^{\prime} .
\end{aligned}
$$

We denote by $\Sigma_{n}(x)\left(\operatorname{resp} . \Sigma_{n}^{\prime}(x)\right)$ the subset of $\mathbb{R}^{m}$ obtained by freezing the variable $x$ in the vector fields of $\Sigma_{n}\left(\right.$ resp. $\Sigma_{n}^{\prime}$ ). Clearly, the vector spaces spanned by $\Sigma\left(x_{0}\right)$ or by $\Sigma^{\prime}\left(x_{0}\right)$ coincide and, under Hörmander's condition, this vector space is $\mathbb{R}^{m}$. Therefore, there exists an integer $j_{0} \geq 0$ such that the linear span of the set of vector fields $\bigcup_{j=0}^{j_{0}} \Sigma_{j}^{\prime}(x)$ at point $x_{0}$ has dimension $m$.

As a consequence there exist constants $R>0$ and $c>0$ such that

$$
\begin{equation*}
\sum_{j=0}^{j_{0}} \sum_{V \in \Sigma_{j}^{\prime}}\langle v, V(y)\rangle^{2} \geq c \tag{7.32}
\end{equation*}
$$

for all $v$ and $y$ with $|v|=1$ and $\left|y-x_{0}\right|<R$.
Step 5 For any $j=0,1, \ldots, j_{0}$ we put $m(j)=2^{-4 j}$ and define the set

$$
E_{j}=\left\{\sum_{V \in \Sigma_{j}^{\prime}} \int_{0}^{t}\left\langle v, Y_{s}^{-1} V\left(X_{s}\right)\right\rangle^{2} d s \leq \epsilon^{m(j)}\right\}
$$

Notice that $\left\{v^{T} C_{t} v \leq \epsilon\right\}=E_{0}$ because $m(0)=1$. Consider the decomposition

$$
E_{0} \subset\left(E_{0} \cap E_{1}^{c}\right) \cup\left(E_{1} \cap E_{2}^{c}\right) \cup \cdots \cup\left(E_{j_{0}-1} \cap E_{j_{0}}^{c}\right) \cup F
$$

where $F=E_{0} \cap E_{1} \cap \cdots \cap E_{j_{0}}$. Then, for any unit vector $v$, we have

$$
\mathrm{P}\left(v^{T} C_{t} v \leq \epsilon\right)=\mathrm{P}\left(E_{0}\right) \leq \mathrm{P}(F)+\sum_{j=0}^{j_{0}-1} \mathrm{P}\left(E_{j} \cap E_{j+1}^{c}\right)
$$

We will now estimate each term in this sum.
Step 6 Let us first estimate $\mathrm{P}(F)$. By the definition of $F$ we obtain

$$
\mathrm{P}(F) \leq \mathrm{P}\left(\sum_{j=0}^{j_{0}} \sum_{V \in \Sigma_{j}^{\prime}} \int_{0}^{t}\left\langle v, Y_{s}^{-1} V\left(X_{s}\right)\right\rangle^{2} d s \leq\left(j_{0}+1\right) \epsilon^{m\left(j_{0}\right)}\right)
$$

Then, taking into account (7.32), we can apply Lemma 7.7.4 to the process

$$
Z_{s}=\inf _{|v|=1} \sum_{j=0}^{j_{0}} \sum_{V \in \Sigma_{j}^{\prime}}\left\langle v, Y_{s}^{-1} V\left(X_{s}\right)\right\rangle^{2}
$$

and we obtain

$$
\mathrm{E}\left(\left|\inf _{|v|=1} \sum_{j=0}^{j_{0}} \sum_{V \in \Sigma_{j}^{\prime}} \int_{0}^{t}\left\langle v, Y_{s}^{-1} V\left(X_{s}\right)\right\rangle^{2} d s\right|^{-p}\right)<\infty
$$

Therefore, for any $p \geq 1$, there exists $\epsilon_{0}$ such that

$$
\mathrm{P}(F) \leq \epsilon^{p}
$$

for any $\epsilon<\epsilon_{0}$.
Step 7 For any $j=0, \ldots, j_{0}$, the probability of the event $E_{j} \cap E_{j+1}^{c}$ is bounded by the sum with respect to $V \in \Sigma_{j}^{\prime}$ of the probability that the two following events happen:

$$
\int_{0}^{t}\left\langle v, Y_{s}^{-1} V\left(X_{s}\right)\right\rangle^{2} d s \leq \epsilon^{m(j)}
$$

and

$$
\begin{aligned}
& \sum_{k=1}^{d} \int_{0}^{t}\left\langle v, Y_{s}^{-1}\left[\sigma_{k}, V\right]\left(X_{s}\right)\right\rangle^{2} d s \\
& +\int_{0}^{t}\left\langle v, Y_{s}^{-1}\left(\left[\sigma_{0}, V\right]+\frac{1}{2} \sum_{j=1}^{d}\left[\sigma_{j},\left[\sigma_{j}, V\right]\right]\right)\left(X_{s}\right)\right\rangle^{2} d s>\frac{\epsilon^{m(j+1)}}{n(j)}
\end{aligned}
$$

where $n(j)$ denotes the cardinality of the set $\Sigma_{j}^{\prime}$.
Consider the continuous semimartingale $\left(\left\langle v, Y_{s}^{-1} V\left(X_{s}\right)\right\rangle\right)_{s \geq 0}$. From (7.31) we see that the quadratic variation of this semimartingale is equal to

$$
\sum_{k=1}^{d} \int_{0}^{s}\left\langle v, Y_{r}^{-1}\left[\sigma_{k}, V\right]\left(X_{r}\right)\right\rangle^{2} d r
$$

and the bounded variation component is

$$
\int_{0}^{s}\left\langle v, Y_{r}^{-1}\left(\left[\sigma_{0}, V\right]+\frac{1}{2} \sum_{j=1}^{d}\left[\sigma_{j},\left[\sigma_{j}, V\right]\right]\right)\left(X_{r}\right)\right\rangle d r
$$

Taking into account that $8 m(j+1)<m(j)$, from Norris's lemma (Lemma 7.7.5) applied to the semimartingale $Y_{s}=v^{T} Y_{s}^{-1} V\left(X_{s}\right)$, we get that, for any $p \geq 1$, there exists an $\epsilon_{0}>0$ such that

$$
\mathrm{P}\left(E_{j} \cap E_{j+1}^{c}\right) \leq \epsilon^{p}
$$

for all $\epsilon \leq \epsilon_{0}$. The proof of the theorem is now complete.

## Exercises

7.1 Let $F$ be a random variable with the law $N\left(0, \sigma^{2}\right)$. Show that the density $p(x)$ of $F$ satisfies

$$
p(x)=\sigma^{-2} \mathrm{E}\left(\mathbf{1}_{\{F>x\}} F\right)
$$

7.2 Derive (7.4) applying (7.3) and Meyer's inequality (5.7).
7.3 Set $M_{t}=\int_{0}^{t} u_{s} d B_{s}$, where $u=\left(u_{t}\right)_{t \in(0, T]}$ is a process in $L_{T}^{2}(\mathcal{P})$ such that, for all $t \in[0, T],\left|u_{t}\right| \geq \rho>0$ for some constant $\rho, u_{t} \in \mathbb{D}^{2, p}$, and

$$
\lambda:=\sup _{s, t \in[0, T]} \mathrm{E}\left(\left|D_{s} u_{t}\right|^{p}\right)+\sup _{r, s \in[0, T]} \mathrm{E}\left(\left(\int_{0}^{T}\left|D_{r, s}^{2} u_{t}\right|^{2} d t\right)^{p / 2}\right)<\infty,
$$

for some $p>3$. Applying Proposition 7.1.6 show that the density of $M_{t}$, denoted by $p_{t}(x)$, satisfies

$$
p_{t}(x) \leq \frac{c}{\sqrt{t}} \mathrm{P}\left(\left|M_{t}\right|>|x|\right)^{1 / q}
$$

for all $t \in[0, T]$, where $q>p /(p-3)$ and the constant $c$ depends on $\lambda, \rho$, and $p$.
Hint: Use a lower bound of the form

$$
\left\|D M_{t}\right\|_{H}^{2}=\int_{0}^{t}\left(u_{s}+\int_{s}^{t} D_{s} u_{r} d B_{r}\right)^{2} d s \geq \int_{t(1-h)}^{t}\left(u_{s}+\int_{s}^{t} D_{s} u_{r} d B_{r}\right)^{2} d s
$$

and choose $h$ small enough.
7.4 Show inequality (7.8).
7.5 Consider the parametric model $F_{\theta, j}=\theta \epsilon_{j}, j=1, \ldots, n$, where the $\epsilon_{j}$ are independent $N(0,1)$ random variables. With the same notation as in Example 7.4.5 and using Proposition 7.4.8, derive an expression for $\partial_{\theta} \log p(x, \theta)$.
7.6 Consider the stochastic differential equation

$$
\begin{aligned}
d X_{t}^{1} & =d B_{t}^{1}+\sin X_{t}^{2} d B_{t}^{2} \\
d X_{t}^{2} & =2 X_{t}^{1} d B_{t}^{1}+X_{t}^{1} d B_{t}^{2}
\end{aligned}
$$

with initial condition $x_{0}=0$. Show that the vector fields $\sigma_{1}$ and $\left[\sigma_{1}, \sigma_{2}\right]$ at $x=0$ span $\mathbb{R}^{2}$ and that Hörmander's condition holds. Deduce that $X_{t}$ has a $C^{\infty}\left(\mathbb{R}^{2}\right)$ density for any $t>0$.

## 8

## Normal Approximations

In this chapter we present the application of Malliavin calculus, combined with Stein's method (see Chen et al., 2011), to normal approximations. We refer the reader to the book by Nourdin and Peccati (2012) for a detailed account of this topic.

### 8.1 Stein's Method

The following lemma is a characterization of the standard normal distribution on the real line.

Lemma 8.1.1 (Stein's lemma) A random variable $X$ such that $\mathrm{E}(|X|)<\infty$ has the standard normal distribution $N(0,1)$ if and only if, for any function $f \in C_{b}^{1}(\mathbb{R})$, we have

$$
\begin{equation*}
\mathrm{E}\left(f^{\prime}(X)-f(X) X\right)=0 \tag{8.1}
\end{equation*}
$$

Proof Suppose first that $X$ has the standard normal distribution $N(0,1)$. Then, equality (8.1) follows integrating by parts and using that the density $p(x)=(1 / \sqrt{2 \pi}) \exp \left(-x^{2} / 2\right)$ satisfies the differential equation

$$
p^{\prime}(x)=-x p(x)
$$

Conversely, let $\varphi(\lambda)=\mathrm{E}\left(e^{i \lambda X}\right), \lambda \in \mathbb{R}$, be the characteristic function of $X$. Because $X$ is integrable, we know that $\varphi$ is differentiable and $\varphi^{\prime}(\lambda)=$ $i \mathrm{E}\left(X e^{i \lambda X}\right)$. By our assumption, this is equal to $-\lambda \varphi(\lambda)$. Therefore, $\varphi(\lambda)=$ $\exp \left(-\lambda^{2} / 2\right)$, which concludes the proof.

If the expectation $\mathrm{E}\left(f^{\prime}(X)-f(X) X\right)$ is small for functions $f$ in some large set, we might conclude that the distribution of $X$ is close to the normal distribution. This is the main idea of Stein's method for normal approximations and the goal is to quantify this assertion in a proper way. To do this, consider a random variable $X$ with the $N(0,1)$ distribution and fix
a measurable function $h: \mathbb{R} \rightarrow \mathbb{R}$ such that $\mathrm{E}(|h(X)|)<\infty$. Stein's equation associated with $h$ is the linear differential equation

$$
\begin{equation*}
f_{h}^{\prime}(x)-x f_{h}(x)=h(x)-\mathrm{E}(h(X)), \quad x \in \mathbb{R} . \tag{8.2}
\end{equation*}
$$

Definition 8.1.2 A solution to equation (8.2) is an absolutely continuous function $f_{h}$ such that there exists a version of the derivative $f_{h}^{\prime}$ satisfying (8.2) for every $x \in \mathbb{R}$.

The next result provides the existence of a unique solution to Stein's equation.

Proposition 8.1.3 The function

$$
\begin{equation*}
f_{h}(x)=e^{x^{2} / 2} \int_{-\infty}^{x}(h(y)-\mathrm{E}(h(X))) e^{-y^{2} / 2} d y \tag{8.3}
\end{equation*}
$$

is the unique solution of Stein's equation (8.2) satisfying

$$
\begin{equation*}
\lim _{x \rightarrow \pm \infty} e^{-x^{2} / 2} f_{h}(x)=0 \tag{8.4}
\end{equation*}
$$

Proof Equation (8.2) can be written as

$$
e^{x^{2} / 2} \frac{d}{d x}\left(e^{-x^{2} / 2} f_{h}(x)\right)=h(x)-\mathrm{E}(h(X))
$$

This implies that any solution to equation (8.2) is of the form

$$
f_{h}(x)=c e^{x^{2} / 2}+e^{x^{2} / 2} \int_{-\infty}^{x}(h(y)-\mathrm{E}(h(X))) e^{-y^{2} / 2} d y
$$

for some $c \in \mathbb{R}$. Taking into account that

$$
\lim _{x \rightarrow \pm \infty} \int_{-\infty}^{x}(h(y)-\mathrm{E}(h(X))) e^{-y^{2} / 2} d y=0
$$

the asymptotic condition (8.4) is satisfied if and only if $c=0$.
Notice that, since $\int_{\mathbb{R}}(h(y)-\mathrm{E}(h(X))) e^{-y^{2} / 2} d y=0$, we have

$$
\begin{equation*}
\int_{-\infty}^{x}(h(y)-\mathrm{E}(h(X))) e^{-y^{2} / 2} d y=-\int_{x}^{\infty}(h(y)-\mathrm{E}(h(X))) e^{-y^{2} / 2} d y . \tag{8.5}
\end{equation*}
$$

Let us go back to the problem of approximating the law of a random variable $F$ by the $N(0,1)$ law. Consider a measurable function $h: \mathbb{R} \rightarrow \mathbb{R}$ such that $\mathrm{E}(|h(X)|)<\infty$ and $\mathrm{E}(|h(F)|)<\infty$, where $X$ is a random variable with law $N(0,1)$. Let $f_{h}$ be the unique solution to the Stein equation (8.2) given by (8.3). Substituting $x$ by a random variable $F$ in (8.3) and taking the expectation, we obtain

$$
\begin{equation*}
\mathrm{E}(h(F)-\mathrm{E}(h(X)))=\mathrm{E}\left(f_{h}^{\prime}(F)-F f_{h}(F)\right) \tag{8.6}
\end{equation*}
$$

We are going to consider measurable functions $h$ belonging to a separating class of functions $\mathscr{H}$, which means that if two random variables $F$ and $G$ are such that $h(F), h(G) \in L^{1}(\Omega)$ and $\mathrm{E}(h(F))=\mathrm{E}(h(G))$, for all $h \in \mathscr{H}$, then $F$ and $G$ have the same law.

Definition 8.1.4 Let $\mathscr{H}$ be a separating class and let $F$ and $G$ be two random variables such that $h(F)$ and $h(G)$ are in $L^{1}(\Omega)$ for any $h \in \mathscr{H}$. Then, we define

$$
d_{\mathscr{H}}(F, G)=\sup _{h \in \mathscr{H}}(|\mathrm{E}(h(F))-\mathrm{E}(h(G))|) .
$$

Notice that $d_{\mathscr{H}}(F, G)$ depends only on the laws of the random variables $F$ and $G$, and we can also write $d_{\mathscr{H}}(F, G)=d_{\mathscr{H}}\left(\mathrm{P} \circ F^{-1}, \mathrm{P} \circ G^{-1}\right)$. It can be proved that $d_{\mathscr{H}}$ is a distance in the class of probability measures $v$ on $\mathbb{R}$ such $h \in L^{1}(v)$ for any $h \in \mathscr{H}$. The following are important examples of separating classes of functions $\mathscr{H}$ and their associated distances.
(1) When $\mathscr{H}$ is the class of functions of the form $h=\mathbf{1}_{B}$, where $B$ is a Borel set in $\mathbb{R}$, the distance $d_{\mathscr{H}}$ is the total variation distance, denoted by

$$
d_{\mathrm{TV}}(F, G)=\sup _{B \in \mathcal{B}(\mathbb{R})}|\mathrm{P}(F \in B)-\mathrm{P}(G \in B)|
$$

(2) When $\mathscr{H}$ is the class of functions of the form $h=\mathbf{1}_{(-\infty, z]}$, for some $z \in \mathbb{R}$, the distance $d_{\mathscr{H}}$ is the Kolmogorov distance, denoted by

$$
d_{\mathrm{Kol}}(F, G)=\sup _{z \in \mathbb{R}}|\mathrm{P}(F \leq z)-\mathrm{P}(G \leq z)|
$$

(3) When $\mathscr{H}=\operatorname{Lip}(1)$ is the class of functions $h$ such that

$$
\|h\|_{\text {Lip }}:=\sup _{x \neq y} \frac{|h(x)-h(y)|}{|x-y|} \leq 1
$$

the distance $d_{\mathscr{H}}$ is the Wasserstein distance, denoted by

$$
d_{\mathrm{W}}(F, G)=\sup _{h \in \operatorname{Lip}(1)}|\mathrm{E}(h(F))-\mathrm{E}(h(G))| .
$$

Then, from (8.6), we deduce the following result.
Proposition 8.1.5 Let $F, X$ be two random variables such that $X$ has the $N(0,1)$ distribution. If $\mathscr{H}$ is a separating class of functions such that $\mathrm{E}(|h(X)|)<\infty$ and $\mathrm{E}(|h(F)|)<\infty$ for every $h \in \mathscr{H}$ then

$$
\begin{equation*}
d_{\mathscr{H}}(F, X) \leq \sup _{h \in \mathscr{H}}\left|\mathrm{E}\left(f_{h}^{\prime}(F)-F f_{h}(F)\right)\right| . \tag{8.7}
\end{equation*}
$$

In order to control these distances, we need estimates on the supremum norm of $f_{h}$ and its derivative, when $h$ belongs to one of the above classes. These will be obtained in the following propositions.

Proposition 8.1.6 Let $h: \mathbb{R} \rightarrow[0,1]$ be a measurable function. Then the solution to Stein's equation $f_{h}$ given by (8.3) satisfies

$$
\begin{equation*}
\left\|f_{h}\right\|_{\infty} \leq \sqrt{\frac{\pi}{2}} \quad \text { and } \quad\left\|f_{h}^{\prime}\right\|_{\infty} \leq 2 \tag{8.8}
\end{equation*}
$$

Proof Taking into account that $|h(x)-\mathrm{E}(h(X))| \leq 1$, where $X$ has law $N(0,1)$, we obtain

$$
\left|f_{h}(x)\right| \leq e^{x^{2} / 2} \int_{|x|}^{\infty} e^{-y^{2} / 2} d y=\sqrt{\frac{\pi}{2}}
$$

because the function $x \rightarrow e^{x^{2} / 2} \int_{|x|}^{\infty} e^{-y^{2} / 2} d y$ attains its maximum at $x=0$.
To prove the second estimate, observe that, in view of (8.5), we can write

$$
\begin{aligned}
f_{h}^{\prime}(x) & =h(x)-\mathrm{E}(h(X))+x e^{x^{2} / 2} \int_{-\infty}^{x}(h(y)-\mathrm{E}(h(X))) e^{-y^{2} / 2} d y \\
& =h(x)-\mathrm{E}(h(X))-x e^{x^{2} / 2} \int_{x}^{\infty}(h(y)-\mathrm{E}(h(X))) e^{-y^{2} / 2} d y
\end{aligned}
$$

for every $x \in \mathbb{R}$. Therefore

$$
\left|f_{h}^{\prime}(x)\right| \leq 1+|x| e^{x^{2} / 2} \int_{|x|}^{\infty} e^{-y^{2} / 2} d y=2
$$

This completes the proof.
For the class $\left\{\mathbf{1}_{(-\infty, z]}, z \in \mathbb{R}\right\}$ we can improve the estimate (8.8) slightly, as follows. For any $z \in \mathbb{R}$, set $f_{z}=f_{h}$, where $h=\mathbf{1}_{(-\infty, z]}$. In this case,

$$
f_{z}(x)= \begin{cases}\sqrt{2 \pi} e^{x^{2} / 2} \Phi(x)(1-\Phi(z)) & \text { if } x \leq z \\ \sqrt{2 \pi} e^{x^{2} / 2} \Phi(z)(1-\Phi(x)) & \text { if } x \geq z\end{cases}
$$

where $\Phi(x)=\mathrm{P}(X \leq x)$, and $X$ has law $N(0,1)$. The proof of the following estimate is left as an exercise (see Exercise 8.1).

Proposition 8.1.7 For any $z \in \mathbb{R},\left\|f_{z}\right\|_{\infty} \leq \sqrt{2 \pi} / 4$ and $\left\|f_{z}^{\prime}\right\|_{\infty} \leq 1$.
Finally, the following results will be useful in obtaining an upper bound for the Wasserstein distance.

Proposition 8.1.8 Let $h \in \operatorname{Lip}(1)$. Then the function $f_{h}$ given in (8.3) admits the representation

$$
\begin{equation*}
f_{h}(x)=-\int_{0}^{\infty} \frac{e^{-t}}{\sqrt{1-e^{-2 t}}} \mathrm{E}\left(h\left(x e^{-t}+\sqrt{1-e^{-2 t}} X\right) X\right) d t \tag{8.9}
\end{equation*}
$$

Moreover $f_{h}$ is continuously differentiable and $\left\|f_{h}^{\prime}\right\|_{\infty} \leq \sqrt{2 / \pi}$.

Proof The fact that $f_{h} \in C^{1}(\mathbb{R})$ follows immediately from equation (8.3). Denote by $\tilde{f}_{h}(x)$ the right-hand side of equation (8.9). By the dominated convergence theorem, we have

$$
\begin{equation*}
\tilde{f}_{h}^{\prime}(x)=-\int_{0}^{\infty} \frac{e^{-2 t}}{\sqrt{1-e^{-2 t}}} \mathrm{E}\left(h^{\prime}\left(x e^{-t}+\sqrt{1-e^{-2 t}} X\right) X\right) d t \tag{8.10}
\end{equation*}
$$

Taking into account that $\left|h^{\prime}(x)\right| \leq 1$, we obtain the estimate $\left\|\tilde{f}_{h}^{\prime}\right\|_{\infty} \leq \sqrt{2 / \pi}$. Then, it suffices to show that $\tilde{f}_{h}=f_{h}$. Applying Lemma 8.1.1 yields

$$
\begin{equation*}
\tilde{f}_{h}(x)=-\int_{0}^{\infty} e^{-t} \mathrm{E}\left(h^{\prime}\left(x e^{-t}+\sqrt{1-e^{-2 t}} X\right)\right) d t \tag{8.11}
\end{equation*}
$$

Then, from (8.10) and (8.11) we obtain

$$
\tilde{f}_{h}^{\prime}(x)-x \tilde{f}_{h}(x)=-\int_{0}^{\infty} \frac{d}{d t} \mathrm{E}\left(h\left(x e^{-t}+\sqrt{1-e^{-2 t}} X\right)\right) d t=h(x)-\mathrm{E}(h(X))
$$

Moreover, $\lim _{x \rightarrow \pm \infty} e^{-x^{2} / 2} \tilde{f}_{h}(x)=0$ because $\tilde{f}_{h}^{\prime}$ has linear growth. By the uniqueness of the solution to Stein's equation, this implies that $\tilde{f}_{h}=f_{h}$, and the proof is complete.

The estimate (8.7) together with Propositions 8.1.6, 8.1.7, and 8.1.8 lead to the following Stein bounds for the total variation and the Kolmogorov and Wasserstein distances between an integrable random variable $F$ and a random variable $X$ with $N(0,1)$ law:

$$
\begin{align*}
d_{\mathrm{TV}}(F, X) & \leq \sup _{f \in \mathscr{F}_{\mathrm{TV}}}\left|\mathrm{E}\left(f^{\prime}(F)-F f(F)\right)\right|,  \tag{8.12}\\
d_{\mathrm{Kol}}(F, X) & \leq \sup _{f \in \mathscr{F}_{\mathrm{Kol}}}\left|\mathrm{E}\left(f^{\prime}(F)-F f(F)\right)\right|,  \tag{8.13}\\
d_{\mathrm{W}}(F, X) & \leq \sup _{f \in \mathscr{F}_{\mathrm{W}}}\left|\mathrm{E}\left(f^{\prime}(F)-F f(F)\right)\right|, \tag{8.14}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathscr{F}_{\mathrm{TV}}=\left\{f \in C^{1}(\mathbb{R}):\|f\|_{\infty} \leq \sqrt{\pi / 2},\left\|f^{\prime}\right\|_{\infty} \leq 2\right\}, \\
& \mathscr{F}_{\text {Kol }}=\left\{f \in C^{1}(\mathbb{R}):\|f\|_{\infty} \leq \sqrt{2 \pi} / 4,\left\|f^{\prime}\right\|_{\infty} \leq 1\right\}, \\
& \mathscr{F}_{\mathrm{W}}=\left\{f \in C^{1}(\mathbb{R}):\left\|f^{\prime}\right\|_{\infty} \leq \sqrt{2 / \pi}\right\} .
\end{aligned}
$$

Notice that for $d_{\text {TV }}$ and $d_{\text {Kol }}$ we can take the supremum over $f \in C^{1}$, because for any function $h$ such that $\|h\|_{\infty} \leq 1$ we can find a sequence of continuous functions $h_{n}$, bounded by 1 , such that $h_{n}$ converges to $h$ almost everywhere with respect to the measure $\ell+\left(\mathrm{P} \circ F^{-1}\right)$, where $\ell$ denotes the Lebesgue measure.

### 8.2 Stein Meets Malliavin

Suppose that again $B=\left(B_{t}\right)_{t \geq 0}$ is a Brownian motion defined on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$ such that $\mathcal{F}$ is generated by $B$. Combining Stein's method with Malliavin calculus leads to the following result, due to Nourdin and Peccati (2012).

Theorem 8.2.1 Suppose that $F \in \mathbb{D}^{1,2}$ satisfies $F=\delta(u)$, where $u$ belongs to $\operatorname{Dom} \delta$. Let $X$ be an $N(0,1)$ random variable. Let $\mathscr{H}$ be a separating class of functions such that $\mathrm{E}(|h(X)|)<\infty$ and $\mathrm{E}(|h(F)|)<\infty$ for every $h \in \mathscr{H}$. Then,

$$
d_{\mathscr{H}}(F, X) \leq \sup _{h \in \mathscr{H}}\left\|f_{h}^{\prime}\right\|_{\infty} \mathrm{E}\left(\left|1-\langle D F, u\rangle_{H}\right|\right)
$$

Proof Using the duality relationship between $D$ and $\delta$ (Proposition 3.2.3) and applying (5.8), we can write

$$
\begin{aligned}
\left|\mathrm{E}\left(f_{h}^{\prime}(F)-F f_{h}(F)\right)\right| & =\left|\mathrm{E}\left(f_{h}^{\prime}(F)-\left\langle D\left(f_{h}(F)\right), u\right\rangle_{H}\right)\right| \\
& =\left|\mathrm{E}\left(f_{h}^{\prime}(F)\left(1-\langle D F, u\rangle_{H}\right)\right)\right| \\
& \leq \sup _{h \in \mathscr{H}}\left\|f_{h}^{\prime}\right\|_{\infty} \mathrm{E}\left(\left|1-\langle D F, u\rangle_{H}\right|\right),
\end{aligned}
$$

which gives the estimate.
Now, applying the estimates (8.12)-(8.14), we obtain for $F=\delta(u) \in$ $\mathbb{D}^{1,2}$ and $X$ an $N(0,1)$ random variable,

$$
\begin{aligned}
d_{\mathrm{TV}}(F, X) & \leq 2 \mathrm{E}\left(\left|1-\langle D F, u\rangle_{H}\right|\right) \\
d_{\mathrm{Kol}}(F, X) & \leq \mathrm{E}\left(\left|1-\langle D F, u\rangle_{H}\right|\right)
\end{aligned}
$$

and

$$
d_{\mathrm{W}}(F, X) \leq \sqrt{\frac{2}{\pi}} \mathrm{E}\left(\left|1-\langle D F, u\rangle_{H}\right|\right)
$$

Heuristically, this means that if $\langle D F, u\rangle_{H}$ is close to 1 in $L^{1}(\Omega)$ then the law of $F$ is close to the $N(0,1)$ law.

Possible choices of $u$ for the representation $F=\delta(u)$ are given in Theorem 6.1.1 and Proposition 6.5.1.

Example 8.2.2 Suppose that $F=\int_{0}^{T} u_{s} d B_{s}$, where $u$ is a progressively measurable process in $\mathbb{D}^{1,2}(H)$. Then

$$
D_{t} F=u_{t}+\int_{t}^{T} D_{t} u_{s} d B_{s}
$$

and

$$
\langle u, D F\rangle_{H}=\|u\|_{H}^{2}+\int_{0}^{T}\left(\int_{t}^{T} D_{t} u_{s} d B_{s}\right) u_{t} d t
$$

As a consequence,

$$
\begin{aligned}
d_{\mathrm{TV}}(F, X) & \leq 2 \mathrm{E}\left(\left|1-\|u\|_{H}^{2}\right|\right)+2 \mathrm{E}\left(\left|\int_{0}^{T}\left(\int_{t}^{T} D_{t} u_{s} d B_{s}\right) u_{t} d t\right|\right) \\
& \leq 2 \mathrm{E}\left(\left|1-\|u\|_{H}^{2}\right|\right)+2\left(\mathrm{E}\left(\int_{0}^{T}\left(\int_{0}^{s} u_{t} D_{t} u_{s} d t\right)^{2} d s\right)\right)^{1 / 2}
\end{aligned}
$$

Therefore, a sequence $F_{n}=\int_{0}^{T} u_{s}^{(n)} d B_{s}$, where $u^{(n)} \in \mathbb{D}^{1,2}(H)$, converges in total variation to $X$, which has law $N(0,1)$, if:
(i) $\left\|u^{(n)}\right\|_{H}^{2} \rightarrow 1$ in $L^{1}(\Omega)$, and
(ii) $\mathrm{E} \int_{0}^{T}\left(\int_{0}^{s} u_{t}^{(n)} D_{t} u_{s}^{(n)} d t\right)^{2} d s \rightarrow 0$.

Now let $F \in \mathbb{D}^{1,2}$ be such that $\mathrm{E}(F)=0$. Let $X$ be an $N(0,1)$ random variable. Taking $u=-D L^{-1} F$, Theorem 8.2.1 gives

$$
\begin{equation*}
d_{\mathscr{H}}(F, X) \leq \sup _{h \in \mathscr{H}}\left\|f_{h}^{\prime}\right\|_{\infty} \mathrm{E}\left(\left|1-\left\langle D F,-D L^{-1} F\right\rangle_{H}\right|\right) \tag{8.15}
\end{equation*}
$$

In some examples it is more convenient to compare the law of $F$ with the law $N\left(0, \sigma^{2}\right)$, where $\sigma^{2}>0$. In that case, the previous results can be
easily extended to the case where $X$ has the $N\left(0, \sigma^{2}\right)$ law, and we obtain

$$
\begin{align*}
d_{\mathrm{TV}}(F, X) & \leq \frac{2}{\sigma^{2}} \mathrm{E}\left(\left|\sigma^{2}-\langle D F, u\rangle_{H}\right|\right),  \tag{8.16}\\
d_{\mathrm{Kol}}(F, X) & \leq \frac{1}{\sigma^{2}} \mathrm{E}\left(\left|\sigma^{2}-\langle D F, u\rangle_{H}\right|\right), \\
d_{\mathrm{W}}(F, X) & \leq \frac{1}{\sigma^{2}} \sqrt{\frac{2}{\pi}} \mathrm{E}\left(\left|\sigma^{2}-\langle D F, u\rangle_{H}\right|\right) .
\end{align*}
$$

### 8.3 Normal Approximation on a Fixed Wiener Chaos

In this section we will focus on the normal approximation when the random variable $F$ belongs to a fixed Wiener chaos of order $q \geq 2$. To simplify the presentation we will consider only the total variation distance. First, we nprove the following result.

Proposition 8.3.1 Suppose that $F \in \mathcal{H}_{q}$ for some $q \geq 2$, and $\mathrm{E}\left(F^{2}\right)=\sigma^{2}$. Let $X$ be an $N\left(0, \sigma^{2}\right)$ random variable. Then

$$
d_{\mathrm{TV}}(F, X) \leq \frac{2}{q \sigma^{2}} \sqrt{\operatorname{Var}\left(\|D F\|_{H}^{2}\right)}
$$

Proof We have $L^{-1} F=-(1 / q) F$. Taking into account that $\mathrm{E}\left(\|D F\|_{H}^{2}\right)=$ $q \sigma^{2}$, we obtain

$$
\mathrm{E}\left(\left|\sigma^{2}-\left\langle D F,-D L^{-1} F\right\rangle_{H}\right|\right)=\mathrm{E}\left(\left|\sigma^{2}-\frac{1}{q}\|D F\|_{H}^{2}\right|\right) \leq \frac{1}{q} \sqrt{\operatorname{Var}\left(\|D F\|_{H}^{2}\right)}
$$

Then the desired estimate follows from (8.16).
The next proposition shows that the variance of $\|D F\|_{H}^{2}$ is equivalent to $\mathrm{E}\left(F^{4}\right)-3 \sigma^{4}$.

Proposition 8.3.2 Suppose that $F=I_{q}(f) \in \mathcal{H}_{q}, q \geq 2$, and $\mathrm{E}\left(F^{2}\right)=\sigma^{2}$. Then

$$
\operatorname{Var}\left(\|D F\|_{H}^{2}\right) \leq \frac{(q-1) q}{3}\left(\mathrm{E}\left(F^{4}\right)-3 \sigma^{4}\right) \leq(q-1) \operatorname{Var}\left(\|D F\|_{H}^{2}\right)
$$

Proof The proof will be done in several steps. First we will derive two formulas for the variance of $\|D F\|_{H}^{2}$ and for $\mathrm{E}\left(F^{4}\right)-3 \sigma^{4}$.

Step 1 We claim that

$$
\begin{equation*}
\operatorname{Var}\left(\|D F\|_{H}^{2}\right)=\sum_{r=1}^{q-1} r^{2}(r!)^{2}\binom{q}{r}^{4}(2 q-2 r)!\left\|f \tilde{\otimes}_{r} f\right\|_{H^{\otimes(2 q-2 r)}}^{2} \tag{8.17}
\end{equation*}
$$

In fact, applying Proposition 4.2.1, we have $D_{t} F=q I_{q-1}(f(\cdot, t))$. Then, using the product formula for multiple stochastic integrals (see (4.2)), we obtain

$$
\begin{align*}
\|D F\|_{H}^{2} & =q^{2} \int_{0}^{\infty} I_{q-1}(f(\cdot, t))^{2} d t \\
& =q^{2} \sum_{r=0}^{q-1} r!\binom{q-1}{r}^{2} I_{2 q-2 r-2}\left(f \tilde{\otimes}_{r+1} f\right) \\
& =q^{2} \sum_{r=1}^{q}(r-1)!\binom{q-1}{r-1}^{2} I_{2 q-2 r}\left(f \tilde{\otimes}_{r} f\right) \\
& =q q!\|f\|_{H^{8 q}}^{2}+q^{2} \sum_{r=1}^{q-1}(r-1)!\binom{q-1}{r-1}^{2} I_{2 q-2 r}\left(f \tilde{\otimes}_{r} f\right) . \tag{8.18}
\end{align*}
$$

Taking into account that $\mathrm{E}\left(\|D F\|_{H}^{2}\right)=q q!\|f\|_{H^{\text {®q }}}^{2}$, and using the isometry property of multiple integrals (4.1), we show formula (8.17).

Step 2 We claim that

$$
\begin{equation*}
\mathrm{E}\left(F^{4}\right)-3 \sigma^{4}=\frac{3}{q} \sum_{r=1}^{q-1} r(r!)^{2}\binom{q}{r}^{4}(2 q-2 r)!\left\|f \tilde{\otimes}_{r} f\right\|_{H^{\otimes(2 q-2 r)}}^{2} \tag{8.19}
\end{equation*}
$$

Indeed, using that $-L^{-1} F=(1 / q) F$ and $L=-\delta D$ we first write

$$
\begin{align*}
\mathrm{E}\left(F^{4}\right) & =\mathrm{E}\left(F \times F^{3}\right)=\mathrm{E}\left(\left(-\delta D L^{-1} F\right) F^{3}\right)=\mathrm{E}\left(\left\langle-D L^{-1} F, D\left(F^{3}\right)\right\rangle_{H}\right) \\
& =\frac{1}{q} \mathrm{E}\left(\left\langle D F, D\left(F^{3}\right)\right\rangle_{H}\right)=\frac{3}{q} \mathrm{E}\left(F^{2}\|D F\|_{H}^{2}\right) \tag{8.20}
\end{align*}
$$

By the product formula for multiple integrals (4.2),

$$
\begin{equation*}
F^{2}=I_{q}(f)^{2}=q!\|f\|_{H^{\otimes q}}^{2}+\sum_{r=1}^{q} r!\binom{q}{r}^{2} I_{2 q-2 r}\left(f \tilde{\otimes}_{r} f\right) \tag{8.21}
\end{equation*}
$$

Using the isometry property for multiple integrals (4.1), and expressions (8.18) and (8.21), we can compute $\mathrm{E}\left(F^{2}\|D F\|_{H}^{2}\right)$; substituting its value into (8.20), we get formula (8.19).

Step 3 Comparing formulas (8.17) and (8.19) yields the desired estimates.

In summary, we have proved the following result.

Proposition 8.3.3 Let $q \geq 2$ and $F=I_{q}(f)$. Set $\mathrm{E}\left(F^{2}\right)=\sigma^{2}>0$. Then, if $X$ is a random variable with law $N\left(0, \sigma^{2}\right)$,

$$
d_{\mathrm{TV}}(F, X) \leq \frac{2}{\sigma^{2} q} \sqrt{\operatorname{Var}\left(\|D F\|_{H}^{2}\right)} \leq \frac{2}{\sigma^{2}} \sqrt{\frac{q-1}{3 q}}\left(\mathrm{E}\left(F^{4}\right)-3 \sigma^{4}\right)
$$

These results can be applied to derive the so-called fourth-moment theorem, proved by Nualart and Peccati (2005) (see also Nualart and OrtizLatorre, 2007), which represents a drastic simplification of the method of moments.

Theorem 8.3.4 Fix $q \geq 2$. Consider a sequence of multiple stochastic integrals of order $q, F_{n}=I_{q}\left(f_{n}\right) \in \mathcal{H}_{q}, n \geq 1$, such that

$$
\lim _{n \rightarrow \infty} \mathrm{E}\left(F_{n}^{2}\right)=\sigma^{2}
$$

The following conditions are equivalent:
(i) $F_{n} \xrightarrow{\mathcal{L}} N\left(0, \sigma^{2}\right)$ as $n \rightarrow \infty$;
(ii) $\mathrm{E}\left(F_{n}^{4}\right) \rightarrow 3 \sigma^{4}$ as $n \rightarrow \infty$;
(iii) $\left\|D F_{n}\right\|_{H}^{2} \rightarrow q \sigma^{2}$ in $L^{2}(\Omega)$ as $n \rightarrow \infty$;
(iv) for all $1 \leq r \leq q-1, f_{n} \otimes_{r} f_{n} \rightarrow 0$ as $n \rightarrow \infty$.

Proof First notice that (i) implies (ii) because, for any $p>2$, the hypercontractivity property of the Ornstein-Uhlenbeck semigroup (see (5.3)) implies that

$$
\sup _{n}\left\|F_{n}\right\|_{p} \leq(p-1)^{q / 2} \sup _{n}\left\|F_{n}\right\|_{2}<\infty .
$$

The equivalence of (ii) and (iii) follows from Proposition 8.3.2, and these two conditions imply (i), with convergence in total variation. Moreover, (iv) implies (ii) and (iii), in view of formulas (8.17) and (8.19), because

$$
\left\|f_{n} \tilde{\otimes}_{r} f_{n}\right\|_{H^{\otimes(2 q-2 r)}} \leq\left\|f_{n} \otimes_{r} f_{n}\right\|_{H^{\otimes(2 q-2 r)}} .
$$

Finally, it remains to show that (ii) implies (iv). From (8.21), using the isometry property of multiple stochastic integrals, we obtain

$$
\begin{aligned}
\mathrm{E}\left(F_{n}^{4}\right)= & \sum_{r=0}^{q}(r!)^{2}\binom{q}{r}^{2}(2 q-2 r)!\left\|f_{n} \tilde{\otimes}_{r} f_{n}\right\|_{H^{\otimes(2 q-2 r)}}^{2} \\
= & (q!)^{2}\left\|f_{n}\right\|_{H^{\otimes q}}^{4}+(2 q)!\left\|f_{n} \tilde{\otimes} f_{n}\right\|_{H^{\otimes 2 q}}^{2} \\
& +\sum_{r=1}^{q-1}(r!)^{2}\binom{q}{r}^{2}(2 q-2 r)!\left\|f_{n} \tilde{\otimes}_{r} f_{n}\right\|_{H^{\otimes(2 q-2 r)}}^{2}
\end{aligned}
$$

Then one can show that $(2 q)!\left\|f_{n} \tilde{\otimes} f_{n}\right\|_{H^{\otimes 2 q}}^{2}$ equals $2(q!)^{2}\left\|f_{n}\right\|_{H^{8 q}}^{4}$ plus a linear combination of the terms $\left\|f_{n} \otimes_{r} f_{n}\right\|_{H^{\otimes(2 q-2 r)}}^{2}$, where $1 \leq r \leq q-1$, with strictly positive coefficients. Therefore, $\mathrm{E}\left(F_{n}^{4}\right)$ can be expressed as $3(q!)^{2}\left\|f_{n}\right\|_{H^{\otimes q}}^{4}=$ $3 \sigma^{4}$ plus a linear combination with strictly positive coefficients of contractions $\left\|f_{n} \otimes_{r} f_{n}\right\|_{H^{\otimes(2 q-2 r)}}^{2}$ and symmetric contractions $\left\|f_{n} \tilde{\otimes}_{r} f_{n}\right\|_{H^{\otimes(2 q-2 r r}}^{2}$, where $1 \leq r \leq q-1$. By (ii), all these contractions must converge to zero. This completes the proof.

The following multidimensional extension of the fourth-moment theorem was proved in Peccati and Tudor (2005). Notice that the convergence of the marginal distributions to normal random variables implies automatically the joint convergence to a Gaussian random vector with independent components.

Theorem 8.3.5 Let $d \geq 2$ and $1 \leq q_{1}<\cdots<q_{d}$. Consider a sequence of random vectors whose components are multiple stochastic integrals of orders $q_{1}, \ldots, q_{d}$; that is,

$$
F_{n}=\left(F_{n}^{1}, \ldots, F_{n}^{d}\right)=\left(I_{q_{1}}\left(f_{n}^{1}\right), \ldots, I_{q_{d}}\left(f_{n}^{d}\right)\right), \quad n \geq 1
$$

where $f_{n}^{i} \in L_{s}^{2}\left(\mathbb{R}^{q_{i}}\right)$. Suppose that, for any $1 \leq i \leq d$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathrm{E}\left(\left(F_{n}^{i}\right)^{2}\right)=\sigma_{i}^{2} \tag{8.22}
\end{equation*}
$$

Then, the following two conditions are equivalent:
(i) $F_{n} \xrightarrow{\mathcal{L}} N_{d}(0, \Sigma)$, where $\Sigma$ is a $d \times d$ diagonal matrix such that $\Sigma_{i i}=\sigma_{i}^{2}$ for each $i=1, \ldots, d$;
(ii) for every $i=1, \ldots, d, F_{n}^{i} \xrightarrow{\mathcal{L}} N\left(0, \sigma_{i}^{2}\right)$.

Proof It suffices to show that (ii) implies (i). The sequence of random vectors $\left(F_{n}\right)_{n \geq 1}$ is tight by condition (8.22). Then it suffices to show that the limit in distribution of any converging subsequence is $N_{d}(0, \Sigma)$. We can then assume that the sequence $\left(F_{n}\right)_{n \geq 1}$ converges in law to some random vector $F_{\infty}$, and it only remains to show that the law of $F_{\infty}$ is $N_{d}(0, \Sigma)$. For every $n$ and $t \in \mathbb{R}^{d}$, define $\varphi_{n}(t)=\mathrm{E}\left(e^{i\left\langle t, F_{n}\right\rangle}\right)$. Let $\varphi(t)$ be the characteristic function of the random vector $F_{\infty}$. We know that, for all $j=1, \ldots, d$,

$$
\begin{equation*}
\frac{\partial \varphi_{n}}{\partial t_{j}}(t)=i \mathrm{E}\left(F_{n}^{j} e^{i\left\langle t, F_{n}\right\rangle}\right) \underset{n \rightarrow \infty}{\rightarrow} i \mathrm{E}\left(F_{\infty}^{j} e^{i\left\langle t, F_{\infty}\right\rangle}\right)=\frac{\partial \varphi}{\partial t_{j}}(t) \tag{8.23}
\end{equation*}
$$

Moreover, using the definition of the operator $L$, Proposition 5.2.1, and the
duality relation between $D$ and $\delta$ we have

$$
\begin{aligned}
\mathrm{E}\left(F_{n}^{j} e^{i\left\langle t, F_{n}\right\rangle}\right) & =-\frac{1}{q_{j}} \mathrm{E}\left(L F_{n}^{j} e^{i\left\langle t, F_{n}\right\rangle}\right)=-\frac{1}{q_{j}} \mathrm{E}\left(-\delta D\left(F_{n}^{j}\right) e^{i\left\langle t, F_{n}\right\rangle}\right) \\
& =\frac{1}{q_{j}} \mathrm{E}\left(\left\langle D F_{n}^{j}, D\left(e^{i\left\langle t, F_{n}\right\rangle}\right)\right\rangle_{H}\right)=\frac{i}{q_{j}} \sum_{h=1}^{d} t_{h} \mathrm{E}\left(e^{i\left\langle t, F_{n}\right\rangle} \gamma_{F_{n}}^{j h}\right)
\end{aligned}
$$

where $\gamma_{F_{n}}$ is the Malliavin matrix of the random vector $F_{n}$, introduced in (7.5). Therefore,

$$
\begin{equation*}
\frac{\partial \varphi_{n}}{\partial t_{j}}(t)=-\frac{1}{q_{j}} \sum_{h=1}^{d} t_{h} \mathrm{E}\left(e^{i\left\langle t, F_{n}\right\rangle} \gamma_{F_{n}}^{j h}\right) \tag{8.24}
\end{equation*}
$$

We claim that the following convergences hold in $L^{2}(\Omega)$ for all $1 \leq j, h \leq d$, as $n$ tends to infinity:

$$
\begin{equation*}
\gamma_{F_{n}}^{j h} \rightarrow 0, \quad j \neq h, \tag{8.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{F_{n}}^{j j} \rightarrow q_{j} \sigma_{j}^{2} \tag{8.26}
\end{equation*}
$$

In fact, (8.26) follows from condition (iii) in Theorem 8.3.4 and the fact that $\gamma_{F_{n}}^{j j}=\left\|D F_{n}^{j}\right\|_{H}^{2}$. Furthermore, using the product formula for multiple stochastic integrals and assuming that $j<h$ yields

$$
\begin{aligned}
& \mathrm{E}\left(\left\langle D F_{n}^{j}, D F_{n}^{h}\right\rangle_{H}^{2}\right)=q_{j}^{2} q_{h}^{2} \mathrm{E}\left(\left(\int_{0}^{\infty} I_{q_{j}-1}\left(f_{n}^{j}(\cdot, t)\right) I_{q_{h}-1}\left(f_{n}^{h}(\cdot, t)\right) d t\right)^{2}\right) \\
& =q_{j}^{2} q_{h}^{2} \mathrm{E}\left(\left(\sum_{r=0}^{q_{j}-1}\binom{q_{j}-1}{r}\binom{q_{h}-1}{r} r!I_{q_{j}+q_{h}-2-2 r}\left(f_{n}^{j} \otimes_{r+1} f_{n}^{h}\right)\right)^{2}\right) \\
& =q_{j}^{2} q_{h}^{2} \sum_{r=0}^{q_{j}-1}\binom{q_{j}-1}{r}^{2}\binom{q_{h}-1}{r}^{2}(r!)^{2}\left(q_{j}+q_{h}-2-2 r\right)!\left\|f_{n}^{j} \tilde{\otimes}_{r+1} f_{n}^{h}\right\|_{H^{\otimes\left(q_{j}+q_{h}-2-2 r\right)}}^{2} \\
& \leq q_{j}^{2} q_{h}^{2} \sum_{r=1}^{q_{j}}\binom{q_{j}-1}{r-1}^{2}\binom{q_{h}-1}{r-1}^{2}((r-1)!)^{2}\left(q_{j}+q_{h}-2 r\right)!\left\|f_{n}^{j} \otimes_{r} f_{n}^{h}\right\|_{H^{8\left(q_{j}+q_{h}-2 r\right)}}^{2}
\end{aligned}
$$

Then, to show (8.25) it suffices to check that $\left\|f_{n}^{j} \otimes_{r} f_{n}^{h}\right\|_{H^{\otimes\left(q_{j}+q_{h}-2 r\right)}}^{2}$ converges to zero for all $1 \leq r \leq q_{j}$. This follows from

$$
\begin{aligned}
\left\|f_{n}^{j} \otimes_{r} f_{n}^{h}\right\|_{H^{8\left(q_{j}+q_{h}-2 r\right)}}^{2} & =\left\langle f_{n}^{j} \otimes_{q_{j}-r} f_{n}^{j}, f_{n}^{h} \otimes_{q_{h}-r} f_{n}^{h}\right\rangle_{H^{\otimes 2 r}} \\
& \leq\left\|f_{n}^{j} \otimes_{q_{j}-r} f_{n}^{j}\right\|_{H^{\otimes 2 r}}\left\|f_{n}^{h} \otimes_{q_{h}-r} f_{n}^{h}\right\|_{H^{82 r}}
\end{aligned}
$$

and the fact that $\left\|f_{n}^{h} \otimes_{q_{h}-r} f_{n}^{h}\right\|_{H^{\otimes 2 r}}$ converges to zero by condition (iv) in Theorem 8.3.4, because $1 \leq q_{h}-r \leq q_{h}-1$. Finally, (8.25) and (8.26)
allow us to take the limit as $n \rightarrow \infty$ on the right-hand side of (8.24) and, in view of (8.23), we obtain

$$
\frac{\partial \varphi}{\partial t_{j}}(t)=-t_{j} \sigma_{j}^{2} \varphi(t)
$$

for $j=1, \ldots, d$. As a consequence, $\varphi$ is the characteristic function of the law $N_{d}(0, \Sigma)$.

### 8.4 Chaotic Central Limit Theorem

When the random variables are not in a fixed chaos, we can establish the following result proved in Hu and Nualart (2005).

Theorem 8.4.1 Consider a sequence of centered square integrable random variables $\left(F_{n}\right)_{n \geq 1}$ with Wiener chaos expansions $F_{n}=\sum_{q=1}^{\infty} I_{q}\left(f_{q, n}\right)$. Suppose that:
(i) for all $q \geq 1, \lim _{n \rightarrow \infty} q!\left\|f_{q, n}\right\|_{H^{8 q}}^{2}=\sigma_{q}^{2}$;
(ii) for all $q \geq 2$ and $1 \leq r \leq q-1, f_{q, n} \otimes_{r} f_{q, n} \rightarrow 0$ as $n \rightarrow \infty$;
(iii) $\lim _{N \rightarrow \infty} \lim \sup _{n \rightarrow \infty} \sum_{q=N+1}^{\infty} q!\left\|f_{q, n}\right\|_{H^{8 q}}^{2}=0$.

Then, as $n$ tends to infinity,

$$
F_{n} \xrightarrow{\mathcal{L}} N\left(0, \sigma^{2}\right),
$$

where $\sigma^{2}=\sum_{q=1}^{\infty} \sigma_{q}^{2}$.
Proof Let $\xi_{q}, q \geq 1$, be independent centered Gaussian random variables with variances $\sigma_{q}^{2}$. For every $N \geq 1$, set $F_{n}^{N}=\sum_{q=1}^{N} I_{q}\left(f_{q, n}\right)$ and $\xi^{N}=$ $\sum_{q=1}^{N} \xi_{q}$. By Theorems 8.3.4 and 8.3.5, for each fixed $N$ we have that $F_{n}^{N}$ converges in law to $\xi^{N}$ as $n$ tends to infinity. Define also $\xi=\sum_{q=1}^{\infty} \xi_{q}$. Let $f$ be a $C_{b}^{1}(\mathbb{R})$ function such that $\|f\|_{\infty}$ and $\left\|f^{\prime}\right\|_{\infty}$ are bounded by one. Then

$$
\begin{aligned}
\left|\mathrm{E}\left(f\left(F_{n}\right)\right)-\mathrm{E}(f(\xi))\right| \leq & \left|\mathrm{E}\left(f\left(F_{n}\right)\right)-\mathrm{E}\left(f\left(F_{n}^{N}\right)\right)\right| \\
& +\left|\mathrm{E}\left(f\left(F_{n}^{N}\right)\right)-\mathrm{E}\left(f\left(\xi^{N}\right)\right)\right|+\left|\mathrm{E}\left(f\left(\xi^{N}\right)\right)-\mathrm{E}(f(\xi))\right| \\
\leq & \left(\sum_{q=N+1}^{\infty} q!\left\|f_{q, n}\right\|_{H^{8 q}}^{2}\right)^{1 / 2}+\left|\mathrm{E}\left(f\left(F_{n}^{N}\right)\right)-\mathrm{E}\left(f\left(\xi^{N}\right)\right)\right| \\
& +\left|\mathrm{E}\left(f\left(\xi^{N}\right)\right)-\mathrm{E}(f(\xi))\right| .
\end{aligned}
$$

Taking first the limit as $n$ tends to infinity, and then the limit as $N$ tends to infinity, and applying conditions (i) and (iii), we finish the proof.

Taking into account Theorem 8.3.5 and assuming condition (i), condition (ii) is equivalent to
(iia) $\lim _{n \rightarrow \infty} \mathrm{E}\left(I_{q}\left(f_{q, n}\right)^{4}\right)=3 \sigma_{q}^{4}, q \geq 2$,
or
(iib) $\lim _{n \rightarrow \infty}\left\|D\left(I_{q}\left(f_{q, n}\right)\right)\right\|_{H}^{2} \rightarrow q \sigma_{q}^{2}$ in $L^{2}(\Omega), q \geq 2$.
Theorem 8.4.1 implies the convergence in law of the whole sequence $\left(I_{q}\left(f_{q, n}\right)\right)_{q \geq 1}$ to an infinite-dimensional Gaussian vector with independent components, and it can be regarded as a chaotic central limit theorem.

As an application we are going to present a simple proof of the classical Breuer-Major theorem (see Breuer and Major, 1983). A function $f \in L^{2}(\mathbb{R}, \gamma)$, where $\gamma=N(0,1)$, has Hermite rank $d \geq 1$ if $f$ has a series expansion in $L^{2}(\mathbb{R}, \gamma)$ of the form

$$
f(x)=\sum_{q=d}^{\infty} a_{q} h_{q}(x)
$$

where $h_{q}$ is the $q$ th Hermite polynomial, introduced in (4.3), and $a_{d} \neq 0$. For instance, $f(x)=|x|^{p}-\int_{\mathbb{R}}|x|^{p} d \gamma(x)$ has Hermite rank 2 if $p \geq 1$.

Let $Y=\left(Y_{k}\right)_{k \in \mathbb{Z}}$ be a centered Gaussian stationary sequence with unit variance. Set $\rho(v)=\mathrm{E}\left(Y_{0} Y_{v}\right)$ for $v \in \mathbb{Z}$.

Theorem 8.4.2 Let $f \in L^{2}(\mathbb{R}, \gamma)$ with Hermite rank $d$ and assume that

$$
\sum_{v \in \mathbb{Z}}|\rho(v)|^{d}<\infty
$$

Then

$$
V_{n}:=\frac{1}{\sqrt{n}} \sum_{k=1}^{n} f\left(Y_{k}\right) \xrightarrow{\mathcal{L}} N\left(0, \sigma^{2}\right)
$$

as $n \rightarrow \infty$, where $\sigma^{2}=\sum_{q=d}^{\infty} q!a_{q}^{2} \sum_{v \in \mathbb{Z}} \rho(v)^{q}$.
Proof There exists a sequence $\left(e_{k}\right)_{k \geq 1}$ in $H=L^{2}([0, \infty))$ such that

$$
\left\langle e_{k}, e_{j}\right\rangle_{H}=\rho(k-j)
$$

The sequence $\left(B\left(e_{k}\right)\right)_{k \geq 1}$ has the same law as $\left(Y_{k}\right)_{k \geq 1}$, and we can replace $V_{n}$ by

$$
G_{n}=\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \sum_{q=d}^{\infty} a_{q} h_{q}\left(B\left(e_{k}\right)\right)=\sum_{q=d}^{\infty} I_{q}\left(f_{q, n}\right)
$$

where

$$
f_{q, n}=\frac{a_{q}}{\sqrt{n}} \sum_{k=1}^{n} e_{k}^{\otimes q} .
$$

Then it suffices to show that the kernels $f_{q, n}$ satisfy conditions (i), (ii), and (iii) of Theorem 8.4.1 with $\sigma_{q}^{2}=q!a_{q}^{2} \sum_{v \in \mathbb{Z}} \rho(v)^{q}$.

Step 1 First we show condition (i). We can write

$$
\begin{equation*}
q!\left\|f_{n, q}\right\|_{H^{8 q}}^{2}=\frac{q!a_{q}^{2}}{n} \sum_{i, j=1}^{n} \rho(i-j)^{q}=q!a_{q}^{2} \sum_{v \in \mathbb{Z}} \rho(v)^{q}\left(1-\frac{|v|}{n}\right) \mathbf{1}_{\{|v|<n\}} \tag{8.27}
\end{equation*}
$$

and, by the dominated convergence theorem,

$$
\mathrm{E}\left(F_{n}^{2}\right)=q!\left\|f_{n, q}\right\|_{H^{\otimes q}}^{2} \rightarrow q!a_{q}^{2} \sum_{v \in \mathbb{Z}} \rho(v)^{q}=\sigma_{q}^{2}
$$

as $n$ tends to infinity, which implies condition (i).
Step 2 We need to show that, for $r=1, \ldots, q-1$ and $q \geq 2$,

$$
f_{q, n} \otimes_{r} f_{q, n}=\frac{a_{q}^{2}}{n} \sum_{k, j=1}^{n} \rho(k-j)^{r} e_{k}^{\otimes(q-r)} \otimes e_{j}^{\otimes(q-r)} \rightarrow 0
$$

We have

$$
\left\|f_{q, n} \otimes_{r} f_{q, n}\right\|_{H^{\otimes(2 q-2 r)}}^{2}=\frac{a_{q}^{4}}{n^{2}} \sum_{i, j, k, \ell=1}^{n} \rho(k-j)^{r} \rho(i-\ell)^{r} \rho(k-i)^{q-r} \rho(j-\ell)^{q-r} .
$$

Using $\left|\rho(k-j)^{r} \rho(k-i)^{q-r}\right| \leq|\rho(k-j)|^{q}+|\rho(k-i)|^{q}$, we obtain

$$
\begin{aligned}
\left\|f_{q, n} \otimes_{r} f_{q, n}\right\|_{H^{\otimes(2 q-2 r)}}^{2} \leq & 2 a_{q}^{4} \sum_{k \in \mathbb{Z}}|\rho(k)|^{q}\left(n^{-1+r / q} \sum_{|i| \leq n}|\rho(i)|^{r}\right) \\
& \times\left(n^{-1+(q-r) / q} \sum_{|j| \leq n}|\rho(j)|^{q-r}\right) .
\end{aligned}
$$

Then it remains to show that, for $r=1, \ldots, q-1$,

$$
n^{-1+r / q} \sum_{|i| \leq n}|\rho(i)|^{r} \rightarrow 0
$$

This follows from Hölder's inequality. Indeed, for a fixed $\delta \in(0,1)$, we have the estimates

$$
n^{-1+r / q} \sum_{|i| \leq[n \delta]}|\rho(i)|^{r} \leq n^{-1+r / q}(2[n \delta]+1)^{1-r / q}\left(\sum_{i \in \mathbb{Z}}|\rho(i)|^{q}\right)^{r / q} \leq c \delta^{1-r / q}
$$

and

$$
n^{-1+r / q} \sum_{[n \delta]<|i| \leq n}|\rho(i)|^{r} \leq\left(\sum_{[n \delta]<|i| \leq n}|\rho(i)|^{q}\right)^{r / q} .
$$

The first term converges to zero as $\delta$ tends to zero and the second converges to zero for fixed $\delta$ as $n \rightarrow \infty$.

Step 3 Finally, condition (iii) is an immediate consequence of (8.27). This concludes the proof.

### 8.5 Applications to Fractional Brownian Motion

In this section we apply the theorems established in the previous sections to derive several results on the asymptotic behavior of functionals of fractional Brownian motion. Fractional Brownian motion $B^{\mathrm{H}}=\left(B_{t}^{\mathrm{H}}\right)_{t \in \mathbb{R}}$ is a mean-zero Gaussian process with covariance given by (see (3.7) for the case $t \geq 0$ ):

$$
\mathrm{E}\left(B_{s}^{\mathrm{H}} B_{t}^{\mathrm{H}}\right)=\frac{1}{2}\left(|s|^{2 \mathrm{H}}+|t|^{2 \mathrm{H}}-|t-s|^{2 \mathrm{H}}\right), \quad s, t \in \mathbb{R},
$$

where $\mathrm{H} \in(0,1)$ is the Hurst parameter.
Fractional Brownian motion $B^{\mathrm{H}}$ has stationary increments. More precisely, the sequence $Y_{n}^{\mathrm{H}}=B_{n+1}^{\mathrm{H}}-B_{n}^{\mathrm{H}}, n \in \mathbb{Z}$ (called fractional noise), is Gaussian, stationary, with mean zero, unit variance, and covariance given by

$$
\begin{equation*}
\rho_{\mathrm{H}}(n)=\mathrm{E}\left(Y_{0}^{\mathrm{H}} Y_{n}^{\mathrm{H}}\right)=\frac{1}{2}\left(|n+1|^{2 \mathrm{H}}+|n-1|^{2 \mathrm{H}}-2|n|^{2 \mathrm{H}}\right) . \tag{8.28}
\end{equation*}
$$

In the next proposition we show that fractional Brownian motion has finite $1 / \mathrm{H}$-variation. For $q>0$ we put $c_{q}=\mathrm{E}\left(|X|^{q}\right), X$ being an $N(0,1)$ random variable.

Proposition 8.5.1 Let $B^{\mathrm{H}}$ be a fractional Brownian motion with Hurst parameter H. Fix $T>0$ and set $t_{i}=i T / n$ for $1 \leq i \leq n$. Define $\Delta B_{t_{i}}^{\mathrm{H}}=$ $B_{t_{i}}^{\mathrm{H}}-B_{t_{i-1}}^{\mathrm{H}}$. Then, as $n \rightarrow \infty$,

$$
\sum_{i=1}^{n}\left|\Delta B_{t_{i}}^{\mathrm{H}}\right|^{1 / \mathrm{H}} \xrightarrow{L^{2}(\Omega), a . s .} c_{1 / \mathrm{H}} T
$$

Proof By the self-similarity of fractional Brownian motion, the random variable $\sum_{i=1}^{n} \mid \Delta B_{t_{i}}^{\mathrm{H}} 1^{1 / H}$ has the same law as

$$
\frac{T}{n} \sum_{i=1}^{n}\left|B_{i}^{\mathrm{H}}-B_{i-1}^{\mathrm{H}}\right|^{1 / \mathrm{H}}
$$

The sequence $\left(Y_{i}^{\mathrm{H}}=B_{i}^{\mathrm{H}}-B_{i-1}^{\mathrm{H}}\right)_{i \geq 1}$ is stationary and ergodic. Therefore, the ergodic theorem implies the desired convergence.

The covariance (8.28) satisfies $\rho_{\mathrm{H}}(|n|) \sim \mathrm{H}(2 \mathrm{H}-1)|n|^{2 \mathrm{H}-2}$ as $|n| \rightarrow \infty$. This implies that, for any integer $q \geq 2$ such that $\mathrm{H}<1-1 /(2 q)$, we have

$$
\sum_{v \in \mathbb{Z}}\left|\rho_{\mathrm{H}}(v)\right|^{q}<\infty .
$$

As a consequence, Theorem 8.4.2 implies the following asymptotic result for the Hermite variations:

$$
\frac{1}{\sqrt{n}} \sum_{k=1}^{n} h_{q}\left(B_{k}^{\mathrm{H}}-B_{k-1}^{\mathrm{H}}\right) \xrightarrow{\mathcal{L}} N\left(0, \sigma_{\mathrm{H}, q}^{2}\right),
$$

for each $q \geq 2$, where $\sigma_{\mathrm{H}, q}^{2}=q!\sum_{v \in Z} \rho_{\mathrm{H}}(v)^{q}$.
More generally, the Breuer-Major theorem (Theorem 8.4.2) leads to the following convergence, taking into account that $|x|^{q}-c_{q}$ has Hermite rank 1 when $q>0$ is not an even integer.
Theorem 8.5.2 Suppose that $\mathrm{H}<\frac{1}{2}$ and $q \geq 1$ is not an even integer. As $n \rightarrow \infty$, we have

$$
\frac{1}{\sqrt{n}} \sum_{k=1}^{n}\left(n^{q \mathrm{H}}\left|\Delta_{k, n} B^{\mathrm{H}}\right|^{q}-c_{q}\right) \xrightarrow{\mathcal{L}} N\left(0, \tilde{\sigma}_{\mathrm{H}, q}^{2}\right),
$$

where $\Delta_{k, n} B^{\mathrm{H}}=B_{k / n}^{\mathrm{H}}-B_{(k-1) / n}^{\mathrm{H}}$ and $\tilde{\sigma}_{\mathrm{H}, q}^{2}=\sum_{q=1}^{\infty} q!a_{q}^{2} \sum_{v \in \mathbb{Z}} \rho_{\mathrm{H}}(v)^{q}$.
In the case of a quadratic variation, Proposition 8.3.1 allows us to deduce the rate of convergence in the total variation distance. Define, for $n \geq 1$,

$$
S_{n}=\sum_{k=1}^{n}\left(\Delta_{k, n} B^{\mathrm{H}}\right)^{2} .
$$

Then, from Proposition 8.5.1,

$$
n^{2 \mathrm{H}-1} S_{n} \xrightarrow{L^{2}(\Omega) \text { a.s. }} 1
$$

as $n$ tends to infinity. To study the asymptotic normality associated with this almost sure convergence, consider

$$
F_{n}=\frac{1}{\sigma_{n}} \sum_{k=1}^{n}\left(n^{2 \mathrm{H}}\left(\Delta_{k, n} B^{\mathrm{H}}\right)^{2}-1\right) \stackrel{\mathscr{L}}{=} \frac{1}{\sigma_{n}} \sum_{k=1}^{n}\left(\left(B_{k}^{\mathrm{H}}-B_{k-1}^{\mathrm{H}}\right)^{2}-1\right),
$$

where $\sigma_{n}$ is such that $\mathrm{E}\left(F_{n}^{2}\right)=1$. With this notation, we have the following result.

Theorem 8.5.3 Assume $\mathrm{H}<\frac{3}{4}$ and let $X$ be an $N(0,1)$ random variable. Then, $\lim _{n \rightarrow \infty} \sigma_{n}^{2} / n=2 \sum_{r \in \mathbb{Z}} \rho_{\mathrm{H}}^{2}(r)$ and

$$
d_{\mathrm{TV}}\left(F_{n}, X\right) \leq c_{\mathrm{H}} \times \begin{cases}n^{-1 / 2} & \text { if } \mathrm{H} \in\left(0, \frac{5}{8}\right) \\ n^{-1 / 2}(\log n)^{3 / 2} & \text { if } \mathrm{H}=\frac{5}{8} \\ n^{4 \mathrm{H}-3} & \text { if } \mathrm{H} \in\left(\frac{5}{8}, \frac{3}{4}\right)\end{cases}
$$

Proof There exists a sequence $\left(e_{k}\right)_{k \geq 1}$ in $L^{2}([0, \infty))$ such that

$$
\left\langle e_{k}, e_{j}\right\rangle_{H}=\rho_{\mathrm{H}}(k-j)
$$

The sequence $\left(B\left(e_{k}\right)\right)_{k \geq 1}$ has the same law as $\left(B_{k}^{\mathrm{H}}-B_{k-1}^{\mathrm{H}}\right)_{k \geq 1}$, and we may replace $F_{n}$ by

$$
G_{n}=\frac{1}{\sigma_{n}} \sum_{k=1}^{n}\left(B\left(e_{k}\right)^{2}-1\right)=I_{2}\left(f_{n}\right),
$$

where

$$
f_{n}=\frac{1}{\sigma_{n}} \sum_{k=1}^{n} e_{k} \otimes e_{k}
$$

By the isometry property of multiple integrals,

$$
1=\mathrm{E}\left(G_{n}^{2}\right)=2\left\|f_{n}\right\|_{L^{2}\left([0, \infty)^{2}\right)}^{2}=\frac{2}{\sigma_{n}^{2}} \sum_{k, j=1}^{n} \rho_{\mathrm{H}}^{2}(k-j)=\frac{2 n}{\sigma_{n}^{2}} \sum_{|r|<n}\left(1-\frac{|r|}{n}\right) \rho_{\mathrm{H}}^{2}(r) .
$$

Since $\sum_{r \in \mathbb{Z}} \rho_{\mathrm{H}}^{2}(r)<\infty$, because $\mathrm{H}<\frac{3}{4}$ we can deduce that $\lim _{n \rightarrow \infty} \sigma_{n}^{2} / n=$ $2 \sum_{r \in \mathbb{Z}} \rho_{\mathrm{H}}^{2}(r)$.

We can write $D_{r}\left(I_{2}\left(f_{n}\right)\right)=2 I_{1}\left(f_{n}(\cdot, r)\right)$ and

$$
\left\|D\left(I_{2}\left(f_{n}\right)\right)\right\|_{H}^{2}=4\left(I_{2}\left(f_{n} \otimes_{1} f_{n}\right)+\left\|f_{n}\right\|_{H}^{2}\right)=4 I_{2}\left(f_{n} \otimes_{1} f_{n}\right)+2
$$

Therefore

$$
\begin{aligned}
\operatorname{Var}\left(\left\|D\left(I_{2}\left(f_{n}\right)\right)\right\|_{H}^{2}\right) & =16 \mathrm{E}\left(\left(I_{2}\left(f_{n} \otimes_{1} f_{n}\right)\right)^{2}\right) \\
& =32\left\|f_{n} \otimes_{1} f_{n}\right\|_{L^{2}\left([0, \infty)^{2}\right)}^{2} \\
& =\frac{32}{\sigma_{n}^{4}} \sum_{k, j, i, \ell=1}^{n} \rho_{\mathrm{H}}(k-j) \rho_{\mathrm{H}}(i-\ell) \rho_{\mathrm{H}}(k-i) \rho_{\mathrm{H}}(j-\ell) \\
& \leq \frac{32}{\sigma_{n}^{4}} \sum_{i, \ell=1}^{n}\left(\rho_{n} * \rho_{n}\right)(i-\ell)^{2} \\
& \leq \frac{32 n}{\sigma_{n}^{4}} \sum_{k \in \mathbb{Z}}\left(\rho_{n} * \rho_{n}\right)(k)^{2}=\frac{32 n}{\sigma_{n}^{4}}\left\|\rho_{n} * \rho_{n}\right\|_{\ell^{2}(\mathbb{Z})}^{2},
\end{aligned}
$$

where $\rho_{n}(k)=\left|\rho_{\mathrm{H}}(k)\right| \mathbf{1}_{\{|k| \leq n-1\}}$. Applying Young's inequality yields

$$
\left\|\rho_{n} * \rho_{n}\right\|_{\ell^{2}(\mathbb{Z})}^{2} \leq\left\|\rho_{n}\right\|_{\ell^{4 / 3}(\mathbb{Z})}^{4},
$$

so that

$$
\operatorname{Var}\left(\left\|D\left(I_{2}\left(f_{n}\right)\right)\right\|_{H}^{2}\right) \leq \frac{32 n}{\sigma_{n}^{4}}\left(\sum_{|k|<n}\left|\rho_{\mathrm{H}}(k)\right|^{4 / 3}\right)^{3}
$$

Thus,

$$
d_{\mathrm{TV}}\left(F_{n}, X\right) \leq \frac{4 \sqrt{2 n}}{\sigma_{n}^{2}}\left(\sum_{|k|<n}\left|\rho_{\mathrm{H}}(k)\right|^{4 / 3}\right)^{3 / 2}
$$

and the result follows from $\rho_{\mathrm{H}}(k) \sim \mathrm{H}(2 \mathrm{H}-1)|k|^{2 \mathrm{H}-2}$ as $|k| \rightarrow \infty$.
As a consequence, we have established the following convergence in law:

$$
\sqrt{n}\left(n^{2 \mathrm{H}-1} S_{n}-1\right) \xrightarrow{\mathcal{L}} N\left(0,2 \sum_{r \in \mathbb{Z}} \rho^{2}(r)\right)
$$

These results on the quadratic variation can be applied to the estimation of the Hurst parameter. Consider the estimator of H from the observations $B_{k / n}^{\mathrm{H}}, 1 \leq k \leq n$, given by

$$
\hat{\mathrm{H}}_{n}=\frac{1}{2}-\frac{\log S_{n}}{2 \log n} .
$$

Then, $\hat{\mathrm{H}}_{n}$ is strongly consistent; that is, it satisfies $\hat{\mathrm{H}}_{n} \xrightarrow{\text { a.s. }} \mathrm{H}$ and is asymptotically normal. In other words,

$$
\sqrt{n} \log n\left(\hat{\mathrm{H}}_{n}-\mathrm{H}\right) \xrightarrow{\mathcal{L}} N\left(0, \frac{1}{2} \sum_{r \in \mathbb{Z}} \rho_{\mathrm{H}}^{2}(r)\right) .
$$

In Nourdin and Peccati (2015) the following optimal version of the fourth-moment theorem was derived.

Theorem 8.5.4 Consider a sequence of random variables $\left(F_{n}\right)_{n \geq 1}$ in the chaos $\mathcal{H}_{q}$, where $q \geq 2$. Suppose that $\mathrm{E}\left(F_{n}^{2}\right)=1$. Let $X$ be an $N(0,1)$ random variable. Then there exist positive constants $c$ and $C$ such that

$$
c M\left(F_{n}\right) \leq d_{\mathrm{TV}}\left(F_{n}, X\right) \leq C M\left(F_{n}\right)
$$

where $M\left(F_{n}\right)=\max \left(\left|\mathrm{E}\left(F_{n}^{3}\right)\right|, \mathrm{E}\left(F_{n}^{4}\right)-3\right)$.

As a an application of Theorem 8.5.4, it was shown in Biermé et al. (2012) that the sequence $F_{n}=\sigma_{n}^{-1} \sum_{k=1}^{n}\left(\left(B_{k}^{\mathrm{H}}-B_{k-1}^{\mathrm{H}}\right)^{2}-1\right)$ satisfies

$$
d_{\mathrm{TV}}\left(F_{n}, X\right) \leq c_{\mathrm{H}} \times \begin{cases}n^{-1 / 2} & \text { if } \mathrm{H} \in\left(0, \frac{2}{3}\right) \\ n^{-1 / 2}(\log n)^{2} & \text { if } \mathrm{H}=\frac{2}{3} \\ n^{6 H-9 / 2} & \text { if } \mathrm{H} \in\left(\frac{2}{3}, \frac{3}{4}\right)\end{cases}
$$

### 8.6 Convergence of Densities

The total variation distance between the laws of two absolutely continuous random variables $F$ and $G$ is equivalent to the $L^{1}(\mathbb{R})$ distance of the densities, and we have the identity

$$
d_{\mathrm{TV}}(F, G)=\int_{\mathbb{R}}\left|p_{F}(x)-p_{G}(x)\right| d x
$$

where $p_{F}$ and $p_{G}$ are the densities of the random variables $F$ and $G$, respectively. Therefore, Proposition 8.3 .3 implies the convergence in $L^{1}(\mathbb{R})$ of the density of a random variable in a fixed chaos to the standard Gaussian density. Under nondegeneracy conditions on the norm of the Malliavin derivative (similar to the conditions imposed to ensure the existence and regularity of densities), one can estimate the uniform distance between the densities. This is the content of the next result, proved by Hu et al. (2014b).
Theorem 8.6.1 Let $F \in \mathcal{H}_{q}, q \geq 2$, such that $\mathrm{E}\left(F^{2}\right)=1$ and $\mathrm{E}\left(\|D F\|_{H}^{-6}\right) \leq$ M. Then

$$
\sup _{x \in \mathbb{R}}\left|p_{F}(x)-\phi(x)\right| \leq C_{M, q} \sqrt{\mathrm{E}\left(F^{4}\right)-3}
$$

where $\phi$ is the density of the law $N(0,1)$.
Using the notion of the Fisher information, Nourdin and Nualart (2016) provided a proof of this theorem under the weaker assumption $\mathrm{E}\left(\|D F\|_{H}^{-4-\epsilon}\right) \leq M$ for some $\epsilon>0$.

Proof of Theorem 8.6.1 Using the density formula (7.1), property (3.5), and $\delta D F=q F$, we can write

$$
\begin{aligned}
p_{F}(x) & =\mathrm{E}\left(\mathbf{1}_{\{F>x\}} \delta\left(\frac{D F}{\|D F\|_{H}^{2}}\right)\right) \\
& =\mathrm{E}\left(\mathbf{1}_{\{F>x\}} \frac{q F}{\|D F\|_{H}^{2}}\right)-\mathrm{E}\left(\mathbf{1}_{\{F>x\}}\left\langle D F, D\left(\|D F\|_{H}^{-2}\right)\right\rangle_{H}\right) \\
& =\mathrm{E}\left(\mathbf{1}_{\{F>x\}} F\right)+\mathrm{E}\left(q\|D F\|_{H}^{-2}-1\right)-\mathrm{E}\left(\mathbf{1}_{\{F>x\}}\left\langle D F, D\left(\|D F\|_{H}^{-2}\right)\right\rangle_{H}\right) .
\end{aligned}
$$

The quantities $\mathrm{E}\left(\left|q\|D F\|_{H}^{-2}-1\right|\right)$ and $\mathrm{E}\left(\left|\left\langle D F, D\left(\|D F\|_{H}^{-2}\right)\right\rangle_{H}\right|\right)$ can be estimated by a constant times $\sqrt{\mathrm{E}\left(F^{4}\right)-3}$. Taking into account that

$$
\phi(x)=\mathrm{E}\left(\mathbf{1}_{\{X>x\}} X\right)
$$

where $X$ has the $N(0,1)$ distribution, it suffices to estimate the difference

$$
\mathrm{E}\left(\mathbf{1}_{\{F>x\}} F\right)-\mathrm{E}\left(\mathbf{1}_{\{X>x\}} X\right)
$$

which can be done by Stein's method and the Malliavin calculus. We omit the details of the proof of these two estimations.
Example 8.6.2 Let $q=2$ and $F=\sum_{i=1}^{\infty} \lambda_{i}\left(B\left(e_{i}\right)^{2}-1\right)$, where $\left(e_{i}\right)_{i \geq 1}$ is a complete orthonormal system in $H=L^{2}([0, \infty))$ and $\lambda_{i}$ is a decreasing sequence of positive numbers such that $\sum_{i=1}^{\infty} \lambda_{i}^{2}<\infty$. Suppose that $\mathrm{E}\left(F^{2}\right)=$ 1. Then, if $\lambda_{N} \neq 0$ for some $N>4$, we obtain

$$
\sup _{x \in \mathbb{R}}\left|p_{F}(x)-\phi(x)\right| \leq C_{N, \lambda_{N}} \sqrt{\sum_{i=1}^{\infty} \lambda_{i}^{4}}
$$

We can also establish the uniform convergence of densities in the framework of the Breuer-Major theorem. Fix $q \geq 2$ and consider the sequence

$$
V_{n}=\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \sum_{j=d}^{q} a_{j} h_{j}\left(Y_{k}\right), \quad a_{d} \neq 0
$$

where $Y=\left(Y_{k}\right)_{k \in \mathbb{Z}}$ is a centered Gaussian stationary sequence with unit variance and covariance $\rho(v)$. The following result was proved by Hu et al. (2015).

Theorem 8.6.3 Suppose that the spectral density $f_{\rho}$ of Y satisfies $\log \left(f_{\rho}\right) \in$ $L^{1}([-\pi, \pi])$. Assume that $\sum_{v \in \mathbb{Z}}|\rho(v)|^{d}<\infty$. Set $\sigma^{2}:=q!a_{q}^{2} \sum_{v \in \mathbb{Z}} \rho(v)^{q} \in$ $(0, \infty)$. Then, for any $p \geq 1$, there exists an $n_{0}$ such that

$$
\begin{equation*}
\sup _{n \geq n_{0}} \mathrm{E}\left(\left\|D V_{n}\right\|_{H}^{-p}\right)<\infty \tag{8.29}
\end{equation*}
$$

Therefore, if $q=d$ and $F_{n}=V_{n} / \sqrt{\mathrm{E}\left(V_{n}^{2}\right)}$, we have

$$
\sup _{x \in \mathbb{R}}\left|p_{F_{n}}(x)-\phi(x)\right| \leq c \sqrt{\mathrm{E}\left(F_{n}^{4}\right)-3}
$$

Sketch of the proof of Theorem 8.6.3 From the non-causal representation $Y_{k}=\sum_{j=0}^{\infty} \psi_{j} w_{k-j}$, where $w=\left(w_{k}\right)_{k \in \mathbb{Z}}$ is a discrete Gaussian white noise, it follows that

$$
\left\|D V_{n}\right\|_{H}^{2} \geq \frac{1}{n} \sum_{m=1}^{n}\left(\sum_{k=m}^{n} \sum_{j=d}^{q} a_{j} h_{j}^{\prime}\left(Y_{k}\right) \psi_{k-m}\right)^{2}:=K_{n}
$$

Fix $N$ and consider a block decomposition $K_{n}=\sum_{i=1}^{N} K_{n}^{i}$, where $K_{n}^{i}$ is the sum of $n / N$ squares. We use the estimate

$$
K_{n}^{-p / 2} \leq \prod_{i=1}^{N}\left(K_{n}^{i}\right)^{-p /(2 N)},
$$

and apply the Carbery-Wright inequality (see Carbery and Wright, 2001) to control the expectation of $\left(K_{n}^{i}\right)^{-p /(2 N)}$ if $p /(2 N)$ is small enough. This inequality says that there is a universal constant $c>0$ such that, for any polynomial $Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$ of degree at most $d$ and any $\alpha>0$, we have

$$
\mathrm{E}\left(Q\left(X_{1}, \ldots, X_{n}\right)^{2}\right)^{1 /(2 d)} \mathrm{P}\left(\left|Q\left(X_{1}, \ldots, X_{n}\right)\right| \leq \alpha\right) \leq c d \alpha^{1 / d}
$$

where $X_{1}, \ldots, X_{n}$ are independent random variables with law $N(0,1)$.
This theorem can be applied to the increments of a fractional Brownian motion with Hurst parameter $\mathrm{H} \in(0,1)$; that is, $Y_{k}=B_{k}^{\mathrm{H}}-B_{k-1}^{\mathrm{H}}, k \geq$ 1. In this case, the spectral density satisfies the required conditions. As a consequence, we obtain the uniform convergence of densities to $\phi$ for the sequence of Hermite variations $F_{n}=V_{n} / \mathrm{E}\left(V_{n}^{2}\right)$, where

$$
V_{n}=\frac{1}{\sqrt{n}} \sum_{k=1}^{n} h_{q}\left(n^{\mathrm{H}} \Delta_{k, n} B^{\mathrm{H}}\right), \quad q \geq 2
$$

for $0<\mathrm{H}<1-1 /(2 q)$, where $\Delta_{k, n} B^{\mathrm{H}}=B_{k / n}^{\mathrm{H}}-B_{(k-1) / n}^{\mathrm{H}}$. In the particular case $q=2$, we need $\mathrm{H} \in\left(0, \frac{3}{4}\right)$ and we have

$$
\sup _{x \in \mathbb{R}}\left|p_{F_{n}}(x)-\phi(x)\right| \leq c \sqrt{\mathrm{E}\left(F_{n}^{4}\right)-3} \leq c_{\mathrm{H}} \begin{cases}n^{-1 / 2} & \text { if } \mathrm{H} \in\left(0, \frac{5}{8}\right) \\ n^{-1 / 2}(\log n)^{3 / 2} & \text { if } \mathrm{H}=\frac{5}{8} \\ n^{4 H-3} & \text { if } \mathrm{H} \in\left(\frac{5}{8}, \frac{3}{4}\right)\end{cases}
$$

The following further results on the uniform convergence of densities were also proved by Hu et al. (2014b).
(i) One can show the uniform approximation of the $m$ th derivative of $p_{F}$ by the corresponding $m$ th derivative of the Gaussian density $\phi^{(m)}$, under the stronger assumption $\mathrm{E}\left(\|D F\|_{H}^{-\beta}\right)<\infty$, for some $\beta>6 m+$ $6(\lfloor m / 2\rfloor \vee 1)$.
(ii) Consider a $d$-dimensional vector $F$, whose components are in a fixed chaos and which is such that $\mathrm{E}\left(\left(\operatorname{det} \gamma_{F}\right)^{-p}\right)<\infty$ for all $p$, where $\gamma_{F}$ denotes the Malliavin matrix of $F$. In this case, for any multi-index
$\beta=\left(\beta_{1}, \ldots, \beta_{k}\right), 1 \leq \beta_{i} \leq d$, one can show that

$$
\sup _{x \in \mathbb{R}^{d}}\left|\partial_{\beta} f_{F}(x)-\partial_{\beta} \phi_{d}(x)\right| \leq c\left(\left|C-I_{d}\right|^{1 / 2}+\sum_{j=1}^{d} \sqrt{\mathrm{E}\left(F_{j}^{4}\right)-3\left(\mathrm{E}\left(F_{j}^{2}\right)\right)^{2}}\right)
$$

where $C$ is the covariance matrix of $F, I_{d}$ is the identity matrix of order $d, \phi_{d}$ is the standard $d$-dimensional normal density, and $\partial_{\beta}=$ $\partial^{k} /\left(\partial x_{\beta_{1}} \cdots \partial x_{\beta_{k}}\right)$.

### 8.7 Noncentral Limit Theorems

In this section we present some results on convergence in distribution to a mixture of normal densities, using the techniques of Malliavin calculus.

Definition 8.7.1 Let $\left(F_{n}\right)_{n \geq 1}$ be a sequence of random variables defined on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$. Let $F$ be a random variable defined on some extended probability space $\left(\Omega^{\prime}, \mathcal{F}^{\prime}, \mathrm{P}^{\prime}\right)$. We say that $F_{n}$ converges stably to $F$ if

$$
\begin{equation*}
\left(F_{n}, Y\right) \xrightarrow{\mathcal{L}}(F, Y) \tag{8.30}
\end{equation*}
$$

as $n \rightarrow \infty$, for every bounded $\mathcal{F}$-measurable random variable $Y$.
Suppose that $B$ is a Brownian motion defined on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$ such that $\mathcal{F}$ is generated by $B$.

Theorem 8.7.2 (Nourdin and Nualart, 2010) Let $F_{n}=\delta\left(u_{n}\right)$, where $u_{n} \in$ $\mathbb{D}^{2,2}(H)$. Suppose that $\sup _{n} \mathrm{E}\left(\left|F_{n}\right|\right)<\infty$ and there exists a nonnegative random variable $S$ such that:
(i) $\left\langle u_{n}, D F_{n}\right\rangle_{H} \xrightarrow{L^{1}} S^{2}$ as $n \rightarrow \infty$; and,
(ii) for all $h \in H,\left\langle u_{n}, h\right\rangle_{H} \xrightarrow{L^{1}} 0$ as $n \rightarrow \infty$.

Then $F_{n}$ converges stably to $\eta S$, where $\eta$ is an $N(0,1)$ random variable independent of $B$.

Proof It suffices to show that

$$
\xi_{n}:=\left(F_{n}, B\right) \xrightarrow{\mathcal{L}} \xi:=\left(F_{\infty}, B\right),
$$

where $F_{\infty}$ satisfies, for any $\lambda \in \mathbb{R}$,

$$
\begin{equation*}
\mathrm{E}\left(e^{i \lambda F_{\infty}} \mid B\right)=e^{-\lambda^{2} S^{2} / 2} \tag{8.31}
\end{equation*}
$$

Since $F_{n}$ is bounded in $L^{1}(\Omega)$, the sequence $\xi_{n}$ is tight. Assume that $\xi$ is the limit in law of a certain subsequence of $\xi_{n}$, denoted also by $\xi_{n}$. Then
$\xi=\left(F_{\infty}, B\right)$ and it suffices to show that (8.31) holds. Fix $h_{1}, \ldots, h_{n} \in H$, let $Y=\varphi\left(B\left(h_{1}\right), \ldots, B\left(h_{m}\right)\right)$, with $\varphi \in C_{b}^{\infty}\left(\mathbb{R}^{m}\right)$, and set

$$
\phi_{n}(\lambda)=\mathrm{E}\left(e^{i \lambda F_{n}} Y\right) .
$$

We will compute the limit of $\phi_{n}^{\prime}(\lambda)$ in two different ways:

1. Using that $F_{n}$ is bounded in $L^{1}(\Omega)$ and the convergence in law of $\xi_{n}$, we obtain

$$
\begin{equation*}
\phi_{n}^{\prime}(\lambda)=i \mathrm{E}\left(e^{i \lambda F_{n}} F_{n} Y\right) \rightarrow i \mathrm{E}\left(e^{i \lambda F_{\infty}} F_{\infty} Y\right) \tag{8.32}
\end{equation*}
$$

2. Using Malliavin calculus we can write

$$
\begin{aligned}
\phi_{n}^{\prime}(\lambda) & =i \mathrm{E}\left(e^{i \lambda F_{n}} F_{n} Y\right)=i \mathrm{E}\left(e^{i \lambda F_{n}} \delta\left(u_{n}\right) Y\right) \\
& =i \mathrm{E}\left(\left\langle D\left(e^{i \lambda F_{n}} Y\right), u_{n}\right\rangle_{H}\right) \\
& =-\lambda \mathrm{E}\left(e^{i \lambda F_{n}}\left\langle u_{n}, D F_{n}\right\rangle_{H} Y\right)+i \mathrm{E}\left(e^{i \lambda F_{n}}\left\langle u_{n}, D Y\right\rangle_{H}\right) .
\end{aligned}
$$

Then, conditions (i) and (ii) of the theorem imply that

$$
\begin{equation*}
\phi_{n}^{\prime}(\lambda)=i \mathrm{E}\left(e^{i \lambda F_{n}} F_{n} Y\right) \rightarrow i \mathrm{E}\left(e^{i \lambda F_{\infty}} S^{2} Y\right) \tag{8.33}
\end{equation*}
$$

As a consequence, from (8.32) and (8.33) we get

$$
i \mathrm{E}\left(e^{i \lambda F_{\infty}} F_{\infty} Y\right)=-\lambda \mathrm{E}\left(e^{i \lambda F_{\infty}} S^{2} Y\right)
$$

This leads to a linear differential equation satisfied by the conditional characteristic function of $F_{\infty}$,

$$
\frac{\partial}{\partial \lambda} \mathrm{E}\left(e^{i \lambda F_{\infty}} \mid B\right)=-S^{2} \lambda \mathrm{E}\left(e^{i \lambda F_{\infty}} \mid B\right)
$$

and we obtain (8.31), which completes the proof.
It turns out that

$$
\left\langle u_{n}, D F_{n}\right\rangle_{H}=\left\|u_{n}\right\|_{H}^{2}+\left\langle u_{n}, \delta\left(D u_{n}\right)\right\rangle_{H}
$$

Therefore, a sufficient condition for (i) to hold is:

$$
\text { (i') }\left\|u_{n}\right\|_{H}^{2} \xrightarrow{L^{1}} S^{2} \text { and }\left\langle u_{n}, \delta\left(D u_{n}\right)\right\rangle_{H} \xrightarrow{L^{1}} 0 .
$$

This result should be compared with the asymptotic Ray-Knight theorem for Brownian martingales (see Revuz and Yor, 1999, Theorem (2.3), p. 524):

Proposition 8.7.3 If $u_{n}=\left(u_{n}(t)\right)_{t \in[0, T]}, n \geq 1$, is a sequence of square integrable adapted processes then $F_{n}=\delta\left(u_{n}\right)=\int_{0}^{T} u_{n}(s) d B_{s}$ and the stable convergence of $F_{n}$ to $N\left(0, S^{2}\right)$ is implied by the following conditions:
(i) $\int_{0}^{t} u_{n}(s) d s \xrightarrow{\mathrm{P}} 0$, uniformly in $t$;
(ii) $\int_{0}^{T} u_{n}(s)^{2} d s \rightarrow S^{2}$ in $L^{1}(\Omega)$.

Theorem 8.7.2 can be extended to multiple divergences. The proof is similar and is therefore omitted.

Theorem 8.7.4 (Nourdin and Nualart, 2010) Fix an integer $q \geq 1$. Let $F_{n}=\delta^{q}\left(u_{n}\right)$, where $u_{n}$ is a symmetric element in $\mathbb{D}^{2 q, 2 q}\left(H^{\otimes q}\right)$. Suppose that $\sup _{n}\left\|F_{n}\right\|_{q, p}<\infty$ for any $p \geq 2$ and
(i) $\left\langle u_{n}, D^{q} F_{n}\right\rangle_{H^{\otimes q}} \xrightarrow{L^{1}} S^{2}$,
(ii) $\left\langle u_{n}, h\right\rangle_{H^{\otimes q}} \rightarrow 0$ in $L^{1}$ for any $h \in H^{\otimes q}$, and $u_{n} \otimes_{j} D^{j} F_{n} \rightarrow 0$ in $L^{2}$ for all $j=1, \ldots, q-1$.

Then $F_{n}$ converges stably to $\eta S$, where $\eta$ is an $N(0,1)$ random variable independent of $B$.

Stein's method does not seem to work in the case of a random variance. Nevertheless, it is possible to derive rates of convergence using different approaches. The next result provides a rate of convergence in the context of a mixture of normal laws, and its proof is based on the interpolation method.

Theorem 8.7.5 (Nourdin et al., 2016a) Let $F=\delta(u)$, where $u \in \mathbb{D}^{2,2}(H)$. Let $S \geq 0$ be a random variable such that $S^{2} \in \mathbb{D}^{1,2}$, and let $\eta$ be an $N(0,1)$ random variable independent of $B$. Then, for any $\varphi \in C_{b}^{3}(\mathbb{R})$,

$$
\begin{aligned}
|\mathrm{E}(\varphi(F))-\mathrm{E}(\varphi(S \eta))| \leq & \frac{1}{2}\left\|\varphi^{\prime \prime}\right\|_{\infty} \mathrm{E}\left(\left|\langle u, D F\rangle_{H}-S^{2}\right|\right) \\
& +\frac{1}{3}\left\|\varphi^{\prime \prime \prime}\right\|_{\infty} \mathrm{E}\left(\left|\left\langle u, D S^{2}\right\rangle_{H}\right|\right)
\end{aligned}
$$

Proof Notice that $S$ is not necessarily in $\mathbb{D}^{1,2}$. However, if we fix $\epsilon>0$ and set $S_{\epsilon}=\sqrt{S^{2}+\epsilon}$ then $S_{\epsilon} \in \mathbb{D}^{1,2}$. Let $g(t)=\mathrm{E}\left(\varphi\left(\sqrt{t} F+\sqrt{1-t} S_{\epsilon} \eta\right)\right.$, $t \in[0,1]$. Then

$$
\mathrm{E}(\varphi(F))-\mathrm{E}\left(\varphi\left(S_{\epsilon} \eta\right)\right)=g(1)-g(0)=\int_{0}^{1} g^{\prime}(t) d t
$$

Integrating by parts using $F=\delta(u)$ yields

$$
\begin{aligned}
& g^{\prime}(t)= \frac{1}{2} \mathrm{E}\left(\varphi^{\prime}\left(\sqrt{t} F+\sqrt{1-t} S_{\epsilon} \eta\right)\left(\frac{F}{\sqrt{t}}-\frac{S_{\epsilon} \eta}{\sqrt{1-t}}\right)\right) \\
&=\frac{1}{2} \mathrm{E}\left(\varphi^{\prime \prime}\left(\sqrt{t} F+\sqrt{1-t} S_{\epsilon} \eta\right)\right. \\
&\left.\times\left(\langle u, D F\rangle_{H}+\frac{\sqrt{1-t}}{\sqrt{t}} \eta\left\langle u, D S_{\epsilon}\right\rangle_{H}-S_{\epsilon}^{2}\right)\right) .
\end{aligned}
$$

Integrating again by parts with respect to the law of $\eta$ yields

$$
\begin{aligned}
g^{\prime}(t)= & \frac{1}{2} \mathrm{E}\left(\varphi^{\prime \prime}\left(\sqrt{t} F+\sqrt{1-t} S_{\epsilon} \eta\right)\left(\langle u, D F\rangle_{\mathrm{H}}-S_{\epsilon}^{2}\right)\right) \\
& +\frac{1-t}{4 \sqrt{t}} \mathrm{E}\left(\varphi^{\prime \prime \prime}\left(\sqrt{t} F+\sqrt{1-t} S_{\epsilon} \eta\right)\left\langle u, D S^{2}\right\rangle_{H}\right)
\end{aligned}
$$

where we have used the fact that $S_{\epsilon} D S_{\epsilon}=\frac{1}{2} D S_{\epsilon}^{2}=\frac{1}{2} D S^{2}$. Finally, integrating over $t$ yields

$$
\begin{aligned}
\left|\mathrm{E}(\varphi(F))-\mathrm{E}\left(\varphi\left(S_{\epsilon} \eta\right)\right)\right| \leq & \frac{1}{2}\left\|\varphi^{\prime \prime}\right\|_{\infty} \mathrm{E}\left(\left|\langle u, D F\rangle_{H}-S^{2}-\epsilon\right|\right) \\
& +\left\|\varphi^{\prime \prime \prime}\right\|_{\infty} \mathrm{E}\left(\left|\left\langle u, D S^{2}\right\rangle_{H}\right|\right) \int_{0}^{1} \frac{1-t}{4 \sqrt{t}} d t
\end{aligned}
$$

and the conclusion follows because

$$
\int_{0}^{1} \frac{1-t}{4 \sqrt{t}} d t=\frac{1}{3}
$$

Noncentral limit theorems arise in a wide range of asymptotic problems, and the techniques of Malliavin calculus have proved to be useful to show the convergence in law to a mixture of Gaussian laws and to analyze the rate of convergence. For instance, we mention the following:

1. the asymptotic behavior of weighted Hermite variations of a fractional Brownian motion (see Nourdin et al., 2010a; Nourdin and Nualart, 2010; Nourdin et al., 2016b);
2. the approximation by Riemann sums of symmetric integrals with respect to fractional Brownian motions for critical values of the Hurst parameter and Itô's formulas in law (see Burdzy and Swanson, 2010; Nourdin et al., 2010b; Harnett and Nualart, 2012, 2013, 2015; Binotto et al., 2018);
3. the fluctuation of the error in numerical approximation for stochastic differential equations (see Hu et al., 2016).

## Exercises

8.1 Show Proposition 8.1.7.
8.2 Let $X_{1}$ and $X_{2}$ two random variables with laws $N\left(0, \sigma_{1}^{2}\right)$ and $N\left(0, \sigma_{2}^{2}\right)$, respectively, where $\sigma_{1}>0, \sigma_{2}>0$, and $\sigma_{1} \geq \sigma_{2}$. Show that

$$
\begin{aligned}
d_{\mathrm{TV}}\left(X_{1}, X_{2}\right) & \leq \frac{2}{\sigma_{1}^{2}}\left|\sigma_{1}^{2}-\sigma_{2}^{2}\right|, \\
d_{\mathrm{Kol}}\left(X_{1}, X_{2}\right) & \leq \frac{1}{\sigma_{1}^{2}}\left|\sigma_{1}^{2}-\sigma_{2}^{2}\right|, \\
d_{\mathrm{W}}\left(X_{1}, X_{2}\right) & \leq \frac{\sqrt{2 / \pi}}{\sigma_{1}^{2}}\left|\sigma_{1}^{2}-\sigma_{2}^{2}\right| .
\end{aligned}
$$

8.3 Show that the sequence $F^{(n)}=\int_{0}^{1} u_{t}^{(n)} d B_{t}$ where $B$ is a Brownian motion and

$$
u_{t}^{(n)}=\sqrt{2 n} t^{n} \exp \left(B_{t}(1-t)\right), \quad 0 \leq t \leq 1,
$$

converges in law to the distribution $N(0,1)$.
8.4 Let $B=\left(B_{t}\right)_{t \geq 0}$ be a standard Brownian motion. Consider the sequence of Itô integrals

$$
F_{n}=\sqrt{n} \int_{0}^{1} t^{n} B_{t} d B_{t}, \quad n \geq 1
$$

Show that the sequence $F_{n}$ converges stably to $\eta S$ as $n \rightarrow \infty$, where $\eta$ is a random variable independent of $B$ with law $N(0,1)$ and $S=\left|B_{1}\right| / \sqrt{2}$.
8.5 Let $B^{\mathrm{H}}=\left(B_{t}^{\mathrm{H}}\right)_{t \geq 0}$ be a fractional Brownian motion with Hurst parameter $\mathrm{H}>\frac{1}{2}$. Consider the sequence of random variables $F_{n}=\delta\left(u_{n}\right), n \geq 1$, where

$$
u_{n}(t)=n^{H} t^{n} B_{t} \mathbf{1}_{[0,1]}(t) .
$$

Show that, as $n \rightarrow \infty$, the sequence $F_{n}$ converges stably to $\eta S$, where $\eta$ is a random variable that is independent of $B$ with law $N(0,1)$ and $S=c_{\mathrm{H}}\left|B_{1}^{\mathrm{H}}\right|$, with $c_{\mathrm{H}}=\sqrt{\mathrm{H}(2 \mathrm{H}-1) \Gamma(2 \mathrm{H}-1)}$.
8.6 In Exercises 8.4 and 8.5 find the rates of convergence to zero of $\operatorname{} \mathrm{E}\left(\varphi\left(F_{n}\right)\right)$ $\mathrm{E}(\varphi(S \eta)) \mid$, where $\varphi \in C_{b}^{3}(\mathbb{R})$.

## 9

## Jump Processes

In this chapter we introduce Lévy processes and Poisson random measures. We construct a stochastic calculus, with respect to a Poisson random measure associated with a Lévy process, which includes Itô's formula, the integral representation theorem, and Girsanov's theorem. Finally, we define multiple stochastic integrals and prove the Wiener chaos decomposition for general Poisson random measures. For more detailed accounts of these topics we refer to Sato (1999) and Appelbaum (2009).

### 9.1 Lévy Processes

A stochastic process $X=\left(X_{t}\right)_{t \geq 0}$ is said to have càdlàg paths if almost all its sample paths are càdlàg, that is, continuous from the right with limits from the left.

Definition 9.1.1 A real-valued process $L=\left(L_{t}\right)_{t \geq 0}$ defined on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$ is called a Lévy process if it satisfies the following conditions.
(i) Almost surely $L_{0}=0$.
(ii) For all $0 \leq t_{1}<\cdots<t_{n}$ the increments $L_{t_{n}}-L_{t_{n-1}}, \ldots, L_{t_{2}}-L_{t_{1}}$ are independent random variables.
(iii) $L$ has stationary increments; that is, if $s<t$, the increment $L_{t}-L_{s}$ has the same law as $L_{t-s}$.
(iv) $L$ is continuous in probability.
(v) $L$ has càdlàg paths.

Properties (ii) and (iii) imply that for any $t>0$ the random variable $L_{t}$ is infinitely indivisible. Moreover, the characteristic function of $L_{t}$ has the following Lévy-Khintchine representation:

$$
\begin{equation*}
\mathrm{E}\left(\exp \left(i u L_{t}\right)\right)=\exp (t \psi(u)), \quad \text { for all } u \in \mathbb{R} \tag{9.1}
\end{equation*}
$$

where $\psi$ is the characteristic exponent of the random variable $L_{1}$ and is given by

$$
\begin{equation*}
\psi(u)=i \beta u-\frac{\alpha^{2} u^{2}}{2}+\int_{\mathbb{R}}\left(e^{i u z}-1-i u z \mathbf{1}_{\{|z| \leq 1\}}\right) v(d z) \tag{9.2}
\end{equation*}
$$

Here $\beta \in \mathbb{R}, \alpha^{2} \geq 0$, and $v$ is the Lévy measure of $L$, which is a $\sigma$-finite measure on $\mathcal{B}(\mathbb{R})$ satisfying $v(\{0\})=0$ and

$$
\int_{\mathbb{R}}\left(1 \wedge|z|^{2}\right) v(d z)<\infty
$$

We call $\left(\beta, \alpha^{2}, v\right)$ the characteristic triplet of $L$. Moreover, $\beta$ is called the drift term and $\alpha$ the diffusion coefficient.

Conversely, it can be proved that given a triplet $\left(\beta, \alpha^{2}, v\right)$, with $\beta \in \mathbb{R}$, $\alpha^{2} \geq 0$, and $v$ a Lévy measure, there exists a unique (in law) Lévy process $L$ such that (9.1) and (9.2) hold (see Sato, 1999, Theorems 7.10 and 8.1).

Example 9.1.2 (Brownian motion with drift) The process $X_{t}=\alpha B_{t}+\beta t$ is a Lévy process with continuous trajectories and characteristic triplet $\left(\beta, \alpha^{2}, 0\right)$. Moreover, any Lévy process with continuous trajectories is a Brownian motion with drift.

Example 9.1.3 (Poisson process) Let $\left(\tau_{i}\right)_{i \geq 1}$ be a sequence of independent exponential random variables with parameter $\lambda>0$, and let $T_{n}=\sum_{i=1}^{n} \tau_{i}$. Then, the process $N=\left(N_{t}\right)_{t \geq 0}$ defined by

$$
N_{t}=\sum_{n \geq 1} \mathbf{1}_{\left\{t \geq T_{n}\right\}}
$$

is called a Poisson process with intensity $\lambda$. For any $t>0$, the random variable $N_{t}$ follows a Poisson distribution with parameter $\lambda t$ (see Exercise 9.1). The Poisson process is a Lévy process with characteristic triplet $(0,0, v)$, where $v=\lambda \delta_{1}$ and $\delta_{1}$ is the Dirac measure supported on $\{1\}$. Observe that the trajectories of $N$ are piecewise constant with jumps of size 1.

Example 9.1.4 (Compound Poisson process) The compound Poisson process with jump intensity $\lambda>0$ and jump size distribution $\mu$ is a stochastic process $\left(X_{t}\right)_{t \geq 0}$ defined by

$$
X_{t}=\sum_{i=1}^{N_{t}} Y_{i}
$$

where $\left(Y_{i}\right)_{i \geq 1}$ is a sequence of independent random variables with law $\mu$ and $N$ is a Poisson process with intensity $\lambda$ and independent of $\left(Y_{i}\right)_{i \geq 1}$. By convention, $X_{t}=0$ if $N_{t}=0$. In other words, a compound Poisson
process is a piecewise constant process which jumps at the jump times of a Poisson process and whose jump sizes are i.i.d. random variables with a given law. This defines a Lévy process with characteristic triplet $(0,0, v)$, where $v=\lambda \mu$.

### 9.2 Poisson Random Measures

Let $(Z, \mathcal{Z}, m)$ be a measure space, where $Z$ is a complete separable metric space, $\mathcal{Z}$ is the Borel $\sigma$-field of $Z$, and $m$ is a $\sigma$-finite atomless measure. Consider the class $\mathcal{Z}_{m}=\{A \in \mathcal{Z}: m(A)<\infty\}$.

A Poisson random measure is defined as the following integer-valued random measure.

Definition 9.2.1 A Poisson random measure with intensity $m$ is a collection of random variables $M=\left\{M(A), A \in \mathcal{Z}_{m}\right\}$, defined on some probability space $(\Omega, \mathcal{F}, P)$, such that:
(i) for every $A \in \mathcal{Z}_{m}, M(A)$ has a Poisson distribution with parameter $m(A)$;
(ii) for every $A_{1}, \ldots, A_{n} \in \mathcal{Z}_{m}$, pairwise disjoint, $M\left(A_{1}\right), \ldots, M\left(A_{n}\right)$ are independent.

We then define the compensated Poisson random measure as

$$
\hat{M}=\left\{\hat{M}(A)=M(A)-m(A), A \in \mathcal{Z}_{m}\right\}
$$

The following result concerns the construction of Poisson random measures in such a way that they are point measures on a finite or countable number of different points.

Theorem 9.2.2 Let $m$ be a $\sigma$-finite atomless measure on a complete separable metric space $(Z, \mathcal{Z}, m)$. Then there exists a Poisson random measure $M$ with intensity $m$. Moreover, $M$ has the form

$$
\begin{equation*}
M(A)=\sum_{j=1}^{N} \delta_{X_{j}}(A), \quad A \in \mathcal{Z}_{m} \tag{9.3}
\end{equation*}
$$

where $X_{j}, j=1, \ldots, N$, are random points, $N \leq \infty$ is a random variable, and almost surely $X_{j} \neq X_{k}$ for $j \neq k$.

Proof First assume that $m(Z)<\infty$. In this case, we can consider a sequence of independent random variables $N, X_{1}, X_{2}, \ldots$, where $N$ has a Poisson distribution with intensity $m(Z)$ and $\mathrm{P}\left(X_{j} \in A\right)=m(A) / m(Z)$, for all
$j \geq 1$ and $A \in \mathcal{Z}_{m}$. For all $A \in \mathcal{Z}_{m}$, we set

$$
M(A)=\sum_{j=1}^{N} \mathbf{1}_{A}\left(X_{j}\right)
$$

Clearly, $M$ satisfies (9.3) and has exactly $N$ atoms because $m$ is atomless. We next compute the finite-dimensional distributions of $M$.

By conditioning first on $N$, we find that, for every collection of pairwise disjoint sets $A_{1}, \ldots, A_{k} \in \mathcal{Z}_{m}$ and $\xi_{1}, \ldots, \xi_{k} \in \mathbb{R}$,

$$
\begin{aligned}
\mathrm{E}\left(\exp \left(i \sum_{j=1}^{k} \xi_{j} M\left(A_{j}\right)\right)\right) & =\mathrm{E}\left(\prod_{\ell=1}^{N} \exp \left(i \sum_{j=1}^{k} \xi_{j} \mathbf{1}_{A_{j}}\left(X_{\ell}\right)\right)\right) \\
& =\mathrm{E}\left(\left(\mathrm{E}\left(\exp \left(i \sum_{j=1}^{k} \xi_{j} \mathbf{1}_{A_{j}}\left(X_{1}\right)\right)\right)\right)^{N}\right)
\end{aligned}
$$

Because the $A_{j}$ are pairwise disjoint, the indicator function of $\left(A_{1} \cup \cdots \cup A_{k}\right)^{c}$ is equal to $1-\sum_{j=1}^{k} \mathbf{1}_{A_{j}}$ and hence, for all $z \in Z$,

$$
\begin{aligned}
\exp \left(i \sum_{j=1}^{k} \xi_{j} \mathbf{1}_{A_{j}}(z)\right) & =\sum_{j=1}^{k} \mathbf{1}_{A_{j}}(z) e^{i \xi_{j}}+1-\sum_{j=1}^{k} \mathbf{1}_{A_{j}}(z) \\
& =1+\sum_{j=1}^{k} \mathbf{1}_{A_{j}}(z)\left(e^{i \xi_{j}}-1\right)
\end{aligned}
$$

Therefore

$$
\mathrm{E}\left(\exp \left(i \sum_{j=1}^{k} \xi_{j} \mathbf{1}_{A_{j}}\left(X_{1}\right)\right)\right)=1+\sum_{j=1}^{k}\left(m\left(A_{j}\right) / m(Z)\right)\left(e^{i \xi_{j}}-1\right)
$$

and hence

$$
\mathrm{E}\left(\exp \left(i \sum_{j=1}^{k} \xi_{j} M\left(A_{j}\right)\right)\right)=\mathrm{E}\left(\left(1+\sum_{j=1}^{k}\left(m\left(A_{j}\right) / m(Z)\right)\left(e^{i \xi_{j}}-1\right)\right)^{N}\right)
$$

Finally, using the fact that $\mathrm{E}\left(r^{N}\right)=\exp (-m(Z)(1-r))$, for all $r \in \mathbb{R}$, we conclude that

$$
\mathrm{E}\left(\exp \left(i \sum_{j=1}^{k} \xi_{j} M\left(A_{j}\right)\right)\right)=\exp \left(-\sum_{j=1}^{k} m\left(A_{j}\right)\left(1-e^{i \xi_{j}}\right)\right)
$$

This implies that the random variables $M\left(A_{j}\right), 1 \leq j \leq k$, are independent and have Poisson distributions with parameter $m\left(A_{j}\right)$. So, the desired result follows in the case where $m(Z)<\infty$. In the general case, we can find
pairwise disjoint sets $Z_{1}, Z_{2}, \ldots \in \mathcal{Z}$ such that $Z=\cup_{j=1}^{\infty} Z_{j}$ and $m\left(Z_{j}\right)<\infty$ for all $j \geq 1$. We can then construct independent Poisson random measures $M_{1}, M_{2}, \ldots$, as in the preceding construction, where each $M_{j}$ is based only on subsets of $Z_{j}$. Then, we set $M(A)=\sum_{j=1}^{\infty} M_{j}\left(A \cap Z_{j}\right)$ for all $A \in \mathcal{Z}_{m}$. Because a sum of independent Poisson random variables has a Poisson distribution, it follows that $M$ is a Poisson random measure with intensity $m$. Moreover, $M$ has the form (9.3) with $N=\infty$. This concludes the proof.

Definition 9.2.3 The canonical probability space $(\Omega, \mathcal{F}, \mathrm{P})$ of a Poisson random measure is called the Poisson space and is defined as follows:

- $\Omega$ is the set of nonnegative integer-valued measures on $Z$, that is,

$$
\begin{equation*}
\Omega=\left\{\omega=\sum_{j=0}^{n} \delta_{z_{j}}, n \in \mathbb{N} \cup\{\infty\}, z_{j} \in Z\right\} \tag{9.4}
\end{equation*}
$$

- P is the unique probability measure such that the canonical mapping

$$
M(A)(\omega)=\omega(A), \quad A \in \mathcal{Z}_{m}
$$

is a Poisson random measure;

- $\mathcal{F}$ is the P -completion of the $\sigma$-field generated by the canonical mapping.

By taking the law of the Poisson random measure constructed in Theorem 9.2.2, we deduce that the Poisson space exists and that

$$
\begin{equation*}
\mathrm{P}(\omega \in \Omega: \exists z \in Z: \omega(\{z\})>1)=0 \tag{9.5}
\end{equation*}
$$

In the next chapter the Poisson space will play an important role in the construction of the Malliavin calculus with respect to a Poisson random measure. For the rest of this chapter, we assume that $(\Omega, \mathcal{F}, \mathrm{P})$ is an arbitrary probability space.

Example 9.2.4 (Jump measure of a Lévy process) Let $L=\left(L_{t}\right)_{t \geq 0}$ be a Lévy process with Lévy measure $v$. Set $\mathbb{R}_{0}=\mathbb{R} \backslash\{0\}$ and consider the set

$$
\mathcal{A}_{v}=\left\{A \in \mathcal{B}\left(\mathbb{R}_{0}\right): v(A)<\infty\right\} .
$$

For any $0 \leq s \leq t$ and $A \in \mathcal{A}_{v}$, define

$$
\begin{equation*}
N([s, t], A)=\sum_{s \leq r \leq t} \mathbf{1}_{A}\left(\Delta L_{r}\right) \tag{9.6}
\end{equation*}
$$

where $\Delta L_{t}=L_{t}-L_{t-}$. By convention, $L_{0-}=0$.
The random variable $N$ counts the number of jumps of the Lévy process
$L$ between $s$ and $t$ such that their sizes fall into $A$. One can show (see Sato, 1999, Theorem 19.2) that $N$ can be extended to a Poisson random measure in $\left(\mathbb{R}_{+} \times \mathbb{R}_{0}, \mathcal{B}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)\right)$ with intensity $d t v(d z)$ and, for all $A \in$ $\mathcal{A}_{v}, v(A)=\mathrm{E}(N([0,1], A))$. We write $N(t, A)$ for $N([0, t], A)$. The measure $\hat{N}(t, A)=N(t, A)-\nu(A) t$ is the corresponding compensated Poisson random measure.

For any $t \geq 0$, we denote by $\mathcal{F}_{t}$ the $\sigma$-field generated by the random variables $\left\{\hat{N}(s, A), A \in \mathcal{A}_{v}, s \leq t\right\}$ and the P-null sets of $\mathcal{F}$. We call $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ the natural filtration of $N$. Then, for any $A \in \mathcal{A}_{v}$, the process $(\hat{N}(t, A))_{t \geq 0}$ is an $\mathscr{F}_{t}$-martingale (see Exercise 9.2).

### 9.3 Integral with respect to a Poisson Random Measure

Consider a Poisson random measure $M$ on a complete separable metric space $(Z, \mathcal{Z}, m)$, where $m$ is a $\sigma$-finite atomless measure. In this section we define the integral of functions in $L^{2}(Z)$ with respect to the compensated Poisson random measure $\hat{M}$.

We consider the set $\mathcal{S}$ of simple functions

$$
\begin{equation*}
h(z)=\sum_{j=1}^{n} a_{j} \mathbf{1}_{A_{j}}(z), \tag{9.7}
\end{equation*}
$$

where $n \geq 1$ is an integer, $a_{1}, \ldots, a_{n} \in \mathbb{R}$, and $A_{1}, \ldots, A_{n} \in \mathcal{Z}_{m}$. We define the integral of a simple function $h \in \mathcal{S}$ of the form (9.7), with respect to $\hat{M}$, by

$$
\int_{Z} h(z) \hat{M}(d z)=\sum_{j=1}^{n} a_{j} \hat{M}\left(A_{j}\right)
$$

and we denote it by $\hat{M}(h)$. This defines a linear mapping $h \rightarrow \hat{M}(h)$ from $\mathcal{S} \subset L^{2}(Z)$ into $L^{2}(\Omega)$ with the following properties:

$$
\mathrm{E}(\hat{M}(h))=0, \quad \mathrm{E}\left(\hat{M}(h)^{2}\right)=\|h\|_{L^{2}(Z)}^{2}=\int_{Z} h^{2}(z) m(d z) .
$$

As $\mathcal{S}$ is dense in $L^{2}(Z)$, we can extend the definition of the integral as a linear isometry from $L^{2}(Z)$ to $L^{2}(\Omega)$. In particular, the following isometric relation holds for every $h, g \in L^{2}(Z)$ :

$$
\mathrm{E}(\hat{M}(h) \hat{M}(g))=\int_{Z} h(z) g(z) m(d z) .
$$

Moreover, for every $h \in L^{2}(Z)$, the random variable $\hat{M}(h)$ has an infinitely divisible law, with Lévy-Khinchine characteristic exponent

$$
\psi(u)=\log \mathrm{E}\left(e^{i u \hat{M}(h)}\right)=\int_{Z}\left(e^{i u h(z)}-1-i u h(z)\right) m(d z), \quad \text { for all } u \in \mathbb{R}
$$

Example 9.3.1 Consider the jump measure $N$ associated with a Lévy process $L$ with characteristic triplet $\left(\beta, \alpha^{2}, v\right)$. Since $\int_{\{|| | \leq 1\}} z^{2} v(d z)<\infty$, we can consider the integral

$$
\int_{0}^{t} \int_{\{|z| \leq 1\}} z \hat{N}(d s, d z)
$$

Then we have the following representation of the Lévy process (see Sato, 1999, Chapter 4, and Appelbaum, 2009, Theorem 2.4.16):

$$
\begin{equation*}
L_{t}=\beta t+\alpha B_{t}+\int_{0}^{t} \int_{\{|z| \leq 1\}} z \hat{N}(d s, d z)+\int_{0}^{t} \int_{\{|| |>1\}} z N(d s, d z) \tag{9.8}
\end{equation*}
$$

where $B$ is a Brownian motion independent of $N$ and

$$
\int_{0}^{t} \int_{\{|| |>1\}} z N(d s, d z)=\sum_{0 \leq r \leq t} \Delta L_{r} \mathbf{1}_{\{|| |>1\}}\left(\Delta L_{r}\right)
$$

which is well defined since $\int_{\{|| |>1\}} v(d z)<\infty$.

### 9.4 Stochastic Integrals with respect to the Jump Measure of a Lévy Process

In this section we consider the Poisson random measure $N$ associated with a Lévy process, and we define a stochastic integral with respect to the compensated Poisson random measure $\hat{N}$ for the class of predictable and square integrable processes defined below. We recall that $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ denotes the natural filtration of $N$.

A stochastic process $u=\left\{u(t, z), t \geq 0, z \in \mathbb{R}_{0}\right\}$ is called adapted if $u(t, z)$ is $\mathcal{F}_{t}$-measurable for all $t \geq 0$ and $z \in \mathbb{R}_{0}$. Moreover, $u$ is called predictable if it is measurable with respect to the $\sigma$-field generated by the sets

$$
\left\{B \times(s, t] \times A, B \in \mathcal{F}_{s}, 0 \leq s<t, A \in \mathcal{B}\left(\mathbb{R}_{0}\right)\right\}
$$

Notice that any adapted and left-continuous process (in $t$ ) is predictable.
We denote by $L^{2}(\mathcal{P})$ the set of stochastic processes $u: \Omega \times \mathbb{R}_{+} \times \mathbb{R}_{0} \rightarrow \mathbb{R}$ that are predictable and satisfy

$$
\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} \mathrm{E}\left(u^{2}(t, z)\right) v(d z) d t<\infty
$$

Let $\mathcal{E}$ denote the set of elementary and predictable processes of the form

$$
\begin{equation*}
u(t, z)=\sum_{j=1}^{m} \sum_{i=0}^{n-1} F_{i, j} \mathbf{1}_{\left(t_{i}, t_{i+1}\right]}(t) \mathbf{1}_{A_{j}}(z) \tag{9.9}
\end{equation*}
$$

where $0 \leq t_{0}<\cdots<t_{n}$, all $F_{i, j}$ belong to $\mathcal{F}_{t_{i}}$ and are bounded, and $A_{1}, \ldots, A_{m}$ are pairwise disjoint subsets of $\mathcal{A}_{v}$.

We define the integral of $u \in \mathcal{E}$ of the form (9.9) with respect to $\hat{N}$ by

$$
\begin{equation*}
\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)=\sum_{j=1}^{m} \sum_{i=0}^{n-1} F_{i, j} \hat{N}\left(\left(t_{i}, t_{i+1}\right], A_{j}\right) \tag{9.10}
\end{equation*}
$$

This defines a linear functional with the following properties:
Lemma 9.4.1 For any $u \in \mathcal{E}$,

$$
\begin{equation*}
\mathrm{E}\left(\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)\right)=0 \tag{9.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left(\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)\right)^{2}=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} \mathrm{E}\left(u^{2}(t, z)\right) v(d z) d t \tag{9.12}
\end{equation*}
$$

Proof By the definition of $\hat{N}$, for each $j=1, \ldots, m$ and $i=0, \ldots, n-1$,

$$
\mathrm{E}\left(\hat{N}\left(\left(t_{i}, t_{i+1}\right], A_{j}\right)\right)=0
$$

Hence, using the linearity of the expectation and the fact that $\hat{N}\left(\left(t_{i}, t_{i+1}\right], A_{j}\right)$ is independent of $\mathcal{F}_{t_{i}}$, we obtain (9.11).

In order to prove (9.12) we use again the linearity of the expectation, to write

$$
\begin{aligned}
& \mathrm{E}\left(\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)\right)^{2} \\
& \quad=\sum_{j, \ell=1}^{m} \sum_{i, p=0}^{n-1} \mathrm{E}\left(F_{i, j} \hat{N}\left(\left(t_{i}, t_{i+1}\right], A_{j}\right) F_{p, \ell} \hat{N}\left(\left(t_{p}, t_{p+1}\right], A_{\ell}\right)\right) .
\end{aligned}
$$

Observe that, for any indices $i, j, \ell$, and $p<i$, since $\hat{N}\left(\left(t_{i}, t_{i+1}\right], A_{j}\right)$ is independent of $\mathcal{F}_{t_{i}}$ we have

$$
\begin{aligned}
& \mathrm{E}\left(F_{i, j} \hat{N}\left(\left(t_{i}, t_{i+1}\right], A_{j}\right) F_{p, \ell} \hat{N}\left(\left(t_{p}, t_{p+1}\right], A_{\ell}\right)\right) \\
& \quad=\mathrm{E}\left(F_{i, j} F_{p, \ell} \hat{N}\left(\left(t_{p}, t_{p+1}\right], A_{\ell}\right)\right) \mathrm{E}\left(\hat{N}\left(\left(t_{i}, t_{i+1}\right], A_{j}\right)\right)=0
\end{aligned}
$$

and similarly for $p>i$. Therefore,

$$
\begin{aligned}
& \mathrm{E}\left(\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)\right)^{2} \\
& \quad=\sum_{j, \ell=1}^{m} \sum_{i=0}^{n-1} \mathrm{E}\left(F_{i, j} \hat{N}\left(\left(t_{i}, t_{i+1}\right], A_{j}\right) F_{i, \ell} \hat{N}\left(\left(t_{i}, t_{i+1}\right], A_{\ell}\right)\right) .
\end{aligned}
$$

Then, using property (ii) of a Poisson random measure (see Definition 9.2.1), we get

$$
\begin{aligned}
\mathrm{E}\left(\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)\right)^{2} & =\sum_{j=1}^{m} \sum_{i=0}^{n-1} \mathrm{E}\left(F_{i, j}^{2}\right) \mathrm{E}\left(\hat{N}\left(\left(t_{i}, t_{i+1}\right], A_{j}\right)^{2}\right) \\
& =\sum_{j=1}^{m} \sum_{i=0}^{n-1} \mathrm{E}\left(F_{i, j}^{2}\right)\left(t_{i+1}-t_{i}\right) v\left(A_{j}\right)
\end{aligned}
$$

which concludes the proof.
The set $\mathcal{E}$ is dense in $L^{2}(\mathcal{P})$ (see Appelbaum, 2009, Lemma 4.1.1). Therefore, using the isometry property (9.12), we can extend the stochastic integral to the class $L^{2}(\mathcal{P})$ in such a way that it is a linear isometry from $L^{2}(\mathcal{P})$ into $L^{2}(\Omega)$ satisfying (9.11) and (9.12).

We denote by $L_{\infty}^{2}(\mathcal{P})$ the set of stochastic processes $u: \Omega \times \mathbb{R}_{+} \times \mathbb{R}_{0} \rightarrow \mathbb{R}$ that are predictable and satisfy

$$
\int_{0}^{t} \int_{\mathbb{R}_{0}} \mathrm{E}\left(u^{2}(s, z)\right) v(d z) d s<\infty
$$

for all $t>0$. For any process $u \in L_{\infty}^{2}(\mathcal{P})$, by considering the restriction of $u$ to each interval $[0, t]$, we can define the indefinite integral process

$$
\left\{\int_{0}^{t} \int_{\mathbb{R}_{0}} u(s, z) \hat{N}(d s, d z), t \geq 0\right\} .
$$

This process is an $\mathcal{F}_{t}$-martingale (see Appelbaum, 2009, Theorem 4.2.3).
We next extend the stochastic integral to the set $L_{l o c}^{2}(\mathcal{P})$ of stochastic processes $u: \Omega \times \mathbb{R}_{+} \times \mathbb{R}_{0} \rightarrow \mathbb{R}$ that are predictable and satisfy

$$
\mathrm{P}\left(\int_{0}^{t} \int_{\mathbb{R}_{0}} u^{2}(s, z) v(d z) d s<\infty\right)=1
$$

for all $t>0$. The extension of the stochastic integral is based on the following result.

Proposition 9.4.2 Let $u \in \mathcal{E}$. Then, for all $T, K, \delta>0$, we have

$$
\mathrm{P}\left(\left|\int_{0}^{T} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)\right| \geq K\right) \leq \frac{\delta}{K^{2}}+\mathrm{P}\left(\int_{0}^{T} \int_{\mathbb{R}_{0}} u^{2}(t, z) v(d z) d t \geq \delta\right)
$$

Proof Let $u \in \mathcal{E}$ be of the form (9.9) with $0 \leq t_{0}<\cdots<t_{n}=T$. Fix $\delta>0$ and let $n_{\delta}$ be the largest integer less than or equal to $n$ for which

$$
\sum_{j=1}^{m} \sum_{i=0}^{n_{\delta}-1} F_{i, j}^{2}\left(t_{i+1}-t_{i}\right) v\left(A_{j}\right) \leq \delta .
$$

Consider the process

$$
u^{\delta}(t, z)=\sum_{j=1}^{m} \sum_{i=0}^{n-1} F_{i, j} \mathbf{1}_{\left\{i \leq n_{\delta}-1\right\}} \mathbf{1}_{\left(t_{i}, t_{i+1}\right]}(t) \mathbf{1}_{A_{j}}(z)
$$

Observe that the event $\left\{i \leq n_{\delta-1}\right\}$ is $\mathcal{F}_{t_{i}}$-measurable, so the process $u^{\delta}$ is predictable and elementary. Then, using Chebyshev's inequality, we obtain

$$
\begin{aligned}
& \mathrm{P}\left(\left|\int_{0}^{T} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)\right| \geq K\right) \\
& \quad=\mathrm{P}\left(\left|\int_{0}^{T} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)\right| \geq K, n_{\delta}=n\right) \\
& \quad+\mathrm{P}\left(\left|\int_{0}^{T} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)\right| \geq K, n_{\delta} \neq n\right) \\
& \quad \leq \mathrm{P}\left(\left|\int_{0}^{T} \int_{\mathbb{R}_{0}} u^{\delta}(t, z) \hat{N}(d t, d z)\right| \geq K\right)+\mathrm{P}\left(n_{\delta} \neq n\right) \\
& \quad \leq \frac{\mathrm{E}\left(\int_{0}^{T} \int_{\mathbb{R}_{0}} u^{\delta}(t, z)^{2} v(d z) d t\right)}{K^{2}}+\mathrm{P}\left(\int_{0}^{T} \int_{\mathbb{R}_{0}} u^{2}(t, z) v(d z) d t \geq \delta\right) \\
& \quad \leq \frac{\delta}{K^{2}}+\mathrm{P}\left(\int_{0}^{T} \int_{\mathbb{R}_{0}} u^{2}(t, z) v(d z) d t \geq \delta\right) .
\end{aligned}
$$

Now let $u \in L_{l o c}^{2}(\mathcal{P})$. Then we can find a sequence of processes $u^{(n)}$ in $\mathcal{E}$ (see Exercise 9.3) such that, for all $T>0$, the sequence

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}}\left|u(t, x)-u^{(n)}(t, z)\right|^{2} v(d z) d t
$$

converges to zero in probability. By Proposition 9.4.2, for any $m, n \in \mathbb{N}$,
$K, \delta>0$,

$$
\begin{aligned}
& \mathrm{P}\left(\left|\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(u^{(m)}(t, x)-u^{(n)}(t, z)\right) \hat{N}(d t, d z)\right| \geq K\right) \\
& \quad \leq \frac{\delta}{K^{2}}+\mathrm{P}\left(\int_{0}^{T} \int_{\mathbb{R}_{0}}\left|u^{(m)}(t, x)-u^{(n)}(t, z)\right|^{2} v(d z) d t \geq \delta\right) .
\end{aligned}
$$

Therefore, the sequence

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}} u^{(n)}(t, z) \hat{N}(d t, d z)
$$

is Cauchy in probability, and thus converges in probability. We denote the limit by

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)
$$

and call it the (extended) stochastic integral. The process $\left(M_{t}\right)_{t \geq 0}$ defined by $M_{t}=\int_{0}^{t} \int_{\mathbb{R}_{0}} u(s, z) \hat{N}(d s, d z)$ is a local martingale (see Appelbaum, 2009, Theorem 4.2.12).

As a consequence of Proposition 9.4.2, we have the following result.
Corollary 9.4.3 Let $u \in L_{l o c}^{2}(\mathcal{P})$. Then

$$
\lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\{|z| \geq 1 / n\}} u(s, z) \hat{N}(d s, d z)=\int_{0}^{T} \int_{\mathbb{R}_{0}} u(s, z) \hat{N}(d s, d z)
$$

in probability.
Proof By Exercise 9.4, Proposition 9.4.2 extends to all $u \in L_{l o c}^{2}(\mathcal{P})$. Then, for all $\delta, \epsilon>0$, we have

$$
\begin{aligned}
& \mathrm{P}\left(\left|\int_{0}^{T} \int_{\{0<|z|<1 / n\}} u(t, z) \hat{N}(d t, d z)\right| \geq \epsilon\right) \\
& \quad \leq \frac{\delta}{\epsilon^{2}}+\mathrm{P}\left(\int_{0}^{T} \int_{\{0<|z|<1 / n\}} u^{2}(t, z) v(d z) d t \geq \delta\right),
\end{aligned}
$$

from which the desired result follows.

### 9.5 Itô's Formula

We next give Itô's formula for jump processes. We assume that $L=\left(L_{t}\right)_{t \geq 0}$ is a Lévy process with the representation (9.8), where $B$ is the associated Brownian motion and $N$ is the Poisson random measure defined by the jumps of $L$. In this section $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ is the filtration generated by $B$ and $N$.

Motivated by the representation (9.8), we define the following class of processes.

Definition 9.5.1 We say that a stochastic process $X=\left(X_{t}\right)_{t \geq 0}$ is an $I t \hat{o}-$ Lévy process if it can be written in the form

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} \sigma_{s} d B_{s}+\int_{0}^{t} b_{s} d s+\int_{0}^{t} \int_{\mathbb{R}_{0}} c(s, z) \hat{N}(d s, d z) \tag{9.13}
\end{equation*}
$$

where $\sigma: \Omega \times \mathbb{R}_{+} \rightarrow \mathbb{R}, b: \Omega \times \mathbb{R}_{+} \rightarrow \mathbb{R}$, and $c: \Omega \times \mathbb{R}_{+} \times \mathbb{R}_{0} \rightarrow \mathbb{R}$ are predictable processes such that, for all $t>0$,

$$
\int_{0}^{t}\left(\sigma_{s}^{2}+\left|b_{s}\right|+\int_{\mathbb{R}_{0}} c^{2}(s, z) v(d z)\right) d s<+\infty \quad \text { a.s. }
$$

and $X_{0}$ is an $\mathcal{F}_{0}$-measurable random variable.
The next result gives Itô's formula for an Itô-Lévy process.
Theorem 9.5.2 (Itô's formula) Let $f: \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{R}$ be a function of class $C^{1,2}$. Suppose that $X$ is an Itô-Lévy process of the form (9.13). Then, the process $Y_{t}=f\left(t, X_{t}\right)$ is also an Itô-Lévy process with representation

$$
\begin{align*}
Y_{t}= & f\left(0, X_{0}\right)+\int_{0}^{t} \frac{\partial f}{\partial t}\left(s, X_{s}\right) d s+\int_{0}^{t} \frac{\partial f}{\partial x}\left(s, X_{s-}\right) d X_{s} \\
& +\frac{1}{2} \int_{0}^{t} \frac{\partial^{2} f}{\partial x^{2}}\left(s, X_{s}\right) \sigma_{s}^{2} d s \\
& +\sum_{0 \leq s \leq t}\left(f\left(s, X_{s}\right)-f\left(s, X_{s-}\right)-\Delta X_{s} \frac{\partial f}{\partial x}\left(s, X_{s-}\right)\right), \tag{9.14}
\end{align*}
$$

which holds a.s. for all $t \geq 0$.
Proof For simplicity, we assume that $f$ does not depend on time. The time-dependent case could be proved using similar arguments. The proof is divided into different steps.

Step 1 We first assume that $X$ has the form

$$
X_{t}=X_{0}+\int_{0}^{t} \int_{\{| | \geq 1 \geq 1\}} c(s, z) N(d s, d z)
$$

where $c: \Omega \times \mathbb{R}_{+} \times \mathbb{R}_{0} \rightarrow \mathbb{R}$ is a predictable process and $f$ is a function in $C(\mathbb{R})$. Let $Z_{t}=\int_{\{||z| \geq 1\}} z N(t, d z)$. The jump times of the process $Z$ can be defined recursively as $T_{0}=0$ and, for each integer $n \geq 1$,

$$
T_{n}=\inf \left\{t>T_{n-1}:\left|\Delta Z_{t}\right| \geq 1\right\}
$$

where $\Delta Z_{t}=Z_{t}-Z_{t-}$. Then, we can write

$$
\begin{aligned}
f\left(X_{t}\right)-f\left(X_{0}\right) & =\sum_{0 \leq s \leq t} f\left(X_{s}\right)-f\left(X_{s-}\right)=\sum_{j=0}^{\infty} f\left(X_{t \wedge T_{j+1}}\right)-f\left(X_{t \wedge T_{j}}\right) \\
& =\sum_{j=0}^{\infty} f\left(X_{t \wedge T_{j+1}-}+c\left(t \wedge T_{j+1}, \Delta Z_{t \wedge T_{j+1}}\right)\right)-f\left(X_{t \wedge T_{j+1}-}\right)
\end{aligned}
$$

Hence, we obtain the formula

$$
\begin{equation*}
f\left(X_{t}\right)=f\left(X_{0}\right)+\int_{0}^{t} \int_{|z| \geq 1}\left(f\left(X_{s-}+c(s, z)\right)-f\left(X_{s-}\right)\right) N(d s, d z) \tag{9.15}
\end{equation*}
$$

which coincides with (9.14).
Step 2 We next consider the case where $X$ can be written as

$$
X_{t}=X_{0}+\int_{0}^{t} \sigma_{s} d B_{s}+\int_{0}^{t} b_{s} d s+\int_{0}^{t} \int_{\{|z| \geq 1\}} c(s, z) N(d s, d z)
$$

where $c$ is as in Step 1 and $b$ and $\sigma$ are as above. Let $f \in C^{2}(\mathbb{R})$. Using the stopping times introduced in Step 1, we get

$$
\begin{aligned}
f\left(X_{t}\right)-f\left(X_{0}\right) & =\sum_{j=0}^{\infty}\left(f\left(X_{t \wedge T_{j+1}}\right)-f\left(X_{t \wedge T_{j}}\right)\right) \\
& =\sum_{j=0}^{\infty}\left(f\left(X_{t \wedge T_{j+1}-}\right)-f\left(X_{t \wedge T_{j}}\right)\right)+\sum_{j=0}^{\infty}\left(f\left(X_{t \wedge T_{j+1}}\right)-f\left(X_{t \wedge T_{j+1}-}\right)\right) .
\end{aligned}
$$

Observe that, when $t \in\left(T_{j}, T_{j+1}\right)$, the increment that appears in the first sum involves only the continuous part of the process, while the second involves only the jump part. Then, applying Itô's formula for the continuous case (Theorem 2.4.3) to the first sum and formula (9.15) to the second, we obtain

$$
\begin{align*}
f\left(X_{t}\right)= & f\left(X_{0}\right)+\int_{0}^{t} f^{\prime}\left(X_{s}\right) \sigma_{s} d B_{s}+\int_{0}^{t} f^{\prime}\left(X_{s}\right) b_{s} d s+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) \sigma_{s}^{2} d s \\
& +\int_{0}^{t} \int_{\{| | \geq 1 \geq 1\}}\left(f\left(X_{s-}+c(s, z)\right)-f\left(X_{s-}\right)\right) N(d s, d z) \tag{9.16}
\end{align*}
$$

which again gives us (9.14).
Step 3 Suppose now that $X$ is an Itô-Lévy process of the form (9.13). Let $f \in C^{2}(\mathbb{R})$ with bounded first and second derivatives. Notice that (9.16) holds if we replace $\{|z| \geq 1\}$ by $\{|z| \geq 1 / n\}$ for each $n \geq 1$.

Consider the sequence of processes $\left(X_{t}^{(n)}\right)_{n \geq 0}$ defined by

$$
X_{t}^{(n)}=X_{0}+\int_{0}^{t} \sigma_{s} d B_{s}+\int_{0}^{t} b_{s} d s+\int_{0}^{t} \int_{\{|z| \geq 1 / n\}} c(s, z) \hat{N}(d s, d z)
$$

Observe that

$$
\begin{aligned}
X_{t}^{(n)}= & X_{0}+\int_{0}^{t} \sigma_{s} d B_{s}+\int_{0}^{t}\left(b_{s}-\int_{\{|z| \geq 1 / n\}} c(s, z) v(d z)\right) d s \\
& +\int_{0}^{t} \int_{\{|z| \geq 1 / n\}} c(s, z) N(d s, d z) .
\end{aligned}
$$

Then, by formula (9.16), for each $n \geq 1$,

$$
\begin{aligned}
f\left(X_{t}^{(n)}\right)= & f\left(X_{0}\right)+\int_{0}^{t} f^{\prime}\left(X_{s}^{(n)}\right) \sigma_{s} d B_{s}+\int_{0}^{t} f^{\prime}\left(X_{s}^{(n)}\right) b_{s} d s \\
& -\int_{0}^{t} \int_{\{| | \geq \geq 1 / n\}} f^{\prime}\left(X_{s-}^{(n)}\right) c(s, z) v(d z) d s+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}^{(n)}\right) \sigma_{s}^{2} d s \\
& +\int_{0}^{t} \int_{\{|z| \geq 1 / n\}}\left(f\left(X_{s-}^{(n)}+c(s, z)\right)-f\left(X_{s-}^{(n)}\right)\right) N(d s, d z) .
\end{aligned}
$$

We can rewrite the last expression as

$$
\begin{aligned}
f\left(X_{t}^{(n)}\right) & -f\left(X_{0}\right) \\
= & \int_{0}^{t} f^{\prime}\left(X_{s}^{(n)}\right) \sigma_{s} d B_{s}+\int_{0}^{t} f^{\prime}\left(X_{s}^{(n)}\right) b_{s} d s+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}^{(n)}\right) \sigma_{s}^{2} d s \\
& +\int_{0}^{t} \int_{\{|z| \geq 1 / n\}}\left(f\left(X_{s-}^{(n)}+c(s, z)\right)-f\left(X_{s-}^{(n)}\right)\right) \hat{N}(d s, d z) \\
& +\int_{0}^{t} \int_{\{|z| \geq 1 / n\}}\left(f\left(X_{s-}^{(n)}+c(s, z)\right)-f\left(X_{s-}^{(n)}\right)-f^{\prime}\left(X_{s-}^{(n)}\right) c(s, z)\right) v(d z) d s .
\end{aligned}
$$

By Corollary 9.4.3, we have that $X_{t}^{(n)} \rightarrow X_{t}$ in probability, and hence there exists a subsequence that converges to $X_{t}$ almost surely. Taking the limit along this subsequence, we obtain

$$
\begin{aligned}
f\left(X_{t}\right)- & f\left(X_{0}\right) \\
= & \int_{0}^{t} f^{\prime}\left(X_{s}\right) \sigma_{s} d B_{s}+\int_{0}^{t} f^{\prime}\left(X_{s}\right) b_{s} d s+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) \sigma_{s}^{2} d s \\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(f\left(X_{s-}+c(s, z)\right)-f\left(X_{s-}\right)\right) \hat{N}(d s, d z) \\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(f\left(X_{s-}+c(s, z)\right)-f\left(X_{s-}\right)-f^{\prime}\left(X_{s-}\right) c(s, z)\right) v(d z) d s
\end{aligned}
$$

which implies (9.14). By an approximation argument, this formula also holds for $f \in C^{2}(\mathbb{R})$. This concludes the proof.

### 9.6 Integral Representation Theorem

In this section we assume that $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathrm{P}\right)$ is the filtered probability space of the jump random measure $N$ of a Lévy process. For any $T>0$, we denote by $L_{T}^{2}(\mathcal{P})$ the restriction of $L^{2}(\mathcal{P})$ to the interval $[0, T]$.

As a consequence of Itô's formula, we have the following representation theorem for square integrable $\mathcal{F}_{T}$-measurable random variables.

Theorem 9.6.1 (Integral representation theorem) Fix $T>0$, and let $F$ be a random variable in $L^{2}\left(\Omega, \mathcal{F}_{T}, \mathrm{P}\right)$. Then there exists a unique process $u$ in $L_{T}^{2}(\mathcal{P})$ such that

$$
F=\mathrm{E}(F)+\int_{0}^{T} \int_{\mathbb{R}_{0}} u(s, z) \hat{N}(d s, d z)
$$

Proof Suppose first that $F=Y_{T}$, where $Y=\left(Y_{t}\right)_{t \in[0, T]}$ is given by

$$
\begin{aligned}
Y_{t}=\exp ( & \int_{0}^{t} \int_{\mathbb{R}_{0}} h_{s} z \mathbf{1}_{[0, R]}(z) \hat{N}(d s, d z) \\
& \left.-\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(\exp \left(h_{s} z \mathbf{1}_{[0, R]}(z)\right)-1-h_{s} z \mathbf{1}_{[0, R]}(z)\right) v(d z) d s\right),
\end{aligned}
$$

where $h \in C([0, T])$ and $R>0$. The random variable $Y_{T}$ is called the Doléans-Dade exponential. By Itô's formula (Theorem 9.5.2), it is easy to obtain (see Exercise 9.5)

$$
d Y_{t}=Y_{t-} \int_{\mathbb{R}_{0}}\left(\exp \left(h_{t} z \mathbf{1}_{[0, R]}(z)\right)-1\right) \hat{N}(d t, d z)
$$

Hence

$$
F=1+\int_{0}^{T} \int_{\mathbb{R}_{0}} Y_{s-}\left(\exp \left(h_{s} z \mathbf{1}_{[0, R]}(z)\right)-1\right) \hat{N}(d s, d z)
$$

which implies the desired representation because $\mathrm{E}(F)=1$ and the process $u(s, z)=Y_{s-}\left(\exp \left(h_{s} z \mathbf{1}_{[0, R]}(z)\right)-1\right)$ belongs to $L_{T}^{2}(\mathcal{P})$. By linearity, the representation holds for linear combinations of Doléans-Dade exponentials.

In the general case, any random variable $F \in L^{2}\left(\Omega, \mathcal{F}_{T}, \mathrm{P}\right)$ can be approximated in $L^{2}(\Omega)$ by a sequence $F_{n}$ of linear combinations of DoléansDade exponentials. Then we have

$$
F_{n}=\mathrm{E}\left(F_{n}\right)+\int_{0}^{T} \int_{\mathbb{R}_{0}} u^{(n)}(s, z) \hat{N}(d s, d z)
$$

for some sequence $u^{(n)}$ in $L_{T}^{2}(\mathcal{P})$. By the isometry of the stochastic integral,

$$
\begin{aligned}
\mathrm{E}\left(\left(F_{n}-F_{m}\right)^{2}\right) & \geq \mathrm{E}\left(\left(\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(u^{(n)}(s, z)-u^{(m)}(s, z)\right) \hat{N}(d s, d z)^{2}\right)\right. \\
& =\mathrm{E}\left(\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(u^{(n)}(s, z)-u^{(m)}(s, z)\right)^{2} v(d z) d s\right) .
\end{aligned}
$$

Hence, $u^{(n)}$ is a Cauchy sequence in $L_{T}^{2}(\mathcal{P})$ and it converges to a process $u$ in $L_{T}^{2}(\mathcal{P})$. Again applying the isometry property, and taking into account that $\mathrm{E}\left(F_{n}\right)$ converges to $\mathrm{E}(F)$, we obtain

$$
\begin{aligned}
F & =\lim _{n \rightarrow \infty} F_{n}=\lim _{n \rightarrow \infty}\left(\mathrm{E}\left(F_{n}\right)+\int_{0}^{T} \int_{\mathbb{R}_{0}} u^{(n)}(s, z) \hat{N}(d s, d z)\right) \\
& =\mathrm{E}(F)+\int_{0}^{T} \int_{\mathbb{R}_{0}} u(s, z) \hat{N}(d s, d z) .
\end{aligned}
$$

Finally, uniqueness follows also from the isometry property.
Example 9.6.2 Consider the process $X_{t}=\int_{0}^{t} \int_{\mathbb{R}_{0}} z \hat{N}(d s, d z), t \in[0, T]$. We want to find the integral representation of $F=X_{T}^{2}$. By Itô's formula (Theorem 9.5.2),

$$
\begin{aligned}
X_{t}^{2}= & \int_{0}^{t} \int_{\mathbb{R}_{0}}\left(\left(X_{s-}+z\right)^{2}-X_{s-}^{2}-2 X_{s-} z\right) v(d z) d s \\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(\left(X_{s-}+z\right)^{2}-X_{s-}^{2}\right) \hat{N}(d s, d z) \\
= & t \int_{\mathbb{R}_{0}} z^{2} v(d z)+\int_{0}^{t} \int_{\mathbb{R}_{0}} z\left(2 X_{s-}+z\right) \hat{N}(d s, d z) .
\end{aligned}
$$

Therefore, we obtain the representation

$$
\begin{equation*}
F=T \int_{\mathbb{R}_{0}} z^{2} v(d z)+\int_{0}^{T} \int_{\mathbb{R}_{0}} z\left(2 X_{s-}+z\right) \hat{N}(d s, d z) \tag{9.17}
\end{equation*}
$$

Corollary 9.6.3 (Martingale representation theorem) Let $\left(M_{t}\right)_{t \geq 0}$ be a square integrable martingale with respect to $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. Then there exists a unique process $u$ in $L^{2}(\mathcal{P})$ such that

$$
M_{t}=\mathrm{E}\left(M_{0}\right)+\int_{0}^{t} \int_{\mathbb{R}_{0}} u(s, z) \hat{N}(d s, d z)
$$

for all $t \geq 0$.

### 9.7 Girsanov's Theorem

Assume that $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathrm{P}\right)$ is the filtered probability space of the jump random measure $N$ of a Lévy process. We next present Girsanov's theorem for the Poisson random measure $N$ (see Lépingle and Mémin, 1978, and Di Nunno et al., 2009, Theorem 12.21).

Let $c: \Omega \times[0, T] \times \mathbb{R}_{0} \rightarrow \mathbb{R}$ be a predictable process satisfying $c(s, z)>-1$, for all $s \in[0, T]$ and $z \in \mathbb{R}_{0}$, and

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(|\log (1+c(s, z))|^{2}+c^{2}(s, z)\right) v(d z) d s<\infty \quad \text { a.s. } \tag{9.18}
\end{equation*}
$$

For all $t \in[0, T]$, set

$$
\begin{aligned}
Z_{t}= & \exp \left(\int_{0}^{t} \int_{\mathbb{R}_{0}} \log (1+c(s, z)) \hat{N}(d s, d z)\right. \\
& \left.+\int_{0}^{t} \int_{\mathbb{R}_{0}}(\log (1+c(s, z))-c(s, z)) v(d z) d s\right)
\end{aligned}
$$

By Itô's formula (Theorem 9.5.2), it is easy to obtain that (see Exercise 9.7) $Z_{t}$ is the unique solution to the stochastic differential equation

$$
d Z_{t}=Z_{t-} \int_{\mathbb{R}_{0}} c(t, z) \hat{N}(d t, d z), \quad Z_{0}=1
$$

Theorem 9.7.1 Let $c: \Omega \times[0, T] \times \mathbb{R}_{0} \rightarrow \mathbb{R}$ be a predictable process satisfying $c(s, z)>-1$, for all $s \in[0, T]$ and $z \in \mathbb{R}_{0}$, and (9.18). Assume that

$$
\mathrm{E}\left(\exp \left(\int_{0}^{T} \int_{\mathbb{R}_{0}}((1+c(s, z)) \log (1-c(s, z))-c(s, z)) v(d z) d s\right)\right)<\infty
$$

Then, for all $t \in[0, T], \mathrm{E}\left(Z_{t}\right)=1$ and $\left(Z_{t}\right)_{t \in[0, T]}$ is a positive martingale.
By Theorem 9.7.1, the following defines a probability measure Q on $\left(\Omega, \mathcal{F}_{T}\right):$

$$
\frac{d \mathrm{Q}}{d \mathrm{P}}(\omega)=Z_{T}(\omega), \quad \omega \in \Omega
$$

We next define the stochastic process

$$
\hat{N}_{\mathrm{Q}}(t, A)=\hat{N}(t, A)-v(t, A), \quad A \in \mathcal{A}_{v}
$$

where

$$
v(t, A)=\int_{0}^{t} \int_{A} c(s, z) v(d z) d s
$$

Theorem 9.7.2 (Girsanov's theorem) Under the probability measure Q , the stochastic process $\left\{\hat{N}_{\mathrm{Q}}(t, A), A \in \mathcal{A}_{v}, t \in[0, T]\right\}$ is a compensated Poisson random measure.

### 9.8 Multiple Stochastic Integrals

Consider a Poisson random measure $M$ on a complete separable metric space $(Z, \mathcal{Z}, m)$, where $m$ is a $\sigma$-finite atomless measure.

Fix $n \geq 2$. We denote by $L^{2}\left(Z^{n}\right)$ the space of real-valued measurable functions on $Z^{n}$ that are square integrable with respect to $m^{n}$. We write $L_{s}^{2}\left(Z^{n}\right)$ to indicate the subspace of $L^{2}\left(Z^{n}\right)$ composed of symmetric functions. We define the symmetrization $\tilde{h}$ of $h$ in $L^{2}\left(Z^{n}\right)$ by

$$
\tilde{h}\left(z_{1}, \ldots, z_{n}\right)=\frac{1}{n!} \sum_{\sigma} h\left(z_{\sigma(1)}, \ldots, z_{\sigma(n)}\right),
$$

where the sum runs over all permutations $\sigma$ of $\{1, \ldots, n\}$. By Jensen's inequality, we have

$$
\begin{equation*}
\|\tilde{h}\|_{L^{2}\left(Z^{n}\right)} \leq\|h\|_{L^{2}\left(Z^{n}\right)} \tag{9.19}
\end{equation*}
$$

We next define the multiple stochastic integral of a function $h$ in $L^{2}\left(Z^{n}\right)$ with respect to the compensated Poisson random measure $\hat{M}$.

Let $\mathcal{I}_{n}$ be the vector space generated by the set of elementary functions on $Z^{n}$ of the form

$$
\begin{equation*}
h\left(z_{1}, \ldots, z_{n}\right)=\sum_{j_{1}, \ldots, j_{n}=1}^{k} a_{j_{1}, \ldots, j_{n}} \mathbf{1}_{A_{1} \times \cdots \times A_{n}}\left(z_{1}, \ldots, z_{n}\right), \tag{9.20}
\end{equation*}
$$

where each $a_{j_{1}, \ldots, j_{n}} \in \mathbb{R}$ is zero whenever at least two indices $j_{1}, \ldots, j_{n}$ coincide and $A_{1}, \ldots, A_{n} \in \mathcal{Z}$ are pairwise disjoints.

Definition 9.8.1 If $h$ is a function in $\mathcal{I}_{n}$ of the form (9.20) we define the multiple stochastic integral of $h$ with respect to the compensated Poisson random measure $\hat{M}$ by

$$
I_{n}(h)=\sum_{j_{1}, \ldots, j_{n}=1}^{k} a_{j_{1}, \ldots, j_{n}} \hat{M}\left(A_{1}\right) \cdots \hat{M}\left(A_{n}\right)
$$

It is easy to check that the mapping $h \rightarrow I_{n}(h)$ is linear. Moreover, for each $h \in I_{n}$, we have $I_{n}(h)=I_{n}(\tilde{h})$ (see Exercise 9.8). Therefore, it suffices to restrict ourselves to the case of symmetric functions. Given $h \in \mathcal{I}_{n}$ of the form (9.20), it is easy to check that $h$ is symmetric if and only if, for each
permutation $\sigma$ of $\{1, \ldots, n\}$ and $1 \leq j_{1}, \ldots, j_{n} \leq k, a_{j_{1}, \ldots, j_{n}}=a_{j_{\sigma(1), \ldots, j_{\sigma(n)}}}$. We denote by $\mathcal{I}_{n}^{s}$ the set of functions in $I_{n}$ that are symmetric.

The multiple stochastic integral has the following isometry property (see Appelbaum, 2009, Theorem 5.4.4).

Theorem 9.8.2 Let $h \in \mathcal{I}_{n}^{s}$ and $g \in \mathcal{I}_{k}^{s}, n, k \geq 1$. Then $\mathrm{E}\left(I_{n}(h)\right)=0$ and

$$
\begin{equation*}
\mathrm{E}\left(I_{n}(h) I_{k}(g)\right)=n!\langle h, g\rangle_{L^{2}\left(Z^{n}\right)} \mathbf{1}_{\{n=k\}} . \tag{9.21}
\end{equation*}
$$

Now, since the vector space $I_{n}$ is dense in $L^{2}\left(Z^{n}\right)$ (see Appelbaum, 2009, Appendix 5.9), if $h \in L^{2}\left(Z^{n}\right)$ then there exists a sequence $\left(h_{\ell}\right)_{\ell \geq 1} \in I_{n}$ that converges to $h$ in $L^{2}\left(Z^{n}\right)$ as $\ell \rightarrow \infty$. Using the above isometry property (Theorem 9.8.2) and inequality (9.19), we obtain

$$
\mathrm{E}\left(\left(I_{n}\left(h_{p}\right)-I_{n}\left(h_{q}\right)\right)^{2}\right)=n!\left\|\tilde{h}_{p}-\tilde{h}_{q}\right\|_{L^{2}\left(Z^{n}\right)}^{2} \leq n!\left\|h_{p}-h_{q}\right\|_{L^{2}\left(Z^{n}\right)}^{2} \rightarrow 0,
$$

as $p, q \rightarrow \infty$. Therefore, the sequence $\left(I_{n}\left(h_{\ell}\right)\right)_{\ell \geq 1}$ is Cauchy in $L^{2}(\Omega)$ and is thus convergent. The multiple stochastic integral of $h$ in $L^{2}\left(Z^{n}\right)$ is the limit of the sequence $\left\{I_{n}\left(h_{\ell}\right)\right\}_{\ell \geq 1}$ in $L^{2}(\Omega)$ and is denoted

$$
I_{n}(h)=\int_{Z^{n}} h\left(z_{1}, \ldots, z_{n}\right) \hat{M}\left(d z_{1}\right) \cdots \hat{M}\left(d z_{n}\right)
$$

We observe that $I_{1}(h)=\hat{M}(h)$. Moreover, Theorem 9.8.2 also holds for all $h \in L^{2}\left(Z^{n}\right)$ and $g \in L^{2}\left(Z^{k}\right)$.

The next result shows that the multiple stochastic integral of the jump measure of a Lévy process coincides with the iterated integral.

Proposition 9.8.3 (Appelbaum, 2009, Theorem 5.4.5) Let $N$ be the jump measure of a Lévy process. Then, for any $h \in L^{2}\left(\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)^{n}\right)$,
$I_{n}(h)=n!\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} \cdots \int_{0}^{t_{2}-} \int_{\mathbb{R}_{0}} h\left(t_{1}, z_{1}, \ldots, t_{n}, z_{n}\right) \hat{N}\left(d t_{1}, d z_{1}\right) \cdots \hat{N}\left(d t_{n}, d z_{n}\right)$.
We next give a formula for the product of two multiple stochastic integrals that was proved by, for example, Kabanov (1975) and Surgailis (1984). Let $f \in L_{s}^{2}\left(Z^{n}\right)$ and $g \in L_{s}^{2}\left(Z^{k}\right)$. For any $r=0, \ldots, n \wedge k$ and $\ell=1, \ldots, r$, we define the modified contraction $f \star_{r}^{\ell} g$ of $f$ and $g$ to be the element of $Z^{n+k-r-\ell}$ given by

$$
\begin{aligned}
& \left(f \star_{r}^{\ell} g\right)\left(\gamma_{1}, \ldots, \gamma_{r-\ell}, t_{1}, \ldots, t_{n-r}, s_{1}, \ldots, s_{k-r}\right) \\
& =\int_{Z^{\ell}} f\left(z_{1}, \ldots, z_{\ell}, \gamma_{1}, \ldots, \gamma_{r-\ell}, t_{1}, \ldots, t_{n-r}\right) \\
& \quad \times g\left(z_{1}, \ldots, z_{\ell}, \gamma_{1}, \ldots, \gamma_{r-\ell}, s_{1}, \ldots, s_{k-r}\right) m^{\ell}\left(d z_{1} \cdots d z_{\ell}\right)
\end{aligned}
$$

and, for $\ell=0$,

$$
\begin{aligned}
& \left(f \star_{r}^{0} g\right)\left(\gamma_{1}, \ldots, \gamma_{r}, t_{1}, \ldots, t_{n-r}, s_{1}, \ldots, s_{k-r}\right) \\
& \quad=f\left(\gamma_{1}, \ldots, \gamma_{r}, t_{1}, \ldots, t_{n-r}\right) g\left(\gamma_{1}, \ldots, \gamma_{r}, s_{1}, \ldots, s_{k-r}\right)
\end{aligned}
$$

so that $\left(f \star_{0}^{0} g\right)\left(t_{1}, \ldots, t_{n}, s_{1}, \ldots, s_{k}\right)=f\left(t_{1}, \ldots, t_{n}\right) g\left(s_{1}, \ldots, s_{k}\right)$.
When $\ell=r, f \star_{r}^{r} g$ belongs to $L^{2}\left(Z^{n+k-2 r}\right)$. Otherwise, there are cases where the integrals are not even well defined. We denote by $f \widetilde{\star}_{r}^{\ell} g$ the symmetrization of $f \star_{r}^{\ell} g$. Then, the product of two multiple stochastic integrals satisfies the following formula: suppose that, for all $r=0, \ldots, n \wedge k$ and $\ell=1, \ldots, r, f \star_{r}^{\ell} g$ belongs to $L^{2}\left(Z^{n+k-r-\ell}\right)$. Then

$$
\begin{equation*}
I_{n}(f) I_{k}(g)=\sum_{r=0}^{n \wedge k} r!\binom{n}{r}\binom{k}{r} \sum_{\ell=0}^{r}\binom{r}{\ell} I_{n+k-r-\ell}\left(f \widetilde{\star}_{r}^{\ell} g\right) . \tag{9.22}
\end{equation*}
$$

### 9.9 Wiener Chaos for Poisson Random Measures

Consider a Poisson random measure $M$ on a complete separable metric space $(Z, \mathcal{Z}, m)$, where $m$ is a $\sigma$-finite atomless measure. Recall that $\hat{M}$ denotes the compensated Poisson random measure. We assume in this section that $\mathcal{F}$ is the $\sigma$-field generated by $N$ and the P-null sets.

Definition 9.9.1 The $n t h$ Wiener chaos associated with $\hat{M}$ is denoted $\mathcal{H}_{n}$ and defined as the Hilbert space of random variables of the type $I_{n}(h)$, where $n \geq 1$ and $h \in L_{s}^{2}\left(Z^{n}\right)$; that is, $\mathcal{H}_{n}=I_{n}\left(L_{s}^{2}\left(Z^{n}\right)\right)$. Moreover, we define $\mathcal{H}_{0}$ as $\mathbb{R}$.

Note that $\mathcal{H}_{1}=\left\{\hat{M}(h), h \in L^{2}(Z)\right\}$. Observe that, by the isometry property, for all $n \geq 1, \mathcal{H}_{n}$ is a closed linear subspace of $L^{2}(\Omega)$ and the $\mathcal{H}_{n}$ are all orthogonal. The following chaotic representation property is due to Itô (1956, Theorem 2).

Theorem 9.9.2 We have that $L^{2}(\Omega)=\oplus_{n \geq 0} \mathcal{H}_{n}$; that is, any random variable $F \in L^{2}(\Omega)$ admits the following unique decomposition

$$
\begin{equation*}
F=\sum_{n=0}^{\infty} I_{n}\left(h_{n}\right) \tag{9.23}
\end{equation*}
$$

where $h_{0}=\mathrm{E}(F), I_{0}$ is the identity mapping on constants and $h_{n} \in L_{s}^{2}\left(Z^{n}\right)$.
Proof The proof is divided into different steps.

Step 1 First observe that the set of simple random variables
$\mathcal{S}=\left\{\varphi\left(M\left(A_{1}\right), \ldots, M\left(A_{n}\right)\right), n \geq 1, \varphi \in C_{b}\left(\mathbb{R}^{n}\right), A_{i} \in \mathcal{Z}_{m}\right.$ pairwise disjoint $\}$ is dense in $L^{2}(\Omega)$.

Step 2 Next we show that the set

$$
\mathcal{P}=\left\{M\left(A_{1}\right)^{p_{1}} \cdots M\left(A_{n}\right)^{p_{n}}, n \geq 1, p_{i} \geq 0, A_{i} \in \mathcal{Z}_{m} \text { pairwise disjoint }\right\}
$$

is dense in $L^{2}(\Omega)$. First observe that any element in this set belongs to $L^{2}(\Omega)$ since it has a finite norm. Now, by Step 1, it suffices to show that if $F$ belongs to $\mathcal{S}$ and $\mathrm{E}(F G)=0$ for all $G \in \mathcal{P}$ then $F=0$ a.s. Let $F$ be in $\mathcal{S}$ and, to simplify the exposition, we assume that $n=1$; that is, $F=\varphi(M(A))$, $\varphi \in C_{b}(\mathbb{R})$. Let $\sigma$ denote the Poisson distribution with parameter $m(A)$, and assume that, for all $p \geq 0$,

$$
\mathrm{E}\left(F M(A)^{p}\right)=\int_{\mathbb{R}} \varphi(x) x^{p} \sigma(d x)=0
$$

Furthermore, for all $t \in \mathbb{R}$,

$$
\int_{\mathbb{R}} e^{|t x|}|\varphi(x)| \sigma(d x) \leq\left(\int_{\mathbb{R}} e^{2|x|} \sigma(d x)\right)^{1 / 2}\left(\int_{\mathbb{R}}|\varphi(x)|^{2} \sigma(d x)\right)^{1 / 2}
$$

which is finite. Thus, our assumption implies that, for all $t \in \mathbb{R}$,

$$
\int_{\mathbb{R}} e^{i t x} \varphi(x) \sigma(d x)=0
$$

from which we conclude that $\varphi(M(A))=0$ a.s.
Step 3 Next consider the set

$$
Q=\left\{M\left(A_{1}\right) \cdots M\left(A_{n}\right), n \geq 1, A_{i} \in \mathcal{Z}_{m} \text { pairwise disjoint }\right\}
$$

We claim that $Q$ is dense in $L^{2}(\Omega)$. By Step 2 , it suffices to show that any element in $\mathcal{P}$ belongs to the closed linear span of the family $Q$. Let $M \in \mathcal{P}$ be of the form $M\left(A_{1}\right)^{p_{1}} \cdots M\left(A_{n}\right)^{p_{n}}, n \geq 1, p_{i} \geq 0$, with the $A_{i} \in \mathcal{Z}_{m}$ pairwise disjoint. Consider a subdivision $\left\{B_{1}, \ldots, B_{k}\right\}$ of $\left\{A_{1}, \ldots, A_{n}\right\}$ such that $m\left(B_{i}\right)<\min \left(\epsilon / m\left(B_{1} \cup \cdots \cup B_{k}\right), 1\right)$ for some $\epsilon>0$. Then,

$$
M=\sum M\left(B_{i_{1}}\right)^{j_{1}} \cdots M\left(B_{i_{r}}\right)^{j_{r}}
$$

with $i_{1}<\cdots<i_{r}$. Since $M\left(B_{i}\right)$ takes only nonnegative integer values, we have

$$
M \geq \sum M\left(B_{i_{1}}\right) \cdots M\left(B_{i_{r}}\right)=M_{\epsilon}
$$

and

$$
\begin{aligned}
\mathrm{P}\left(M \neq M_{\epsilon}\right) & =\mathrm{P}\left(M\left(B_{i}\right)>2 \text { for some } i\right) \\
& \leq \sum_{i=1}^{k} \mathrm{P}\left(M\left(B_{i}\right) \geq 2\right) \leq \sum_{i=1}^{k} m\left(B_{i}\right)^{2}<\epsilon
\end{aligned}
$$

Therefore $M_{\epsilon}$ converges to $M$ in probability as $\epsilon$ goes to 0 . Furthermore, we have $0 \leq M_{\epsilon} \leq M$ and $M \in L^{2}(\Omega)$. Therefore, $M_{\epsilon}$ converges to $M$ in $L^{2}(\Omega)$ as $\epsilon$ goes to 0 , and the claim is proved.

Step 4 Finally, it suffices to check that, for any $n \geq 1$ and $A_{1}, \ldots, A_{n} \in$ $\mathcal{Z}_{m}$ pairwise disjoint,

$$
M\left(A_{1}\right) \cdots M\left(A_{n}\right)=m\left(A_{1}\right) \cdots m\left(A_{m}\right)+I_{1}\left(h_{1}\right)+\cdots+I_{n}\left(h_{n}\right)
$$

for some $h_{i} \in L_{s}^{2}\left(Z^{i}\right)$. Consider the function

$$
h\left(z_{1}, \ldots, z_{n}\right)=\mathbf{1}_{A_{1} \times \cdots \times A_{n}}\left(z_{1}, \ldots, z_{n}\right) .
$$

Then

$$
\begin{aligned}
I_{n}(h) & =\hat{M}\left(A_{1}\right) \cdots \hat{M}\left(A_{n}\right)=\left(M\left(A_{1}\right)-m\left(A_{1}\right)\right) \cdots\left(M\left(A_{n}\right)-m\left(A_{n}\right)\right) \\
& =M\left(A_{1}\right) \cdots M\left(A_{n}\right)+R+m\left(A_{1}\right) \cdots m\left(A_{m}\right)
\end{aligned}
$$

where $R$ is a linear combination of elements of the form $M\left(A_{i_{1}}\right) \cdots M\left(A_{i_{p}}\right)$, with $1 \leq p<n$. Thus the result follows by induction on $n \geq 1$.

Example 9.9.3 Consider the process $X_{t}=\int_{0}^{t} \int_{\mathbb{R}_{0}} z \hat{N}(d s, d z), t \in[0, T]$. By (9.17) and Proposition 9.8.3,

$$
\begin{aligned}
X_{T}^{2}= & T \int_{\mathbb{R}_{0}} z^{2} v(d z)+\int_{0}^{T} \int_{\mathbb{R}_{0}} z\left(2 X_{s-}+z\right) \hat{N}(d s, d z) \\
= & T \int_{\mathbb{R}_{0}} z^{2} v(d z)+\int_{0}^{T} \int_{\mathbb{R}_{0}} z^{2} \hat{N}(d s, d z) \\
& +\int_{0}^{T} \int_{\mathbb{R}_{0}} \int_{0}^{t_{2}-} \int_{\mathbb{R}_{0}} 2 z_{1} z_{2} \hat{N}\left(d s_{1}, d z_{1}\right) \hat{N}\left(d s_{2}, d z_{2}\right) \\
= & \sum_{n=0}^{2} I_{n}\left(h_{n}\right)
\end{aligned}
$$

where $h_{0}=T \int_{\mathbb{R}_{0}} z^{2} v(d z), h_{1}\left(s_{1}, z_{1}\right)=z_{1}$ and $h_{2}\left(s_{1}, z_{1}, s_{2}, z_{2}\right)=z_{1} z_{2}$.

## Exercises

9.1 Let $\left(\tau_{i}\right)_{i \geq 1}$ be a sequence of independent exponential random variables with parameter $\lambda>0$. Set $T_{n}=\sum_{i=1}^{n} \tau_{i}$ and $N_{t}=\sum_{n \geq 1} \mathbf{1}_{\left\{t \geq T_{n}\right\}}$. Show that for any $t>0, N_{t}$ has a Poisson distribution with parameter $\lambda t$.
9.2 Let $N$ be a Poisson random measure associated with a Lévy process. Show that the process $(\hat{N}(t, A))_{t \geq 0}$ is an $\mathcal{F}_{t}$-martingale, for any $A \in \mathcal{A}_{v}$.
9.3 Let $u \in L_{l o c}^{2}(\mathcal{P})$. Show that there exists a sequence of processes $u^{(n)}$ in $\mathcal{E}$ such that, for all $T>0$, the sequence

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}}\left|u(t, x)-u^{(n)}(t, z)\right|^{2} v(d z) d t
$$

converges to zero in probability.
9.4 Show that Proposition 9.4.2 is also true for all $u \in L_{l o c}^{2}(\mathcal{P})$.
9.5 Consider the process $Y=\left(Y_{t}\right)_{t \in[0, T]}$ given by

$$
\begin{aligned}
Y_{t}=\exp & \left(\int_{0}^{t} \int_{\mathbb{R}_{0}} h_{s} z \hat{N}(d s, d z)\right. \\
& \left.-\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(e^{h_{s} z}-1-h_{s} z\right) v(d z) d s\right),
\end{aligned}
$$

where $h \in L^{2}([0, T])$ and is càdlàg. Show that

$$
d Y_{t}=Y_{t-} \int_{\mathbb{R}_{0}}\left(e^{h_{t} z}-1\right) \hat{N}(d t, d z)
$$

In particular, $Y$ is a local martingale.
9.6 Consider the process $X_{t}=\int_{0}^{t} \int_{\mathbb{R}_{0}} z \hat{N}(d s, d z), t \in[0, T]$. Find the integral representation of the following random variables:

$$
X_{T}^{3}, e^{X_{T}}, \sin X_{T}, \int_{0}^{T} X_{t} d t
$$

9.7 Let $c: \Omega \times[0, T] \times \mathbb{R}_{0} \rightarrow \mathbb{R}$ be a predictable process satisfying $c(s, z)<1$, for all $s \in[0, T]$ and $z \in \mathbb{R}_{0}$, and also satisfying

$$
\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(|\log (1-c(s, z))|^{2}+c^{2}(s, z)\right) v(d z) d s<+\infty \quad \text { a.s. }
$$

For all $t \in[0, T]$, set

$$
\begin{aligned}
Z_{t}=\exp & \left(\int_{0}^{t} \int_{\mathbb{R}_{0}} \log (1-c(s, z)) \hat{N}(d s, d z)\right. \\
& \left.+\int_{0}^{t} \int_{\mathbb{R}_{0}}(\log (1-c(s, z))+c(s, z)) v(d z) d s\right)
\end{aligned}
$$

Show that

$$
d Z_{t}=Z_{t-} \int_{\mathbb{R}_{0}} c(t, z) \hat{N}(d t, d z), \quad Z_{0}=1
$$

9.8 Show that, for all $h \in I_{n}$, we have $I_{n}(h)=I_{n}(\tilde{h})$, where $\tilde{h}$ denotes the symmetrization of $h$.
9.9 Find the chaos expansion of the random variable $Y_{T}$, where $Y$ is as in Exercise 9.5.
9.10 Find the chaos expansion of the random variables in Exercise 9.6.

## 10

## Malliavin Calculus for Jump Processes I

In this chapter we develop the Malliavin calculus in the Poisson framework using the Wiener chaos decomposition. We start by defining the Malliavin derivative, which in this case is a closed operator satisfying a chain rule different from that obtained for Brownian motion. We then define the divergence operator and show that, when acting on square integrable and predictable processes, it coincides with the stochastic integral with respect to the Poisson random measure associated with a Lévy process. As in the Wiener case, we define the Ornstein-Uhlenbeck semigroup and its generator. Then we present the jump version of the Clark-Ocone formula. Finally, we combine Stein's method with Malliavin calculus to study normal approximations in the Poisson framework.

### 10.1 Derivative Operator

Consider a Poisson random measure $M$ on a complete separable metric space $(Z, \mathcal{Z}, m)$, where $m$ is a $\sigma$-finite atomless measure. Let $L_{s}^{2}\left(Z^{n}\right)$ be the space of symmetric square integrable functions on $Z^{n}$. Given $h \in L_{s}^{2}\left(Z^{n}\right)$ and fixed $z \in Z$, we write $h(\cdot, z)$ to indicate the function on $Z^{n-1}$ given by $\left(z_{1}, \ldots, z_{n-1}\right) \rightarrow h\left(z_{1}, \ldots, z_{n-1}, z\right)$.

Definition 10.1.1 We denote by $\mathbb{D}^{1,2}$ the set of random variables $F$ in $L^{2}(\Omega)$ with a chaotic decomposition $F=\sum_{n=0}^{\infty} I_{n}\left(h_{n}\right), h_{n} \in L_{s}^{2}\left(Z^{n}\right)$, satisfying

$$
\begin{equation*}
\sum_{n \geq 1} n n!\left\|h_{n}\right\|_{L^{2}\left(Z^{n}\right)}^{2}<\infty \tag{10.1}
\end{equation*}
$$

Then, if $F \in \mathbb{D}^{1,2}$, we define the Malliavin derivative $D$ of $F$ as the $L^{2}(Z)$ valued random variable given by

$$
D_{z} F=\sum_{n \geq 1} n I_{n-1}\left(h_{n}(\cdot, z)\right), \quad z \in Z
$$

For example, if $F=I_{1}(h)$ then $D F=h$ and if $F=I_{2}(h)$ then $D_{z} F=$ $2 I_{1}\left(f(\cdot, z)\right.$. Observe that if $F$ belongs to $\mathbb{D}^{1,2}$ then

$$
\mathrm{E}\left(\|D F\|_{L^{2}(Z)}^{2}\right)=\sum_{n \geq 1} n n!\left\|h_{n}\right\|_{L^{2}\left(Z^{n}\right)}^{2}
$$

It is easy to see that $\mathbb{D}^{1,2}$ is a Hilbert space with respect to the scalar product

$$
\langle F, G\rangle_{1,2}=\mathrm{E}(F G)+\mathrm{E}\left(\langle D F, D G\rangle_{L^{2}(Z)}\right)
$$

where

$$
\langle D F, D G\rangle_{L^{2}(Z)}=\int_{Z} D_{z} F D_{z} G m(d z)
$$

this defines the following seminorm in $\mathbb{D}^{1,2}$

$$
\|F\|_{1,2}=\left(\mathrm{E}\left(|F|^{2}\right)+\mathrm{E}\left(\|D F\|_{L^{2}(Z)}^{2}\right)\right)^{1 / 2}
$$

We identify the space $L^{2}\left(\Omega ; L^{2}(Z)\right)$ with $L^{2}(\Omega \times Z)$. The next result shows that $D$ is a closed operator from $\mathbb{D}^{1,2} \subset L^{2}(\Omega)$ into $L^{2}(\Omega \times Z)$.

Proposition 10.1.2 Let $\left(F_{k}\right)_{k \geq 1}$ be a sequence of random variables in $\mathbb{D}^{1,2}$ that converges to $F$ in $L^{2}(\Omega)$ and is such that the sequence $\left(D F_{k}\right)_{k \geq 1}$ converges to $u$ in $L^{2}(\Omega \times Z)$. Then $F$ belongs to $\mathbb{D}^{1,2}$ and $D F=u$.

Proof Set $F=\sum_{n=0}^{\infty} I_{n}\left(h_{n}\right)$ and $F_{k}=\sum_{n=0}^{\infty} I_{n}\left(h_{n}^{k}\right)$, with $h_{n}, h_{n}^{k} \in L_{s}^{2}\left(Z^{n}\right)$. Then $h_{n}^{k}$ converges to $h_{n}$ in $L^{2}\left(Z^{n}\right)$. Furthermore, by Fatou's lemma,

$$
\lim _{k \rightarrow \infty} \sum_{n=1}^{\infty} n n!\left\|h_{n}^{k}-h_{n}\right\|_{L^{2}\left(Z^{n}\right)}^{2} \leq \lim _{k \rightarrow \infty} \liminf _{j \rightarrow \infty} \sum_{n=1}^{\infty} n n!\left\|h_{n}^{k}-h_{n}^{j}\right\|_{L^{2}\left(Z^{n}\right)}^{2}=0
$$

which implies the desired statement.
Given $z \in Z$ fixed, and a point measure $\omega$ in $\Omega$, we define the map

$$
\varphi_{z}(\omega)=\omega+\delta_{z} .
$$

Observe that the map $\varphi_{z}$ is well defined from $\Omega$ to $\Omega$. By (9.5), if we set $\Omega_{0}=\{\omega \in \Omega: \omega(\{\alpha\}) \leq 1, \forall \alpha \in Z\}$ then $\mathrm{P}\left(\Omega_{0}\right)=1$. Moreover, because $\mathrm{P}(\omega: \omega(\{z\})=1)=0$, we have that $\varphi_{z}\left(\Omega_{0}\right) \subset \Omega_{0}$ a.s. for every fixed $z \in Z$. The map $\varphi_{z}$ induces a transformation on random variables $F: \Omega \rightarrow \mathbb{R}$ defined by

$$
\left(\varphi_{z}(F)\right)(\omega)=F\left(\omega+\delta_{z}\right)-F(\omega)
$$

The next result gives a product rule for the $\operatorname{map} \varphi_{z}$, and it will be used later.

Lemma 10.1.3 Let $F, G: \Omega \rightarrow \mathbb{R}$ be random variables. Then

$$
\varphi_{z}(F G)=F \varphi_{z}(G)+G \varphi_{z}(F)+\varphi_{z}(F) \varphi_{z}(G) .
$$

Proof We have

$$
\begin{aligned}
\varphi_{z} & (F G)=F\left(\omega+\delta_{z}\right) G\left(\omega+\delta_{z}\right)-F(\omega) G(\omega) \\
& =F\left(\omega+\delta_{z}\right) G\left(\omega+\delta_{z}\right)-F\left(\omega+\delta_{z}\right) G(\omega)+F\left(\omega+\delta_{z}\right) G(\omega)-F(\omega) G(\omega) \\
& =F\left(\omega+\delta_{z}\right) \varphi_{z}(G)+\varphi_{z}(F) G(\omega) \\
& =\left(F\left(\omega+\delta_{z}\right)-F(\omega)\right) \varphi_{z}(G)+\varphi_{z}(F) G+F \varphi_{z}(G) \\
& =F \varphi_{z}(G)+G \varphi_{z}(F)+\varphi_{z}(F) \varphi_{z}(G),
\end{aligned}
$$

which concludes the proof.
The next result shows that $\varphi_{z}$ and $D_{z}$ coincide.
Theorem 10.1.4 Let $F$ be a random variable in $L^{2}(\Omega)$. Then $F$ belongs to $\mathbb{D}^{1,2}$ if and only if there exists a version of $F$ such that the stochastic process $z \rightarrow \varphi_{z}(F)$ belongs to $L^{2}(\Omega \times Z)$. In this case

$$
\begin{equation*}
D_{z} F=\varphi_{z}(F) \tag{10.2}
\end{equation*}
$$

for almost all $(\omega, z) \in \Omega \times Z$.
Proof We divide the proof into different steps.
Step 1 Assume first that $F=I_{1}(h)$. Then $D_{z} F=h(z)$. Thus, (10.2) is just a consequence of the following relation:

$$
F_{z}-F=\int_{Z} h(\alpha)\left(\hat{M}(d \alpha)+\delta_{z}\right)-\int_{Z} h(\alpha) \hat{M}(d \alpha)=\int_{Z} h(\alpha) \delta_{z}=h(z)
$$

Step 2 Consider now an elementary function $h$ of the form (9.20). Then

$$
D_{z}\left(I_{n}(h)\right)=\sum_{j_{1}, \ldots, j_{n}=1}^{m} a_{j_{1}, \ldots, j_{n}} \sum_{i=1}^{n} \hat{M}\left(A_{1}\right) \cdots \mathbf{1}_{A_{i}}(z) \cdots \hat{M}\left(A_{n}\right)
$$

Moreover,

$$
\begin{gathered}
\varphi_{z}\left(I_{n}(h)\right)=\sum_{j_{1}, \ldots, j_{n}=1}^{m} a_{j_{1}, \ldots, j_{n}}\left(\left(\hat{M}+\delta_{z}\right)\left(A_{1}\right) \cdots\left(\hat{M}+\delta_{z}\right)\left(A_{n}\right)\right. \\
\left.-\hat{M}\left(A_{1}\right) \cdots \hat{M}\left(A_{n}\right)\right) .
\end{gathered}
$$

Now, observe that if $z \notin A_{i}$ for all $i=1, \ldots, n$ then $\varphi_{z}\left(I_{n}(h)\right)=0$, while if $z \in A_{i}$ for some $i=1, \ldots, n$ then

$$
\varphi_{z}\left(I_{n}(h)\right)=\sum_{j_{1}, \ldots, j_{n}=1}^{m} a_{j_{1}, \ldots, j_{n}} \hat{M}\left(A_{1}\right) \cdots \hat{M}\left(A_{i-1}\right) \hat{M}\left(A_{i+1}\right) \cdots \hat{M}\left(A_{n}\right)
$$

Therefore, (10.2) holds if $F=I_{n}(h)$, where $h$ is of the form (9.20), that is, $h \in \mathcal{I}_{n}$.

Step 3 Consider a random variable $F$ of the form $I_{n}(h)$ where $h$ is in $L^{2}\left(Z^{n}\right)$. Then $F$ is the limit in $L^{2}(\Omega)$ of a sequence $F^{k}=I_{n}\left(h^{k}\right)$, where the $h_{k}$ belong to $I_{n}$. Therefore $F$ is the almost sure limit of a subsequence $\left(F^{k_{j}}\right)_{j \geq 0}$. Consequently, $\varphi_{z}(F)$ is the almost sure limit of $\varphi_{z}\left(F^{k_{j}}\right)$ for almost every $z$. Moreover, $D F^{k_{j}}$ converges to $D F$ in $L^{2}(\Omega \times Z)$ as $j \rightarrow \infty$, and (9.20) holds.

Step 4 We now assume that $F \in L^{2}(\Omega)$ with chaotic decomposition (9.23). Then $F$ is the limit in $L^{2}(\Omega)$ of the sequence of partial sums $F_{k}=$ $\sum_{n=0}^{k} I_{n}\left(h_{n}\right)$. Thus, again $F$ is the a.s. limit of a subsequence $\left(F_{k_{j}}\right)_{j \geq 0}$ and $\varphi_{z}(F)$ is the a.s. limit of $\varphi_{z}\left(F_{k_{j}}\right)$ as $j \rightarrow \infty$ for almost all $z$. Since $D$ is closed, the desired statement follows.

In Nualart and Vives (1990), the authors studied the derivative and divergence operators in terms of the Wiener chaos in an arbitrary Fock space associated with a Hilbert space. In particular, they considered the Wiener and Poisson spaces. The next example is taken from there.

Example 10.1.5 As an application of Theorem 10.1.4, we will compute the Malliavin derivative of the jump times of a Poisson process. Let $Z=$ $[0,1]$ and let $T_{1}, \ldots, T_{n}$ be the jump times of a Poisson process $\left(N_{t}\right)_{t \in[0,1]}$. We need to compute the transformation $\varphi_{t}\left(T_{i}\right)=T_{i}\left(\omega+\delta_{t}\right)-T_{i}(\omega)$ for all $i=1, \ldots, n$. We have $\varphi_{t}\left(T_{i}\right)=0$ if $t>T_{i}, \varphi\left(T_{i}\right)=t-T_{i}$ if $T_{i-1}<t<T_{i}$, and $\varphi_{t}\left(T_{i}\right)=T_{i-1}-T_{i}$ if $t<T_{i-1}$. Therefore

$$
\varphi_{t}\left(T_{i}\right)=T_{i-1} \mathbf{1}_{\left\{t<T_{i}\right\}}+t \mathbf{1}_{\left\{T_{i-1}<t<T_{i}\right\}}-T_{i} \mathbf{1}_{\left\{t<T_{i}\right\}} .
$$

For example for $i=1, \varphi_{t}\left(T_{1}\right)=\left(t-T_{1}\right) \mathbf{1}_{\left[0, T_{1}\right]}(t)$.
Remark 10.1.6 Observe that the Malliavin derivative $D$ is not a local operator as in the Brownian motion case (see Lemma 3.4.1). For example, with the notation of Example 10.1 .5 , let $F$ be a random variable in $\mathbb{D}^{1,2}$ that is equal to zero over the set $\left\{N_{1 / 2}=N_{1}\right\}$ and takes the value 1 on the complementary set. Then, for all $t>1 / 2, D_{t} F=1$.

As a consequence of Lemma 10.1.3, we have the following product rule for the Malliavin derivative.

Lemma 10.1.7 Let $F, G \in \mathbb{D}^{1,2}$. Suppose that $F G \in L^{2}(\Omega)$ and $(F+$ $D F)(G+D G) \in L^{2}(\Omega \times Z)$. Then the product $F G$ also belongs to $\mathbb{D}^{1,2}$ and

$$
D(F G)=F D G+G D F+D F D G
$$

We can also prove the following chain rule (see Di Nunno et al., 2009).
Proposition 10.1.8 Let $F$ be a random variable in $\mathbb{D}^{1,2}$ and let $\varphi$ be a real continuous function such that $\varphi(F)$ belongs to $L^{2}(\Omega)$ and $\varphi(F+D F)$ belongs to $L^{2}(\Omega \times Z)$. Then $\varphi(F)$ belongs to $\mathbb{D}^{1,2}$ and

$$
D \varphi(F)=\varphi(F+D F)-\varphi(F)
$$

Proof First assume that $\varphi$ has compact support and $F$ is bounded. Recall that, from the Fourier inversion theorem,

$$
\varphi(F)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{i y F} \hat{\varphi}(y) d y
$$

where $\hat{\varphi}$ denotes the Fourier transform of $\varphi$, that is,

$$
\hat{\varphi}(y)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i x y} \varphi(x) d x
$$

Then, using Proposition 10.1.2 and Exercise 10.1, we get

$$
\begin{aligned}
D \varphi(F) & =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \sum_{n=0}^{\infty} \frac{1}{n!}(i y)^{n}\left((F+D F)^{n}-F^{n}\right) \hat{\varphi}(y) d y \\
& =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}}\left(e^{i y(F+D F)}-e^{i y F}\right) \hat{\varphi}(y) d y \\
& =\varphi(F+D F)-\varphi(F)
\end{aligned}
$$

Hence, the result holds in this case. For a general continuous function $\varphi$ and random variables $F$ satisfying the assumptions of the proposition, the result follows by approximation and using the fact that $D$ is closed.
Example 10.1.9 Consider the process $X_{t}=\int_{0}^{t} \int_{\mathbb{R}_{0}} z \hat{N}(d s, d z), t \in[0, T]$. By Example 9.9.3,

$$
\begin{equation*}
D_{t, z} X_{T}^{2}=z^{2}+2 I_{1}\left(h_{2}(\cdot, t, z)\right)=z^{2}+2 X_{T} z \tag{10.3}
\end{equation*}
$$

Furthermore, since $D_{t, z} X_{T}=z$, using Proposition 10.1 .8 we obtain

$$
D_{t, z} X_{T}^{2}=\left(X_{T}+z\right)^{2}-X_{T}^{2}=z^{2}+2 X_{T} z
$$

which coincides with (10.3).

### 10.2 Divergence Operator

Observe that, owing to the chaotic representation (9.23), every stochastic process $u$ in $L^{2}(\Omega \times Z)$ admits a unique representation of the form

$$
\begin{equation*}
u(z)=\sum_{n \geq 0} I_{n}\left(h_{n}(\cdot, z)\right), \tag{10.4}
\end{equation*}
$$

where, for each $z \in Z$, the function $h_{n}(\cdot, z)$ belongs to $L_{s}^{2}\left(Z^{n}\right)$ and

$$
\|u\|_{L^{2}(\Omega \times Z)}^{2}=\sum_{n \geq 0} n!\left\|h_{n}\right\|_{L^{2}\left(Z^{n+1}\right)}^{2}<\infty .
$$

Definition 10.2.1 The domain of the divergence operator $\delta$, denoted by Dom $\delta$, is defined as the set of stochastic processes $u$ in $L^{2}(\Omega \times Z)$ such that the chaotic expansion (10.4) verifies the condition

$$
\begin{equation*}
\sum_{n \geq 0}(n+1)!\left\|h_{n}\right\|_{L^{2}\left(Z^{n+1}\right)}^{2}<\infty \tag{10.5}
\end{equation*}
$$

If $u$ belongs to $\operatorname{Dom} \delta$, then the random variable $\delta(u)$ is defined as

$$
\delta(u)=\sum_{n \geq 0} I_{n+1}\left(\tilde{h}_{n}\right)
$$

where $\tilde{h}_{n}$ stands for the symmetrization of $h$ as a function in $n+1$ variables.
For instance, if $u(z)=h(z)$ is a deterministic function in $L^{2}(Z)$ then $\delta(u)=I_{1}(h)$. If $u(z)=I_{1}(h(\cdot, z))$, with $h \in L_{s}^{2}\left(Z^{2}\right)$, then $\delta(u)=I_{2}(h)$.

The following result characterizes $\delta$ as the adjoint of $D$.
Proposition 10.2.2 If $u \in \operatorname{Dom} \delta$, then $\delta(u)$ is the unique element of $L^{2}(\Omega)$ such that, for all $F \in \mathbb{D}^{1,2}$,

$$
\mathrm{E}\left(\langle D F, u\rangle_{L^{2}(Z)}\right)=\mathrm{E}(F \delta(u))
$$

Conversely, if $u$ is a stochastic process in $L^{2}(\Omega \times Z)$ such that, for some $G \in L^{2}(\Omega)$ and for all $F \in \mathbb{D}^{1,2}$,

$$
\mathrm{E}\left(\langle D F, u\rangle_{L^{2}(Z)}\right)=\mathrm{E}(F G)
$$

then $u$ belongs to $\operatorname{Dom} \delta$ and $\delta(u)=G$.
Proof Let $F=\sum_{n \geq 0} I_{n}\left(g_{n}\right)$ and $u(z)=\sum_{n \geq 0} I_{n}\left(h_{n}(\cdot, z)\right)$, where $g_{n} \in L_{s}^{2}\left(Z^{n}\right)$
and, for each $z \in Z, h_{n}(z, \cdot) \in L_{s}^{2}\left(Z^{n}\right)$. Then

$$
\begin{aligned}
& \mathrm{E}\left(\langle D F, u\rangle_{L^{2}(Z)}\right)=\mathrm{E}\left(\int_{Z} \sum_{n \geq 1} n I_{n-1}\left(g_{n}(\cdot, z)\right) \sum_{n \geq 0} I_{n}\left(h_{n}(\cdot, z)\right) m(d z)\right) \\
& \quad=\int_{Z} \mathrm{E}\left(\sum_{n \geq 0}(n+1) I_{n}\left(g_{n+1}(\cdot, z)\right) I_{n}\left(h_{n}(\cdot, z)\right)\right) m(d z) \\
& \quad=\int_{Z} \sum_{n \geq 0}(n+1) n!\left\langle g_{n+1}(\cdot, z), h_{n}(\cdot, z)\right\rangle_{L^{2}\left(Z^{n}\right)} m(d z) \\
& \quad=\sum_{n \geq 0}(n+1)!\left\langle g_{n+1}, h_{n}\right\rangle_{L^{2}\left(Z^{n+1}\right)}=\sum_{n \geq 1} n!\left\langle g_{n}, \tilde{h}_{n-1}\right\rangle_{L^{2}\left(Z^{n}\right)} .
\end{aligned}
$$

Moreover, if $u \in \operatorname{Dom} \delta$ then

$$
\begin{aligned}
\mathrm{E}(F \delta(u)) & =\mathrm{E}\left(\sum_{n \geq 0} I_{n}\left(g_{n}\right) \sum_{n \geq 0} I_{n+1}\left(\tilde{h}_{n}\right)\right)=\mathrm{E}\left(\sum_{n \geq 0} I_{n+1}\left(g_{n+1}\right) I_{n+1}\left(\tilde{h}_{n}\right)\right) \\
& =\sum_{n \geq 1} n!\left\langle g_{n}, \tilde{h}_{n-1}\right\rangle_{L^{2}\left(Z^{n}\right)} .
\end{aligned}
$$

Finally, uniqueness follows since $\mathbb{D}^{1,2}$ is dense in $L^{2}(\Omega)$. The second part of the proposition can be proved by similar arguments.

Proposition 10.2.2 implies that $\delta$ is the adjoint operator of $D$ and it is clear that Dom $\delta$ is dense in $L^{2}(\Omega \times Z)$ and that $\delta$ is a closed operator.

We next introduce the space of differentiable processes.
Definition 10.2.3 The space $\mathbb{L}^{1,2}$ is the set of processes $u$ in $L^{2}(\Omega \times Z)$ such that $u(z)$ belongs to $\mathbb{D}^{1,2}$ for almost all $z$ and there exists a measurable version of the two-parameter process $D u$ such that

$$
\begin{equation*}
\mathrm{E}\left(\|D u\|_{L^{2}\left(Z^{2}\right)}^{2}\right)<\infty \tag{10.6}
\end{equation*}
$$

The next result shows that $\mathbb{L}^{1,2}$ is included in Dom $\delta$.
Lemma 10.2.4 We have that $\mathbb{L}^{1,2} \subset \operatorname{Dom} \delta$.
Proof Let $u$ be a stochastic process in $\mathbb{L}^{1,2}$ with representation

$$
u(z)=\sum_{n \geq 0} I_{n}\left(h_{n}(\cdot, z)\right),
$$

where, for each $z \in Z$, the function $h_{n}(\cdot, z)$ belongs to $L_{s}^{2}\left(Z^{n}\right)$. Observe that
(10.6) can be written as

$$
\begin{aligned}
\mathrm{E}\left(\|D u\|_{L^{2}\left(Z^{2}\right)}^{2}\right) & =\mathrm{E}\left(\int_{Z^{2}}\left(D_{\alpha} u(z)\right)^{2} m(d \alpha) m(d z)\right) \\
& =\mathrm{E}\left(\int_{Z^{2}}\left(\sum_{n \geq 1} n I_{n-1}\left(h_{n}(\cdot, z, \alpha)\right)\right)^{2} m(d \alpha) m(d z)\right) \\
& \left.=\int_{Z^{2}} \sum_{n \geq 1} n^{2}(n-1)!\| h_{n}(\cdot, z, \alpha)\right) \|_{L^{2}\left(Z^{n-1}\right)}^{2} m(d \alpha) m(d z) \\
& =\sum_{n \geq 1}(n+1)^{2} n!\left\|h_{n}\right\|_{L^{2}\left(Z^{n+1}\right)}^{2}<\infty
\end{aligned}
$$

which implies (10.5), and thus $u$ belongs to Dom $\delta$.
We next compute the Malliavin derivative of the divergence operator.
Proposition 10.2.5 Consider a stochastic process $u$ in $\mathbb{L}^{1,2}$ such that, for almost all $z \in Z$, the process $D_{z} u$ is in Dom $\delta$ and such that there exists a version of the process $\left(\delta\left(D_{z} u(\cdot)\right)\right)_{z \in Z}$ that belongs to $L^{2}(\Omega \times Z)$. Then $\delta(u)$ belongs to $\mathbb{D}^{1,2}$ and

$$
\begin{equation*}
D_{z}(\delta(u))=u(z)+\delta\left(D_{z} u\right) \tag{10.7}
\end{equation*}
$$

for almost all $z \in Z$.
Proof Suppose that $u$ has the representation (10.4). Then

$$
\begin{aligned}
D_{z}(\delta(u)) & =\sum_{n=0}^{\infty}(n+1) I_{n}\left(\tilde{h}_{n}(\cdot, z)\right) \\
& =u(z)+\sum_{n=0}^{\infty} I_{n}\left(\sum_{i=1}^{n} h_{n}\left(z_{i}, z_{1}, \ldots, z_{i-1}, z, z_{i+1}, \ldots, z_{n}\right)\right) \\
& =u(z)+\sum_{n=0}^{\infty} n I_{n}\left(g_{n}(\cdot, z, \cdot)\right),
\end{aligned}
$$

where $g_{n}(\cdot, z, \cdot)$ is the symmetrization of the function

$$
\left(z_{1}, \ldots, z_{n}\right) \rightarrow h_{n}\left(z_{1}, \ldots, z_{n-1}, z, z_{n}\right)
$$

Moreover,

$$
\delta\left(D_{z} u\right)=\delta\left(\sum_{n=1}^{\infty} n I_{n-1}\left(h_{n}(\cdot, z, \cdot)\right)\right)=\sum_{n=0}^{\infty} n I_{n}\left(g_{n}(\cdot, z, \cdot)\right),
$$

which shows the desired result.
The divergence operator $\delta$ satisfies the following product rule.

Proposition 10.2.6 Let $F \in \mathbb{D}^{1,2}$ and $u \in \operatorname{Dom} \delta$ be such that the product $u D F$ belongs to $\operatorname{Dom} \delta$ and the right-hand side of (10.8) below belongs to $L^{2}(\Omega)$. Then $F u \in \operatorname{Dom} \delta$ and

$$
\begin{equation*}
\delta(F u)=F \delta(u)-\langle D F, u\rangle_{L^{2}(Z)}-\delta(u D F) . \tag{10.8}
\end{equation*}
$$

Proof Let $G$ be a bounded random variable in $\mathbb{D}^{1,2}$. Then, using Lemma 10.1.7 and Proposition 10.2.2, we obtain

$$
\begin{aligned}
\mathrm{E}\left(\langle F u, D G\rangle_{L^{2}(Z)}\right) & =\mathrm{E}\left(\langle u, D(F G)-G D F-D F D G\rangle_{L^{2}(Z)}\right) \\
& =\mathrm{E}(F G \delta(u))-\mathrm{E}\left(G\langle D F, u\rangle_{L^{2}(Z)}\right)-\mathrm{E}(G \delta(u D F)) \\
& =\mathrm{E}\left(G\left(F \delta(u)-\langle D F, u\rangle_{L^{2}(Z)}-\delta(u D F)\right)\right.
\end{aligned}
$$

Finally, the result follows from Proposition 10.2.2.
We next consider the Poisson random measure $N$ associated with a Lévy process. The next result shows that the divergence operator coincides with the stochastic integral with respect to the compensated measure $\hat{N}$ when it acts on predictable and square integrable processes.

Theorem 10.2.7 Let $u$ be a process in $L^{2}(\mathcal{P})$. Then $u$ belongs to $\operatorname{Dom} \delta$ and

$$
\delta(u)=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)
$$

Proof First assume that $u$ is an elementary and predictable process of the form (9.9), where the $F_{i, j}$ belong to $\mathbb{D}^{1,2}$. We plan to apply Proposition 10.2.2 to the random variables $F_{i, j}$ and the processes $u_{i, j}(t, z)=$ $\mathbf{1}_{\left(t_{i}, t_{i+1}\right]}(t) \mathbf{1}_{A_{j}}(z)$. Clearly $u_{i, j}$ belongs to Dom $\delta$. Furthermore, since the $F_{i, j}$ are $\mathcal{F}_{t_{i}}$-measurable for all $t>t_{i}$ and $\omega \in \Omega$, we have

$$
D_{t, z} F_{i}(\omega)=F_{i, j}\left(\omega+\delta_{(t, z)}\right)-F_{i, j}(\omega)=0
$$

which implies that $D_{t, z} F_{i, j} \mathbf{1}_{\left(t_{i}, t_{i+1}\right]}(t) \mathbf{1}_{A_{j}}(z)=0$. Thus, by Proposition 10.2.6, we obtain

$$
\begin{align*}
\delta(u)= & \sum_{j=1}^{m} \sum_{i=0}^{n-1}\left(F_{i, j} \hat{N}\left(\left(t_{i}, t_{i+1}\right], A_{j}\right)\right. \\
& \left.-\int_{t_{i}}^{t_{i+1}} \int_{A_{j}} D_{t, z} F_{i, j} v(d z) d t-\delta\left(D F_{i, j} \mathbf{1}_{\left(t_{i}, t_{i+1}\right] \times A_{j}}\right)\right) \\
= & \sum_{j=1}^{m} \sum_{i=0}^{n-1} F_{i, j} \hat{N}\left(\left(t_{i}, t_{i+1}\right], A_{j}\right), \tag{10.9}
\end{align*}
$$

which coincides with the integral of $u$ with respect to $\hat{N}$ (see (9.10)).

Next, assume that $u$ is of the form (9.9), where the $F_{i, j}$ belong to $\mathcal{F}_{i}$ and are bounded. Then, since $\mathbb{D}^{1,2}$ is dense in $L^{2}(\Omega)$, there exists a sequence $F_{i, j}^{k}$ in $\mathbb{D}^{1,2}$ that converges to $F_{i, j}$ in $L^{2}(\Omega)$. The corresponding sequence $u_{k}$ converges to $u$ in $L^{2}\left(\Omega \times \mathbb{R}_{+} \times \mathbb{R}_{0}\right)$ and (10.9) holds true for this sequence. Finally, since $\delta$ is a closed operator, we obtain that $u$ belongs to Dom $\delta$ and that $\delta(u)$ is the limit in $L^{2}(\Omega)$ of $\delta\left(u_{k}\right)$, which also coincides with the integral of $u$ with respect to $\hat{N}$.

Finally, the general case follows since the set $\mathcal{E}$ is dense in $L^{2}(\mathcal{P})$ and $\delta$ is a closed operator.

### 10.3 Ornstein-Uhlenbeck Semigroup

As in the Wiener case, we can define the Ornstein-Uhlenbeck semigroup and its generator. Let $F \in L^{2}(\Omega)$ be a random variable with chaos decomposition $F=\sum_{n=0}^{\infty} I_{n}\left(h_{n}\right), h_{n} \in L_{s}^{2}\left(Z^{n}\right)$. Then the Ornstein-Uhlenbeck semigroup is defined as

$$
T_{t}(F)=\sum_{n=1}^{\infty} e^{-n t} I_{n}\left(h_{n}\right)
$$

We denote by $L$ the generator of the Ornstein-Uhlenbeck semigroup. The domain of $L$, denoted Dom $L$, is given by those $F \in L^{2}(\Omega)$ such that

$$
\sum_{n=1}^{\infty} n^{2} n!\left\|h_{n}\right\|_{L^{2}\left(Z^{n}\right)}^{2}<\infty
$$

If $F \in \operatorname{Dom} L$, the random variable $L F$ is given by

$$
L F=-\sum_{n=1}^{\infty} n I_{n}\left(h_{n}\right)
$$

Note that $\mathrm{E}(L F)=0$.
We also consider the pseudo-inverse $L^{-1}$ of $L$. This is a bounded operator on the space of centered random variables in $L^{2}(\Omega)$. For every $F=$ $\sum_{n=1}^{\infty} I_{n}\left(h_{n}\right)$, we have

$$
L F=-\sum_{n=1}^{\infty} \frac{1}{n} I_{n}\left(h_{n}\right) .
$$

The relationship between the operators $D, \delta$, and $L$ follows easily, as in the Wiener case (Proposition 5.2.1), on applying the duality relationship (Proposition 10.2.2) and chaos expansions.

Proposition 10.3.1 $F \in \operatorname{Dom} L$ if and only if $F \in \mathbb{D}^{1,2}$ and $D F \in \operatorname{Dom} \delta$. Moreover, in this case,

$$
\delta D F=-L F
$$

### 10.4 Clark-Ocone Formula

Consider the Poisson random measure $N$ associated with a Lévy process in the filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathrm{P}\right)$. We next present the jump version of the Clark-Ocone formula.

Theorem 10.4.1 Let $F$ be an $\mathcal{F}_{T}$-measurable random variable in $\mathbb{D}^{1,2}$. Then $F$ admits the following representation:

$$
\begin{equation*}
F=\mathrm{E}(F)+\int_{0}^{T} \int_{\mathbb{R}_{0}} \mathrm{E}\left(D_{t, z} F \mid \mathscr{F}_{t}\right) \hat{N}(d t, d z) \tag{10.10}
\end{equation*}
$$

where we have chosen a predictable version of the conditional expectation process $\mathrm{E}\left(D_{t, z} F \mid \mathcal{F}_{t}\right)$.

Proof By Theorem 9.6.1, because $F$ is $\mathcal{F}_{T}$-measurable and belongs to $L^{2}(\Omega)$, it admits the representation

$$
F=\mathrm{E}(F)+\int_{0}^{T} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)
$$

for some predictable process $u$ in $L^{2}(\mathcal{P})$.
We now consider another predictable stochastic process $\tilde{u}$ in $L^{2}(\mathcal{P})$. The isometry property implies that on the one hand

$$
\begin{equation*}
\mathrm{E}(\delta(\tilde{u}) F)=\int_{0}^{T} \int_{\mathbb{R}_{0}} \mathrm{E}(\tilde{u}(t, z) u(t, z)) v(d z) d t \tag{10.11}
\end{equation*}
$$

On the other hand, by the duality relationship, we obtain

$$
\begin{align*}
\mathrm{E}(\delta(\tilde{u}) F) & =\mathrm{E}\left(\int_{0}^{T} \int_{\mathbb{R}_{0}} \tilde{u}(t, z) D_{t, z} F v(d z) d t\right) \\
& =\int_{0}^{T} \int_{\mathbb{R}_{0}} \mathrm{E}\left(\tilde{u}(t, z) \mathrm{E}\left(D_{t, z} F \mid \mathcal{F}_{t}\right)\right) v(d z) d t \tag{10.12}
\end{align*}
$$

Finally, (10.11) and (10.12) imply the desired result.
Example 10.4.2 Let $F=u_{T}^{3}$, where $u_{T}=\int_{0}^{T} \int_{\mathbb{R}_{0}} z \hat{N}(d t, d z)$. Then $D_{t, z} u_{T}=$ $z \mathbf{1}_{[0, T]}(t)$. Moreover, by Exercise 10.1,

$$
D_{t, z} F=\left(u_{T}+z \mathbf{1}_{[0, T]}(t)\right)^{3}-u_{T}^{3}=\mathbf{1}_{[0, T]}(t)\left(z^{3}+3 z u_{T}^{2}+3 z^{2} u_{T}\right)
$$

Therefore

$$
\mathrm{E}\left(D_{t, z} F \mid \mathscr{F}_{t}\right)=\mathbf{1}_{[0, T]}(t)\left(z^{3}+3 z\left((T-t) \int_{\mathbb{R}_{0}} z^{2} v(d z)+u_{t}^{2}\right)+3 z^{2} u_{t}\right)
$$

and

$$
F=\mathrm{E}(F)+\int_{0}^{T} \int_{\mathbb{R}_{0}}\left(z^{3}+3 z\left((T-t) \int_{\mathbb{R}_{0}} z^{2} v(d z)+u_{t}^{2}\right)+3 u_{t} z^{2}\right) \hat{N}(d t, d z) .
$$

### 10.5 Stein's Method for Poisson Functionals

In this section we combine Stein's method, introduced in Section 8.1, with the Malliavin calculus for Poisson random measures developed above, following Peccati et al. (2010).

Let $M$ be a Poisson random measure on a complete separable metric space $(Z, \mathcal{Z}, m)$, where $m$ is a $\sigma$-finite atomless measure. With the notation of Section 8.1, we have the following analogs of Theorem 8.2.1 and (8.15) in the Poisson case.

Theorem 10.5.1 Let $F \in \mathbb{D}^{1,2}$ be such that $\mathrm{E}(F)=0$. Let $X$ be an $N(0,1)$ random variable. Let $\mathscr{H}$ be a separating class of functions such that $\mathrm{E}(|h(X)|)<\infty$ and $\mathrm{E}(|h(F)|)<\infty$ for every $h \in \mathscr{H}$. Then

$$
\begin{aligned}
d_{\mathscr{H}}(F, X) \leq & \sup _{h \in \mathscr{H}}\left\|f_{h}^{\prime}\right\|_{\infty} \mathrm{E}\left(\left|1-\left\langle D F,-D L^{-1} F\right\rangle_{L^{2}(Z)}\right|\right) \\
& +\frac{1}{2} \sup _{h \in \mathscr{H}}\left\|f_{h}^{\prime \prime}\right\|_{\infty} \int_{Z} \mathrm{E}\left(\left|D_{z} F\right|^{2}\left|D_{z} L^{-1} F\right|\right) m(d z) .
\end{aligned}
$$

Proof By Proposition 8.1.5, it suffices to bound

$$
\sup _{h \in \mathscr{H}}\left|\mathrm{E}\left(f_{h}^{\prime}(F)-F f_{h}(F)\right)\right| .
$$

Using Theorem 10.1.4 twice, together with a second-order Taylor expansion, we get that, for all $\omega \in \Omega$ and $z \in Z$,

$$
\begin{align*}
& D_{z} f_{h}(F)(\omega)=f_{h}\left(F\left(\varphi_{z}(\omega)\right)\right)-f_{h}(F(\omega)) \\
& \quad=f_{h}^{\prime}(F(\omega))\left(F\left(\varphi_{2}(\omega)\right)-F(\omega)\right)+R\left(F\left(\varphi_{z}(\omega)\right)-F(\omega)\right)^{2} \\
& \quad=f_{h}^{\prime}(F(\omega)) D_{z} F(\omega)+R\left(D_{z} F(\omega)\right)^{2}, \tag{10.13}
\end{align*}
$$

where $R:=R(\omega, z)$ satisfies $|R| \leq \frac{1}{2} \sup _{h \in \mathscr{H}}\left\|f_{h}^{\prime \prime}\right\|_{\infty}$.
Now, Propositions 10.2.2 and 10.3.1 with $u=D L^{-1} F$ and $G=f_{h}(F)$
yield

$$
\begin{aligned}
\mathrm{E}\left(F f_{h}(F)\right) & =\mathrm{E}\left(L L^{-1} F f_{h}(F)\right)=-\mathrm{E}\left(\delta\left(D L^{-1} F\right) f_{h}(F)\right) \\
& =\mathrm{E}\left(\left\langle D f_{h}(F),-D L^{-1} F\right\rangle_{L^{2}(Z)}\right) .
\end{aligned}
$$

According to (10.13), we have

$$
\begin{aligned}
\mathrm{E}\left(\left\langle D f_{h}(F),-D L^{-1} F\right\rangle_{L^{2}(Z)}\right)= & \mathrm{E}\left(f_{h}^{\prime}(F)\left\langle D F,-D L^{-1} F\right\rangle_{L^{2}(Z)}\right) \\
& +\mathrm{E}\left(R\left\langle(D F)^{2},-D L^{-1} F\right\rangle_{L^{2}(Z)}\right)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\left|\mathrm{E}\left(f_{h}^{\prime}(F)-F f_{h}(F)\right)\right| \leq & \left|\mathrm{E}\left(f_{h}^{\prime}(F)\left(1-\left\langle D F,-D L^{-1} F\right\rangle_{L^{2}(Z)}\right)\right)\right| \\
& +\left|\mathrm{E}\left(R\left\langle(D F)^{2},-D L^{-1} F\right\rangle_{L^{2}(Z)}\right)\right|
\end{aligned}
$$

The result follows immediately.
We are interested in the case where the class $\mathscr{H}=\operatorname{Lip}(1)$, which corresponds to Wasserstein's distance. For any $h \in \operatorname{Lip}(1)$, by Proposition 8.1.8, $\left\|f_{h}^{\prime}\right\|_{\infty} \leq \sqrt{2 / \pi} \leq 1$ and, by Stein (1986, Lemma 3, eq. (47), p. 25), $\left\|f_{h}^{\prime \prime}\right\|_{\infty} \leq 2$. Therefore, for any $F \in \mathbb{D}^{1,2}$ such that $\mathrm{E}(F)=0$, Theorem 10.5.1 yields

$$
\begin{equation*}
d_{W}(F, X) \leq \mathrm{E}\left(\left|1-\left\langle D F,-D L^{-1} F\right\rangle_{L^{2}(Z)}\right|\right)+\int_{Z} \mathrm{E}\left(\left|D_{z} F\right|^{2}\left|D_{z} L^{-1} F\right|\right) m(d z) \tag{10.14}
\end{equation*}
$$

### 10.6 Normal Approximation on a Fixed Chaos

Suppose that $F=I_{q}(f) \in \mathcal{H}_{q}, q \geq 1$, and $f \in L_{s}^{2}\left(Z^{q}\right)$. By the definition of $L^{-1}$, we can write

$$
\left\langle D F,-D L^{-1} F\right\rangle_{L^{2}(Z)}=\frac{1}{q}\|D F\|_{L^{2}(Z)}^{2}
$$

and

$$
\int_{Z} \mathrm{E}\left(\left|D_{z} F\right|^{2}\left|D_{z} L^{-1} F\right|\right) m(d z)=\frac{1}{q} \int_{Z} \mathrm{E}\left(\left|D_{z} F\right|^{3}\right) m(d z)
$$

As a consequence, from (10.14) we obtain

$$
\begin{equation*}
d_{W}(F, X) \leq \mathrm{E}\left(\left|1-q^{-1}\|D F\|_{L^{2}(Z)}^{2}\right|\right)+\frac{1}{q} \int_{Z} \mathrm{E}\left(\left|D_{z} F\right|^{3}\right) m(d z) \tag{10.15}
\end{equation*}
$$

## The Case $q=1$

We now fix $h \in L^{2}(Z)$. Then $I_{1}(h)=\hat{M}(h)$ belongs to $\mathbb{D}^{1,2}$ and $D \hat{M}(h)=$ $h$. Moreover, $-L^{-1} \hat{M}(h)=\hat{M}(h)$. Therefore, (10.15) yields the following result.

Corollary 10.6.1 Let $h \in L^{2}(Z)$ and let $X$ be an $N(0,1)$ random variable. Then the following bound holds:

$$
\begin{equation*}
d_{W}(\hat{M}(h), X) \leq\left|1-\|h\|_{L^{2}(Z)}^{2}\right|+\int_{Z}|h(z)|^{3} m(d z) \tag{10.16}
\end{equation*}
$$

As a consequence, if $m(Z)=\infty$ and the sequence $\left(h_{k}\right)_{k \geq 1} \subset L^{2}(Z) \cap L^{3}(Z)$ satisfies, as $k \rightarrow \infty$,

$$
\left\|h_{k}\right\|_{L^{2}(Z)} \rightarrow 1 \quad \text { and } \quad\left\|h_{k}\right\|_{L^{3}(Z)} \rightarrow 0
$$

then we have the central limit theorem

$$
\hat{M}\left(h_{k}\right) \xrightarrow{\mathcal{L}} X
$$

and inequality (10.16) provides an explicit upper bound for the Wasserstein distance.

Example 10.6.2 Consider a Poisson random measure $\hat{M}$ on $Z=\mathbb{R}_{+}$, with measure $m$ equal to the Lebesgue measure. Then the random variable $k^{-1 / 2} \hat{M}([0, k])=\hat{M}\left(h_{k}\right)$, where $h_{k}=k^{-1 / 2} \mathbf{1}_{[0, k]}$, is an element of the first Wiener chaos associated with $\hat{M}$. Since the random variables $\hat{M}((i-1, i])$, $i=1, \ldots, k$, are iid centered Poisson with unit variance, a standard application of the central limit theorem yields that, as $k \rightarrow \infty, \hat{M}\left(h_{k}\right) \xrightarrow{\mathcal{L}} X$ where $X$ is an $N(0,1)$ random variable. Moreover, $\hat{M}\left(h_{k}\right)$ belongs to $\mathbb{D}^{1,2}$ for every $k$, and $D \hat{M}\left(h_{k}\right)=h_{k}$. Since

$$
\left\|h_{k}\right\|_{L^{2}(Z)}=1 \quad \text { and } \quad \int_{Z}\left|h_{k}(z)\right|^{3} m(d z)=\frac{1}{k^{1 / 2}}
$$

one deduces from Corollary 10.6.1 that

$$
d_{W}(\hat{M}(h), X) \leq \frac{1}{k^{1 / 2}}
$$

which is consistent with the usual Berry-Esséen estimates.
The Case $q \geq 2$
Let $f \in L_{s}^{2}\left(Z^{q}\right)$. We consider an operator $G_{p}^{q}$ that transforms a function of $q$ variables into a function of $p$ variables, as follows. When $p=0$, we set

$$
G_{0}^{q} f=q!\|f\|_{L^{2}\left(Z^{q}\right)}^{2}
$$

and, for every $p=1, \ldots, 2 q$, we set

$$
\left(G_{p}^{q} f\right)\left(z_{1}, \ldots, z_{p}\right)=\sum_{r=0}^{q} \sum_{\ell=0}^{r} \mathbf{1}_{\{2 q-r-\ell=p\}} r!\binom{q}{r}^{2}\binom{r}{\ell}\left(f \widetilde{\star_{r}^{\ell}} f\right)\left(z_{1}, \ldots, z_{p}\right)
$$

This operator allows us to give a more compact representation of the product formula of two multiple integrals (9.22) when $f=g$. In fact, if $f \star_{r}^{\ell} f \in$ $L^{2}\left(Z^{2 q-r-\ell}\right)$ for all $r=0, \ldots, q$ and $\ell=1, \ldots, r$ then one has that

$$
I_{q}(f)^{2}=\sum_{p=0}^{2 q} I_{p}\left(G_{p}^{q} f\right)
$$

From now on, we assume that every contraction of the type $f \star_{r}^{\ell} f$ is well defined and finite for every $r=0, \ldots, q$ and $\ell=1, \ldots, r$.

When $m(Z)=\infty$, we consider the following technical condition, which is needed to justify a Fubini argument: for every $p=1, \ldots, 2(q-1)$,

$$
\begin{equation*}
\int_{Z}\left(\int_{Z^{p}}\left(G_{p}^{q-1} f(z, \cdot)\right)^{2} d m^{p}\right)^{1 / 2} m(d z)<\infty \tag{10.17}
\end{equation*}
$$

Finally, we set

$$
\widehat{G}_{p}^{q} f(\cdot)=\int_{Z} G_{p}^{q-1} f(z, \cdot) m(d z)
$$

We have the following Wasserstein bounds on a fixed chaos, proved by Peccati et al. (2010, Theorem 4.2).

Theorem 10.6.3 Let $X$ be an $N(0,1)$ random variable. Fix $q \geq 2$, and let $f \in L_{s}^{2}\left(Z^{q}\right)$ such that:
(i) whenever $m(Z)=\infty$, condition (10.17) is satisfied;
(ii) the kernel $f(z, \cdot) \star_{r}^{\ell} f(z, \cdot)$ belongs to $L^{2}\left(Z^{2(q-1)-r-\ell}\right)$, for dm-almostevery $z \in Z, r=1, \ldots, q-1$ and $\ell=0, \ldots, r-1$.

Then

$$
\begin{align*}
& d_{W}\left(I_{q}(f), X\right) \\
& \quad \leq\left(\left(1-q!\|f\|_{L^{2}\left(Z^{q}\right)}^{2}\right)^{2}+q^{2} \sum_{p=1}^{2(q-1)} p!\int_{Z^{p}}\left(\widehat{G}_{p}^{q} f\right)^{2} d m^{p}\right)^{1 / 2} \\
& \quad+q^{2}\left((q-1)!\|f\|_{L^{2}\left(Z^{q}\right)}^{2} \sum_{p=1}^{2(q-1)} p!\int_{Z}\left(\int_{Z^{p}}\left(G_{p}^{q-1} f(z, \cdot)\right)^{2} d m^{p}\right) m(d z)\right)^{1 / 2} \tag{10.18}
\end{align*}
$$

Moreover,

$$
\begin{align*}
& \left(\left(1-q!\|f\|_{L^{2}\left(Z^{q}\right)}^{2}\right)^{2}+q^{2} \sum_{p=1}^{2(q-1)} p!\int_{Z^{p}}\left(\widehat{G}_{p}^{q} f\right)^{2} d m^{p}\right)^{1 / 2} \\
& \leq\left|1-q!\|f\|_{L^{2}\left(Z^{q}\right)}^{2}\right|+q \sum_{t=1}^{q} \sum_{s=1}^{t \wedge(q-1)} \mathbf{1}_{\{2 \leq t+s \leq 2 q-1\}}((2 q-t-s)!)^{1 / 2} \\
& \quad \times(t-1)!\binom{q-1}{t-1}^{2}\binom{t-1}{s-1}\left\|f \star_{t}^{s} f\right\|_{L^{2}\left(Z^{2 q-t-s}\right)} . \tag{10.19}
\end{align*}
$$

Furthermore, if

$$
\begin{equation*}
f \star_{q-b}^{q} f \in L^{2}\left(Z^{b}\right) \quad \text { for all } b=1, \ldots, q-1 \tag{10.20}
\end{equation*}
$$

then

$$
\begin{align*}
& \left(\sum_{p=0}^{2(q-1)} p!\int_{Z}\left(\int_{Z^{p}}\left(G_{p}^{q-1} f(z, \cdot)\right)^{2} d m^{p}\right) m(d z)\right)^{1 / 2} \\
& \quad \leq \sum_{b=1}^{q} \sum_{a=0}^{b-1} \mathbf{1}_{\{1 \leq a+b \leq 2 q-1\}}((a+b-1)!)^{1 / 2}(q-a-1)! \\
& \quad \times\binom{ q-1}{q-a-1}^{2}\binom{q-a-1}{q-b}\left\|f \star_{b}^{a} f\right\|_{L^{2}\left(Z^{2 q-a-b}\right)} . \tag{10.21}
\end{align*}
$$

Example 10.6.4 Consider a double integral $I_{2}(f)$, where $f \in L_{s}^{2}\left(Z^{2}\right)$ satisfies (10.17). Since in this case $G_{1}^{1} f(z, \cdot)(x)=f^{2}(z, x)$ and $G_{1}^{2} f(z, \cdot)(x, y)=$ $f(z, x) f(z, y)$, we obtain that (10.17) holds if and only if

$$
\int_{Z}\left(\int_{Z} f^{4}(z, x) m(d x)\right)^{1 / 2} m(d z)<\infty
$$

We assume the following conditions:

$$
\begin{equation*}
\mathrm{E}\left(I_{2}(f)^{2}\right)=1, \quad f \star_{2}^{1} f \in L^{2}(Z), \quad \text { and } \quad f \in L^{4}\left(Z^{2}\right) \tag{10.22}
\end{equation*}
$$

Then, assumptions (ii) and (10.20) of Theorem 10.6.3 are satisfied, since $f(z, \cdot) \star_{1}^{0} f(z, \cdot)(x)=f^{2}(z, x)$, which is square integrable. Therefore, from (10.18)-(10.21), we obtain that the Wasserstein distance between the law of $I_{2}(f)$ and the law of an $N(0,1)$ random variable $X$ satisfies the following bound:

$$
\begin{aligned}
d_{W}\left(I_{2}(f), X\right) \leq & 2\left(\sqrt{2}\left\|f \star_{1}^{1} f\right\|_{L^{2}\left(Z^{2}\right)}+\left\|f \star_{2}^{1} f\right\|_{L^{2}\left(Z^{2}\right)}\right) \\
& +\sqrt{8}\left(\sqrt{2}\left\|f \star_{1}^{0} f\right\|_{L^{2}\left(Z^{3}\right)}+\left\|f \star_{2}^{0} f\right\|_{L^{2}\left(Z^{2}\right)}+\left\|f \star_{2}^{1} f\right\|_{L^{2}(Z)}\right)
\end{aligned}
$$

We now use the equalities

$$
\left\|f \star_{1}^{0} f\right\|_{L^{2}\left(Z^{3}\right)}=\left\|f \star_{2}^{1} f\right\|_{L^{2}(Z)}
$$

and

$$
\left\|f \star_{2}^{0} f\right\|_{L^{2}\left(Z^{2}\right)}=\|f\|_{L^{4}\left(Z^{2}\right)}^{2}
$$

which follow from a Fubini argument, to conclude that

$$
\begin{aligned}
d_{W}\left(I_{2}(f), X\right) \leq & \sqrt{8}\left\|f \star_{1}^{1} f\right\|_{L^{2}\left(Z^{2}\right)}+(2+\sqrt{8}(1+\sqrt{2}))\left\|f \star_{2}^{1} f\right\|_{L^{2}\left(Z^{2}\right)} \\
& +\sqrt{8}\|f\|_{L^{4}\left(Z^{2}\right)}^{2}
\end{aligned}
$$

We thus have the following central limit theorem for multiple integrals of arbitrary order, due to Peccati et al. (2010, Theorem 5.1).

Theorem 10.6.5 Suppose that $m(Z)=\infty$. Fix $q \geq 2$, and consider a sequence of multiple stochastic integrals of order $q, F_{n}=I_{q}\left(f_{n}\right) \in \mathcal{H}_{q}$, $n \geq 1$, such that

$$
\lim _{n \rightarrow \infty} \mathrm{E}\left(F_{n}^{2}\right)=1
$$

Assume moreover that the following conditions hold:
(i) $f_{n}$ satisfies (10.17) for any $n \geq 1$.
(ii) $f_{n} \star_{r}^{\ell} f_{n} \in L^{2}\left(Z^{2 q-r-\ell}\right)$, for any $r=1, \ldots, q$ and $\ell=0, \ldots, r \wedge(q-1)$, and $\left\|f_{n} \star_{r}^{\ell} f_{n}\right\|_{L^{2}\left(Z^{2 q-r-\ell}\right)} \rightarrow 0$ as $n \rightarrow \infty$.
(iii) $f_{n} \in L^{4}\left(Z^{q}\right)$, for any $n \geq 1$, and $\left\|f_{n}\right\|_{L^{4}\left(Z^{q}\right)} \rightarrow 0$ as $n \rightarrow \infty$.

Then, as $n \rightarrow \infty, F_{n} \xrightarrow{\mathcal{L}} N(0,1)$.
Proof Assumption (ii) implies that assumptions (ii) and (10.20) in the statement of Theorem 10.6 .3 hold for any $f_{n}, n \geq 1$. Then relations (10.18)(10.21) imply that $d_{W}\left(F_{n}, X\right) \rightarrow 0$ as $n \rightarrow \infty$. Since convergence in the Wasserstein distance implies convergence in law, the conclusion holds.

Example 10.6.6 We consider a sequence of double integrals $\left(I_{2}\left(f_{n}\right)\right)_{n \geq 1}$, where the $f_{n}$ satisfy the same conditions as $f$ of Example 10.6.4. Then, according to Theorem 10.6 .5 , the sufficient conditions in order that, as $n \rightarrow$ $\infty$, we have

$$
\begin{equation*}
I_{2}\left(f_{n}\right) \xrightarrow{\mathcal{L}} N(0,1) \tag{10.23}
\end{equation*}
$$

are that $\left\|f_{n}\right\|_{L^{4}\left(Z^{q}\right)} \rightarrow 0$,

$$
\begin{equation*}
\left\|f_{n} \star_{2}^{1} f_{n}\right\|_{L^{2}(Z)} \rightarrow 0, \quad \text { and } \quad\left\|f_{n} \star_{1}^{1} f_{n}\right\|_{L^{2}\left(Z^{2}\right)} \rightarrow 0 \tag{10.24}
\end{equation*}
$$

A counterpart of this last example is the following result, proved by Peccati and Taqqu (2008).

Proposition 10.6.7 Consider a sequence of double integrals $\left(I_{2}\left(f_{n}\right)\right)_{n \geq 1}$, where the $f_{n}$ satisfy conditions (10.22) of Example 10.6.4. Assume also that as $n \rightarrow \infty,\left\|f_{n}\right\|_{L^{4}\left(Z^{q}\right)} \rightarrow 0$. Then,
(i) If $F_{n} \in L^{4}(\Omega)$ for every $n \geq 1$, a sufficient condition for (10.24) to hold is that

$$
\begin{equation*}
\mathrm{E}\left(F_{n}^{4}\right) \rightarrow 3 \tag{10.25}
\end{equation*}
$$

(ii) If the sequence $F_{n}$ is uniformly integrable, conditions (10.23), (10.24), and (10.25) are equivalent.

We end this section by presenting the analog of the fourth-moment theorem in the Poisson framework. A first proof of this result was given by Döbler and Peccati (2018) with the additional condition that the processes $\varphi(F), F \varphi(F),(\varphi(F))^{4}$, and $F^{3} \varphi(F)$ belong to $L^{1}(\Omega \times Z)$. Then, Döbler et al. (2018) were able to remove this condition and extend the theorem to the multidimensional case.

Theorem 10.6.8 Fix $q \geq 1$ and let $F=I_{q}(f)$ be a multiple stochastic integral with $\mathrm{E}\left(F^{2}\right)=\sigma^{2}>0$. Then, if $X$ is an $N\left(0, \sigma^{2}\right)$ random variable,

$$
d_{W}(F, X) \leq\left(\frac{1}{\sigma} \sqrt{\frac{2}{\pi}}+\frac{4}{3 \sigma}\right) \sqrt{\mathrm{E}\left(F^{4}\right)-3 \sigma^{4}}
$$

Corollary 10.6.9 For each $n \geq 1$, let $q_{n} \geq 1$ and let $F_{n}=I_{q_{n}}\left(f_{n}\right) \in \mathcal{H}_{q_{n}}$, $f_{n} \in L_{s}^{2}\left(Z^{q_{n}}\right)$, be a sequence of multiple stochastic integrals satisfying

$$
\lim _{n \rightarrow \infty} \mathrm{E}\left(F_{n}^{2}\right)=1 \quad \text { and } \quad \lim _{n \rightarrow \infty} \mathrm{E}\left(F_{n}^{4}\right)=3
$$

Then, as $n \rightarrow \infty, F_{n} \xrightarrow{\mathcal{L}} N(0,1)$.
We refer to Peccati and Reitzner (2016) for geometric applications, such as to random graphs, of the results in this section.

## Exercises

10.1 Show by induction that if $F$ belongs to $\mathbb{D}^{1,2}$ then

$$
D\left(F^{n}\right)=(F+D F)^{n}-F^{n}
$$

10.2 Consider the process $Y=\left(Y_{t}\right)_{t \in[0, T]}$ given by

$$
\begin{aligned}
Y_{t}=\exp & \left(\int_{0}^{t} \int_{\mathbb{R}_{0}} h_{s} z \hat{N}(d s, d z)\right. \\
& \left.-\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(e^{h_{s} z}-1-h_{s} z\right) v(d z) d s\right),
\end{aligned}
$$

where $h \in L^{2}([0, T])$ is càdlàg. Compute the Malliavin derivative of $Y_{T}$ using the chaos expansion obtained in Exercise 9.9.
10.3 Consider the process $X_{t}=\int_{0}^{t} \int_{\mathbb{R}_{0}} z \hat{N}(d s, d z), t \in[0, T]$. Using the chaos expansion obtained in Exercise 9.10, compute the Malliavin derivative of the following random variables:

$$
\int_{0}^{T} X_{t} d t, \quad X_{T}^{3}, e^{X_{T}}, \sin X_{T}
$$

10.4 Compute the Malliavin derivative of the random variables $e^{X_{T}}$ and $\sin \left(X_{T}\right)$ in Exercise 10.3 using the chain rule (Proposition 10.1.8).
10.5 Using the Clark-Ocone formula, find integral representations for the random variables in Exercise 10.3.

## 11

## Malliavin Calculus for Jump Processes II

In this chapter we define a derivative operator for cylindrical functionals of the Poisson random measure associated with a Lévy process. This differential operator is different from the one introduced in Chapter 10 via the chaos expansion. The Malliavin calculus for jump processes presented in this chapter follows ideas from Bichteler and Jacod (1983) in the case where $f(z)=\mathbf{1}_{\{|z| \leq 1\}}$ in (11.3) below (see also Bichteler et al., 1987, for the multidimensional case), where $f$ is the density of the Lévy measure. This approach was extended by Fournier (2000) for a general $f$ as in (11.3). The derivative operator defined in this chapter satisfies the usual chain rule. Although we will not consider the adjoint operator, we derive the integration-by-parts formula (11.11), that allows us to obtain a criterion for the existence of the density of a random variable in the Wiener-Poisson framework. We apply this criterion to a diffusion with jumps.

### 11.1 Derivative Operator

Let $L=\left(L_{t}\right)_{t \geq 0}$ be a pure-jump Lévy process with characteristic triplet $(0,0, v)$ defined on a complete probability space $(\Omega, \mathcal{F}, P)$ such that $\mathcal{F}$ is generated by $L$. Consider the Poisson random measure $N$ associated with $L$, and its compensated random measure $\hat{N}$. We will make use of the notation

$$
N(h)=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} h(t, z) N(d t, d z)
$$

for $h \in L^{1}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}, \ell \times v\right)$. We denote by $C_{0}^{0,2}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)$ the set of continuous functions $h: \mathbb{R}_{+} \times \mathbb{R}_{0} \rightarrow \mathbb{R}$ that have compact support and are twice differentiable on $\mathbb{R}_{0}$.

We consider the set $\mathcal{S}$ of cylindrical random variables of the form

$$
\begin{equation*}
F=\varphi\left(N\left(h_{1}\right), \ldots, N\left(h_{m}\right)\right), \tag{11.1}
\end{equation*}
$$

where $\varphi \in C_{0}^{2}\left(\mathbb{R}^{m}\right)$ and $h_{i} \in C_{0}^{0,2}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)$ for $1 \leq i \leq m$.

It is easy to show that the set $\mathcal{S}$ is dense in $L^{2}(\Omega)$.
Definition 11.1.1 The Malliavin derivative of a simple random variable $F$ in $\mathcal{S}$ of the form (11.1) is defined as the two parameter process

$$
\begin{equation*}
D_{t, z} F=\sum_{k=1}^{m} \frac{\partial \varphi}{\partial x_{k}}\left(N\left(h_{1}\right), \ldots, N\left(h_{m}\right)\right) \partial_{z} h_{k}(t, z), \quad(t, z) \in \mathbb{R}_{+} \times \mathbb{R}_{0} \tag{11.2}
\end{equation*}
$$

In particular, $D(N(h))=\partial_{z} h$.
Remark 11.1.2 Let $F \in \mathcal{S}$ be of the form (11.1). Then, there exist $T>0$ and $K$ a compact subset of $\mathbb{R}_{0}$ such that $[0, T] \times K$ contains the supports of all the $h_{i}$. Let $\left(T_{i}, Y_{i}\right)_{1 \leq i \leq M}$ denote the points of $[0, T] \times K$ that belong to the support of $N$ with $T_{1}<\cdots<T_{M}$ (if there are no such points, $M=0$ ). Then $M$ is a Poisson random variable with parameter $T v(K)$, and conditionally on $M$ and $T_{1}, \ldots, T_{M}$, the random variables $\left(Y_{i}\right)_{1 \leq i \leq M}$ are independent and have distribution $v / v(K)$ over $K$.

From now on we assume the following hypothesis:
(H1) There exists a strictly positive function $f$ in $C^{1}\left(\mathbb{R}_{0}\right)$ such that the Lévy measure satisfies

$$
\begin{equation*}
v(d z)=f(z) d z \tag{11.3}
\end{equation*}
$$

For any $F$ in $\mathcal{S}$ of the form (11.1), we consider the operator given by

$$
\begin{aligned}
L F= & \frac{1}{2} \sum_{k=1}^{m} \frac{\partial \varphi}{\partial x_{k}}\left(N\left(h_{1}\right), \ldots, N\left(h_{m}\right)\right) N\left(\partial_{z}^{2} h_{k}+\frac{f^{\prime}}{f} \partial_{z} h_{k}\right) \\
& +\frac{1}{2} \sum_{k, j=1}^{m} \frac{\partial^{2} \varphi}{\partial x_{k} \partial x_{j}}\left(N\left(h_{1}\right), \ldots, N\left(h_{m}\right)\right) N\left(\partial_{z} h_{k} \partial_{z} h_{j}\right) .
\end{aligned}
$$

Consider the measure $v_{N}$ on $\mathbb{R}_{+} \times \mathbb{R}_{0}$ given by

$$
v_{N}(A)=\mathrm{E}\left(\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} \mathbf{1}_{A}(s, z) N(d s, d z)\right), \quad \text { for } A \in \mathcal{B}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)
$$

Given random elements $u, \tilde{u}$ in $L^{2}\left(v_{N}\right):=L^{2}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}, v_{N}\right)$, we define the random scalar product and norm

$$
\langle u, \tilde{u}\rangle_{N}=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} u(s, z) \tilde{u}(s, z) N(d s, d z) \quad \text { and } \quad\|u\|_{N}^{2}=\langle u, u\rangle_{N}
$$

Notice that $L^{2}(\mathcal{P}) \subset L^{2}\left(v_{N}\right)$ and, for any $u \in L^{2}(\mathcal{P})$, we have (Exercise 11.1)

$$
\begin{equation*}
\mathrm{E}\left(\|u\|_{N}^{2}\right)=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} \mathrm{E}\left(u^{2}(s, z)\right) v(d z) d s \tag{11.4}
\end{equation*}
$$

The following result, whose proof is an immediate consequence of the definition of the operators $D$ and $L$, shows the relationship between these operators (see Exercise 11.2).

Lemma 11.1.3 For any $F, G \in \mathcal{S}$, we have

$$
\langle D F, D G\rangle_{N}=L(F G)-F L G-G L F
$$

Let $F$ be an element of $\mathcal{S}$ of the form (11.1). By Remark 11.1.2

$$
F=\Phi\left(\left(T_{i}, Y_{i}\right)_{1 \leq i \leq M}\right)
$$

where

$$
\Phi\left(\left(t_{i}, y_{i}\right)_{1 \leq i \leq M}\right)=\varphi\left(\sum_{i=1}^{M} h_{1}\left(t_{i}, y_{i}\right), \ldots, \sum_{i=1}^{M} h_{m}\left(t_{i}, y_{i}\right)\right)
$$

For any $1 \leq i \leq M$ and $\lambda \in \mathbb{R}$, define

$$
\begin{equation*}
F^{i, \lambda}=\Phi\left(\left(T_{1}, Y_{1}\right), \ldots,\left(T_{i}, Y_{i}+\lambda\right), \ldots,\left(T_{M}, Y_{M}\right)\right) \tag{11.5}
\end{equation*}
$$

The next lemma provides an alternative representation of $L F$ (see Exercise 11.3).

Lemma 11.1.4 Let $F \in \mathcal{S}$ be of the form (11.1). Then

$$
L F=\left.\frac{1}{2} \sum_{i=1}^{M} \frac{1}{f\left(Y_{i}\right)} \frac{d}{d \lambda}\left(f\left(Y_{i}+\lambda\right) \frac{d F^{i, \lambda}}{d \lambda}\right)\right|_{\lambda=0}
$$

where $F^{i, \lambda}$ is given by (11.5).
As a consequence, if $F=0$, conditioning on $T_{1}, \ldots, T_{M}$ and $M$, we have

$$
\Phi\left(\left(T_{i}, y_{i}\right)_{1 \leq i \leq M}\right)=0
$$

for all $y_{1}, \ldots, y_{M} \in \mathbb{R}_{0}$. This implies that $F^{i, \lambda}=0$ and, therefore, $F=0$ and $\|D F\|_{N}=0$.

Remark 11.1.5 Assume that $\Omega$ is the canonical space (9.4) with $Z=$ $\mathbb{R}_{+} \times \mathbb{R}_{0}$. Then, for any $F$ in $\mathcal{S}$ and $\omega \in \Omega$, if $(t, z)$ is in the support of $\omega$ and $\lambda \in \mathbb{R}$ is such that $z+\lambda \neq 0$,

$$
D_{t, z} F(\omega)=\left.\frac{\partial}{\partial \lambda} F\left(\omega-\delta_{(t, z)}+\delta_{(t, z+\lambda)}\right)\right|_{\lambda=0}
$$

The next integration-by-parts formula is due to Bichteler et al. (1987, Proposition 9.3d).

Lemma 11.1.6 For any $F, G \in \mathcal{S}$, it holds that

$$
\mathrm{E}(F L G)=\mathrm{E}(G L F)=-\frac{1}{2} \mathrm{E}\left(\langle D F, D G\rangle_{N}\right)
$$

Proof Let $F=\varphi\left(N\left(h_{1}\right), \ldots, N\left(h_{m}\right)\right)$ and $G=\psi\left(N\left(g_{1}\right), \ldots, N\left(g_{q}\right)\right)$. Let $T>0$, and let $K$ be a compact subset of $\mathbb{R}_{0}$ such that $[0, T] \times K$ contains the supports of all $h_{i}$ and $g_{i}$, as in Remark 11.1.2. Let $\left(T_{i}, Y_{i}\right)_{1 \leq i \leq M}$ denote the points of $[0, T] \times K$ that belong to the support of $N$ with $T_{1}<\cdots<T_{M}$. We denote by $\mathcal{G}$ the $\sigma$-field generated by $M$ and $T_{1}, \ldots, T_{M}$.

We will show that

$$
\mathrm{E}\left(\left.F L G+\frac{1}{2}\langle D F, D G\rangle_{N} \right\rvert\, G\right)=0
$$

which implies that $\mathrm{E}(F L G)=-\frac{1}{2} \mathrm{E}\left(\langle D F, D G\rangle_{N}\right)$. We can deduce the other equality by the symmetry between $F$ and $G$.

Let $M$ and the $T_{i}$ be fixed, and set $h_{i}^{j}(z)=h_{i}\left(T_{j}, z\right)$ and $g_{i}^{j}(z)=g_{i}\left(T_{j}, z\right)$. Then, $F L G+\frac{1}{2}\langle D F, D G\rangle_{N}=\Psi\left(Y_{1}, \ldots, Y_{M}\right)$, where

$$
\begin{aligned}
& \Psi\left(z_{1}, \ldots, z_{M}\right) \\
& =\frac{1}{2} \varphi\left(\sum_{\ell=1}^{M} h_{1}^{\ell}\left(z_{\ell}\right), \ldots, \sum_{\ell=1}^{M} h_{m}^{\ell}\left(z_{\ell}\right)\right) \\
& \quad \times\left(\sum_{k=1}^{q} \frac{\partial \psi}{\partial x_{k}}\left(\sum_{\ell=1}^{M} g_{1}^{\ell}\left(z_{\ell}\right), \ldots, \sum_{\ell=1}^{M} g_{q}^{\ell}\left(z_{\ell}\right)\right) \sum_{\ell=1}^{M}\left(\partial_{z}^{2} g_{k}^{\ell}\left(z_{\ell}\right)+\frac{f^{\prime}\left(z_{\ell}\right)}{f\left(z_{\ell}\right)} \partial_{z} g_{k}^{\ell}\left(z_{\ell}\right)\right)\right. \\
& \left.\quad+\sum_{k, j=1}^{q} \frac{\partial^{2} \psi}{\partial x_{k} \partial x_{j}}\left(\sum_{\ell=1}^{M} g_{1}^{\ell}\left(z_{\ell}\right), \ldots, \sum_{\ell=1}^{M} g_{q}^{\ell}\left(z_{\ell}\right)\right) \sum_{\ell=1}^{M} \partial_{z} g_{k}^{\ell}\left(z_{\ell}\right) \partial_{z} g_{j}^{\ell}\left(z_{\ell}\right)\right) \\
& \quad+\frac{1}{2} \sum_{k, j=1}^{m} \frac{\partial \varphi}{\partial x_{k}}\left(\sum_{\ell=1}^{M} h_{1}^{\ell}\left(z_{\ell}\right), \ldots, \sum_{\ell=1}^{M} h_{m}^{\ell}\left(z_{\ell}\right)\right) \frac{\partial \psi}{\partial x_{j}}\left(\sum_{\ell=1}^{M} g_{1}^{\ell}\left(z_{\ell}\right), \ldots, \sum_{\ell=1}^{M} g_{q}^{\ell}\left(z_{\ell}\right)\right) \\
& \quad \times \sum_{\ell=1}^{M} \partial_{z} h_{k}^{\ell}\left(z_{\ell}\right) \partial_{z} z_{j}^{\ell}\left(z_{\ell}\right) .
\end{aligned}
$$

Then, if $\mu_{K}$ denotes the restriction of $v$ to $K$, it suffices to show that

$$
\begin{equation*}
\int_{K^{M}} \Psi\left(z_{1}, \ldots, z_{M}\right) \mu_{K}\left(d z_{1}\right) \cdots \mu_{K}\left(d z_{M}\right)=0 \tag{11.6}
\end{equation*}
$$

Let $1 \leq \ell \leq M$ and $\hat{z}_{\ell}=\left\{z_{j}\right\}_{1 \leq j \leq M, j \neq \ell}$. Then, one can easily check that

$$
\Psi\left(z_{1}, \ldots, z_{M}\right)=\frac{1}{2} \sum_{\ell=1}^{M} \frac{1}{f\left(z_{\ell}\right)} \partial_{z_{\ell}} Q_{\hat{z}_{\ell}}^{\ell}\left(z_{\ell}\right),
$$

where

$$
\begin{aligned}
Q_{\hat{z}_{\ell}}^{\ell}\left(z_{\ell}\right)= & \varphi\left(\sum_{i=1}^{M} h_{1}^{i}\left(z_{i}\right), \ldots, \sum_{i=1}^{M} h_{m}^{i}\left(z_{i}\right)\right) \\
& \times \sum_{k=1}^{q} \frac{\partial \psi}{\partial x_{k}}\left(\sum_{i=1}^{M} g_{1}^{i}\left(z_{i}\right), \ldots, \sum_{i=1}^{M} g_{q}^{i}\left(z_{i}\right)\right) f\left(z_{\ell}\right) \partial_{z} g_{k}^{\ell}\left(z_{\ell}\right) .
\end{aligned}
$$

Since $Q_{\hat{z}_{\ell}}^{\ell}=0$ on the boundary of $K$, we deduce that, for all $\ell$ and $\hat{z}_{\ell}$,

$$
\int_{K} \frac{1}{f(z)} \partial_{z} Q_{\hat{z}_{\ell}}^{\ell}(z) \mu_{K}(d z)=\int_{K} \partial_{z} Q_{\hat{z}_{\ell}}^{\ell}(z) d z=0
$$

from which we conclude (11.6).

### 11.2 Sobolev Spaces

As a consequence of Lemma 11.1.6, we will show that the operator $D$ is closable.

Lemma 11.2.1 Let $F_{k}$ be a sequence of random variables in $\mathcal{S}$ that converges to zero in $L^{2}(\Omega)$. Assume that there exists a process $u$ in $L^{2}\left(v_{N}\right)$ such that $\mathrm{E}\left(\left\|D F_{k}-u\right\|_{N}^{2}\right)$ converges to zero. Then $\mathrm{E}\left(\|u\|_{N}^{2}\right)=0$.

Proof Let $F \in \mathcal{S}$. Then,

$$
\mathrm{E}\left(\langle u, D F\rangle_{N}\right)=\lim _{k \rightarrow \infty} \mathrm{E}\left(\left\langle D F_{k}, D F\right\rangle_{N}\right) .
$$

Thanks to Lemma 11.1.6, $\mathrm{E}\left(\left\langle D F_{k}, D F\right\rangle_{N}\right)=-2 \mathrm{E}\left(F_{k} L F\right)$. Since $F_{k}$ converges to zero in $L^{2}(\Omega)$, we deduce that $\mathrm{E}\left(\langle u, D F\rangle_{N}\right)=0$. We then apply this with $F=F_{k}$ and let $k$ go to $\infty$.

We denote by $\mathbb{D}^{1, N}$ the closure of $\mathcal{S}$ with respect to the seminorm

$$
\|F\|_{1, N}=\left(\mathrm{E}\left(|F|^{2}\right)+\mathrm{E}\left(\|D F\|_{N}^{2}\right)\right)^{1 / 2}
$$

Notice that to show that a random variable $F$ in $L^{2}(\Omega)$ belongs to $\mathbb{D}^{1, N}$ and that, for some process $u$ in $L^{2}\left(v_{N}\right), D F=u$ it suffices to find a sequence $F_{k}$ in $\mathcal{S}$ such that

$$
\mathrm{E}\left(\left|F-F_{k}\right|^{2}\right)+\mathrm{E}\left(\left\|u-D F_{k}\right\|_{N}^{2}\right)
$$

converges to zero as $k$ goes to infinity. Observe also that $\mathbb{D}^{1, N}$ is a Hilbert space with scalar product

$$
\langle F, G\rangle_{1, N}=\mathrm{E}(F G)+\mathrm{E}\left(\langle D F, D G\rangle_{N}\right)
$$

The next result is the chain rule for the Malliavin derivative in the Poisson framework, which can be proved as in the Brownian motion case (see Proposition 3.3.2).

Proposition 11.2.2 Let $\varphi$ be a function in $C^{1}(\mathbb{R})$ with bounded derivative, and let $F$ be a random variable in $\mathbb{D}^{1, N}$. Then, $\varphi(F)$ belongs to $\mathbb{D}^{1, N}$ and

$$
D(\varphi(F))=\varphi^{\prime}(F) D F
$$

Denote by $C_{b}^{0,1}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)$ the set of continuous functions $h: \mathbb{R}_{+} \times \mathbb{R}_{0} \rightarrow \mathbb{R}$ that are differentiable on $\mathbb{R}_{0}$ with

$$
\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}}\left(h^{2}(t, z)+\left(\partial_{z} h(t, z)\right)^{2}\right) v(d z) d t<\infty
$$

Proposition 11.2.3 If $h \in C_{b}^{0,1}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)$ then $N(h)$ and $\hat{N}(h)$ belong to $\mathbb{D}^{1, N}$ and

$$
D N(h)=D \hat{N}(h)=\partial_{z} h .
$$

Proof The result is clearly true if $h \in C_{0}^{0,2}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)$. The general case will follow from an approximation argument. For any $\epsilon>0$, consider a nonnegative function in $C^{2}\left(\mathbb{R}_{0}\right)$ such that

$$
K_{\epsilon}(z)= \begin{cases}1 & \text { if }|z|<1 / \epsilon, \\ 0 & \text { if }|z|>1 / \epsilon+2,\end{cases}
$$

$\left|K_{\epsilon}(z)\right| \leq 1$, and $\left|K_{\epsilon}^{\prime}(z)\right| \leq 1$. Consider also a $C\left(\mathbb{R}_{+}\right)$nonegative function such that

$$
M_{\epsilon}(t)= \begin{cases}1 & \text { if } t \leq 1 / \epsilon \\ 0 & \text { if } t \geq 1+1 / \epsilon\end{cases}
$$

and $\left|M_{\epsilon}(t)\right| \leq 1$. Set

$$
h_{\epsilon}(t, z)=\left(h * \varphi_{\epsilon}\right)(t, z) K_{\epsilon}(z) M_{\epsilon}(t),
$$

where $h \in C_{b}^{0,1}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)$ and $\varphi_{\epsilon}$ is an approximation of the identity on $\mathbb{R}_{0}$. Then, for all $\epsilon>0, h_{\epsilon}$ belongs to $C_{0}^{0,2}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)$. Therefore, $N\left(h_{\epsilon}\right)$ and $\hat{N}\left(h_{\epsilon}\right)$ belong to $\mathbb{D}^{1, N}$, and

$$
D N\left(h_{\epsilon}\right)=D \hat{N}\left(h_{\epsilon}\right)=\partial_{z} h_{\epsilon}=\left(\partial_{z} h * \varphi_{\epsilon}\right) K_{\epsilon} M_{\epsilon}+\left(h * \varphi_{\epsilon}\right) K_{\epsilon}^{\prime} M_{\epsilon} .
$$

Finally, one can easily check that, as $\epsilon$ tends to $0, h_{\epsilon}$ converges to $h$ in $L^{1}(\ell \times v)$ and $L^{2}(\ell \times v), N\left(h_{\epsilon}\right)$ and $\hat{N}\left(h_{\epsilon}\right)$ converge to $N(h)$ and $\hat{N}(h)$ in $L^{2}(\Omega)$, respectively, and $\mathrm{E}\left(\left\|\partial_{z} h-\partial_{z} h_{\epsilon}\right\|_{N}^{2}\right)$ converges to 0 . This concludes the proof.

We now introduce the space of adapted differentiable random processes in the Malliavin sense. Denote by $\mathcal{E}_{a}$ the space of elementary and predictable processes of the form

$$
u(t, z)=\sum_{j=1}^{m} \sum_{i=0}^{n-1} F_{i, j} \mathbf{1}_{\left(t_{i}, t_{i+1}\right]}(t) h_{j}(z)
$$

where $0 \leq t_{0}<\cdots<t_{n}$, all $F_{i, j}$ belong to $\mathcal{S}$ and are $\mathcal{F}_{t_{i}}$-measurable, and $h_{j} \in C_{0}^{1}(\mathbb{R})$.

Definition 11.2.4 We define the space $\mathbb{L}_{a}^{1, N}$ as the space of predictable processes $u=(u(t, z))_{t \geq 0, z \in \mathbb{R}_{0}}$ such that, for almost all $(t, z)$, we have that $u(t, z) \in \mathbb{D}^{1, N}, \partial_{z} u(t, z)$ exists, and

$$
\begin{aligned}
\|u\|_{1, N}^{2}:=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} & \left(\mathrm{E}\left(|u(s, z)|^{2}\right)+\mathrm{E}\left(\left|\partial_{z} u(s, z)\right|^{2}\right)\right. \\
& \left.+\mathrm{E}\left(\|D u(s, z)\|_{N}^{2}\right)\right) v(d z) d s<\infty
\end{aligned}
$$

The following proposition, whose proof is left as an exercise (Exercise 11.4), ensures that $\mathcal{E}_{a}$ is dense in $\mathbb{L}_{a}^{1, N}$.

Proposition 11.2.5 The space $\mathcal{E}_{a}$ is dense in $\mathbb{L}_{a}^{1, N}$.
If $u \in \mathbb{L}_{a}^{1, N}$, the stochastic integral $\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} D u(t, z) \hat{N}(d t, d z)$ exists as the limit in $L^{2}(\Omega)$ of the stochastic integral of a sequence of approximating processes in $\mathcal{E}_{a}$. Moreover, we have the isometry property

$$
\begin{equation*}
\mathrm{E}\left(\left\|\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} D u(t, z) \hat{N}(d t, d z)\right\|_{N}^{2}\right)=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} \mathrm{E}\left(\|D u(s, z)\|_{N}^{2}\right) v(d z) d s \tag{11.7}
\end{equation*}
$$

Proposition 11.2.6 If $u$ belongs to $\mathbb{L}_{a}^{1, N}$ then the stochastic integral

$$
I:=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} u(t, z) \hat{N}(d t, d z)
$$

belongs to $\mathbb{D}^{1, N}$ and, for almost all $(\tau, \alpha) \in \mathbb{R}_{+} \times \mathbb{R}_{0}$,

$$
\begin{equation*}
D_{\tau, \alpha} I=\partial_{z} u(\tau, \alpha)+\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} D_{\tau, \alpha} u(t, z) \hat{N}(d t, d z) \tag{11.8}
\end{equation*}
$$

Proof By Proposition 11.2.5, the process $u \in \mathbb{L}_{a}^{1, N}$ can be approximated in the norm $\|\cdot\|_{1, N}$ by a sequence $u^{k}$ of elementary and predictable processes
of the form

$$
u^{k}(t, z)=\sum_{j=1}^{m_{k}} \sum_{i=0}^{n_{k}-1} F_{i, j}^{k} \mathbf{1}_{\left(t_{i}^{k}, t_{i+1}^{k}\right]}(t) h_{j}^{k}(z)
$$

where $F_{i, j}^{k}$ belongs to $\mathcal{S}$ and is $\mathcal{F}_{t_{i}}$-measurable and $h_{j}^{k} \in C_{0}^{1}(\mathbb{R})$. Set

$$
I^{k}:=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} u^{k}(t, z) \hat{N}(d t, d z)
$$

Clearly, $\mathrm{E}\left(\left|I-I^{k}\right|^{2}\right)$ converges to zero as $k \rightarrow \infty$. Then, by (11.2),

$$
\begin{aligned}
D_{\tau, \alpha} I^{k} & =D_{\tau, \alpha}\left(\sum_{j=1}^{m_{k}} \sum_{i=0}^{n_{k}-1} F_{i, j}^{k} \int_{\left(t_{i}, t_{i+1}\right] \times \mathbb{R}_{0}} h_{j}^{k}(z) \hat{N}(d t, d z)\right) \\
& =\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} D_{\tau, \alpha} u^{k}(t, z) \hat{N}(d t, d z)+\partial_{z} u^{k}(\tau, \alpha)
\end{aligned}
$$

We know that $\mathrm{E}\left(\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}}\left|\partial_{z} u(t, z)-\partial_{z} u^{k}(t, z)\right|^{2} v(d z) d t\right)$ converges to zero as $k \rightarrow \infty$. Furthermore, using the isometry property (11.7) we deduce that

$$
\begin{aligned}
& \mathrm{E}\left(\left\|\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}}\left(D u^{k}(t, z)-D u(t, z)\right) \hat{N}(d t, d z)\right\|_{N}^{2}\right) \\
& \quad=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} \mathrm{E}\left(\left\|D u^{k}(t, z)-D u(t, z)\right\|_{N}^{2}\right) v(d z) d t \rightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$. Therefore, $I \in \mathbb{D}^{1, N}$ and (11.8) holds.

### 11.3 Directional Derivative

Assume that $\Omega$ is the canonical space (9.4) associated with the Poisson random measure $N$, with $Z=\mathbb{R}_{+} \times \mathbb{R}_{0}$. Remark 11.1 .5 suggests defining a derivative in the direction of the jump parameter as follows. For each $\lambda \in(-1,1)$, and any Borel set $A \subset \mathbb{R}_{+} \times \mathbb{R}_{0}$ with $(\ell \times v)(A)<\infty$, we consider the measure

$$
N^{\lambda}(A)=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} \mathbf{1}_{A}(s, z+\lambda) N(d s, d z)
$$

and the $\operatorname{shift} \theta^{\lambda}$ on $\Omega$ given by

$$
N \circ \theta^{\lambda}(\omega)=N^{\lambda}(\omega), \quad \omega \in \Omega
$$

Set

$$
y^{\lambda}(z)=\frac{f(z+\lambda)}{f(z)}
$$

Then, for any Borel set $A \subset \mathbb{R}_{+} \times \mathbb{R}_{0}$ with $(\ell \times v)(A)<\infty$,

$$
\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} \mathbf{1}_{A}(s, z+\lambda) y^{\lambda}(z) v(d z) d s=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{0}} \mathbf{1}_{A}\left(s, z^{\prime}\right) v\left(d z^{\prime}\right) d s
$$

Next, assume that the function $f$ satisfies the following hypothesis:
(H2) Hypothesis (H1) holds and, for all $\lambda \in(-1,1)$,

$$
\begin{gathered}
\int_{\mathbb{R}_{0}}\left(y^{\lambda}(z)-1\right)^{2} f(z) d z<\infty \\
\int_{\mathbb{R}_{0}} \log \left(y^{\lambda}(z)\right) f(z) d z<\infty
\end{gathered}
$$

and

$$
\int_{\mathbb{R}_{0}}\left(y^{\lambda}(z) \log \left(2-y^{\lambda}(z)\right)+1-y^{\lambda}(z)\right) f(z) d z<\infty
$$

Fix $T>0$ and let $\left(G_{t}^{\lambda}\right)_{t \in[0, T]}$ be the unique solution to the stochastic differential equation

$$
d G_{t}^{\lambda}=G_{t-}^{\lambda} \int_{\mathbb{R}_{0}}\left(y^{\lambda}(z)-1\right) \hat{N}(d t, d z), \quad G_{0}^{\lambda}=1
$$

By Theorem 9.7.1, $\left(G_{t}^{\lambda}\right)_{t \in[0, T]}$ is a positive martingale and, by Itô's formula (Theorem 9.5.2),

$$
\begin{aligned}
G_{t}^{\lambda}=\exp ( & \int_{0}^{t} \int_{\mathbb{R}_{0}} \log \left(y^{\lambda}(z)\right) \hat{N}(d s, d z) \\
& \left.+\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(\log \left(y^{\lambda}(z)\right)-y^{\lambda}(z)+1\right) v(d z) d s\right)
\end{aligned}
$$

Furthermore, the following defines a probability measure on $\left(\Omega, \mathcal{F}_{T}\right)$ :

$$
\frac{d \mathrm{P}^{\lambda}}{d \mathrm{P}}(\omega)=G_{T}^{\lambda}(\omega), \quad \omega \in \Omega
$$

Moreover, thanks to Girsanov's theorem (Theorem 9.7.2), the law of $N^{\lambda}$ under $\mathrm{P}^{\lambda}$ coincides with that of $N$ under P .

In particular, if $F$ is an $\mathcal{F}_{T}$-measurable random variable then for any bounded measurable function $\varphi$,

$$
\begin{equation*}
\mathrm{E}\left(\varphi\left(F\left(\theta^{\lambda}\right)\right) G_{T}^{\lambda}\right)=\mathrm{E}(\varphi(F)) \tag{11.9}
\end{equation*}
$$

Therefore, if we can differentiate (11.9) with respect to $\lambda$ at $\lambda=0$, we obtain the following integration-by-parts formula.

Proposition 11.3.1 Assume that $f$ satisfies hypothesis (H2) and that

$$
\begin{equation*}
\int_{\mathbb{R}_{0}} \frac{\left(f^{\prime}(z)\right)^{2}}{f(z)} d z<\infty \tag{11.10}
\end{equation*}
$$

Let $F$ be an $\mathcal{F}_{T}$-measurable random variable such that, for any $\lambda \in(-1,1)$, $F\left(\theta^{\lambda}\right)$ belongs to $L^{2}(\Omega)$, and there exists a random variable $\tilde{D} F$ in $L^{2}(\Omega)$ such that

$$
\frac{1}{\lambda}\left(F\left(\theta^{\lambda}\right)-F\right)-\tilde{D} F
$$

tends to zero in $L^{2}(\Omega)$ as $\lambda \rightarrow 0$. Then, for any function $\varphi \in C_{b}^{1}(\mathbb{R})$, the following integration-by-parts formula holds:

$$
\begin{equation*}
\mathrm{E}\left(\varphi^{\prime}(F) \tilde{D} F\right)=-\mathrm{E}\left(\varphi(F) J_{T}\right) \tag{11.11}
\end{equation*}
$$

where

$$
J_{T}:=\int_{0}^{T} \int_{\mathbb{R}_{0}} \frac{f^{\prime}(z)}{f(z)} \hat{N}(d t, d z)
$$

Proof It suffices to show that $J_{T}$ is the derivative of $G_{T}^{\lambda}$ with respect to $\lambda$ at $\lambda=0$ in $L^{2}(\Omega)$; that is, that

$$
\frac{1}{\lambda}\left(G_{T}^{\lambda}-1\right)-J_{T}
$$

tends to zero in $L^{2}(\Omega)$ as $\lambda \rightarrow 0$. Indeed, this implies that we can differentiate equation (11.9) with respect to $\lambda$ at $\lambda=0$ under the expectation sign, which gives formula (11.11).

In order to prove the claim, first observe that

$$
\begin{aligned}
\mathrm{E}\left(\left|G_{t}^{\lambda}-1\right|^{2}\right) & =\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(y^{\lambda}(z)-1\right)^{2} \mathrm{E}\left(\left|G_{s}^{\lambda}\right|^{2}\right) f(z) d z d s \\
& \leq 2 \operatorname{tg}(\lambda)+2 g(\lambda) \int_{0}^{t} \mathrm{E}\left(\left|G_{s}^{\lambda}-1\right|^{2}\right) d s
\end{aligned}
$$

where $g(\lambda):=\int_{\mathbb{R}_{0}}\left(y^{\lambda}(z)-1\right)^{2} f(z) d z<\infty$. Thus, by Gronwall's lemma,

$$
\begin{equation*}
\mathrm{E}\left(\left|G_{t}^{\lambda}-1\right|^{2}\right) \leq 2 \operatorname{tg}(\lambda) e^{2 \operatorname{tg}(\lambda)} \tag{11.12}
\end{equation*}
$$

We now return to our goal and write

$$
\mathrm{E}\left(\left|G_{T}^{\lambda}-1-\lambda J_{T}\right|^{2}\right) \leq I_{1}+I_{2}
$$

where

$$
\begin{aligned}
& I_{1}=2 g(\lambda) \int_{0}^{T} \mathrm{E}\left(\left|G_{s}^{\lambda}-1\right|^{2}\right) d s \\
& I_{2}=2 T \int_{\mathbb{R}_{0}}\left(y^{\lambda}(z)-1-\lambda \frac{f^{\prime}(z)}{f(z)}\right)^{2} f(z) d z
\end{aligned}
$$

Using (11.12), we get

$$
I_{1} \leq 4 T^{2} g^{2}(\lambda) e^{2 T g(\lambda)}
$$

Then, using the mean-value theorem and Fatou's lemma, we obtain

$$
\lim _{\lambda \rightarrow 0} \frac{g^{2}(\lambda)}{\lambda^{2}} \leq \lim _{\lambda \rightarrow 0} \lambda^{2}\left(\int_{\mathbb{R}_{0}} \frac{\left(f^{\prime}(z)\right)^{2}}{f(z)} d z\right)^{2}=0
$$

which implies that

$$
\lim _{\lambda \rightarrow 0} \frac{I_{1}}{\lambda^{2}}=0
$$

For the term $I_{2}$, we again use the mean-value theorem and Fatou's lemma to conclude that

$$
\lim _{\lambda \rightarrow 0} \frac{I_{2}}{\lambda^{2}} \leq \int_{\mathbb{R}_{0}} \lim _{\lambda \rightarrow 0} \frac{\left(\int_{0}^{1} f^{\prime}(z+\lambda x) d x-f^{\prime}(z)\right)^{2}}{f(z)} d z=0
$$

which proves the claim.
Corollary 11.3.2 Under the hypotheses of Proposition 11.3.1, if $\tilde{D} F \neq 0$ a.s. then the law of $F$ is absolutely continuous with respect to the Lebesgue measure.

Proof Let $\varphi \in C_{b}^{\infty}(\mathbb{R})$. Then, by Proposition 11.3.1,

$$
\left|\mathrm{E}\left(\varphi^{\prime}(F) \tilde{D} F\right)\right| \leq \mathrm{E}\left(\left|J_{T}\right|\right)\|\varphi\|_{\infty}
$$

Therefore, by Nualart (2006, Lemma 2.1.1), the law of $F$ under the measure $\mathrm{Q}(d \omega)=\mathrm{P}(d \omega) \tilde{D} F(\omega)$ is absolutely continuous with respect to the Lebesgue measure. Since $\tilde{D} F \neq 0$ a.s., Q and P are equivalent measures and the result follows.

The next result gives the relationship between the directional derivative $\tilde{D} F$ and the Malliavin derivative $D F$.

Proposition 11.3.3 For any random variable $F$ in $\mathcal{S}$,

$$
\tilde{D} F=N(D F)=\int_{0}^{T} \int_{\mathbb{R}_{0}} D_{t, z} F N(d t, d z), \quad \text { a.s. }
$$

Proof Let $F \in \mathcal{S}$ of the form (11.1). Then, by Definition 11.1.1, we have on the one hand

$$
N(D F)=\sum_{k=1}^{m} \frac{\partial \varphi}{\partial x_{k}}\left(N\left(h_{1}\right), \ldots, N\left(h_{m}\right)\right) N\left(\partial_{z} h_{k}\right)
$$

On the other hand,

$$
F\left(\theta^{\lambda}\right)=\varphi\left(N^{\lambda}\left(h_{1}\right), \ldots, N^{\lambda}\left(h_{m}\right)\right)
$$

where $N^{\lambda}\left(h_{i}\right)=\int_{0}^{T} \int_{\mathbb{R}_{0}} h_{i}(s, z+\lambda) N(d s, d z)$. Therefore

$$
\tilde{D} F=\left.\frac{\partial}{\partial \lambda} F\left(\theta^{\lambda}\right)\right|_{\lambda=0}=\left.\sum_{k=1}^{m} \frac{\partial \varphi}{\partial x_{k}}\left(N\left(h_{1}\right), \ldots, N\left(h_{m}\right)\right) \frac{\partial}{\partial \lambda} N^{\lambda}\left(h_{k}\right)\right|_{\lambda=0},
$$

from which the result follows, since for any $\omega \in \Omega$,

$$
\left.\frac{\partial}{\partial \lambda} N^{\lambda}\left(h_{k}\right)(\omega)\right|_{\lambda=0}=\left.\frac{\partial}{\partial \lambda} \omega\left(\theta^{\lambda}\left(h_{k}\right)\right)\right|_{\lambda=0}=\omega\left(\partial_{z} h_{k}\right)=N\left(\partial_{z} h_{k}\right)(\omega)
$$

### 11.4 Application to Diffusions with Jumps

Suppose that $N$ is the Poisson random measure on $\mathbb{R}_{+} \times \mathbb{R}_{0}$ associated with a pure jump Lévy process $L=\left(L_{t}\right)_{t \geq 0}$. Let $B=\left(B_{t}\right)_{t \geq 0}$ be a $d$-dimensional Brownian motion that is independent of $L$. In this section, $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ refers to the filtration generated by the processes $L$ and $B$.

We consider the set $\mathcal{S}$ of cylindrical random variables of the form

$$
F=\varphi\left(B\left(g_{1}\right), \ldots, B\left(g_{k}\right), N\left(h_{1}\right), \ldots, N\left(h_{m}\right)\right),
$$

where $\varphi \in C_{0}^{2}\left(\mathbb{R}^{m+k}\right)$, $g_{i} \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{R}^{d}\right)$, and $h_{i} \in C_{0}^{0,2}\left(\mathbb{R}_{+} \times \mathbb{R}_{0}\right)$.
The set $\mathcal{S}$ is dense in $L^{2}(\Omega)$. If $F$ belongs to $\mathcal{S}$, we define the Malliavin derivatives $D^{B} F$ and $D^{N} F$, considering the random variables $N\left(h_{i}\right)$ and $B\left(g_{i}\right)$, respectively, as constants. That is, for almost all $(t, z) \in \mathbb{R}_{+} \times \mathbb{R}_{0}$ and $j=1, \ldots, d$,

$$
D_{t}^{B, j} F=\sum_{i=1}^{k} \frac{\partial \varphi}{\partial x_{i}}\left(B\left(g_{1}\right), \ldots, B\left(g_{k}\right), N\left(h_{1}\right), \ldots, N\left(h_{m}\right)\right) g_{i}^{j}(t)
$$

and

$$
D_{t, z}^{N} F=\sum_{i=k+1}^{k+m} \frac{\partial \varphi}{\partial x_{i}}\left(B\left(g_{1}\right), \ldots, B\left(g_{k}\right), N\left(h_{1}\right), \ldots, N\left(h_{m}\right)\right) \partial_{z} h_{i}(t, z) .
$$

We define the operator $L^{N} F$ similarly. Assume that hypothesis (H1) holds. Proposition 3.3.1 and Lemma 11.2.1 can be extended to this framework. As a consequence, the operators $D^{B}$ and $D^{N}$ are closable and thus they can be extended to the space $\mathcal{D}^{2}$ defined as the closure of $\mathcal{S}$ with respect to the seminorm

$$
\left\|\|F\|_{2}=\left(\mathrm{E}\left(|F|^{2}\right)+\mathrm{E}\left(\left\|D^{B} F\right\|_{H}^{2}\right)+\mathrm{E}\left(\left\|D^{N} F\right\|_{N}^{2}\right)\right)^{1 / 2}\right.
$$

Observe that $\mathcal{D}^{2}$ is a Hilbert space with scalar product

$$
\langle F, G\rangle_{\mathcal{D}^{2}}=\mathrm{E}(F G)+\mathrm{E}\left(\left\langle D^{B} F, D^{B} G\right\rangle_{H}\right)+\mathrm{E}\left(\left\langle D^{N} F, D^{N} G\right\rangle_{N}\right)
$$

Since both derivative operators $D^{B}$ and $D^{N}$ satisfy the chain rule (see Propositions 3.3.2 and 11.2.2), the criterion of Proposition 7.1.2 extends to the space $\mathcal{D}^{2}$ as follows.

Proposition 11.4.1 Let $F$ be a random variable in the space $\mathcal{D}^{2}$ such that $\left\|D^{B} F\right\|_{H}+\left\|D^{N} F\right\|_{N}>0$ almost surely. Then, the law of $F$ is absolutely continuous with respect to the Lebesgue measure.

We next consider a process $X=\left(X_{t}\right)_{t \geq 0}$, the solution to the following stochastic differential equation with jumps in $\mathbb{R}^{m}$ :

$$
d X_{t}=b\left(X_{t}\right) d t+\sum_{j=1}^{d} \sigma_{j}\left(X_{t}\right) d B_{t}^{j}+\int_{\mathbb{R}_{0}} c\left(X_{t-}, z\right) \hat{N}(d t, d z)
$$

with initial condition $X_{0}=x_{0} \in \mathbb{R}^{m}$. The coefficients $\sigma_{j}, b: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ and $c: \mathbb{R}^{m} \times \mathbb{R}_{0} \rightarrow \mathbb{R}^{m}$ are measurable functions satisfying the following Lipschitz and linear growth conditions: for all $x, y \in \mathbb{R}^{m}$,

$$
\begin{equation*}
\max _{j}\left(\left|\sigma_{j}(x)-\sigma_{j}(y)\right|^{2},|b(x)-b(y)|^{2}, \int_{\mathbb{R}_{0}}|c(x, z)-c(y, z)|^{2} v(d z)\right) \leq K|x-y|^{2} \tag{11.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{j}\left(\left|\sigma_{j}(x)\right|^{2},|b(x)|^{2}, \int_{\mathbb{R}_{0}}|c(x, z)|^{2} v(d z)\right) \leq K\left(1+|x|^{2}\right) \tag{11.14}
\end{equation*}
$$

The following existence and uniqueness result is well known (see e.g. Ikeda and Watanabe, 1989, Theorem 9.1).

Theorem 11.4.2 There exists a unique càdlàg, adapted, and Markov process $X$ on $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathrm{P}\right)$ satisfying the integral equation

$$
\begin{equation*}
X_{t}=x_{0}+\int_{0}^{t} b\left(X_{s}\right) d s+\sum_{j=1}^{d} \int_{0}^{t} \sigma_{j}\left(X_{s}\right) d B_{s}^{j}+\int_{0}^{t} \int_{\mathbb{R}_{0}} c\left(X_{s-}, z\right) \hat{N}(d s, d z) \tag{11.15}
\end{equation*}
$$

Moreover, for any $T>0$,

$$
\mathrm{E}\left(\sup _{t \in[0, T]}\left|X_{t}\right|^{2}\right)<\infty
$$

We next give sufficient conditions on the coefficients for the solution to be differentiable in the Malliavin sense.

Theorem 11.4.3 Assume that $\sigma, b$, and $c(\cdot, z)$ are in $C^{1}\left(\mathbb{R}^{m} ; \mathbb{R}^{m}\right)$ for all $z \in \mathbb{R}_{0}$, that $\sigma$ and $b$ have bounded partial derivatives, and that, for all $x \in \mathbb{R}^{m}$,

$$
\int_{\mathbb{R}_{0}}\left|\partial_{x} c(x, z)\right|^{2} v(d z) \leq K
$$

Assume also that, for all $x \in \mathbb{R}^{m}, c(x, \cdot)$ belongs to $C^{1}\left(\mathbb{R}_{0} ; \mathbb{R}^{m}\right)$ and

$$
\int_{\mathbb{R}_{0}}\left|\partial_{z} c(x, z)\right|^{2} v(d z) \leq K\left(1+|x|^{2}\right)
$$

Then $X_{t}^{i}$ belongs to $\mathcal{D}^{2}$, for all $t \geq 0$ and $i=1, \ldots, m$, and the Malliavin derivatives $\left(D_{r}^{B} X_{t}\right)_{r \leq t}$ and $\left(D_{r, \xi}^{N} X_{t}\right)_{r \leq t, \xi \in \mathbb{R}_{0}}$ satisfy the following linear equations for all $j=1, \ldots, d$ :

$$
\begin{aligned}
D_{r}^{B, j} X_{t}= & \sigma_{j}\left(X_{r}\right)+\sum_{k=1}^{m} \sum_{\ell=1}^{d} \int_{r}^{t} \partial_{k} \sigma_{\ell}\left(X_{s}\right) D_{r}^{B, j}\left(X_{s}^{k}\right) d B_{s}^{\ell} \\
& +\sum_{k=1}^{m} \int_{r}^{t} \partial_{k} b\left(X_{s}\right) D_{r}^{B, j}\left(X_{s}^{k}\right) d s \\
& +\sum_{k=1}^{m} \int_{r}^{t} \partial_{x_{k}} c\left(X_{s-}, z\right) D_{r}^{B, j}\left(X_{s-}^{k}\right) \hat{N}(d s, d z)
\end{aligned}
$$

and

$$
\begin{aligned}
D_{r, \xi}^{N, j} X_{t}= & \partial_{z} c\left(X_{r}, \xi\right)+\sum_{k=1}^{m} \sum_{\ell=1}^{d} \int_{r}^{t} \partial_{k} \sigma_{\ell}\left(X_{s}\right) D_{r, \xi}^{N, j}\left(X_{s}^{k}\right) d B_{s}^{\ell} \\
& +\sum_{k=1}^{m} \int_{r}^{t} \partial_{k} b\left(X_{s}\right) D_{r, \xi}^{N, j}\left(X_{s}^{k}\right) d s \\
& +\sum_{k=1}^{m} \int_{r}^{t} \partial_{x_{k}} c\left(X_{s-}, z\right) D_{r, \xi}^{N, j}\left(X_{s-}^{k}\right) \hat{N}(d s, d z) .
\end{aligned}
$$

Proof To simplify, we assume that $b=0$. Consider the Picard approxi-
mations given by $X_{t}^{(0)}=x_{0}$ and

$$
X_{t}^{(n+1)}=x_{0}+\sum_{j=1}^{d} \int_{0}^{t} \sigma_{j}\left(X_{s}^{(n)}\right) d B_{s}^{j}+\int_{0}^{t} \int_{\mathbb{R}_{0}} c\left(X_{s-}^{(n)}, z\right) \hat{N}(d s, d z)
$$

if $n \geq 0$. We will prove the following claims by induction on $n$ :
Claim $1 \quad X_{t}^{(n), i} \in \mathbb{D}^{1,2}$, for all $i=1, \ldots, m, t \geq 0$. Moreover, for all $t \geq 0$,

$$
\psi_{n}(t):=\sup _{0 \leq r \leq s \leq t} \mathrm{E}\left(\left|D_{r}^{B} X_{s}^{(n)}\right|^{2}\right)<\infty
$$

and, for all $T>0$ and $t \in[0, T]$,

$$
\psi_{n+1}(t) \leq c_{1}+c_{2} \int_{0}^{t} \psi_{n}(s) d s
$$

for some positive constants $c_{1}, c_{2}$ depending on $T$.
Claim $2 \quad X_{t}^{(n), i} \in \mathbb{D}^{1, N}$, for all $i=1, \ldots, m, t \geq 0$. Moreover, for all $t \geq 0$,

$$
\varphi_{n}(t):=\sup _{s \in[0, t]} \mathrm{E}\left(\left\|D^{N} X_{s}^{(n)}\right\|_{N}^{2}\right)<\infty
$$

and, for all $T>0$ and $t \in[0, T]$,

$$
\varphi_{n+1}(t) \leq c_{3}+c_{4} \int_{0}^{t} \varphi_{n}(s) d s
$$

for some positive constants $c_{3}, c_{4}$ depending on $T$.
We start by proving Claim 2. Clearly, the claim holds for $n=0$. Assume it is true for $n$. First, we study the derivative with respect to $N$ of the stochastic integral

$$
G_{n}(t)=\int_{0}^{t} \int_{\mathbb{R}_{0}} c\left(X_{s}^{(n)}, z\right) \hat{N}(d s, d z)
$$

The process $X_{s}^{(n)}$ is a weak version of the process $X_{s-}^{(n)}$, in the sense that $X_{s}^{(n)}(\omega)=X_{s-}^{(n)}(\omega), d \mathrm{P} d s$-a.e. In that sense, we can write

$$
\int_{0}^{t} \int_{\mathbb{R}_{0}} c\left(X_{s}^{(n)}, z\right) \hat{N}(d s, d z)=\int_{0}^{t} \int_{\mathbb{R}_{0}} c\left(X_{s-}^{(n)}, z\right) \hat{N}(d s, d z) \quad \text { a.e. }
$$

By the chain rule (Proposition 11.2.2) and the induction hypothesis, we have that, for all $s \in[0, T]$ and $z \in \mathbb{R}_{0}, c\left(X_{s}^{(n)}, z\right) \in \mathbb{D}^{1, N}$ and

$$
D_{r, \xi}^{N} c\left(X_{s}^{(n)}, z\right)=\sum_{k=1}^{d} \partial_{x_{k}} c\left(X_{s}^{(n)}, z\right) D_{r, \xi}^{N}\left(X_{s}^{(n), k}\right) \mathbf{1}_{\{r \leq s\}}
$$

Therefore, by the induction hypothesis and the assumptions on $c$, we obtain that the process $\left(c\left(X_{s}^{(n)}, z\right)\right)_{s \in[0, T], z \in \mathbb{R}_{0}}$ belongs to $\mathbb{L}_{a}^{1, N}$. Extending Proposition 11.2.6 to an integral with respect to a Poisson random measure, we deduce that the stochastic integral $G_{n}(t)$ belongs to $\mathbb{D}^{1, N}$ and that

$$
D_{r, \xi}^{N} G_{n}(t)=\partial_{z} c\left(X_{r}^{(n)}, \xi\right)+\sum_{k=1}^{d} \int_{r}^{t} \partial_{x_{k}} c\left(X_{s}^{(n)}, z\right) D_{r, \xi}^{N}\left(X_{s}^{(n), k}\right) \hat{N}(d s, d z)
$$

Moreover, by (11.4), the isometry property (11.7), the induction hypothesis, and the hypotheses on $c$, we conclude that

$$
\sup _{s \in[0, t]} \mathrm{E}\left(\left\|D^{N} G_{n}(s)\right\|_{N}^{2}\right) \leq c_{1}+c_{2} \int_{0}^{t} \varphi_{n}(s) d s
$$

The derivative with respect to $N$ of the Itô stochastic integral follows along the same lines. This completes the proof of Claim 2.

We next prove Claim 1. Clearly, the claim holds for $n=0$. Assume that it is true for $n$. We first study the derivative with respect to $B$ of the stochastic integral $G_{n}(t)$. By the chain rule (Proposition 3.3.2) and the induction hypothesis, for all $s \in[0, T]$ and $z \in \mathbb{R}_{0}, c\left(X_{s}^{(n)}, z\right)$ belongs to $\mathbb{D}^{1,2}$ and

$$
D_{r}^{B} c\left(X_{s}^{(n)}, z\right)=\sum_{k=1}^{d} \partial_{x_{k}} c\left(X_{s}^{(n), k}, z\right) D_{r}^{B}\left(X_{s}^{(n), k}\right) \mathbf{1}_{\{r \leq s\}}
$$

Using Proposition 3.4.3 we deduce that the random variable $G_{n}(t)$ belongs to $\mathbb{D}^{1,2}$ and that

$$
D_{r}^{B} G_{n}(t)=\sum_{k=1}^{d} \int_{r}^{t} \partial_{x_{k}} c\left(X_{s-}^{(n)}, z\right) D_{r}^{B}\left(X_{s-}^{(n), k}\right) \hat{N}(d s, d z)
$$

Moreover, by the isometry property of the stochastic integral (see (9.12)) and the assumption on $c$, we obtain

$$
\sup _{0 \leq r \leq s \leq t} \mathrm{E}\left(\left|D_{r}^{B} G_{n}(s)\right|^{2}\right) \leq c_{3}+c_{4} \int_{0}^{t} \psi_{n}(s) d s
$$

The derivative with respect to $B$ of the Itô stochastic integral follows along the same lines. This completes the proof of Claim 1. The rest of the proof follows as in Proposition 7.5.2.

Consider now the one-dimensional version of equation (11.15), that is,

$$
\begin{equation*}
X_{t}=x_{0}+\int_{0}^{t} \sigma\left(X_{s}\right) d B_{s}+\int_{0}^{t} b\left(X_{s}\right) d s+\int_{0}^{t} \int_{\mathbb{R}_{0}} c\left(X_{s-}, z\right) \hat{N}(d s, d z) \tag{11.16}
\end{equation*}
$$

where $x_{0} \in \mathbb{R}$ and $\sigma_{j}, b: \mathbb{R} \rightarrow \mathbb{R}$ and $c: \mathbb{R} \times \mathbb{R}_{0} \rightarrow \mathbb{R}$ are measurable
functions satisfying the Lipschitz and linear growth conditions (11.13) and (11.14), which ensure the existence of a unique càdlàg-adapted process $X=\left(X_{t}\right)_{t \geq 0}$ as a solution to (11.16) (see Theorem 11.4.2). Then, under the hypotheses of Theorem 11.4.3, $X_{t}$ belongs to $\mathcal{D}^{2}$ for all $t \geq 0$, and the Malliavin derivatives $\left(D_{r}^{B} X_{t}\right)_{r \leq t}$ and $\left(D_{r, \xi}^{N} X_{t}\right)_{r \leq t, \xi \in \mathbb{R}_{0}}$ satisfy the linear equations

$$
\begin{aligned}
D_{r}^{B} X_{t}= & \sigma\left(X_{r}\right)+\int_{r}^{t} \sigma^{\prime}\left(X_{s}\right) D_{r}^{B}\left(X_{s}\right) d B_{s}+\int_{r}^{t} b^{\prime}\left(X_{s}\right) D_{r}^{B}\left(X_{s}\right) d s \\
& +\int_{r}^{t} \int_{\mathbb{R}_{0}} \partial_{x} c\left(X_{s-}, z\right) D_{r}^{B}\left(X_{s}\right) \hat{N}(d s, d z)
\end{aligned}
$$

and

$$
\begin{aligned}
D_{r, \xi}^{N} X_{t}= & \partial_{z} c\left(X_{r}, \xi\right)+\int_{r}^{t} \sigma^{\prime}\left(X_{s}\right) D_{r, \xi}^{N}\left(X_{s}\right) d B_{s}+\int_{r}^{t} b^{\prime}\left(X_{s}\right) D_{r, \xi}^{N}\left(X_{s}\right) d s \\
& +\int_{r}^{t} \int_{\mathbb{R}_{0}} \partial_{x} c\left(X_{s-}, z\right) D_{r, \xi}^{N}\left(X_{s-}\right) \hat{N}(d s, d z)
\end{aligned}
$$

We next apply a one-dimensional criterion for the existence of the density given in Proposition 11.4.1.

Theorem 11.4.4 Let $X$ be the unique solution to (11.16), and assume that the coefficients $\sigma, b$, and $c$ satisfy the hypotheses of Theorem 11.4.3 and that $1+\partial_{x} c(x, z) \neq 0$ for all $x \in \mathbb{R}$ and $z \in \mathbb{R}_{0}$. Suppose also that one of the following two conditions holds:
(C1) for all $x \in \mathbb{R}, \sigma(x) \neq 0$;
(C2) for all $x \in \mathbb{R}$,

$$
\int_{\mathbb{R}_{0}} \mathbf{1}_{\left\{\partial_{z} c(x, z) \neq 0\right\}} v(d z)=\infty .
$$

Then, for all $t>0, X_{t}$ has a density with respect to the Lebesgue measure.
Proof By Proposition 11.4.1, it suffices to show that if either hypothesis (C1) or hypothesis (C2) holds then, for all $t>0$ a.s.

$$
\int_{0}^{t}\left|D_{r}^{B} X_{t}\right|^{2} d r+\int_{0}^{t} \int_{\mathbb{R}_{0}}\left|D_{r, \xi}^{N} X_{t}\right|^{2} N(d r, d \xi)>0
$$

Observe that by Itô's formula (Theorem 9.5.2), the solutions to the linear
equations satisfied by the Malliavin derivatives are given by

$$
\begin{aligned}
D_{r}^{B} X_{t}=\sigma\left(X_{r}\right) \exp ( & \int_{r}^{t} \sigma^{\prime}\left(X_{s}\right) d B_{s}+\int_{r}^{t}\left(b^{\prime}\left(X_{s}\right)-\frac{1}{2}\left(\sigma^{\prime}\left(X_{s}\right)\right)^{2}\right) d s \\
& +\int_{r}^{t} \int_{\mathbb{R}_{0}} \log \left(1+\partial_{x} c\left(X_{s-}, z\right)\right) \hat{N}(d s, d z) \\
& \left.+\int_{r}^{t} \int_{\mathbb{R}_{0}}\left(\log \left(1+\partial_{x} c\left(X_{s-}, z\right)\right)-\partial_{x} c\left(X_{s-}, z\right)\right) v(d z) d s\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& D_{r, \xi}^{N} X_{t}=\partial_{z} c\left(X_{r-}, \xi\right) \exp \left(\int_{r}^{t} \sigma^{\prime}\left(X_{s}\right) d B_{s}\right. \\
&+\int_{r}^{t}\left(b^{\prime}\left(X_{s}\right)-\frac{1}{2}\left(\sigma^{\prime}\left(X_{s}\right)\right)^{2}\right) d s \\
&+\int_{r}^{t} \int_{\mathbb{R}_{0}} \log \left(1+\partial_{x} c\left(X_{s-}, z\right)\right) \hat{N}(d s, d z) \\
&\left.+\int_{r}^{t} \int_{\mathbb{R}_{0}}\left(\log \left(1+\partial_{x} c\left(X_{s-}, z\right)\right)-\partial_{x} c\left(X_{s-}, z\right)\right) v(d z) d s\right)
\end{aligned}
$$

We first assume that hypothesis (C1) holds. In this case, clearly, for all $t>0$ a.s.,

$$
\int_{0}^{t}\left|D_{r}^{B} X_{t}\right|^{2} d r>0
$$

Second, we assume that hypothesis (C2) holds. Then, it suffices to show that, for every $t>0$ a.s.,

$$
\int_{0}^{t} \int_{\mathbb{R}_{0}} \mathbf{1}_{\left\{\partial_{z} c\left(X_{r}-, \xi\right) \neq 0\right\}} N(d r, d \xi)>0
$$

To this end, consider the stopping time

$$
R=\inf \left\{s>0: \int_{0}^{s} \int_{\mathbb{R}_{0}} \mathbf{1}_{\left\{\partial_{z} c\left(X_{r-}, \xi\right) \neq 0\right\}} N(d r, d \xi)>0\right\}
$$

Then it suffices to show that $R=0$ a.s. Since $X$ is adapted and $N$ is a counting measure,

$$
\mathrm{E}\left(\int_{0}^{R} \int_{\mathbb{R}_{0}} \mathbf{1}_{\left\{\partial_{z} c\left(X_{r-}, \xi\right) \neq 0\right\}} N(d r, d \xi)\right)=\mathrm{E}\left(\int_{0}^{R} \int_{\mathbb{R}_{0}} \mathbf{1}_{\left\{\partial_{z} c\left(X_{r-}, \xi\right) \neq 0\right\}} v(d \xi) d r\right) \leq 1
$$

which implies that a.s.

$$
\int_{0}^{R} \int_{\mathbb{R}_{0}} \mathbf{1}_{\left\{\partial_{z} c\left(X_{r-}-\xi\right) \neq 0\right\}} v(d \xi) d r<\infty
$$

This contradicts hypothesis ( C 2 ) unless $R=0$ a.s., and so the theorem is proved under hypothesis (C2).

We end this chapter by providing a different proof of Theorem 11.4.4 under hypothesis ( C 2 ) and assuming $\sigma=0$, using the criterion of Corollary 11.3.2. See Bichteler et al. (1987) for its extension to the multidimensional case. Observe that, in order to apply Corollary 11.3.2, we need to assume that $v$ has a density satisfying the hypotheses of Proposition 11.3.1, so this alternative proof of Theorem 11.4.4 needs these additional hypotheses.

Consider the perturbed process $X_{t}^{\lambda}=X_{t} \circ \theta^{\lambda}$. Then $X_{t}^{\lambda}$ satisfies the equation

$$
\begin{aligned}
X_{t}^{\lambda}= & x_{0}+\int_{0}^{t} b\left(X_{s}^{\lambda}\right) d s+\int_{0}^{t} \int_{\mathbb{R}_{0}} c\left(X_{s-}^{\lambda}, z+\lambda\right) \hat{N}(d s, d z) \\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(c\left(X_{s-}^{\lambda}, z+\lambda\right)-c\left(X_{s-}^{\lambda}, z\right)\right) v(d z) d s .
\end{aligned}
$$

For all $\lambda \in(-1,1)$, this equation has a unique solution in $L^{2}(\Omega)$. We are going to compute the process $\tilde{D} X_{t}$ defined in Proposition 11.3.1. Notice that the derivative $Y_{t}^{\lambda}=\partial_{\lambda} X_{t}^{\lambda}$ satisfies the equation

$$
\begin{aligned}
Y_{t}^{\lambda}= & \int_{0}^{t} b^{\prime}\left(X_{s}^{\lambda}\right) Y_{s}^{\lambda} d s+\int_{0}^{t} \int_{\mathbb{R}_{0}} \partial_{x} c\left(X_{s-}^{\lambda}, z+\lambda\right) Y_{s-}^{\lambda} \hat{N}(d s, d z) \\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(\partial_{x} c\left(X_{s-}^{\lambda}, z+\lambda\right)-\partial_{x} c\left(X_{s-}^{\lambda}, z\right)\right) Y_{s-}^{\lambda} v(d z) d s \\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}} \partial_{z} c\left(X_{s-}^{\lambda}, z+\lambda\right) N(d s, d z) .
\end{aligned}
$$

Therefore, $\tilde{D} X_{t}$ satisfies the equation

$$
\begin{aligned}
\tilde{D} X_{t}= & \int_{0}^{t} b^{\prime}\left(X_{s}\right) \tilde{D} X_{s} d s+\int_{0}^{t} \int_{\mathbb{R}_{0}} \partial_{x} c\left(X_{s-}, z\right) \tilde{D} X_{s-} \hat{N}(d s, d z) \\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}} \partial_{z} c\left(X_{s-}, z\right) N(d s, d z) .
\end{aligned}
$$

Using the method of variation of constants,

$$
\begin{equation*}
\tilde{D} X_{t}=\int_{0}^{t} \tilde{D} X_{s} d K_{s}+H_{t} \tag{11.17}
\end{equation*}
$$

where

$$
K_{t}=\int_{0}^{t} b^{\prime}\left(X_{s}\right) d s+\int_{0}^{t} \int_{\mathbb{R}_{0}} \partial_{x} c\left(X_{s-}, z\right) \hat{N}(d s, d z)
$$

and

$$
H_{t}=\int_{0}^{t} \int_{\mathbb{R}_{0}} \partial_{z} c\left(X_{s-}, z\right) N(d s, d z)
$$

By Itô's formula (Theorem 9.5.2), the solution to equation (11.17) is given by

$$
\tilde{D} X_{t}=\mathcal{E}\left(K_{t}\right) \int_{0}^{t} \mathcal{E}\left(K_{s}\right)^{-1} \frac{\partial_{z} c\left(X_{s-}, z\right)}{1+\partial_{x} c\left(X_{s-}, z\right)} N(d s, d z)
$$

where $\mathcal{E}\left(K_{t}\right)$ is the Doléans-Dade exponential of $K_{t}$, given by

$$
\begin{aligned}
\mathcal{E}\left(K_{t}\right)=\exp ( & \int_{0}^{t}\left(b^{\prime}\left(X_{s}\right)\right)^{2} d s+\int_{0}^{t} \int_{\mathbb{R}_{0}} \log \left(1+\partial_{x} c\left(X_{s-}, z\right)\right) \hat{N}(d s, d z) \\
& \left.+\int_{0}^{t} \int_{\mathbb{R}_{0}}\left(\log \left(1+\partial_{x} c\left(X_{s}, z\right)\right)-\partial_{x} c\left(X_{s}, z\right)\right) v(d z) d s\right)
\end{aligned}
$$

Hypothesis (C2) implies that $\tilde{D} X_{t} \neq 0$ a.s., and thus Corollary 11.3.2 implies that the law of $X_{t}$ has a density.

## Exercises

11.1 Show formula (11.4) for any $u \in L^{2}(\mathcal{P})$.
11.2 Show that for any $F, G \in \mathcal{S}$, we have

$$
\langle D F, D G\rangle_{N}=L(F G)-F L G-G L F .
$$

11.3 Show Lemma 11.1.4.
11.4 Show Proposition 11.2.5.
11.5 Show the isometry property (11.7), first for elementary processes in the space $\mathcal{E}_{a}$ and then in the general case.

## Appendix A

## Basics of Stochastic Processes

## A. 1 Stochastic Processes

A real-valued continuous-time stochastic process is a collection of realvalued random variables $\left(X_{t}\right)_{t \geq 0}$ defined on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$. The index $t$ represents time, and one thinks of $X_{t}$ as the state or the position of the process at time $t$. We will also consider processes with values in $\mathbb{R}^{d}$ (dimensional processes). In this case, for each $t \geq 0, X_{t}$ is a $d$ dimensional random vector. For every fixed $\omega \in \Omega$, the mapping $t \rightarrow X_{t}(\omega)$ is called a trajectory or sample path of the process.

Let $\left(X_{t}\right)_{t \geq 0}$ be a real-valued stochastic process and let $0 \leq t_{1}<\cdots<t_{n}$ be fixed. Then the probability distribution $\mathrm{P}_{t_{1}, \ldots, t_{n}}=\mathrm{P} \circ\left(X_{t_{1}}, \ldots, X_{t_{n}}\right)^{-1}$ of the random vector

$$
\left(X_{t_{1}}, \ldots, X_{t_{n}}\right): \Omega \rightarrow \mathbb{R}^{n}
$$

is called the finite-dimensional marginal distribution of the process.
The following theorem establishes the existence of a stochastic process associated with a given family of finite-dimensional distributions satisfying a consistency condition.

Theorem A.1.1 (Kolmogorov's extension theorem) Consider a family of probability measures

$$
\left\{\mathrm{P}_{t_{1}, \ldots, t_{n}}, t_{1}<\cdots<t_{n}, n \geq 1, t_{i} \geq 0\right\}
$$

such that:
(i) $\mathrm{P}_{t_{1}, \ldots, t_{n}}$ is a probability on $\mathbb{R}^{n}$;
(ii) (consistency condition) if $\left\{t_{k_{1}}<\cdots<t_{k_{m}}\right\} \subset\left\{t_{1}<\cdots<t_{n}\right\}$ then $\mathrm{P}_{t_{k_{1}}, \ldots, t_{k_{m}}}$ is the marginal of $\mathrm{P}_{t_{1}, \ldots, t_{n}}$, corresponding to the indexes $k_{1}, \ldots, k_{m}$.

Then there exists a real-valued stochastic process $\left(X_{t}\right)_{t \geq 0}$ defined in some
probability space $(\Omega, \mathcal{F}, P)$ which has as finite-dimensional marginal distributions the family $\left\{P_{t_{1}, \ldots, t_{n}}\right\}$.

Example A.1.2 Let $X$ and $Y$ be independent random variables. Consider the stochastic process

$$
X_{t}=t X+Y, \quad t \geq 0
$$

The sample paths of this process are lines with random coefficients. The finite-dimensional marginal distributions are given by

$$
\mathrm{P}\left(X_{t_{1}} \leq x_{1}, \ldots, X_{t_{n}} \leq x_{n}\right)=\int_{\mathbb{R}} F_{X}\left(\min _{1 \leq i \leq n} \frac{x_{i}-y}{t_{i}}\right) \mathrm{P}_{Y}(d y),
$$

where $F_{X}$ denotes the cumulative distribution function of $X$.

## A. 2 Gaussian Processes

A real-valued process $\left(X_{t}\right)_{t \geq 0}$ is called a second-order process provided that $\mathrm{E}\left(X_{t}^{2}\right)<\infty$ for all $t \geq 0$. The mean and the covariance function of a secondorder process are defined by

$$
\begin{aligned}
m_{X}(t) & =\mathrm{E}\left(X_{t}\right), \\
\Gamma_{X}(s, t) & =\operatorname{Cov}\left(X_{s}, X_{t}\right)=\mathrm{E}\left(\left(X_{s}-m_{X}(s)\right)\left(X_{t}-m_{X}(t)\right)\right.
\end{aligned}
$$

A real-valued stochastic process $\left(X_{t}\right)_{t \geq 0}$ is said to be Gaussian or normal if its finite-dimensional marginal distributions are multidimensional Gaussian laws. The mean $m_{X}(t)$ and the covariance function $\Gamma_{X}(s, t)$ of a Gaussian process determine its finite-dimensional marginal distributions. Conversely, suppose that we are given an arbitrary function $m: \mathbb{R}_{+} \rightarrow \mathbb{R}$ and a symmetric function $\Gamma: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ which is nonnegative definite; that is,

$$
\sum_{i, j=1}^{n} \Gamma\left(t_{i}, t_{j}\right) a_{i} a_{j} \geq 0
$$

for all $t_{i} \geq 0, a_{i} \in \mathbb{R}$, and $n \geq 1$. Then there exists a Gaussian process with mean $m$ and covariance function $\Gamma$. This result is an immediate consequence of Kolmogorov's extension theorem (Theorem A.1.1).

Example A.2.1 Let $X$ and $Y$ be random variables with joint Gaussian distribution. Then the process $X_{t}=t X+Y, t \geq 0$, is Gaussian with mean and covariance functions

$$
\begin{aligned}
m_{X}(t) & =t \mathrm{E}(X)+\mathrm{E}(Y) \\
\Gamma_{X}(s, t) & =s t \operatorname{Var}(X)+(s+t) \operatorname{Cov}(X, Y)+\operatorname{Var}(Y)
\end{aligned}
$$

## A. 3 Equivalent Processes

Two processes, $X, Y$, are equivalent (or $X$ is a version of $Y$ ) if, for all $t \geq 0$,

$$
\mathrm{P}\left(X_{t}=Y_{t}\right)=1
$$

Two equivalent processes may have quite different trajectories. For example, the processes $X_{t}=0$ for all $t \geq 0$ and

$$
Y_{t}= \begin{cases}0 & \text { if } \xi \neq t \\ 1 & \text { if } \xi=t\end{cases}
$$

where $\xi \geq 0$ is a continuous random variable, are equivalent because $\mathrm{P}(\xi=$ $t)=0$, but their trajectories are different.

Two processes $X$ and $Y$ are said to be indistinguishable if

$$
X_{t}(\omega)=Y_{t}(\omega)
$$

for all $t \geq 0$ and for all $\omega \in \Omega^{*}$, with $\mathrm{P}\left(\Omega^{*}\right)=1$. Two equivalent processes with right-continuous trajectories are indistinguishable.

## A. 4 Regularity of Trajectories

In order to show that a given stochastic process has continuous sample paths it is enough to have suitable estimates for the moments of the increments of the process. The following continuity criterion of Kolmogorov provides a sufficient condition of this type.

Theorem A.4.1 (Kolmogorov's continuity theorem) Suppose that $X=$ $\left(X_{t}\right)_{t \in[0, T]}$ satisfies

$$
\mathrm{E}\left(\left|X_{t}-X_{s}\right|^{\beta}\right) \leq K|t-s|^{1+\alpha},
$$

for all $s, t \in[0, T]$ and for some constants $\beta, \alpha, K>0$. Then there exists a version $\widetilde{X}$ of $X$ such that, if $\gamma<\alpha / \beta$,

$$
\left|\widetilde{X}_{t}-\widetilde{X}_{s}\right| \leq G_{\gamma}|t-s|^{\gamma}
$$

for all $s, t \in[0, T]$, where $G_{\gamma}$ is a random variable. The trajectories of $\widetilde{X}$ are Hölder continuous of order $\gamma$ for any $\gamma<\alpha / \beta$.

## A. 5 Markov Processes

A filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ is an increasing family of sub- $\sigma$-fields of $\mathcal{F}$. A process $\left(X_{t}\right)_{t \geq 0}$ is $\mathcal{F}_{t}$-adapted if $X_{t}$ is $\mathcal{F}_{t}$-measurable for all $t \geq 0$.

Definition A.5.1 An adapted process $\left(X_{t}\right)_{t \geq 0}$ is a Markov process with respect to a filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ if, for any $s \geq 0, t>0$, and any measurable and bounded (or nonnegative) function $f: \mathbb{R} \rightarrow \mathbb{R}$,

$$
\mathrm{E}\left(f\left(X_{s+t}\right) \mid \mathcal{F}_{s}\right)=\mathrm{E}\left(f\left(X_{s+t}\right) \mid X_{s}\right) \quad \text { a.s. }
$$

This implies that $\left(X_{t}\right)_{t \geq 0}$ is also an $\left(\mathcal{F}_{t}^{X}\right)_{t \geq 0}$-Markov process, where

$$
\mathcal{F}_{t}^{X}=\sigma\left\{X_{u}, 0 \leq u \leq t\right\}
$$

The finite-dimensional marginal distributions of a Markov process are characterized by the transition probabilities

$$
p(s, x, s+t, B)=\mathrm{P}\left(X_{s+t} \in B \mid X_{s}=x\right), \quad B \in \mathcal{B}(\mathbb{R})
$$

## A. 6 Stopping Times

Consider a filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ on a probability space $(\Omega, \mathcal{F}, P)$ that satisfies the following conditions:

1. if $A \in \mathcal{F}$ is such that $\mathrm{P}(A)=0$ then $A \in \mathcal{F}_{0}$;
2. the filtration is right-continuous; that is, for every $t \geq 0$,

$$
\mathcal{F}_{t}=\cap_{n \geq 1} \mathcal{F}_{t+1 / n}
$$

Definition A.6.1 A random variable $T: \Omega \rightarrow[0, \infty]$ is a stopping time with respect to this filtration if

$$
\{T \leq t\} \in \mathcal{F}_{t} \quad \text { for all } t \geq 0
$$

The basic properties of stopping times are the following.

1. $T$ is a stopping time if and only if $\{T<t\} \in \mathcal{F}_{t}$ for all $t \geq 0$.
2. $S \vee T$ and $S \wedge T$ are stopping times.
3. Given a stopping time $T$,

$$
\mathcal{F}_{T}=\left\{A: A \cap\{T \leq t\} \in \mathcal{F}_{t}, \text { for all } t \geq 0\right\}
$$

is a $\sigma$-field.
4. If $S \leq T$ then $\mathcal{F}_{S} \subset \mathcal{F}_{T}$.
5. Let $\left(X_{t}\right)_{t \geq 0}$ be a continuous and adapted process. The hitting time of a set $A \subset \mathbb{R}$ is defined by

$$
T_{A}=\inf \left\{t \geq 0: X_{t} \in A\right\}
$$

Then, whether $A$ is open or closed, $T_{A}$ is a stopping time.
6. Let $X_{t}$ be an adapted stochastic process with right-continuous paths and let $T<\infty$ be a stopping time. Then the random variable

$$
X_{T}(\omega)=X_{T(\omega)}(\omega)
$$

is $\mathcal{F}_{T}$-measurable.

## A. 7 Martingales

Definition A.7.1 An adapted process $M=\left(M_{t}\right)_{t \geq 0}$ is called a martingale with respect to a filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ if
(i) for all $t \geq 0, \mathrm{E}\left(\left|M_{t}\right|\right)<\infty$,
(ii) for each $s \leq t, \mathrm{E}\left(M_{t} \mid \mathcal{F}_{s}\right)=M_{s}$.

Property (ii) can also be written as:

$$
\mathrm{E}\left(M_{t}-M_{s} \mid \mathcal{F}_{s}\right)=0
$$

The process $M_{t}$ is a supermartingale (or submartingale) if property (ii) is replaced by $\mathrm{E}\left(M_{t} \mid \mathcal{F}_{s}\right) \leq M_{s}\left(\right.$ or $\left.\mathrm{E}\left(M_{t} \mid \mathcal{F}_{s}\right) \geq M_{s}\right)$.

The basic properties of martingales are the following.

1. For any integrable random variable $X,\left(\mathrm{E}\left(X \mid \mathscr{F}_{t}\right)\right)_{t \geq 0}$ is a martingale.
2. If $M_{t}$ is a submartingale then $t \rightarrow \mathrm{E}\left(M_{t}\right)$ is nondecreasing.
3. If $M_{t}$ is a martingale and $\varphi$ is a convex function such that $\mathrm{E}\left(\left|\varphi\left(M_{t}\right)\right|\right)<\infty$ for all $t \geq 0$ then $\varphi\left(M_{t}\right)$ is a submartingale. In particular, if $M_{t}$ is a martingale such that $\mathrm{E}\left(\left|M_{t}\right|^{p}\right)<\infty$, for all $t \geq 0$ and for some $p \geq 1$, then $\left|M_{t}\right|^{p}$ is a submartingale.

An adapted process $\left(M_{t}\right)_{t \geq 0}$ is called a local martingale if there exists a sequence of stopping times $\tau_{n} \uparrow \infty$ such that, for each $n \geq 1,\left(M_{t \wedge \tau_{n}}\right)_{t \geq 0}$ is a martingale.

The next result defines the quadratic variation of a local martingale.
Theorem A.7.2 Let $\left(M_{t}\right)_{t \geq 0}$ be a continuous local martingale such that $M_{0}=0$. Let $\pi=\left\{0=t_{0}<t_{1}<\cdots<t_{n}=t\right\}$ be a partition of the interval $[0, t]$. Then, as $|\pi| \rightarrow 0$, we have

$$
\sum_{j=0}^{n-1}\left(M_{t_{j+1}}-M_{t_{j}}\right)^{2} \xrightarrow{\mathrm{P}}\langle M\rangle_{t}
$$

where the process $\left(\langle M\rangle_{t}\right)_{t \geq 0}$ is called the quadratic variation of the local martingale. Moreover, if $\left(M_{t}\right)_{t \geq 0}$ is a martingale then the convergence holds in $L^{1}(\Omega)$.

The quadratic variation is the unique continuous and increasing process satisfying $\langle M\rangle_{0}=0$, and the process

$$
M_{t}^{2}-\langle M\rangle_{t}
$$

is a local martingale.
Definition A.7.3 Let $\left(M_{t}\right)_{t \geq 0}$ and $\left(N_{t}\right)_{t \geq 0}$ be two continuous local martingales such that $M_{0}=N_{0}=0$. We define the quadratic covariation of the two local martingales as the process $\left(\langle M, N\rangle_{t}\right)_{t \geq 0}$ defined as

$$
\langle M, N\rangle_{t}=\frac{1}{4}\left(\langle M+N\rangle_{t}-\langle M-N\rangle_{t}\right)
$$

Theorem A. 7.4 (Optional stopping theorem) Suppose that $\left(M_{t}\right)_{t \geq 0}$ is a continuous martingale and let $S \leq T \leq K$ be two bounded stopping times. Then

$$
\mathrm{E}\left(M_{T} \mid \mathcal{F}_{S}\right)=M_{S}
$$

This theorem implies that $\mathrm{E}\left(M_{T}\right)=\mathrm{E}\left(M_{S}\right)$. In the submartingale case we have $\mathrm{E}\left(M_{T} \mid \mathcal{F}_{S}\right) \geq M_{S}$. As a consequence, if $T$ is a bounded stopping time and $\left(M_{t}\right)_{t \geq 0}$ is a (sub)martingale then the process $\left(M_{t \wedge T}\right)_{t \geq 0}$ is also a (sub)martingale.

Theorem A. 7.5 (Doob's maximal inequalities) Let $\left(M_{t}\right)_{t \in[0, T]}$ be a continuous local martingale such that $\mathrm{E}\left(\left|M_{T}\right|^{p}\right)<\infty$ for some $p \geq 1$. Then, for all $\lambda>0$, we have

$$
\begin{equation*}
\mathrm{P}\left(\sup _{0 \leq t \leq T}\left|M_{t}\right|>\lambda\right) \leq \frac{1}{\lambda^{p}} \mathrm{E}\left(\left|M_{T}\right|^{p}\right) . \tag{A.1}
\end{equation*}
$$

If $p>1$ then

$$
\begin{equation*}
\mathrm{E}\left(\sup _{0 \leq t \leq T}\left|M_{t}\right|^{p}\right) \leq\left(\frac{p}{p-1}\right)^{p} \mathrm{E}\left(\left|M_{T}\right|^{p}\right) \tag{A.2}
\end{equation*}
$$

Theorem A.7.6 (Burkholder-David-Gundy inequality) Let $\left(M_{t}\right)_{t \in[0, T]}$ be a continuous local martingale such that $\mathrm{E}\left(\left|M_{T}\right|^{p}\right)<\infty$ for some $p>0$. Then there exist constants $c(p)<C(p)$ such that

$$
c(p) \mathrm{E}\left(\langle M\rangle_{T}^{p / 2}\right) \leq \mathrm{E}\left(\sup _{0 \leq t \leq T}\left|M_{t}\right|^{p}\right) \leq C(p) \mathrm{E}\left(\langle M\rangle_{T}^{p / 2}\right)
$$

Moreover, if $\left(M_{t}\right)_{t \in[0, T]}$ is a continuous local martingale, with values in a separable Hilbert space $H$, such that $\mathrm{E}\left(\left|M_{T}\right|^{p}\right)<\infty$ for some $p>0$ then

$$
\begin{equation*}
\mathrm{E}\left(\left\|M_{t}\right\|_{H}^{p}\right) \leq c_{p} \mathrm{E}\left(\langle M\rangle_{T}^{p / 2}\right) \tag{A.3}
\end{equation*}
$$

where

$$
\langle M\rangle_{T}=\sum_{i=1}^{\infty}\left\langle\left\langle M, e_{i}\right\rangle_{H}\right\rangle_{T},
$$

with $\left\{e_{i}, i \geq 1\right\}$ a complete orthonormal system in $H$.
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## Index

absolute continuity
Bouleau and Hirsch's criterion, 108
in $\mathbb{R}^{m}, 110$
in dimension one, 106, 211, 213
under Lipschitz coefficients, 122
adapted process, 223
Black-Scholes model, 97
Brownian motion, 1
hitting time, 12
law of the iterated logarithm, 6
local time, 36
self-intersection, 91
modulus of continuity, 5
multidimensional, 2
quadratic variaton, 6
reflection principle, 14
strong Markov property, 14
Brownian sheet, 8
Burkholder-David-Gundy inequality, 26, 226
chain rule, 54, 186, 206
Clark-Ocone formula, 87
for jump processes, 192
closable operator, 53, 55, 205
contraction, 64, 176
density
existence of, 217
formula, 106
Bally-Caramellino, 112
log-likelihood, 116
multidimensional, 110
Nourdin-Viens, 84
smoothness of, 110, 124
derivative operator, 51, 182, 202
directional, 69, 208
iterated, 55
distance
Kolmogorov, 133
total variation, 133
Wasserstein, 133
divergence operator, 52, 187
domain, 55, 187
Doob's maximal inequalities, 25, 226
duality formula, 52, 55, 187
Fokker-Planck equation, 124
fourth-moment theorem, 140
for Poisson random measures, 199
multidimensional, 141
fractional Brownian motion, 59, 146
self-intersection local time, 100
Gaussian process, 58, 222
Girsanov's theorem, 44, 174
Hörmander's condition, 124
Hörmander's theorem, 124
Hermite polynomials, 64
hypercontractivity property, 75
integration-by-parts formula, 39, 83, 109, 114, 201, 203, 209
isonormal Gaussian process, 57
Itô process, 30
multidimensional, 38
Itô's formula, 31, 169
multidimensional, 38
Itô-Lévy process, 169
Kolmogorov's continuity theorem, 223
Kolmogorov's extension theorem, 221
Lévy process, 158
Lévy-Khintchine representation, 158
Leibnitz rule, 62
Lie bracket, 123
Malliavin matrix, 108
Markov process, 10, 224
martingale, 11, 225
local, 225
quadratic variation, 225
martingale, continued representation theorem, 43, 173
Mehler's formula, 74
Meyer's inequality, 82
nondegenerate random vector, 108
Norris's lemma, 126
Novikov's condition, 45
optional stopping theorem, 226
Ornstein-Uhlenbeck
generator, 78, 191
process, 80
semigroup, 74, 191
Poisson process, 159
compound, 159
Poisson random measure, 160
compensated, 160
Poisson space, 162
progressively measurable process, 19
separating class, 133
Sobolev seminorm, 54, 183, 205, 213
Hölder's inequality, 55
iterated, 55
Sobolev space, 54, 182, 205, 213
iterated, 55
Stein's equation, 132
solution, 132
Stein's lemma, 131
stochastic differential equation
definition, 118
existence and uniqueness of solution, 118
in Stratonovich sense, 124
with jumps, 213
stochastic integral, 18
backward, 41
indefinite, 22
isometry property, 20
martingale property, 23
multiple, 63, 175
product formula, 64
representation theorem, 42, 172
with respect to a jump measure, 164
Stratonovich integral, 40
Stroock's formula, 66
support of the law, 105
symmetrization, 63, 175
Tanaka's formula, 36
white noise, 8,58
Wiener chaos expansion, 63, 65, 177
derivative of, 66
orthogonal projection onto, 76
Wiener integral, 7
Wiener measure, 9
Wiener space, 9

