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To our families

## Preface

This book has been designed for a final year undergraduate course in stochastic processes. It will also be suitable for mathematics undergraduates and others with interest in probability and stochastic processes, who wish to study on their own.

The main prerequisite is probability theory: probability measures, random variables, expectation, independence, conditional probability, and the laws of large numbers. The only other prerequisite is calculus. This covers limits, series, the notion of continuity, differentiation and the Riemann integral. Familiarity with the Lebesgue integral would be a bonus. A certain level of fundamental mathematical experience, such as elementary set theory, is assumed implicitly.

Throughout the book the exposition is interlaced with numerous exercises, which form an integral part of the course. Complete solutions are provided at the end of each chapter. Also, each exercise is accompanied by a hint to guide the reader in an informal manner. This feature will be particularly useful for self-study and may be of help in tutorials. It also presents a challenge for the lecturer to involve the students as active participants in the course.

A brief introduction to probability is presented in the first chapter. This is mainly to fix terminology and notation, and to provide a survey of the results which will be required later on. However, conditional expectation is treated in detail in the second chapter, including exercises designed to develop the necessary skills and intuition. The reader is strongly encouraged to work through them prior to embarking on the rest of this course. This is because conditional expectation is a key tool for stochastic processes, which often presents some difficulty to the beginner.

Chapter 3 is about martingales in discrete time. We study the basic properties, but also some more advanced ones like stopping times and the Optional

Doob's inequalities and convergence results. Chapter 5 is devoted to timehomogenous Markov chains with emphasis on their ergodic properties. Some important results are presented without proof, but with a lot of applications. However, Markov chains with a finite state space are treated in full detail. Chapter 6 deals with stochastic processes in continuous time. Much emphasis is put on two important examples, the Poisson and Wiener processes. Various properties of these are presented, including the behaviour of sample paths and the Doob maximal inequality. The last chapter is devoted to the Itô stochastic integral. This is carefully introduced and explained. We prove a stochastic version of the chain rule known as the Itô formula, and conclude with examples and the theory of stochastic differential equations.

It is a pleasure to thank Andrew Carroll for his careful reading of the final draft of this book. His many comments and suggestions have been invaluable to us. We are also indebted to our students who took the Stochastic Analysis course at the University of Hull. Their feedback was instrumental in our choice of the topics covered and in adjusting the level of exercises to make them challenging yet accessible enough to final year undergraduates.

As this book is going into its 3rd printing, we would like to thank our students and readers for their support and feedback. In particular, we wish to express our gratitude to Iaonnis Emmanouil of the University of Athens and to Brett T. Reynolds and Chris N. Reynolds of the University of Wales in Swansea for their extensive and meticulous lists of remarks and valuable suggestions, which helped us to improve the current version of Basic Stochastic

## Processes.

We would greatly appreciate further feedback from our readers, who are invited to visit the Web Page http://www.hull.ac.uk/php/mastz/bsp.html for more information and to check the latest corrections in the book.

Zdzisław Brzeźniak and Tomasz Zastawniak
Kingston upon Hull, June 2000
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## 1

## Review of Probability

In this chapter we shall recall some basic notions and facts from probability theory. Here is a short list of what needs to be reviewed:

1) Probability spaces, $\sigma$-fields and measures;
2) Random variables and their distributions;
3) Expectation and variance;
4) The $\sigma$-field generated by a random variable;
5) Independence, conditional probability.

The reader is advised to consult a book on probability for more information.

### 1.1 Events and Probability

## Definition 1.1

Let $\Omega$ be a non-empty set. A $\sigma$-field $\mathcal{F}$ on $\Omega$ is a family of subsets of $\Omega$ such that

1) the empty set $\emptyset$ belongs to $\mathcal{F}$;
2) if $A$ belongs to $\mathcal{F}$, then so does the complement $\Omega \backslash A$;
3) if $A_{1}, A_{2}, \ldots$ is a sequence of sets in $\mathcal{F}$, then their union $A_{1} \cup A_{2} \cup \cdots$ also belongs to $\mathcal{F}$.

## Example 1.1

Throughout this course $\mathbb{R}$ will denote the set of real numbers. The family of Borel sets $\mathcal{F}=\mathcal{B}(\mathbb{R})$ is a $\sigma$-field on $\mathbb{R}$. We recall that $\mathcal{B}(\mathbb{R})$ is the smallest $\sigma$-field containing all intervals in $\mathbb{R}$.

## Definition 1.2

Let $\mathcal{F}$ be a $\sigma$-field on $\Omega$. A probability measure $P$ is a function

$$
P: \mathcal{F} \rightarrow[0,1]
$$

such that

1) $P(\Omega)=1$;
2) if $A_{1}, A_{2}, \ldots$ are pairwise disjoint sets (that is, $A_{i} \cap A_{j}=\emptyset$ for $i \neq j$ ) belonging to $\mathcal{F}$, then

$$
P\left(A_{1} \cup A_{2} \cup \cdots\right)=P\left(A_{1}\right)+P\left(A_{2}\right)+\cdots
$$

The triple $(\Omega, \mathcal{F}, P)$ is called a probability space. The sets belonging to $\mathcal{F}$ are called events. An event $A$ is said to occur almost surely (a.s.) whenever $P(A)=1$.

## Example 1.2

We take the unit interval $\Omega=[0,1]$ with the $\sigma$-field $\mathcal{F}=\mathcal{B}([0,1])$ of Borel sets $B \subset[0,1]$, and Lebesgue measure $P=\operatorname{Leb}$ on $[0,1]$. Then $(\Omega, \mathcal{F}, P)$ is a probability space. Recall that Leb is the unique measure defined on Borel sets such that

$$
\operatorname{Leb}[a, b]=b-a
$$

for any interval $[a, b]$. (In fact Leb can be extended to a larger $\sigma$-field, but we shall need Borel sets only.)

## Exercise 1.1

Show that if $A_{1}, A_{2}, \ldots$ is an expanding sequence of events, that is,

$$
A_{1} \subset A_{2} \subset \cdots
$$

then

$$
P\left(A_{1} \cup A_{2} \cup \cdots\right)=\lim _{n \rightarrow \infty} P\left(A_{n}\right)
$$

Similarly, if $A_{1}, A_{2}, \ldots$ is a contracting sequence of events, that is,

$$
A_{1} \supset A_{2} \supset \cdots,
$$

then

$$
P\left(A_{1} \cap A_{2} \cap \cdots\right)=\lim _{n \rightarrow \infty} P\left(A_{n}\right)
$$

Hint Write $A_{1} \cup A_{2} \cup \cdots$ as the union of a sequence of disjoint events: start with $A_{1}$, then add a disjoint set to obtain $A_{1} \cup A_{2}$, then add a disjoint set again to obtain $A_{1} \cup A_{2} \cup A_{3}$, and so on. Now that you have a sequence of disjoint sets, you can use the definition of a probability measure. To deal with the product $A_{1} \cap A_{2} \cap \cdots$ write it as a union of some events with the aid of De Morgan's law.

## Lemma 1.1 (Borel-Cantelli)

Let $A_{1}, A_{2}, \ldots$ be a sequence of events such that $P\left(A_{1}\right)+P\left(A_{2}\right)+\cdots<\infty$ and let $B_{n}=A_{n} \cup A_{n+1} \cup \cdots$. Then $P\left(B_{1} \cap B_{2} \cap \cdots\right)=0$.

## Exercise 1.2

Prove the Borel-Cantelli lemma above.
Hint $B_{1}, B_{2}, \ldots$ is a contracting sequence of events.

### 1.2 Random Variables

## Definition 1.3

If $\mathcal{F}$ is a $\sigma$-field on $\Omega$, then a function $\xi: \Omega \rightarrow \mathbb{R}$ is said to be $\mathcal{F}$-measurable if

$$
\{\xi \in B\} \in \mathcal{F}
$$

for every Borel set $B \in \mathcal{B}(\mathbb{R})$. If $(\Omega, \mathcal{F}, P)$ is a probability space, then such a function $\xi$ is called a random variable.

## Remark 1.1

A short-hand notation for events such as $\{\xi \in B\}$ will be used to avoid clutter.
To be precise, we should write

$$
\{\omega \in \Omega: \varepsilon(\omega) \in B\}
$$

in place of $\{\xi \in B\}$. Incidentally, $\{\xi \in B\}$ is just a convenient way of writing the inverse image $\xi^{-1}(B)$ of a set.

## Definition 1.4

The $\sigma$-field $\sigma(\xi)$ generated by a random variable $\xi: \Omega \rightarrow \mathbb{R}$ consists of all sets of the form $\{\xi \in B\}$, where $B$ is a Borel set in $\mathbb{R}$.

## Definition 1.5

The $\sigma$-field $\sigma\left\{\xi_{i}: i \in I\right\}$ generated by a family $\left\{\xi_{i}: i \in I\right\}$ of random variables is defined to be the smallest $\sigma$-field containing all events of the form $\left\{\xi_{i} \in B\right\}$, where $B$ is a Borel set in $\mathbb{R}$ and $i \in I$.

## Exercise 1.3

We call $f: \mathbb{R} \rightarrow \mathbb{R}$ a Borel function if the inverse image $f^{-1}(B)$ of any Borel set $B$ in $\mathbb{R}$ is a Borel set. Show that if $f$ is a Borel function and $\xi$ is a random variable, then the composition $f(\xi)$ is $\sigma(\xi)$-measurable.

Hint Consider the event $\{f(\xi) \in B\}$, where $B$ is an arbitrary Borel set. Can this event be written as $\{\xi \in A\}$ for some Borel set $A$ ?

## Lemma 1.2 (Doob-Dynkin)

Let $\xi$ be a random variable. Then each $\sigma(\xi)$-measurable random variable $\eta$ can be written as

$$
\eta=f(\xi)
$$

for some Borel function $f: \mathbb{R} \rightarrow \mathbb{R}$.

The proof of this highly non-trivial result will be omitted.

## Definition 1.6

Every random variable $\xi: \Omega \rightarrow \mathbb{R}$ gives rise to a probability measure

$$
P_{\xi}(B)=P\{\xi \in B\}
$$

on $\mathbb{R}$ defined on the $\sigma$-field of Borel sets $B \in \mathcal{B}(\mathbb{R})$. We call $P_{\xi}$ the distribution of $\xi$. The function $F_{\xi}: \mathbb{R} \rightarrow[0,1]$ defined by

$$
F_{\xi}(x)=P\{\xi \leq x\}
$$

## Exercise 1.4

Show that the distribution function $F_{\xi}$ is non-decreasing, right-continuous, and

$$
\lim _{x \rightarrow-\infty} F_{\xi}(x)=0, \quad \lim _{x \rightarrow+\infty} F_{\xi}(x)=1
$$

Hint For example, to verify right-continuity show that $F_{\xi}\left(x_{n}\right) \rightarrow F_{\xi}(x)$ for any decreasing sequence $x_{n}$ such that $x_{n} \rightarrow x$. You may find the results of Exercise 1.1 useful.

## Definition 1.7

If there is a Borel function $f_{\xi}: \mathbb{R} \rightarrow \mathbb{R}$ such that for any Borel set $B \subset \mathbb{R}$

$$
P\{\xi \in B\}=\int_{B} f_{\xi}(x) d x
$$

then $\xi$ is said to be a random variable with absolutely continuous distribution and $f_{\xi}$ is called the density of $\xi$. If there is a (finite or infinite) sequence of pairwise distinct real numbers $x_{1}, x_{2}, \ldots$ such that for any Borel set $B \subset \mathbb{R}$

$$
P\{\xi \in B\}=\sum_{x_{i} \in B} P\left\{\xi=x_{i}\right\}
$$

then $\xi$ is said to have discrete distribution with values $x_{1}, x_{2}, \ldots$ and mass $P\left\{\xi=x_{i}\right\}$ at $x_{i}$.

## Exercise 1.5

Suppose that $\xi$ has continuous distribution with density $f_{\xi}$. Show that

$$
\frac{d}{d x} F_{\xi}(x)=f_{\xi}(x)
$$

if $f_{\xi}$ is continuous at $x$.
Hint Express $F_{\xi}(x)$ as an integral of $f_{\xi}$.

## Exercise 1.6

Show that if $\xi$ has discrete distribution with values $x_{1}, x_{2}, \ldots$, then $F_{\xi}$ is constant on each interval ( $s, t]$ not containing any of the $x_{i}$ 's and has jumps of size $P\left\{\xi=x_{i}\right\}$ at each $x_{i}$.

Hint The increment $F_{\xi}(t)-F_{\xi}(s)$ is equal to the total mass of the $x_{i}$ 's that belong to the interval $[s, t)$.

## Jefinition 1.8

The joint distribution of several random variables $\xi_{1}, \ldots, \xi_{n}$ is a probability neasure $P_{\xi_{1}, \ldots, \xi_{n}}$ on $\mathbb{R}^{n}$ such that

$$
P_{\xi_{1}, \ldots, \xi_{n}}(B)=P\left\{\left(\xi_{1}, \ldots, \xi_{n}\right) \in B\right\}
$$

or any Borel set $B$ in $\mathbb{R}^{n}$. If there is a Borel function $f_{\xi_{1}, \ldots, \xi_{n}}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ such ihat

$$
P\left\{\left(\xi_{1}, \ldots, \xi_{n}\right) \in B\right\}=\int_{B} f_{\xi_{1}, \ldots, \xi_{n}}\left(x_{1}, \ldots, x_{n}\right) d x_{1} \cdots d x_{n}
$$

or any Borel set $B$ in $\mathbb{R}^{n}$, then $f_{\xi_{1}, \ldots, \xi_{n}}$ is called the joint density of $\xi_{1}, \ldots, \xi_{n}$.

## Jefinition 1.9

1 random variable $\xi: \Omega \rightarrow \mathbb{R}$ is said to be integrable if

$$
\int_{\Omega}|\xi| d P<\infty
$$

「hen

$$
E(\xi)=\int_{\Omega} \xi d P
$$

xists and is called the expectation of $\xi$. The family of integrable random varitbles $\xi: \Omega \rightarrow \mathbb{R}$ will be denoted by $L^{1}$ or, in case of possible ambiguity, by ${ }^{1}(\Omega, \mathcal{F}, P)$.

## Example 1.3

[he indicator function $1_{A}$ of a set $A$ is equal to 1 on $A$ and 0 on the complement $2 \backslash A$ of $A$. For any event $A$

$$
E\left(1_{A}\right)=\int_{\Omega} 1_{A} d P=P(A)
$$

Ne say that $\eta: \Omega \rightarrow \mathbb{R}$ is a step function if

$$
\eta=\sum_{i=1}^{n} \eta_{i} 1_{A_{i}}
$$

vhere $\eta_{1}, \ldots, \eta_{n}$ are real numbers and $A_{1}, \ldots, A_{n}$ are pairwise disjoint events.「hen

$$
E(\eta)=\int_{\Omega} \eta d P=\sum_{i=1}^{n} \eta_{i} \int_{\Omega} 1_{A_{i}} d P=\sum_{i=1}^{n} \eta_{i} P\left(A_{i}\right)
$$

## Exercise 1.7

Show that for any Borel function $h: \mathbb{R} \rightarrow \mathbb{R}$ such that $h(\xi)$ is integrable

$$
E(h(\xi))=\int_{\mathbb{R}} h(x) d P_{\xi}(x) .
$$

Hint First verify the equality for step functions $h: \mathbb{R} \rightarrow \mathbb{R}$, then for non-negative ones by approximating them by step functions, and finally for arbitrary Borel functions by splitting them into positive and negative parts.

In particular, Exercise 1.7 implies that if $\xi$ has an absolutely continuous distribution with density $f_{\xi}$, then

$$
E(h(\xi))=\int_{-\infty}^{+\infty} h(x) f_{\xi}(x) d x
$$

If $\xi$ has a discrete distribution with (finitely or infinitely many) pairwise distinct values $x_{1}, x_{2}, \ldots$, then

$$
E(h(\xi))=\sum_{i} h\left(x_{i}\right) P\left\{\xi=x_{i}\right\}
$$

## Definition 1.10

A random variable $\xi: \Omega \rightarrow \mathbb{R}$ is called square integrable if

$$
\int_{\Omega}|\xi|^{2} d P<\infty
$$

Then the variance of $\xi$ can be defined by

$$
\operatorname{var}(\xi)=\int_{\Omega}(\xi-E(\xi))^{2} d P
$$

The family of square integrable random variables $\xi: \Omega \rightarrow \mathbb{R}$ will be denoted by $L^{2}(\Omega, \mathcal{F}, P)$ or, if no ambiguity is possible, simply by $L^{2}$.

## Remark 1.2

The result in Exercise 1.8 below shows that we may write $E(\xi)$ in the definition of variance.

## Exercise 1.8

Show that if $\xi$ is a square integrable random variable, then it is integrable.

Hint Use the Schwarz inequality

$$
\begin{equation*}
[E(\xi \eta)]^{2} \leq E\left(\xi^{2}\right) E\left(\eta^{2}\right) \tag{1.1}
\end{equation*}
$$

with an appropriately chosen $\eta$.

## Exercise 1.9

Show that if $\eta: \Omega \rightarrow[0, \infty)$ is a non-negative square integrable random variable, then

$$
E\left(\eta^{2}\right)=2 \int_{0}^{\infty} t P(\eta>t) d t
$$

Hint Express $E\left(\eta^{2}\right)$ in terms of the distribution function $F_{\eta}(t)$ of $\eta$ and then integrate by parts.

### 1.3 Conditional Probability and Independence

## Definition 1.11

For any events $A, B \in \mathcal{F}$ such that $P(B) \neq 0$ the conditional probability of $A$ given $B$ is defined by

$$
P(A \mid B)=\frac{P(A \cap B)}{P(B)}
$$

## Exercise 1.10

Prove the total probability formula

$$
P(A)=P\left(A \mid B_{1}\right) P\left(B_{1}\right)+P\left(A \mid B_{2}\right) P\left(B_{2}\right)+\cdots
$$

for any event $A \in \mathcal{F}$ and any sequence of pairwise disjoint events $B_{1}, B_{2}, \ldots \in \mathcal{F}$ such that $B_{1} \cup B_{2} \cup \cdots=\Omega$ and $P\left(B_{n}\right) \neq 0$ for any $n$.

Hint $A=\left(A \cap B_{1}\right) \cup\left(A \cap B_{2}\right) \cup \cdots$.

## Definition 1.12

Two events $A, B \in \mathcal{F}$ are called independent if

$$
P(A \cap B)=P(A) P(B)
$$

In general, we say that $n$ events $A_{1}, \ldots, A_{n} \in \mathcal{F}$ are independent if

$$
P\left(A_{i_{1}} \cap A_{i_{2}} \cap \cdots \cap A_{i_{k}}\right)=P\left(A_{i_{i}}\right) P\left(A_{i_{2}}\right) \cdots P\left(A_{i_{k}}\right)
$$

for any indices $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n$.

## Exercise 1.11

Let $P(B) \neq 0$. Show that $A$ and $B$ are independent events if and only if $P(A \mid B)=P(A)$.

Hint If $P(B) \neq 0$, then you can divide by it.

## Definition 1.13

Two random variables $\xi$ and $\eta$ are called independent if for any Borel sets $A, B \in \mathcal{B}(\mathbb{R})$ the two events

$$
\{\xi \in A\} \quad \text { and } \quad\{\eta \in B\}
$$

are independent. We say that $n$ random variables $\xi_{1}, \ldots, \xi_{n}$ are independent if for any Borel sets $B_{1}, \ldots, B_{n} \in \mathcal{B}(\mathbb{R})$ the events

$$
\left\{\xi_{1} \in B_{1}\right\}, \ldots,\left\{\xi_{n} \in B_{n}\right\}
$$

are independent. In general, a (finite or infinite) family of random variables is said to be independent if any finite number of random variables from this family are independent.

## Proposition 1.1

If two integrable random variables $\xi, \eta: \Omega \rightarrow \mathbb{R}$ are independent, then they are uncorrelated, i.e.

$$
E(\xi \eta)=E(\xi) E(\eta)
$$

provided that the product $\xi \eta$ is also integrable. If $\xi_{1}, \ldots, \xi_{n}: \Omega \rightarrow \mathbb{R}$ are independent integrable random variables, then

$$
E\left(\xi_{1} \xi_{2} \cdots \xi_{n}\right)=E\left(\xi_{1}\right) E\left(\xi_{2}\right) \cdots E\left(\xi_{n}\right)
$$

provided that the product $\xi_{1} \xi_{2} \cdots \xi_{n}$ is also integrable.

## Definition 1.14

Two $\sigma$-fields $\mathcal{G}$ and $\mathcal{H}$ contained in $\mathcal{F}$ are called independent if any two events

$$
A \in \mathcal{G} \quad \text { and } \quad B \in \mathcal{H}
$$

are independent. Similarly, any finite number of $\sigma$-fields $\mathcal{G}_{1}, \ldots, \mathcal{G}_{n}$ contained in $\mathcal{F}$ are independent if any $n$ events

$$
A_{1} \in \mathcal{G}_{1}, \ldots, A_{n} \in \mathcal{G}_{n}
$$

are independent. In general, a (finite or infinite) family of $\sigma$-fields is said to be independent if any finite number of them are independent.

## Exercise 1.12

Show that two random variables $\xi$ and $\eta$ are independent if and only if the $\sigma$-fields $\sigma(\xi)$ and $\sigma(\eta)$ generated by them are independent.

Hint The events in $\sigma(\xi)$ and $\sigma(\eta)$ are of the form $\{\xi \in A\}$, and $\{\eta \in B\}$, where $A$ and $B$ are Borel sets.

Sometimes it is convenient to talk of independence for a combination of random variables and $\sigma$-fields.

Definition 1.15
We say that a random variable $\xi$ is independent of a $\sigma$-field $\mathcal{G}$ if the $\sigma$-fields

$$
\sigma(\xi) \quad \text { and } \quad \mathcal{G}
$$

are independent. This can be extended to any (finite or infinite) family consisting of random variables or $\sigma$-fields or a combination of them both. Namely, such a family is called independent if for any finite number of random variables $\xi_{1}, \ldots, \xi_{m}$ and $\sigma$-fields $\mathcal{G}_{1}, \ldots, \mathcal{G}_{n}$ from this family the $\sigma$-fields

$$
\sigma\left(\xi_{1}\right), \ldots, \sigma\left(\xi_{m}\right), \mathcal{G}_{1}, \ldots, \mathcal{G}_{n}
$$

are independent.

### 1.4 Solutions

## Solution 1.1

If $A_{1} \subset A_{2} \subset \cdots$, then

$$
A_{1} \cup A_{2} \cup \cdots=A_{1} \cup\left(A_{2} \backslash A_{1}\right) \cup\left(A_{3} \backslash A_{2}\right) \cup \cdots,
$$

where the sets $A_{1}, A_{2} \backslash A_{1}, A_{3} \backslash A_{2}, \ldots$ are pairwise disjoint. Therefore, by the definition of probability measure

$$
\begin{aligned}
P\left(A_{1} \cup A_{2} \cup \cdots\right) & =P\left(A_{1} \cup\left(A_{2} \backslash A_{1}\right) \cup\left(A_{3} \backslash A_{2}\right) \cup \cdots\right) \\
& =P\left(A_{1}\right)+P\left(A_{2} \backslash A_{1}\right)+P\left(A_{3} \backslash A_{2}\right)+\cdots \\
& =\lim _{n \rightarrow \infty} P\left(A_{n}\right) .
\end{aligned}
$$

The last equality holds because the partial sums in the series above are

$$
\begin{aligned}
P\left(A_{1}\right)+P\left(A_{2} \backslash A_{1}\right)+\cdots+P\left(A_{n} \backslash A_{n-1}\right) & =P\left(A_{1} \cup \cdots \cup A_{n}\right) \\
& =P\left(A_{n}\right) .
\end{aligned}
$$

If $A_{1} \supset A_{2} \supset \cdots$, then the equality

$$
P\left(A_{1} \cap A_{2} \cap \cdots\right)=\lim _{n \rightarrow \infty} P\left(A_{n}\right)
$$

follows by taking the complements of $A_{n}$ and applying De Morgan's law

$$
\Omega \backslash\left(A_{1} \cap A_{2} \cap \cdots\right)=\left(\Omega \backslash A_{1}\right) \cup\left(\Omega \backslash A_{2}\right) \cup \cdots .
$$

## Solution 1.2

Since $B_{n}$ is a contracting sequence of events, the results of Exercise 1.1 imply that

$$
\begin{aligned}
P\left(B_{1} \cap B_{2} \cap \cdots\right) & =\lim _{n \rightarrow \infty} P\left(B_{n}\right) \\
& =\lim _{n \rightarrow \infty} P\left(A_{n} \cup A_{n+1} \cup \cdots\right) \\
& \leq \lim _{n \rightarrow \infty}\left(P\left(A_{n}\right)+P\left(A_{n+1}\right)+\cdots\right) \\
& =0 .
\end{aligned}
$$

The last equality holds because the series $\sum_{n=1}^{\infty} P\left(A_{n}\right)$ is convergent. The inequality above holds by the subadditivity property

$$
P\left(A_{n} \cup A_{n+1} \cup \cdots\right) \leq P\left(A_{n}\right)+P\left(A_{n+1}\right)+\cdots
$$

It follows that $P\left(B_{1} \cap B_{2} \cap \cdots\right)=0$.

## Solution 1.3

If $B$ is a Borel set in $\mathbb{R}$ and $f: \mathbb{R} \rightarrow \mathbb{R}$ is a Borel function, then $f^{-1}(B)$ is also a Borel set. Therefore

$$
\{f(\xi) \in B\}=\left\{\xi \in f^{-1}(B)\right\}
$$

belongs to the $\sigma$-field $\sigma(\xi)$ generated by $\xi$. It follows that the composition $f(\xi)$ is $\sigma(\xi)$-meacurahle

## Solution 1.4

If $x \leq y$, then $\{\xi \leq x\} \subset\{\xi \leq y\}$, so

$$
F_{\xi}(x)=P\{\xi \leq x\} \leq P\{\xi \leq y\}=F_{\xi}(y)
$$

This means that $F_{\xi}$ is non-decreasing.
Next, we take any sequence $x_{1} \geq x_{2} \geq \cdots$ and put

$$
\lim _{n \rightarrow \infty} x_{n}=x
$$

Then the events

$$
\left\{\xi \leq x_{1}\right\} \supset\left\{\xi \leq x_{2}\right\} \supset \cdots
$$

form a contracting sequence with intersection

$$
\{\xi \leq x\}=\left\{\xi \leq x_{1}\right\} \cap\left\{\xi \leq x_{2}\right\} \cap \cdots
$$

It follows by Exercise 1.1 that

$$
F_{\xi}(x)=P\{\xi \leq x\}=\lim _{n \rightarrow \infty} P\left\{\xi \leq x_{n}\right\}=\lim _{n \rightarrow \infty} F_{\xi}\left(x_{n}\right)
$$

This proves that $F_{\xi}$ is right-continuous.
Since the events

$$
\{\xi \leq-1\} \supset\{\xi \leq-2\} \supset \cdots
$$

form a contracting sequence with intersection $\emptyset$ and

$$
\{\xi \leq 1\} \subset\{\xi \leq 2\} \subset \cdots
$$

form an expanding sequence with union $\Omega$, it follows by Exercise 1.1 that

$$
\begin{gathered}
\lim _{x \rightarrow-\infty} F_{\xi}(x)=\lim _{n \rightarrow \infty} F_{\xi}(-n)=\lim _{n \rightarrow \infty} P\{\xi \leq-n\}=P(\emptyset)=0 \\
\lim _{x \rightarrow \infty} F_{\xi}(x)=\lim _{n \rightarrow \infty} F_{\xi}(n)=\lim _{n \rightarrow \infty} P\{\xi \leq n\}=P(\Omega)=1
\end{gathered}
$$

since $F_{\xi}$ is non-decreasing.

## Solution 1.5

If $\xi$ has a density $f_{\xi}$, then the distribution function $F_{\xi}$ can be written as

$$
F_{\xi}(x)=P\{\xi \leq x\}=\int_{-\infty}^{x} f_{\xi}(y) d y
$$

Therefore, if $f_{\xi}$ is continuous at $x$, then $F_{\xi}$ is differentiable at $x$ and

$$
\frac{d}{d r} F_{\xi}(x)=f_{\xi}(x)
$$

## Solution 1.6

If $s<t$ are real numbers such that $x_{i} \notin(s, t]$ for any $i$, then

$$
F_{\xi}(t)-F_{\xi}(s)=P\{\xi \leq t\}-P\{\xi \leq s\}=P\{\xi \in(s, t]\}=0
$$

i.e. $F_{\xi}(s)=F_{\xi}(t)$. Because $F_{\xi}$ is non-decreasing, this means that $F_{\xi}$ is constant on $(s, t]$. To show that $F_{\xi}$ has a jump of $\operatorname{size} P\left\{\xi=x_{i}\right\}$ at each $x_{i}$, we compute

$$
\begin{aligned}
\lim _{t \searrow x_{i}} F_{\xi}(t)-\lim _{s \nearrow x_{i}} F_{\xi}(s) & =\lim _{t \searrow x_{i}} P\{\xi \leq t\}-\lim _{s \nearrow x_{i}} P\{\xi \leq s\} \\
& =P\left\{\xi \leq x_{i}\right\}-P\left\{\xi<x_{i}\right\}=P\left\{\xi=x_{i}\right\} .
\end{aligned}
$$

## Solution 1.7

If $h$ is a step function,

$$
h=\sum_{i=1}^{n} h_{i} 1_{A_{i}}
$$

where $h_{1}, \ldots, h_{n}$ are real numbers and $A_{1}, \ldots, A_{n}$ are pairwise disjoint Borel sets covering $\mathbb{R}$, then

$$
\begin{aligned}
E(h(\xi)) & =\sum_{i=1}^{n} h_{i} E\left(1_{A_{i}}(\xi)\right)=\sum_{i=1}^{n} h_{i} P\left\{\xi \in A_{i}\right\} \\
& =\sum_{i=1}^{n} h_{i} P_{\xi}\left(A_{i}\right)=\sum_{i=1}^{n} \int_{A_{i}} h(x) d P_{\xi}(x)=\int_{\mathbb{R}} h(x) d P_{\xi}(x) .
\end{aligned}
$$

Next, any non-negative Borel function $h$ can be approximated by a nondecreasing sequence of step functions. For such an $h$ the result follows by the monotone convergence of integrals. Finally, this implies the desired equality for all Borel functions $h$, since each can be split into its positive and negative parts, $h=h^{+}-h^{-}$, where $h^{+}, h^{-} \geq 0$.

## Solution 1.8

By the Schwarz inequality (1.1) with $\eta=1$, if $\xi$ is square integrable, then

$$
[E(|\xi|)]^{2}=[E(1|\xi|)]^{2} \leq E\left(1^{2}\right) E\left(\xi^{2}\right)=E\left(\xi^{2}\right)<\infty,
$$

i.e. $\xi$ is integrable.

## Solution 1.9

Let $F(t)=P\{\eta \leq t\}$ be the distribution function of $\eta$. Then

$$
E\left(\eta^{2}\right)=\int_{0}^{\infty} t^{2} d F(t)
$$

Since $P(\eta>t)=1-F(t)$, we need to show that

$$
\begin{equation*}
\int_{0}^{\infty} t^{2} d F(t)=2 \int_{0}^{\infty} t(1-F(t)) d t \tag{1.2}
\end{equation*}
$$

First, let us establish a version of (1.2) with $\infty$ replaced by a finite number $a$. Integrating by parts, we obtain

$$
\begin{align*}
\int_{0}^{a} t^{2} d F(t) & =\int_{0}^{a} t^{2} d(F(t)-1) \\
& =\left.t^{2}(F(t)-1)\right|_{0} ^{a}-2 \int_{0}^{a} t(F(t)-1) d t \\
& =-a^{2}(1-F(a))+2 \int_{0}^{a} t(1-F(t)) d t \tag{1.3}
\end{align*}
$$

We see that (1.2) follows from (1.3), provided that

$$
\begin{equation*}
a^{2}(1-F(a)) \rightarrow 0, \quad \text { as } a \rightarrow \infty . \tag{1.4}
\end{equation*}
$$

But

$$
0 \leq a^{2}(1-F(a))=a^{2} P(\eta>a) \leq(n+1)^{2} P(\eta>n) \leq 4 n^{2} P(\eta \geq n)
$$

where $n$ is the integer part of $a$, and

$$
E\left(\eta^{2}\right)=\sum_{k=0}^{\infty} \int_{\{k \leq \eta \leq k+1\}} \eta^{2} d P<\infty
$$

Hence,

$$
\begin{equation*}
n^{2} P(\eta \geq n) \leq \int_{\{\eta \geq n\}} \eta^{2} d P=\sum_{k=n}^{\infty} \int_{\{k \leq \eta<k+1\}} \eta^{2} d P \rightarrow 0 \tag{1.5}
\end{equation*}
$$

as $n \rightarrow \infty$, which proves (1.4).
Solution 1.10
Since $B_{1} \cup B_{2} \cup \cdots=\Omega$,

$$
A=A \cap\left(B_{1} \cup B_{2} \cup \cdots\right)=\left(A \cap B_{1}\right) \cup\left(A \cap B_{2}\right) \cup \cdots,
$$

where

$$
\left(A \cap B_{i}\right) \cap\left(A \cap B_{j}\right)=A \cap\left(B_{i} \cap B_{j}\right)=A \cap \emptyset=\emptyset
$$

By countable additivity

$$
\begin{aligned}
P(A) & =P\left(\left(A \cap B_{1}\right) \cup\left(A \cap B_{2}\right) \cup \cdots\right) \\
& =P\left(A \cap B_{1}\right)+P\left(A \cap B_{2}\right)+\cdots \\
& =P\left(A \mid B_{1}\right) P\left(B_{1}\right)+P\left(A \mid B_{2}\right) P\left(B_{2}\right)+\cdots .
\end{aligned}
$$

## Solution 1.11

If $P(B) \neq 0$, then $A$ and $B$ are independent if and only if

$$
P(A)=\frac{P(A \cap B)}{P(B)}
$$

In turn, this equality holds if and only if $P(A)=P(A \mid B)$.

## Solution 1.12

The $\sigma$-fields $\sigma(\xi)$ and $\sigma(\eta)$ consist, respectively, of events of the form

$$
\{\xi \in A\} \quad \text { and } \quad\{\eta \in B\}
$$

where $A$ and $B$ are Borel sets in $\mathbb{R}$. Therefore, $\sigma(\xi)$ and $\sigma(\eta)$ are independent if and only if the events $\{\xi \in A\}$, and $\{\eta \in B\}$ are independent for any Borel sets $A$ and $B$, which in turn is equivalent to $\xi$ and $\eta$ being independent.

## 2

## Conditional Expectation

Conditional expectation is a crucial tool in the study of stochastic processes. It is therefore important to develop the necessary intuition behind this notion, the definition of which may appear somewhat abstract at first. This chapter is designed to help the beginner by leading him or her step by step through several special cases, which become increasingly involved, culminating at the general definition of conditional expectation. Many varied examples and exercises are provided to aid the reader's understanding.

### 2.1 Conditioning on an Event

The first and simplest case to consider is that of the conditional expectation $E(\xi \mid B)$ of a random variable $\xi$ given an event $B$.

## Definition 2.1

For any integrable random variable $\xi$ and any event $B \in \mathcal{F}$ such that $P(B) \neq 0$ the conditional expectation of $\xi$ given $B$ is defined by

$$
E(\xi \mid B)=\frac{1}{P(B)} \int_{B} \xi d P
$$

## Example 2.1

Three coins, 10p, 20p and 50p are tossed. The values of those coins that land heads up are added to work out the total amount $\xi$. What is the expected total amount $\xi$ given that two coins have landed heads up?

Let $B$ denote the event that two coins have landed heads up. We want to find $E(\xi \mid B)$. Clearly, $B$ consists of three elements,

$$
B=\{\mathrm{HHT}, \mathrm{HTH}, \mathrm{THH}\},
$$

each having the same probability $\frac{1}{8}$. (Here H stands for heads and T for tails.) The corresponding values of $\xi$ are

$$
\begin{aligned}
\xi(\mathrm{HHT}) & =10+20=30, \\
\xi(\mathrm{HTH}) & =10+50=60, \\
\xi(\mathrm{THH}) & =20+50=70 .
\end{aligned}
$$

Therefore

$$
E(\xi \mid B)=\frac{1}{P(B)} \int_{B} \xi d P=\frac{1}{\frac{3}{8}}\left(\frac{30}{8}+\frac{60}{8}+\frac{70}{8}\right)=53 \frac{1}{3}
$$

## Exercise 2.1

Show that $E(\xi \mid \Omega)=E(\xi)$.
Hint The definition of $E(\xi)$ involves an integral and so does the definition of $E(\xi \mid \Omega)$. How are these integrals related?

## Exercise 2.2

Show that if

$$
1_{A}(\omega)= \begin{cases}1 & \text { for } \omega \in A \\ 0 & \text { for } \omega \notin A\end{cases}
$$

(the indicator function of $A$ ), then

$$
E\left(1_{A} \mid B\right)=P(A \mid B)
$$

where

$$
P(A \mid B)=\frac{P(A \cap B)}{P(B)}
$$

is the conditional probability of $A$ given $B$.
Hint Write $\int_{B} 1_{A} d P$ as $P(A \cap B)$.

### 2.2 Conditioning on a Discrete Random Variable

The next step towards the general definition of conditional expectation involves conditioning by a discrete random variable $\eta$ with possible values $y_{1}, y_{2}, \ldots$ such that $P\left\{\eta=y_{n}\right\} \neq 0$ for each $n$. Finding out the value of $\eta$ amounts to finding out which of the events $\left\{\eta=y_{n}\right\}$ has occurred or not. Conditioning by $\eta$ should therefore be the same as conditioning by the events $\left\{\eta=y_{n}\right\}$. Because we do not know in advance which of these events will occur, we need to consider all possibilities, involving a sequence of conditional expectations

$$
E\left(\xi \mid\left\{\eta=y_{1}\right\}\right), E\left(\xi \mid\left\{\eta=y_{2}\right\}\right), \ldots
$$

A convenient way of doing this is to construct a new discrete random variable constant and equal to $E\left(\xi \mid\left\{\eta=y_{n}\right\}\right)$ on each of the sets $\left\{\eta=y_{n}\right\}$. This leads us to the next definition.

## Definition 2.2

Let $\xi$ be an integrable random variable and let $\eta$ be a discrete random variable as above. Then the conditional expectation of $\xi$ given $\eta$ is defined to be a random variable $E(\xi \mid \eta)$ such that

$$
E(\xi \mid \eta)(\omega)=E\left(\xi \mid\left\{\eta=y_{n}\right\}\right) \quad \text { if } \eta(\omega)=y_{n}
$$

for any $n=1,2, \ldots$.

## Example 2.2

Three coins, 10p, 20p and 50p are tossed as in Example 2.1. What is the conditional expectation $E(\xi \mid \eta)$ of the total amount $\xi$ shown by the three coins given the total amount $\eta$ shown by the 10 p and 20 p coins only?

Clearly, $\eta$ is a discrete random variable with four possible values: $0,10,20$ and 30 . We find the four corresponding conditional expectations in a similar way as in Example 2.1:

$$
\begin{aligned}
E(\xi \mid\{\eta=0\}) & =25, & & E(\xi \mid\{\eta=10\})=35, \\
E(\xi \mid\{\eta=20\}) & =45, & & E(\xi \mid\{\eta=30\})=55 .
\end{aligned}
$$

Therefore

$$
E(\xi \mid \eta)(\omega)= \begin{cases}25 & \text { if } \eta(\omega)=0 \\ 35 & \text { if } \eta(\omega)=10 \\ 45 & \text { if } \eta(\omega)=20 \\ 55 & \text { if } \eta(\omega)=30\end{cases}
$$

## Example 2.3

Take $\Omega=[0,1]$ with the $\sigma$-field of Borel sets and $P$ the Lebesgue measure on $[0,1]$. We shall find $E(\xi \mid \eta)$ for

$$
\xi(x)=2 x^{2}, \quad \eta(x)= \begin{cases}1 & \text { if } x \in\left[0, \frac{1}{3}\right] \\ 2 & \text { if } x \in\left(\frac{1}{3}, \frac{2}{3}\right) \\ 0 & \text { if } x \in\left(\frac{2}{3}, 1\right]\end{cases}
$$

Clearly, $\eta$ is discrete with three possible values $1,2,0$. The corresponding events are

$$
\begin{aligned}
& \{\eta=1\}=\left[0, \frac{1}{3}\right] \\
& \{\eta=2\}=\left(\frac{1}{3}, \frac{2}{3}\right), \\
& \{\eta=0\}=\left(\frac{2}{3}, 1\right] .
\end{aligned}
$$

For $x \in\left[0, \frac{1}{3}\right]$

$$
E(\xi \mid \eta)(x)=E\left(\xi \left\lvert\,\left[0, \frac{1}{3}\right]\right.\right)=\frac{1}{\frac{1}{3}} \int_{0}^{\frac{1}{3}} 2 x^{2} d x=\frac{2}{27}
$$

For $x \in\left(\frac{1}{3}, \frac{2}{3}\right)$

$$
E(\xi \mid \eta)(x)=E\left(\xi \left\lvert\,\left(\frac{1}{3}, \frac{2}{3}\right)\right.\right)=\frac{1}{\frac{1}{3}} \int_{\frac{1}{3}}^{\frac{2}{3}} 2 x^{2} d x=\frac{14}{27}
$$

And for $x \in\left(\frac{2}{3}, 1\right]$

$$
E(\xi \mid \eta)(x)=E\left(\xi \left\lvert\,\left(\frac{2}{3}, 1\right]\right.\right)=\frac{1}{\frac{1}{3}} \int_{\frac{2}{3}}^{1} 2 x^{2} d x=\frac{38}{27}
$$

The graph of $E(\xi \mid \eta)$ is shown in Figure 2.1 together with those of $\xi$ and $\eta$.

## Exercise 2.3

Show that if $\eta$ is a constant function, then $E(\xi \mid \eta)$ is constant and equal to $E(\xi)$.

Hint The event $\{\eta=c\}$ must be $\emptyset$ or $\Omega$ for any $c \in \mathbb{R}$.

## Exercise 2.4

Show that

$$
E\left(1_{A} \mid 1_{B}\right)(\omega)= \begin{cases}P(A \mid B) & \text { if } \omega \in B \\ P(A \mid \Omega \backslash B) & \text { if } \omega \notin B\end{cases}
$$

for any $B$ such that $1 \neq P(B) \neq 0$.


Figure 2.1. The graph of $E(\xi \mid \eta)$ in Example 2.3

Hint How many different values does $1_{B}$ take? What are the sets on which these values are taken?

## Exercise 2.5

Assuming that $\eta$ is a discrete random variable, show that

$$
E(E(\xi \mid \eta))=E(\xi)
$$

Hint Observe that

$$
\int_{B} E(\xi \mid \eta) d P=\int_{B} \xi d P
$$

for any event $B$ on which $\eta$ is constant. The desired equality can be obtained by covering $\Omega$ by countably many disjoint events of this kind.

## Proposition 2.1

If $\xi$ is an integrable random variable and $\eta$ is a discrete random variable, then

1) $E(\xi \mid \eta)$ is $\sigma(\eta)$-measurable;
2) For any $A \in \sigma(\eta)$

$$
\begin{equation*}
\int_{A} E(\xi \mid \eta) d P=\int_{A} \xi d P \tag{2.1}
\end{equation*}
$$

## Proof

Suppose that $\eta$ has pairwise distinct values $y_{1}, y_{2}, \ldots$ Then the events

$$
\left\{\eta=y_{1}\right\},\left\{\eta=y_{2}\right\}, \ldots
$$

are pairwise disjoint and cover $\Omega$. The $\sigma$-field $\sigma(\eta)$ is generated by these events, in fact every $A \in \sigma(\eta)$ is a countable union of sets of the form $\left\{\eta=y_{n}\right\}$. Because $E(\xi \mid \eta)$ is constant on each of these sets, it must be $\sigma(\eta)$-measurable.

For each $n$ we have

$$
\begin{aligned}
\int_{\left\{\eta=y_{n}\right\}} E(\xi \mid \eta) d P & =\int_{\left\{\eta=y_{n}\right\}} E\left(\xi \mid\left\{\eta=y_{n}\right\}\right) d P \\
& =\int_{\left\{\eta=y_{n}\right\}} \xi d P .
\end{aligned}
$$

Since each $A \in \sigma(\eta)$ is a countable union of sets of the form $\left\{\eta=y_{n}\right\}$, which are pairwise disjoint, it follows that

$$
\int_{A} E(\xi \mid \eta) d P=\int_{A} \xi d P
$$

as required.

### 2.3 Conditioning on an Arbitrary Random Variable

?roperties 1) and 2) in Proposition 2.1 provide the key to the definition of the sonditional expectation given an arbitrary random variable $\eta$.

## )efinition 2.3

et $\xi$ be an integrable random variable and let $\eta$ be an arbitrary random ariable. Then the conditional expectation of $\xi$ given $\eta$ is defined to be a random ariable $E(\xi \mid \eta)$ such that

1) $E(\xi \mid \eta)$ is $\sigma(\eta)$-measurable;
2) For any $A \in \sigma(\eta)$

$$
\int_{A} E(\xi \mid \eta) d P=\int_{A} \xi d P
$$

## .emark 2.1

le can also define the conditional probability of an event $A \in \mathcal{F}$ given $\eta$ by

$$
P(A \mid \eta)=E\left(1_{A} \mid \eta\right)
$$

here $1_{A}$ is the indicator function of $A$.

Do the conditions of Definition 2.3 characterize $E(\xi \mid \eta)$ uniquely? The lemma below implies that $E(\xi \mid \eta)$ is defined to within equality on a set of full measure. Namely,

$$
\begin{equation*}
\text { if } \xi=\xi^{\prime} \text { a.s., then } E(\xi \mid \eta)=E\left(\xi^{\prime} \mid \eta\right) \text { a.s. } \tag{2.2}
\end{equation*}
$$

The existence of $E(\xi \mid \eta)$ will be discussed later in this chapter.

## Lemma 2.1

Let $(\Omega, \mathcal{F}, P)$ be a probability space and let $\mathcal{G}$ be a $\sigma$-field contained in $\mathcal{F}$. If $\xi$ is a $\mathcal{G}$-measurable random variable and for any $B \in \mathcal{G}$

$$
\int_{B} \xi d P=0
$$

then $\xi=0$ a.s.

## Proof

Observe that $P\{\xi \geq \varepsilon\}=0$ for any $\varepsilon>0$ because

$$
0 \leq \varepsilon P\{\xi \geq \varepsilon\}=\int_{\{\xi \geq \varepsilon\}} \varepsilon d P \leq \int_{\{\xi \geq \varepsilon\}} \xi d P=0
$$

The last equality holds, since $\{\xi \geq \varepsilon\} \in \mathcal{G}$. Similarly, $P\{\xi \leq-\varepsilon\}=0$ for any $\varepsilon>0$. As a consequence,

$$
P\{-\varepsilon<\xi<\varepsilon\}=1
$$

for any $\varepsilon>0$.
Let us put

$$
A_{n}=\left\{-\frac{1}{n}<\xi<\frac{1}{n}\right\}
$$

Then $P\left(A_{n}\right)=1$ and

$$
\{\xi=0\}=\bigcap_{n=1}^{\infty} A_{n} .
$$

Because the $A_{n}$ form a contracting sequence of events, it follows that

$$
P\{\xi=0\}=\lim _{n \rightarrow \infty} P\left(A_{n}\right)=1
$$

as required.

One difficulty involved in Definition 2.3 is that no explicit formula for $E(\xi \mid \eta)$ is given. If such a formula is known, then it is usually fairly easy to verify conditions 1) and 2). But how do you find it in the first place? The examples and exercises below are designed to show how to tackle this problem in concrete cases.

## Example 2.4

Take $\Omega=[0,1]$ with the $\sigma$-field of Borel sets and $P$ the Lebesgue measure on $[0,1]$. We shall find $E(\xi \mid \eta)$ for

$$
\xi(x)=2 x^{2}, \quad \eta(x)= \begin{cases}2 & \text { if } x \in\left[0, \frac{1}{2}\right) \\ x & \text { if } x \in\left[\frac{1}{2}, 1\right]\end{cases}
$$

Here $\eta$ is no longer discrete and the general Definition 2.3 should be used.
First we need to describe the $\sigma$-field $\sigma(\eta)$. For any Borel set $B \subset\left[\frac{1}{2}, 1\right]$ we have

$$
B=\{\eta \in B\} \in \sigma(\eta)
$$

and

$$
\left[0, \frac{1}{2}\right) \cup B=\{\eta \in B\} \cup\{\eta=2\} \in \sigma(\eta)
$$

In fact sets of these two kinds exhaust all elements of $\sigma(\eta)$. The inverse image $\{\eta \in C\}$ of any Borel set $C \subset \mathbb{R}$ is of the first kind if $2 \notin C$ and of the second kind if $2 \in C$.

If $E(\xi \mid \eta)$ is to be $\sigma(\eta)$-measurable, it must be constant on $\left[0, \frac{1}{2}\right)$ because $\eta$ is. If for any $x \in\left[0, \frac{1}{2}\right)$

$$
\begin{aligned}
E(\xi \mid \eta)(x) & =E\left(\xi \left\lvert\,\left[0, \frac{1}{2}\right)\right.\right) \\
& =\frac{1}{P\left(\left[0, \frac{1}{2}\right)\right)} \int_{\left[0, \frac{1}{2}\right)} \xi(x) d x \\
& =\frac{1}{\frac{1}{2}} \int_{0}^{\frac{1}{2}} 2 x^{2} d x \\
& =\frac{1}{6}
\end{aligned}
$$

then

$$
\int_{\left[0, \frac{1}{2}\right)} E(\xi \mid \eta)(x) d x=\int_{\left[0, \frac{1}{2}\right)} \xi(x) d x
$$

i.e. condition 2) of Definition 2.3 will be satisfied for $A=\left[0, \frac{1}{2}\right)$.

Moreover, if $E(\xi \mid \eta)=\xi$ on $\left[\frac{1}{2}, 1\right]$, then of course

$$
\int_{D} E(\xi \mid \eta)(x) d x=\int_{D} \xi(x) d x
$$

for any Borel set $B \subset\left[\frac{1}{2}, 1\right]$.
Therefore, we have found that

$$
E(\xi \mid \eta)(x)= \begin{cases}\frac{1}{6} & \text { if } x \in\left[0, \frac{1}{2}\right) \\ 2 x^{2} & \text { if } x \in\left[\frac{1}{2}, 1\right]\end{cases}
$$

Because every element of $\sigma(\eta)$ is of the form $B$ or $\left[0, \frac{1}{2}\right) \cup B$, where $B \subset\left[\frac{1}{2}, 1\right]$ is a Borel set, it follows immediately that conditions 1) and 2) of Definition 2.3 are satisfied. The graph of $E(\xi \mid \eta)$ is presented in Figure 2.2 along with those of $\xi$ and $\eta$.


Figure 2.2. The graph of $E(\xi \mid \eta)$ in Example 2.4

## Exercise 2.6

Let $\Omega=[0,1]$ with Lebesgue measure as in Example 2.4. Find the conditional expectation $E(\xi \mid \eta)$ if

$$
\xi(x)=2 x^{2}, \quad \eta(x)=1-|2 x-1| .
$$

Hint First describe the $\sigma$-field generated by $\eta$. Observe that $\eta$ is symmetric about $\frac{1}{2}$. What does it tell you about the sets in $\sigma(\eta)$ ? What does it tell you about $E(\xi \mid \eta)$ if it is to be $\sigma(\eta)$-measurable? Does it need to be symmetric as well? For any $A$ in $\sigma(\eta)$ try to transform $\int_{A} \xi d P$ to make the integrand symmetric.

## Exercise 2.7

Let $\Omega$ be the unit square $[0,1] \times[0,1]$ with the $\sigma$-field of Borel sets and $P$ the Lebesgue measure on $[0,1] \times[0,1]$. Suppose that $\xi$ and $\eta$ are random variables on $\Omega$ with joint density

$$
f_{\varepsilon, n}(x, y)=x+y
$$

for any $x, y \in[0,1]$, and $f_{\xi, \eta}(x, y)=0$ otherwise. Show that

$$
E(\xi \mid \eta)=\frac{2+3 \eta}{3+6 \eta}
$$

Hint It suffices (why?) to show that for any Borel set $B$

$$
\int_{\{\eta \in B\}} \xi d P=\int_{\{\eta \in B\}} \frac{2+3 \eta}{3+6 \eta} d P .
$$

Try to express each side of this equality as an integral over the square $[0,1] \times[0,1]$ using the joint density $f_{\xi, \eta}(x, y)$.

## Exercise 2.8

Let $\Omega$ be the unit square $[0,1] \times[0,1]$ with Lebesgue measure as in Exercise 2.7. Find $E(\xi \mid \eta)$ if $\xi$ and $\eta$ are random variables on $\Omega$ with joint density

$$
f_{\xi, \eta}(x, y)=\frac{3}{2}\left(x^{2}+y^{2}\right)
$$

for any $x, y \in[0,1]$, and $f_{\xi, \eta}(x, y)=0$ otherwise.
Hint This is slightly harder than Exercise 2.7 because here we have to derive a formula for the conditional expectation. Study the solution to Exercise 2.7 to find a way of obtaining such a formula.

## Exercise 2.9

Let $\Omega$ be the unit disc $\left\{(x, y): x^{2}+y^{2} \leq 1\right\}$ with the $\sigma$-field of Borel sets and $P$ the Lebesgue measure on the disc normalized so that $P(\Omega)=1$, i.e.

$$
P(A)=\frac{1}{\pi} \iint_{A} d x d y
$$

for any Borel set $A \subset \Omega$. Suppose that $\xi$ and $\eta$ are the projections onto the $x$ and $y$ axes,

$$
\xi(x, y)=x, \quad \eta(x, y)=y
$$

for any $(x, y) \in \Omega$. Find $E\left(\xi^{2} \mid \eta\right)$.
Hint What is the joint density of $\xi$ and $\boldsymbol{\eta}$ ? Use this density to transform the integral

$$
\int_{\{\eta \in B\}} \xi^{2} d P
$$

for an arbitrary Borel set $B$ so that the integrand becomes a function of $\eta$. How is this function of $\eta$ related to $E\left(\xi^{2} \mid \eta\right)$ ?

### 2.4 Conditioning on a $\sigma$-Field

We are now in a position to make the final step towards the general definition of conditional expectation. It is based on the observation that $E(\xi \mid \eta)$ depends only on the $\sigma$-field $\sigma(\eta)$ generated by $\eta$, rather than on the actual values of $\eta$.

## Proposition 2.2

If $\sigma(\eta)=\sigma\left(\eta^{\prime}\right)$, then $E(\xi \mid \eta)=E\left(\xi \mid \eta^{\prime}\right)$ a.s. (Compare this with (2.2).)

## Proof

This is an immediate consequence of Lemma 2.1.
Because of Proposition 2.2 it is reasonable to talk of conditional expectation given a $\sigma$-field. The definition below differs from Definition 2.3 only by using an arbitrary $\sigma$-field $\mathcal{G}$ in place of a $\sigma$-field $\sigma(\eta)$ generated by a random variable $\eta$.

## Definition 2.4

Let $\xi$ be an integrable random variable on a probability space $(\Omega, \mathcal{F}, P)$, and let $\mathcal{G}$ be a $\sigma$-field contained in $\mathcal{F}$. Then the conditional expectation of $\xi$ given $\mathcal{G}$ is defined to be a random variable $E(\xi \mid \mathcal{G})$ such that

1) $E(\xi \mid \mathcal{G})$ is $\mathcal{G}$-measurable;
2) For any $A \in \mathcal{G}$

$$
\begin{equation*}
\int_{A} E(\xi \mid \mathcal{G}) d P=\int_{A} \xi d P \tag{2.3}
\end{equation*}
$$

## Remark 2.2

The conditional probability of an event $A \in \mathcal{F}$ given a $\sigma$-field $\mathcal{G}$ can be defined by

$$
P(A \mid \mathcal{G})=E\left(1_{A} \mid \mathcal{G}\right),
$$

where $1_{A}$ is the indicator function of $A$.

The notion of conditional expectation with respect to a $\sigma$-field extends conditioning on a random variable $\eta$ in the sense that

$$
E(\xi \mid \sigma(\eta))=E(\xi \mid \eta)
$$

where $\sigma(\eta)$ is the $\sigma$-field generated by $\eta$.

## Proposition 2.3

$E(\xi \mid \mathcal{G})$ exists and is unique in the sense that if $\xi=\xi^{\prime}$ a.s., then $E(\xi \mid \mathcal{G})=$ $E\left(\xi^{\prime} \mid \mathcal{G}\right)$ a.s.

## Proof

Existence and uniqueness follow, respectively, from Theorem 2.1 below and Lemma 2.1.

## Theorem 2.1 (Radon-Nikodym)

Let $(\Omega, \mathcal{F}, P)$ be a probability space and let $\mathcal{G}$ be a $\sigma$-field contained in $\mathcal{F}$. Then for any random variable $\xi$ there exists a $\mathcal{G}$-measurable random variable $\zeta$ such that

$$
\int_{A} \xi d P=\int_{A} \zeta d P
$$

for each $A \in \mathcal{G}$.

The Radon-Nikodym theorem is important from a theoretical point of view. However, in practice there are usually other ways of establishing the existence of conditional expectation, for example, by finding an explicit formula, as in the examples and exercises in the previous section. The proof of the RadonNikodym theorem is beyond the scope of this course and is omitted.

## Exercise 2.10

Show that if $\mathcal{G}=\{\emptyset, \Omega\}$, then $E(\xi \mid \mathcal{G})=E(\xi)$ a.s.
Hint What random variables are $\mathcal{G}$-measurable if $\mathcal{G}=\{\emptyset, \Omega\}$ ?

## Exercise 2.11

Show that if $\xi$ is $\mathcal{G}$-measurable, then $E(\xi \mid \mathcal{G})=\xi$ a.s.
Hint The conditions of Definition 2.4 are trivially satisfied by $\xi$ if $\xi$ is $\mathcal{G}$-measurable.

## Exercise 2.12

Show that if $B \in \mathcal{G}$, then

$$
E(E(\xi \mid \mathcal{G}) \mid B)=E(\xi \mid B)
$$

Hint The conditional expectation on either side of the equality involves an integral nver $R$ How are these integrals related to one another?

### 2.5 General Properties

## Proposition 2.4

Conditional expectation has the following properties:

1) $E(a \xi+b \zeta \mid \mathcal{G})=a E(\xi \mid \mathcal{G})+b E(\zeta \mid \mathcal{G})$ (linearity);
2) $E(E(\xi \mid \mathcal{G}))=E(\xi)$;
3) $E(\xi \zeta \mid \mathcal{G})=\xi E(\zeta \mid \mathcal{G})$ if $\xi$ is $\mathcal{G}$-measurable (taking out what is known);
4) $E(\xi \mid \mathcal{G})=E(\xi)$ if $\xi$ is independent of $\mathcal{G}$ (an independent condition drops out);
5) $E(E(\xi \mid \mathcal{G}) \mid \mathcal{H})=E(\xi \mid \mathcal{H})$ if $\mathcal{H} \subset \mathcal{G}$ (tower property);
6) If $\xi \geq 0$, then $E(\xi \mid \mathcal{G}) \geq 0$ (positivity).

Here $a, b$ are arbitrary real numbers, $\xi, \zeta$ are integrable random variables on a probability space $(\Omega, \mathcal{F}, P)$ and $\mathcal{G}, \mathcal{H}$ are $\sigma$-fields on $\Omega$ contained in $\mathcal{F}$. In 3) we also assume that the product $\xi \zeta$ is integrable. All equalities and the inequalities in 6) hold $P$-a.s.

## Proof

1) For any $B \in \mathcal{G}$

$$
\begin{aligned}
\int_{B}(a E(\xi \mid \mathcal{G})+b E(\zeta \mid \mathcal{G})) d P & =a \int_{B} E(\xi \mid \mathcal{G}) d P+b \int_{B} E(\zeta \mid \mathcal{G}) d P \\
& =a \int_{B} \xi d P+b \int_{B} \zeta d P \\
& =\int_{B}(a \xi+b \zeta) d P
\end{aligned}
$$

By uniqueness this proves the desired equality.
2) This follows by putting $A=\Omega$ in (2.3). Also, 2) is a special case of 5) when $\mathcal{H}=\{\emptyset, \Omega\}$.
3) We first verify the result for $\xi=1_{A}$, where $A \in \mathcal{G}$. In this case

$$
\begin{aligned}
\int_{B} 1_{A} E(\eta \mid \mathcal{G}) d P & =\int_{A \cap B} E(\eta \mid \mathcal{G}) d P \\
& =\int_{A \cap B} \eta d P \\
& =\int_{n} 1_{A} \eta d P
\end{aligned}
$$

for any $B \in \mathcal{G}$, which implies that

$$
1_{A} E(\eta \mid \mathcal{G})=E\left(1_{A} \eta \mid \mathcal{G}\right)
$$

by uniqueness. In a similar way we obtain the result if $\xi$ is a $\mathcal{G}$-measurable step function,

$$
\xi=\sum_{j=1}^{m} a_{j} 1_{A_{j}}
$$

where $A_{j} \in \mathcal{G}$ for $j=1, \ldots, m$. Finally, the result in the general case follows by approximating $\xi$ by $\mathcal{G}$-measurable step functions.
4) Since $\xi$ is independent of $\mathcal{G}$, the random variables $\xi$ and $1_{B}$ are independent for any $B \in \mathcal{G}$. It follows by Proposition 1.1 (independent random variables are uncorrelated) that

$$
\begin{aligned}
\int_{B} E(\xi) d P & =E(\xi) E\left(1_{B}\right) \\
& =E\left(\xi 1_{B}\right) \\
& =\int_{B} \xi d P
\end{aligned}
$$

which proves the assertion.
5) By Definition 2.4

$$
\int_{B} E(\xi \mid \mathcal{G}) d P=\int_{B} \xi d P
$$

for every $B \in \mathcal{G}$, and

$$
\int_{B} E(\xi \mid \mathcal{H}) d P=\int_{B} \xi d P
$$

for every $B \in \mathcal{H}$. Because $\mathcal{H} \subset \mathcal{G}$ it follows that

$$
\int_{B} E(\xi \mid \mathcal{G}) d P=\int_{B} E(\xi \mid \mathcal{H}) d P
$$

for every $B \in \mathcal{H}$. Applying Definition 2.4 once again, we obtain

$$
E(E(\xi \mid \mathcal{G}) \mid \mathcal{H})=E(\xi \mid \mathcal{H})
$$

6) For any $n$ we put

$$
A_{n}=\left\{E(\xi \mid \mathcal{G}) \leq-\frac{1}{n}\right\}
$$

Then $A_{n} \in \mathcal{G}$. If $\xi \geq 0$ a.s., then

$$
0 \leq \int_{\Delta} \xi d P=\int_{\Delta} E(\xi \mid \mathcal{G}) d P \leq-\frac{1}{n} P\left(A_{n}\right)
$$

which means that $P\left(A_{n}\right)=0$. Because

$$
\{E(\xi \mid \mathcal{G})<0\}=\bigcup_{n=1}^{\infty} A_{n}
$$

it follows that

$$
P\{E(\xi \mid \mathcal{G})<0\}=0,
$$

completing the proof.
The next theorem, which will be stated without proof, involves the notion of a convex function, such as $\max (1, x)$ or $e^{-x}$, for example. In this course the theorem will be used mainly for $|x|$, which is also a convex function. In general, we call a function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ convex if for any $x, y \in \mathbb{R}$ and any $\lambda \in[0,1]$

$$
\varphi(\lambda x+(1-\lambda) y) \leq \lambda \varphi(x)+(1-\lambda) \varphi(y)
$$

This condition means that the graph of $\varphi$ lies below the cord connecting the points with coordinates $(x, \varphi(x))$ and $(y, \varphi(y))$.

## Theorem 2.2 (Jensen's Inequality)

Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be a convex function and let $\xi$ be an integrable random variable on a probability space $(\Omega, \mathcal{F}, P)$ such that $\varphi(\xi)$ is also integrable. Then

$$
\varphi(E(\xi \mid \mathcal{G})) \leq E(\varphi(\xi) \mid \mathcal{G}) \quad \text { a.s. }
$$

for any $\sigma$-field $\mathcal{G}$ on $\Omega$ contained in $\mathcal{F}$.

### 2.6 Various Exercises on Conditional Expectation

## Exercise 2.13

Mrs. Jones has made a steak and kidney pie for her two sons. Eating more than a half of it will give indigestion to anyone. While she is away having tea with a neighbour, the older son helps himself to a piece of the pie. Then the younger son comes and has a piece of what is left by his brother. We assume that the size of each of the two pieces eaten by Mrs. Jones' sons is random and uniformly distributed over what is currently available. What is the expected size of the remaining piece given that neither son gets indigestion?

Hint All possible outcomes can be represented by pairs of numbers, the portions of the pie consumed by the two sons. Therefore $\Omega$ can be chosen as a subset of the plane. Observe that the older son is restricted only by the size of the pie, while the younger one is restricted by what is left by his brother. This will determine the shape of $\Omega$. Next introduce a probability measure on $\Omega$ consistent with the conditions of the exercise. This can be done by means of a suitable density over $\Omega$. Now you are in a position to compute the probability that neither son will get indigestion. What is the corresponding subset of $\Omega$ ? Finally, define a random variable on $\Omega$ representing the portion of the pie left by the sons and compute the conditional expectation.

## Exercise 2.14

As a probability space take $\Omega=[0,1)$ with the $\sigma$-field of Borel sets and the Lebesgue measure on $[0,1)$. Find $E(\xi \mid \eta)$ if

$$
\xi(x)=2 x^{2}, \quad \eta(x)= \begin{cases}2 x & \text { for } 0 \leq x<\frac{1}{2} \\ 2 x-1 & \text { for } \frac{1}{2} \leq x<1\end{cases}
$$

Hint What do events in $\sigma(\eta)$ look like? What do $\sigma(\eta)$-measurable random variables look like? If you devise a neat way of describing these, it will make the task of finding $E(\xi \mid \eta)$ much easier. You will need to transform the integrals in condition 2) of Definition 2.3 to find a formula for the conditional expectation.

## Exercise 2.15

Take $\Omega=[0,1]$ with the $\sigma$-field of Borel sets and $P$ the Lebesgue measure on [ 0,1 ]. Let

$$
\eta(x)=x(1-x)
$$

for $x \in[0,1]$. Show that

$$
E(\xi \mid \eta)(x)=\frac{\xi(x)+\xi(1-x)}{2}
$$

for any $x \in[0,1]$.
Hint Observe that $\eta(x)=\eta(1-x)$. What does it tell you about the $\sigma$-field generated by $\eta$ ? Is $\frac{1}{2}(\xi(x)+\xi(1-x))$ measurable with respect to this $\sigma$-field? If so, it remains to verify condition 2) of Definition 2.3.

## Exercise 2.16

Let $\xi, \eta$ be integrable random variables with joint density $f_{\xi, \eta}(x, y)$. Show that

$$
E(\xi \mid \eta)=\frac{\int_{\mathbb{R}} x f_{\xi, \eta}(x, \eta) d x}{\int_{\mathbb{R}} f_{\xi, \eta}(x, \eta) d x}
$$

Hint Study the solutions to Exercises 2.7 and 2.8.

Remark 2.3
If we put

$$
f_{\xi, \eta}(x \mid y)=\frac{f_{\xi, \eta}(x, y)}{f_{\eta}(y)}
$$

where

$$
f_{\eta}(y)=\int_{\mathbb{R}} f_{\xi, \eta}(x, y) d x
$$

is the density of $\eta$, then by the result in Exercise 2.16

$$
E(\xi \mid \eta)=\int_{\mathbb{R}} x f_{\xi, \eta}(x \mid \eta) d x
$$

We call $f_{\xi, \eta}(x \mid y)$ the conditional density of $\xi$ given $\eta$.

## Exercise 2.17

Consider $L^{2}(\mathcal{F})=L^{2}(\Omega, \mathcal{F}, P)$ as a Hilbert space with scalar product

$$
L^{2}(\mathcal{F}) \times L^{2}(\mathcal{F}) \ni(\xi, \zeta) \mapsto E(\xi \zeta) \in \mathbb{R}
$$

Show that if $\xi$ is a random variable in $L^{2}(\mathcal{F})$ and $\mathcal{G}$ is a $\sigma$-field contained in $\mathcal{F}$, then $E(\xi \mid \mathcal{G})$ is the orthogonal projection of $\xi$ onto the subspace $L^{2}(\mathcal{G})$ in $L^{2}(\mathcal{F})$ consisting of $\mathcal{G}$-measurable random variables.

Hint Observe that condition 2) of Definition 2.4 means that $\xi-E(\xi \mid \mathcal{G})$ is orthogonal (in the sense of the scalar product above) to the indicator function $1_{A}$ for any $A \in \mathcal{G}$.

### 2.7 Solutions

Solution 2.1
Since $P(\Omega)=1$ and $\int_{\Omega} \xi d P=E(\xi)$,

$$
E(\xi \mid \Omega)=\frac{1}{P(\Omega)} \int_{\Omega} \xi d P=E(\xi)
$$

Solution 2.2
By Definition 2.1

$$
\begin{aligned}
E\left(1_{A} \mid B\right) & =\frac{1}{P(B)} \int_{B} 1_{A} d P \\
& =\frac{1}{D(R)} \int \ldots d P
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{P(A \cap B)}{P(B)} \\
& =P(A \mid B) .
\end{aligned}
$$

## Solution 2.3

Since $\eta$ is constant, it has only one value $c \in \mathbb{R}$, for which

$$
\{\eta=c\}=\Omega .
$$

Therefore $E(\xi \mid \eta)$ is constant and equal to

$$
E(\xi \mid \eta)(\omega)=E(\xi \mid\{\eta=c\})=E(\xi \mid \Omega)=E(\xi)
$$

for each $\omega \in \Omega$. The last equality has been verified in Exercise 2.1.

## Solution 2.4

The indicator function $1_{B}$ takes two values 1 and 0 . The sets on which these values are taken are

$$
\left\{1_{B}=1\right\}=B, \quad\left\{1_{B}=0\right\}=\Omega \backslash B
$$

Thus, for $\omega \in B$

$$
E\left(1_{A} \mid 1_{B}\right)(\omega)=E\left(1_{A} \mid B\right)=P(A \mid B),
$$

as in Exercise 2.2. Similarly, for $\omega \in \Omega \backslash B$

$$
E\left(1_{A} \mid 1_{B}\right)(\omega)=E\left(1_{A} \mid \Omega \backslash B\right)=P(A \mid \Omega \backslash B)
$$

## Solution 2.5

First we observe that

$$
\begin{equation*}
\int_{B} E(\xi \mid B) d P=\int_{B}\left(\frac{1}{P(B)} \int_{B} \xi d P\right) d P=\int_{B} \xi d P \tag{2.4}
\end{equation*}
$$

for any event $B$.
Since $\eta$ is discrete, it has countably many values $y_{1}, y_{2}, \ldots$. We can assume that these values are pairwise distinct, i.e. $y_{i} \neq y_{j}$ if $i \neq j$. The sets $\left\{\eta=y_{1}\right\},\left\{\eta=y_{2}\right\}, \ldots$ are then pairwise disjoint and they cover the whole space $\Omega$. Therefore, by (2.4)

$$
\begin{aligned}
E(E(\xi \mid \eta)) & =\int_{\Omega} E(\xi \mid \eta) d P \\
& =\sum_{n} \int_{\left\{\eta=y_{n}\right\}} E\left(\xi \mid\left\{\eta=y_{n}\right\}\right) d P
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{n} \int_{\left\{\eta=y_{n}\right\}} \xi d P \\
& =\int_{\Omega} \xi d P \\
& =E(\xi)
\end{aligned}
$$

## Solution 2.6

First we need to describe the $\sigma$-field $\sigma(\eta)$ generated by $\eta$. Observe that $\eta$ is symmetric about $\frac{1}{2}$,

$$
\eta(x)=\eta(1-x)
$$

for any $x \in[0,1]$. We claim that $\sigma(\eta)$ consists of all Borel sets $A \subset[0,1]$ symmetric about $\frac{1}{2}$, i.e. such that

$$
\begin{equation*}
A=1-A \tag{2.5}
\end{equation*}
$$

Indeed, if $A$ is such a set, then $A=\{\eta \in B\}$, where

$$
B=\left\{2 x: x \in A \cap\left[0, \frac{1}{2}\right]\right\}
$$

is a Borel set, so $A \in \sigma(\eta)$. On the other hand, if $A \in \sigma(\eta)$, then there is a Borel set $B$ in $\mathbb{R}$ such that $A=\{\eta \in B\}$. Then

$$
\begin{aligned}
x \in A & \Leftrightarrow \eta(x) \in B \\
& \Leftrightarrow \eta(1-x) \in B \\
& \Leftrightarrow 1-x \in A,
\end{aligned}
$$

so $A$ satisfies (2.5).
We are ready to find $E(\xi \mid \eta)$. If it is to be $\sigma(\eta)$-measurable, it must be symmetric about $\frac{1}{2}$, i.e.

$$
E(\xi \mid \eta)(x)=E(\xi \mid \eta)(1-x)
$$

for any $x \in[0,1]$. For any $A \in \sigma(\eta)$ we shall transform the integral below so as to make the integrand symmetric about $\frac{1}{2}$ :

$$
\begin{aligned}
\int_{A} 2 x^{2} d x & =\int_{A} x^{2} d x+\int_{A} x^{2} d x \\
& =\int_{A} x^{2} d x+\int_{1-A}(1-x)^{2} d x \\
& =\int_{A} x^{2} d x+\int_{A}(1-x)^{2} d x \\
& =\int_{A}\left(x^{2}+(1-x)^{2}\right) d x
\end{aligned}
$$



Figure 2.3. The graph of $E(\xi \mid \eta)$ in Exercise 2.6

It follows that

$$
E(\xi \mid \eta)(x)=x^{2}+(1-x)^{2} .
$$

The graphs of $\xi, \eta$ and $E(\xi \mid \eta)$ are shown in Figure 2.3.
Solution 2.7
Since

$$
\{\eta \in B\}=[0,1] \times B
$$

for any Borel set $B$, we have

$$
\begin{aligned}
\int_{\{\eta \in B\}} \xi d P & =\int_{B} \int_{\mathbb{R}} x f_{\xi, \eta}(x, y) d x d y \\
& =\int_{B}\left(\int_{[0,1]} x(x+y) d x\right) d y \\
& =\int_{B}\left(\frac{1}{3}+\frac{1}{2} y\right) d y
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\{\eta \in B\}} \frac{2+3 \eta}{3+6 \eta} d P & =\int_{B} \int_{\mathbb{R}} \frac{2+3 y}{3+6 y} f_{\xi, \eta}(x, y) d x d y \\
& =\int_{B} \frac{2+3 y}{3+6 y}\left(\int_{[0,1]}(x+y) d x\right) d y \\
& =\int_{B}\left(\frac{1}{3}+\frac{1}{2} y\right) d y .
\end{aligned}
$$

Because each event in $\sigma(\eta)$ is of the form $\{\eta \in B\}$ for some Borel set $B$, this means that condition 2) of Definition 2.3 is satisfied. The random variable $\frac{2+3 \eta}{3+6 \eta}$
is $\sigma(\eta)$-measurable, so condition 1) holds too. It follows that

$$
E(\xi \mid \eta)=\frac{2+3 \eta}{3+6 \eta}
$$

## Solution 2.8

We are looking for a Borel function $F: \mathbb{R} \rightarrow \mathbb{R}$ such that for any Borel set $B$

$$
\begin{equation*}
\int_{\{\eta \in B\}} \xi d P=\int_{\{\eta \in B\}} F(\eta) d P \tag{2.6}
\end{equation*}
$$

Then $E(\xi \mid \eta)=F(\eta)$ by Definition 2.3.
We shall transform both integrals above using the joint density $f_{\xi, \eta}(x, y)$ in much the same way as in the solution to Exercise 2.7, except that here we do not know the exact form of $F(y)$. Namely,

$$
\begin{aligned}
\int_{\{\eta \in B\}} \xi d P & =\int_{B} \int_{\mathbb{R}} x f_{\xi, \eta}(x, y) d x d y \\
& =\frac{3}{2} \int_{B}\left(\int_{[0,1]} x\left(x^{2}+y^{2}\right) d x\right) d y \\
& =\frac{3}{2} \int_{B}\left(\frac{1}{4}+\frac{1}{2} y^{2}\right) d y
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\{\eta \in B\}} F(\eta) d P & =\int_{B} \int_{\mathbb{R}} F(y) f_{\xi, \eta}(x, y) d x d y \\
& =\frac{3}{2} \int_{B} F(y)\left(\int_{[0,1]}\left(x^{2}+y^{2}\right) d x\right) d y \\
& =\frac{3}{2} \int_{B} F(y)\left(\frac{1}{3}+y^{2}\right) d y
\end{aligned}
$$

Then, (2.6) will hold for any Borel set $B$ if

$$
F(y)=\frac{\frac{1}{4}+\frac{1}{2} y^{2}}{\frac{1}{3}+y^{2}}=\frac{3+6 y^{2}}{4+12 y^{2}}
$$

It follows that

$$
E(\xi \mid \eta)=F(\eta)=\frac{3+6 \eta^{2}}{4+12 \eta^{2}}
$$

## Solution 2.9

We are looking for a Borel function $F: \mathbb{R} \rightarrow \mathbb{R}$ such that for any Borel set $B \subset \mathbb{R}$

$$
\begin{equation*}
\int_{\{\eta \in B\}} \xi^{2} d P=\int_{\{\eta \in B\}} F(\eta) d P \tag{2.7}
\end{equation*}
$$

Then, by Definition 2.3 we shall have $E\left(\xi^{2} \mid \eta\right)=F(\eta)$.
Let us transform both sides of (2.7). To do so we observe that the random variables $\xi$ and $\eta$ have uniform joint distribution over the unit disc $\Omega=\left\{(x, y): x^{2}+y^{2} \leq 1\right\}$, with density

$$
f_{\xi, \eta}(x, y)=\frac{1}{\pi}
$$

if $x^{2}+y^{2} \leq 1$, and $f_{\xi, \eta}(x, y)=0$ otherwise. It follows that

$$
\begin{aligned}
\int_{\{\eta \in B\}} \xi^{2} d P & =\int_{B} \int_{\mathbb{R}} x^{2} f_{\xi, \eta}(x, y) d x d y \\
& =\frac{1}{\pi} \int_{B} \int_{-\sqrt{1-y^{2}}}^{\sqrt{1-y^{2}}} x^{2} d x d y \\
& =\frac{2}{3 \pi} \int_{B}\left(1-y^{2}\right)^{3 / 2} d y
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\{\eta \in B\}} F(\eta) d P & =\int_{B} \int_{\mathbb{R}} F(y) f_{\xi, \eta}(x, y) d x d y \\
& =\frac{1}{\pi} \int_{B} F(y) \int_{-\sqrt{1-y^{2}}}^{\sqrt{1-y^{2}}} d x d y \\
& =\frac{2}{\pi} \int_{B} F(y)\left(1-y^{2}\right)^{1 / 2} d y .
\end{aligned}
$$

If (2.7) is to be satisfied for all Borel sets $B$, then

$$
F(y)=\frac{1}{3}\left(1-y^{2}\right)
$$

This means that

$$
E\left(\xi^{2} \mid \eta\right)(x, y)=F(\eta(x, y))=F(y)=\frac{1}{3}\left(1-y^{2}\right)
$$

for any $(x, y)$ in $\Omega$.

## Solution 2.10

If $\mathcal{G}=\{\emptyset, \Omega\}$, then any constant random variable is $\mathcal{G}$-measurable. Since

$$
\int_{\Omega} \xi d P=E(\xi)=\int_{\Omega} E(\xi) d P
$$

and

$$
\int_{\emptyset} \xi d P=0=\int_{\emptyset} E(\xi) d P
$$

it follnwo that $F(f \mid C)-F .(\delta)$ a $a$ ac racmired

## Solution 2.11

Because the trivial identity

$$
\int_{A} \xi d P=\int_{A} \xi d P
$$

holds for any $A \in \mathcal{G}$ and $\xi$ is $\mathcal{G}$-measurable, it follows that $E(\xi \mid \mathcal{G})=\xi$ a.s.

## Solution 2.12

By Definition 2.3

$$
\int_{B} E(\xi \mid \mathcal{G}) d P=\int_{B} \xi d P
$$

since $B \in \mathcal{G}$. It follows that

$$
\begin{aligned}
E(E(\xi \mid \mathcal{G}) \mid B) & =\frac{1}{P(B)} \int_{B} E(\xi \mid \mathcal{G}) d P \\
& =\frac{1}{P(B)} \int_{B} \xi d P \\
& =E(\xi \mid B)
\end{aligned}
$$

## Solution 2.13

The whole pie will be represented by the interval $[0,1]$. Let $x \in[0,1]$ be the portion consumed by the older son. Then $[0,1-x]$ will be available to the younger one, who takes a portion of size $y \in[0,1-x]$. The set of all possible outcomes is

$$
\Omega=\{(x, y): x, y \geq 0, x+y \leq 1\}
$$

The event that neither of Mrs. Jones' sons will get indigestion is

$$
A=\left\{(x, y) \in \Omega: x, y<\frac{1}{2}\right\}
$$

These sets are shown in Figure 2.4. If $x$ is uniformly distributed over $[0,1]$ and $y$ is uniformly distributed over $[0,1-x]$, then the probability measure $P$ over $\Omega$ with density

$$
f(x, y)=\frac{1}{1-x}
$$

will describe the joint distribution of outcomes $(x, y)$, see Figure 2.5.
Now we are in a position to compute

$$
\begin{aligned}
P(A) & =\int_{A} f(x, y) d x d y \\
& =\int_{0}^{\frac{1}{2}} \int_{0}^{\frac{1}{2}} \frac{1}{1-x} d x d y \\
& =\ln \sqrt{2}
\end{aligned}
$$



Figure 2.4. The sets $\Omega$ and $A$ in Exercise 2.13


Figure 2.5. The density $f(x, y)$ in Exercise 2.13

The random variable

$$
\xi(x, y)=1-x-y
$$

defined on $\Omega$ represents the size of the portion left by Mrs. Jones' sons. Finally, we find that

$$
\begin{aligned}
E(\xi \mid A) & =\frac{1}{P(A)} \int_{A}(1-x-y) f(x, y) d x d y \\
& =\frac{1}{\ln \sqrt{2}} \int_{0}^{\frac{1}{2}} \int_{0}^{\frac{1}{2}} \frac{1-x-y}{1-x} d x d y \\
& =\frac{1-\ln \sqrt{2}}{\ln 4}
\end{aligned}
$$

## Solution 2.14

The $\sigma$-field $\sigma(\eta)$ generated by $\eta$ consists of sets of the form $B \cup\left(B+\frac{1}{2}\right)$ for some Borel set $B \subset\left[0, \frac{1}{2}\right.$ ). Thus, we are looking for a $\sigma(\eta)$-measurable random
variable $\zeta$ such that for each Borel set $B \subset\left[0, \frac{1}{2}\right)$

$$
\begin{equation*}
\int_{B \cup\left(B+\frac{1}{2}\right)} \xi(x) d x=\int_{B \cup\left(B+\frac{1}{2}\right)} \zeta(x) d x . \tag{2.8}
\end{equation*}
$$

Then $E(\xi \mid \eta)=\zeta$ by Definition 2.3.
Transforming the integral on the left-hand side, we obtain

$$
\begin{aligned}
\int_{B \cup\left(B+\frac{1}{2}\right)} \xi(x) d x & =\int_{B} 2 x^{2} d x+\int_{B+\frac{1}{2}} 2 x^{2} d x \\
& =\int_{B} 2 x^{2} d x+\int_{B} 2\left(x+\frac{1}{2}\right)^{2} d x \\
& =2 \int_{B}\left(x^{2}+\left(x+\frac{1}{2}\right)^{2}\right) d x
\end{aligned}
$$

For $\zeta$ to be $\sigma(\eta)$-measurable it must satisfy

$$
\begin{equation*}
\zeta(x)=\zeta\left(x+\frac{1}{2}\right) \tag{2.9}
\end{equation*}
$$

for each $x \in\left[0, \frac{1}{2}\right)$. Then

$$
\begin{aligned}
\int_{B \cup\left(B+\frac{1}{2}\right)} \zeta(x) d P & =\int_{B} \zeta(x) d x+\int_{B+\frac{1}{2}} \zeta(x) d x \\
& =\int_{B} \zeta(x) d x+\int_{B} \zeta\left(x+\frac{1}{2}\right) d x \\
& =\int_{B} \zeta(x) d x+\int_{B} \zeta(x) d x \\
& =2 \int_{B} \zeta(x) d x
\end{aligned}
$$

If (2.8) is to hold for any Borel set $B \subset\left[0, \frac{1}{2}\right)$, then

$$
\zeta(x)=x^{2}+\left(x+\frac{1}{2}\right)^{2}
$$

for each $x \in\left[0, \frac{1}{2}\right)$. The values of $\zeta(x)$ for $x \in\left[\frac{1}{2}, 1\right)$ can be obtained from (2.9). It follows that

$$
E(\xi \mid \eta)(x)=\zeta(x)= \begin{cases}x^{2}+\left(x+\frac{1}{2}\right)^{2} & \text { for } 0 \leq x<\frac{1}{2} \\ \left(x-\frac{1}{2}\right)^{2}+x^{2} & \text { for } \frac{1}{2} \leq x<1\end{cases}
$$

The graphs of $\xi, \eta$ and $E(\xi \mid \eta)$ are shown in Figure 2.6.


Figure 2.6. The graph of $E(\xi \mid \eta)$ in Exercise 2.14

## Solution 2.15

Since $\eta(x)=\eta(1-x)$, the $\sigma$-field $\sigma(\eta)$ consists of Borel sets $B \subset[0,1]$ such that

$$
B=1-B
$$

where $1-B=\{1-x: x \in B\}$. For any such $B$

$$
\begin{aligned}
\int_{B} \xi(x) d x & =\frac{1}{2} \int_{B} \xi(x) d x+\frac{1}{2} \int_{B} \xi(x) d x \\
& =\frac{1}{2} \int_{B} \xi(x) d x+\frac{1}{2} \int_{1-B} \xi(1-x) d x \\
& =\frac{1}{2} \int_{B} \xi(x) d x+\frac{1}{2} \int_{B} \xi(1-x) d x \\
& =\int_{B} \frac{\xi(x)+\xi(1-x)}{2} d x
\end{aligned}
$$

Because $\frac{1}{2}(\xi(x)+\xi(1-x))$ is $\sigma(\eta)$-measurable, it follows that

$$
E(\xi \mid \eta)(x)=\frac{\xi(x)+\xi(1-x)}{2}
$$

Solution 2.16
We are looking for a Borel function $F(y)$ such that

$$
\int_{\{\eta \in B\}} \xi d P=\int_{\{\eta \in B\}} F(\eta) d P
$$

for any Borel set $B$ in $\mathbb{R}$. Because $F(\eta)$ is $\sigma(\eta)$-measurable and each event in $\sigma(\eta)$ can be written as $\{\eta \in B\}$ for some Borel set $B$, this will mean that


Let us transform the two integrals above using the joint density of $\xi$ and $\eta$ :

$$
\begin{aligned}
\int_{\{\eta \in B\}} \xi d P & =\int_{B} \int_{\mathbb{R}} x f_{\xi, \eta}(x, y) d x d y \\
& =\int_{B}\left(\int_{\mathbb{R}} x f_{\xi, \eta}(x, y) d x\right) d y
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\{\eta \in B\}} F(\eta) d P & =\int_{B} \int_{\mathbb{R}} F(y) f_{\xi, \eta}(x, y) d x d y \\
& =\int_{B} F(y)\left(\int_{\mathbb{R}} f_{\xi, \eta}(x, y) d x\right) d y
\end{aligned}
$$

If these two integrals are to be equal for each Borel set $B$, then

$$
F(y)=\frac{\int_{\mathbb{R}} x f_{\xi, \eta}(x, y) d x}{\int_{\mathbb{R}} f_{\xi, \eta}(x, y) d x} .
$$

It follows that

$$
E(\xi \mid \eta)=F(\eta)=\frac{\int_{\mathbb{R}} x f_{\xi, \eta}(x, \eta) d x}{\int_{\mathbb{R}} f_{\xi, \eta}(x, \eta) d x}
$$

## Solution 2.17

We denote by $\zeta$ the orthogonal projection of $\xi$ onto the subspace $L^{2}(\mathcal{G}) \subset$ $L^{2}(\mathcal{F})$ consisting of $\mathcal{G}$-measurable random variables. Thus, $\xi-\zeta$ is orthogonal to $L^{2}(\mathcal{G})$, that is,

$$
E[(\xi-\zeta) \gamma]=0
$$

for each $\gamma \in L^{2}(\mathcal{G})$. But for any $A \in \mathcal{G}$ the indicator function $1_{A}$ belongs to $L^{2}(\mathcal{G})$, so

$$
E\left[(\xi-\zeta) 1_{A}\right]=0
$$

Therefore

$$
\int_{A} \xi d P=E\left(\xi 1_{A}\right)=E\left(\zeta 1_{A}\right)=\int_{A} \zeta d P
$$

for any $A \in \mathcal{G}$. This means that $\zeta=E(\xi \mid \mathcal{G})$.

## 3

## Martingales in Discrete Time

### 3.1 Sequences of Random Variables

A sequence $\xi_{1}, \xi_{2}, \ldots$ of random variables is typically used as a mathematical model of the outcomes of a series of random phenomena, such as coin tosses or the value of the FTSE All-Share Index at the London Stock Exchange on consecutive business days. The random variables in such a sequence are indexed by whole numbers, which are customarily referred to as discrete time. It is important to understand that these whole numbers are not necessarily related to the physical time when the events modelled by the sequence actually occur. Discrete time is used to keep track of the order of events, which may or may not be evenly spaced in physical time. For example, the share index is recorded only on business days, but not on Saturdays, Sundays or any other holidays. Rather than tossing a coin repeatedly, we may as well toss 100 coins at a time and count the outcomes.

## Definition 3.1

The sequence of numbers $\xi_{1}(\omega), \xi_{2}(\omega), \ldots$ for any fixed $\omega \in \Omega$ is called a sample path.

A sample path for a sequence of coin tosses is presented in Figure $3.1(+1$ stands for heads and -1 for tails). Figure 3.2 shows the sample path of the FTSE All-Share Index up to 1997. Strictly speaking the pictures should con-


Figure 3.1. Sample path for a sequence of coin tosses


Figure 3.2. Sample path representing the FTSE All-Share Index up to 1997
sist of dots, representing the values $\xi_{1}(\omega), \xi_{2}(\omega), \ldots$, but it is customary to connect them by a broken line for illustration purposes.

### 3.2 Filtrations

As the time $n$ increases, so does our knowledge about what has happened in the past. This can be modelled by a filtration as defined below.

Definition 3.2
A sequence of $\sigma$-fields $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ on $\Omega$ such that

$$
\mathcal{F}_{1} \subset \mathcal{F}_{2} \subset \cdots \subset \mathcal{F}
$$

is called a filtration.
Here $\mathcal{F}_{n}$ represents our knowledge at time $n$. It contains all events $A$ such that at time $n$ it is possible to decide whether $A$ has occurred or not. As $n$ increases, there will be more such events $A$, i.e. the family $\mathcal{F}_{n}$ representing our knowledge will become larger. (The longer you live the wiser you become!)

## Example 3.1

For a sequence $\xi_{1}, \xi_{2}, \ldots$ of coin tosses we take $\mathcal{F}_{n}$ to be the $\sigma$-field generated by $\xi_{1}, \ldots, \xi_{n}$,

$$
\mathcal{F}_{n}=\sigma\left(\xi_{1}, \ldots, \xi_{n}\right)
$$

Let

$$
A=\{\text { the first } 5 \text { tosses produce at least } 2 \text { heads }\} .
$$

At discrete time $n=5$, i.e. once the coin has been tossed five times, it will be possible to decide whether $A$ has occurred or not. This means that $A \in \mathcal{F}_{5}$. However, at $n=4$ it is not always possible to tell if $A$ has occurred or not. If the outcomes of the first four tosses are, say,
tails, tails, heads, tails,
then the event $A$ remains undecided. We will have to toss the coin once more to see what happens. Therefore $A \notin \mathcal{F}_{4}$.

This example illustrates another relevant issue. Suppose that the outcomes of the first four coin tosses are
tails, heads, tails, heads.
In this case it is possible to tell that $A$ has occurred already at $n=4$, whatever the outcome of the fifth toss will be. It does not mean, however, that $A$ belongs to $\mathcal{F}_{4}$. The point is that for $A$ to belong to $\mathcal{F}_{4}$ it must be possible to tell whether A has occurred or not after the first four tosses, no matter what the first four outcomes are. This is clearly not so in the example in hand.

## Exercise 3.1

Let $\xi_{1}, \xi_{2}, \ldots$ be a sequence of coin tosses and let $\mathcal{F}_{n}$ be the $\sigma$-field generated by $\xi_{1}, \ldots, \xi_{n}$. For each of the following events find the smallest $n$ such that the event belongs to $\mathcal{F}_{n}$ :
$A=\{$ the first occurrence of heads is preceeded by no more than 10 tails $\}$,
$B=\left\{\right.$ there is at least 1 head in the sequence $\left.\xi_{1}, \xi_{2}, \ldots\right\}$,
$C=\{$ the first 100 tosses produce the same outcome $\}$,
$n-S$ thora ara $n$ mora than 9 hoadc and 9 taile amnno tho firct 5 tnecocl

Hint To find the smallest element in a set of numbers you need to make sure that the set is non-empty in the first place.

Suppose that $\xi_{1}, \xi_{2}, \ldots$ is a sequence of random variables and $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ is a filtration. A priori, they may have nothing in common. However, in practice the filtration will usually contain the knowledge accumulated by observing the outcomes of the random sequence, as in Example 3.1. The condition in the definition below means that $\mathcal{F}_{n}$ contains everything that can be learned from the values of $\xi_{1}, \ldots, \xi_{n}$. In general, it may and often does contain more information.

## Definition 3.3

We say that a sequence of random variables $\xi_{1}, \xi_{2}, \ldots$ is adapted to a filtration $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ if $\xi_{n}$ is $\mathcal{F}_{n}$-measurable for each $n=1,2, \ldots$.

## Example 3.2

If $\mathcal{F}_{n}=\sigma\left(\xi_{1}, \ldots, \xi_{n}\right)$ is the $\sigma$-field generated by $\xi_{1}, \ldots, \xi_{n}$, then $\xi_{1}, \xi_{2}, \ldots$ is adapted to $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$.

## Exercise 3.2

Show that

$$
\mathcal{F}_{n}=\sigma\left(\xi_{1}, \ldots, \xi_{n}\right)
$$

is the smallest filtration such that the sequence $\xi_{1}, \xi_{2}, \ldots$ is adapted to $\mathcal{F}_{1}$, $\mathcal{F}_{2}, \ldots$. That is to say, if $\mathcal{G}_{1}, \mathcal{G}_{2}, \ldots$ is another filtration such that $\xi_{1}, \xi_{2}, \ldots$ is adapted to $\mathcal{G}_{1}, \mathcal{G}_{2}, \ldots$, then $\mathcal{F}_{n} \subset \mathcal{G}_{n}$ for each $n$.

Hint For $\sigma\left(\xi_{1}, \ldots, \xi_{n}\right)$ to be contained in $\mathcal{G}_{n}$ you need to show that $\xi_{1}, \ldots, \xi_{n}$ are $\mathcal{G}_{n}$-measurable.

### 3.3 Martingales

The concept of a martingale has its origin in gambling, namely, it describes a fair game of chance, which will be discussed in detail in the next section. Similarly, the notions of submartingale and supermartingale defined below are related to favourable and unfavourable games of chance. Some aspects of gambling are inherent in the mathematics of finance, in particular, the theory of financial derivatives such as options. Not surprisingly, martingales play a crucial role there. In fact, martingales reach well beyond game theory and appear
in various areas of modern probability and stochastic analysis, notably, in diffusion theory. First of all, let us introduce the basic definitions and properties in the case of discrete time.

## Definition 3.4

A sequence $\xi_{1}, \xi_{2}, \ldots$ of random variables is called a martingale with respect to a filtration $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ if

1) $\xi_{n}$ is integrable for each $n=1,2, \ldots$;
2) $\xi_{1}, \xi_{2}, \ldots$ is adapted to $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$;
3) $E\left(\xi_{n+1} \mid \mathcal{F}_{n}\right)=\xi_{n}$ a.s. for each $n=1,2, \ldots$.

## Example 3.3

Let $\eta_{1}, \eta_{2}, \ldots$ be a sequence of independent integrable random variables such that $E\left(\eta_{n}\right)=0$ for all $n=1,2, \ldots$. We put

$$
\begin{aligned}
\xi_{n} & =\eta_{1}+\cdots+\eta_{n} \\
\mathcal{F}_{n} & =\sigma\left(\eta_{1}, \ldots, \eta_{n}\right)
\end{aligned}
$$

Then $\xi_{n}$ is adapted to the filtration $\mathcal{F}_{n}$, and it is integrable because

$$
\begin{aligned}
E\left(\left|\xi_{n}\right|\right) & =E\left(\left|\eta_{1}+\cdots+\eta_{n}\right|\right) \\
& \leq E\left(\left|\eta_{1}\right|\right)+\cdots+E\left(\left|\eta_{n}\right|\right) \\
& <\infty
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
E\left(\xi_{n+1} \mid \mathcal{F}_{n}\right) & =E\left(\eta_{n+1} \mid \mathcal{F}_{n}\right)+E\left(\xi_{n} \mid \mathcal{F}_{n}\right) \\
& =E\left(\eta_{n+1}\right)+\xi_{n} \\
& =\xi_{n}
\end{aligned}
$$

since $\eta_{n+1}$ is independent of $\mathcal{F}_{n}$ ('and independent condition drops out') and $\xi_{n}$ is $\mathcal{F}_{n}$-measurable ('taking out what is known'). This means that $\xi_{n}$ is a martingale with respect to $\mathcal{F}_{n}$.

## Example 3.4

Let $\xi$ be an integrable random variable and let $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ be a filtration. We put

$$
\varepsilon_{n}=E\left(\xi \mid \mathcal{F}_{n}\right)
$$

for $n=1,2, \ldots$.
Then $\xi_{n}$ is $\mathcal{F}_{n}$-measurable,

$$
\left|\xi_{n}\right|=\left|E\left(\xi \mid \mathcal{F}_{n}\right)\right| \leq E\left(|\xi| \mid \mathcal{F}_{n}\right)
$$

which implies that

$$
E\left(\left|\xi_{n}\right|\right) \leq E\left(E\left(|\xi| \mid \mathcal{F}_{n}\right)\right)=E(|\xi|)<\infty,
$$

and

$$
E\left(\xi_{n+1} \mid \mathcal{F}_{n}\right)=E\left(E\left(\xi \mid \mathcal{F}_{n+1}\right) \mid \mathcal{F}_{n}\right)=E\left(\xi \mid \mathcal{F}_{n}\right)=\xi_{n}
$$

since $\mathcal{F}_{n} \subset \mathcal{F}_{n+1}$ (the tower property of conditional expectation). Therefore $\xi_{n}$ is a martingale with respect to $\mathcal{F}_{n}$.

## Exercise 3.3

Show that if $\xi_{n}$ is a martingale with respect to $\mathcal{F}_{n}$, then

$$
E\left(\xi_{1}\right)=E\left(\xi_{2}\right)=\cdots
$$

Hint What is the expectation of $E\left(\xi_{n+1} \mid \mathcal{F}_{n}\right)$ ?

## Exercise 3.4

Suppose that $\xi_{n}$ is a martingale with respect to a filtration $\mathcal{F}_{n}$. Show that $\xi_{n}$ is a martingale with respect to the filtration

$$
\mathcal{G}_{n}=\sigma\left(\xi_{1}, \ldots, \xi_{n}\right)
$$

Hint Observe that $\mathcal{G}_{n} \subset \mathcal{F}_{n}$ and use the tower property of conditional expectation.

## Exercise 3.5

Let $\xi_{n}$ be a symmetric random walk, that is,

$$
\xi_{n}=\eta_{1}+\cdots+\eta_{n}
$$

where $\eta_{1}, \eta_{2}, \ldots$ is a sequence of independent identically distributed random variables such that

$$
P\left\{\eta_{n}=1\right\}=P\left\{\eta_{n}=-1\right\}=\frac{1}{2}
$$

(a sequence of coin tosses, for example). Show that $\xi_{n}^{2}-n$ is a martingale with respect to the filtration

$$
\mathcal{F}_{n}=\sigma\left(\eta_{1}, \ldots, \eta_{n}\right)
$$

Hint You want to transform $E\left(\xi_{n+1}^{2}-(n+1) \mid \mathcal{F}_{n}\right)$ to obtain $\xi_{n}^{2}-n$. Write

$$
\begin{aligned}
\xi_{n+1}^{2} & =\left(\xi_{n}+\eta_{n+1}\right)^{2} \\
& =\eta_{n+1}^{2}+2 \eta_{n+1} \xi_{n}+\xi_{n}^{2}
\end{aligned}
$$

and observe that $\xi_{n}$ is $\mathcal{F}_{n}$-measurable, while $\eta_{n+1}$ is independent of $\mathcal{F}_{n}$. To transform the conditional expectation you can 'take out what is known' and use the fact that 'an independent condition drops out'. Do not forget to verify that $\xi_{n}^{2}-n$ is integrable and adapted to $\mathcal{F}_{n}$.

## Exercise 3.6

Let $\xi_{n}$ be a symmetric random walk and $\mathcal{F}_{n}$ the filtration defined in Exercise 3.5. Show that

$$
\zeta_{n}=(-1)^{n} \cos \left(\pi \xi_{n}\right)
$$

is a martingale with respect to $\mathcal{F}_{n}$.
Hint You want to transform $E\left((-1)^{n+1} \cos \left(\pi \xi_{n+1}\right) \mid \mathcal{F}_{n}\right)$ to obtain $(-1)^{n} \cos \left(\pi \xi_{n}\right)$. Use a similar argument as in Exercise 3.5 to achieve this. But, first of all, make sure that $\zeta_{n}$ is integrable and adapted to $\mathcal{F}_{n}$.

## Definition 3.5

We say that $\xi_{1}, \xi_{2}, \ldots$ is a supermartingale (submartingale) with respect to a filtration $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ if

1) $\xi_{n}$ is integrable for each $n=1,2, \ldots$;
2) $\xi_{1}, \xi_{2}, \ldots$ is adapted to $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$;
3) $E\left(\xi_{n+1} \mid \mathcal{F}_{n}\right) \leq \xi_{n}$ (respectively, $\left.E\left(\xi_{n+1} \mid \mathcal{F}_{n}\right) \geq \xi_{n}\right)$ a.s. for each $n=1,2, \ldots$

## Exercise 3.7

Let $\xi_{n}$ be a sequence of square integrable random variables. Show that if $\xi_{n}$ is a martingale with respect to a filtration $\mathcal{F}_{n}$, then $\xi_{n}^{2}$ is a submartingale with respect to the same filtration.

Hint Use Jensen's inequality with convex function $\varphi(x)=x^{2}$.

### 3.4 Games of Chance

Suppose that you take part in a game such as the roulette, for example. Let $n_{1}, n_{0}, \ldots$ be a seauence of integrable random variables. where $n_{n}$ are vour
winnings (or losses) per unit stake in game $n$. If your stake in each game is one, then your total winnings after $n$ games will be

$$
\xi_{n}=\eta_{1}+\cdots+\eta_{n}
$$

We take the filtration

$$
\mathcal{F}_{n}=\sigma\left(\eta_{1}, \ldots, \eta_{n}\right)
$$

and also put $\xi_{0}=0$ and $\mathcal{F}_{0}=\{\emptyset, \Omega\}$ for notational simplicity.
If $n-1$ rounds of the game have been played so far, your accumulated knowledge will be represented by the $\sigma$-field $\mathcal{F}_{n-1}$. The game is fair if

$$
E\left(\xi_{n} \mid \mathcal{F}_{n-1}\right)=\xi_{n-1}
$$

that is, you expect that your fortune at step $n$ will on average be the same as at step $n-1$. The game will be favourable to you if

$$
E\left(\xi_{n} \mid \mathcal{F}_{n-1}\right) \geq \xi_{n-1}
$$

and unfavourable to you if

$$
E\left(\xi_{n} \mid \mathcal{F}_{n-1}\right) \leq \xi_{n-1}
$$

for $n=1,2, \ldots$. This corresponds to $\xi_{n}$ being, respectively, a martingale, a submartingale, or a supermartingale with respect to $\mathcal{F}_{n}$, see Definitions 3.4 and 3.5.

Suppose that you can vary the stake to be $\alpha_{n}$ in game $n$. (In particular, $\alpha_{n}$ may be zero if you refrain from playing the $n$th game; it may even be negative if you own the casino and can accept other people's bets.) When the time comes to decide your stake $\alpha_{n}$, you will know the outcomes of the first $n-1$ games. Therefore it is reasonable to assume that $\alpha_{n}$ is $\mathcal{F}_{n-1}$-measurable, where $\mathcal{F}_{n-1}$ represents your knowledge accumulated up to and including game $n-1$. In particular, since nothing is known before the first game, we take $\mathcal{F}_{0}=\{\emptyset, \Omega\}$.

## Definition 3.6

A gambling strategy $\alpha_{1}, \alpha_{2}, \ldots$ (with respect to a filtration $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ ) is a sequence of random variables such that $\alpha_{n}$ is $\mathcal{F}_{n-1}$-measurable for each $n=$ $1,2, \ldots$, where $\mathcal{F}_{0}=\{\emptyset, \Omega\}$. (Outside the context of gambling such a sequence of random variables $\alpha_{n}$ is called previsible.)

If you follow a strategy $\alpha_{1}, \alpha_{2}, \ldots$, then your total winnings after $n$ games will be

$$
\begin{aligned}
\zeta_{n} & =\alpha_{1} \eta_{1}+\cdots+\alpha_{n} \eta_{n} \\
& =\alpha_{1}\left(\varepsilon_{1}-\varepsilon_{n}\right)+\cdots+\alpha_{n}\left(\xi_{n}-\xi_{n-1}\right)
\end{aligned}
$$

We also put $\zeta_{0}=0$ for convenience.
The following proposition has important consequences for gamblers. It means that a fair game will always turn into a fair one, no matter which gambling strategy is used. If one is not in a position to wager negative sums of money (e.g. to run a casino), it will be impossible to turn an unfavourable game into a favourable one or vice versa. You cannot beat the system! The boundedness of the sequence $\alpha_{n}$ means that your available capital is bounded and so is your credit limit.

## Proposition 3.1

Let $\alpha_{1}, \alpha_{2}, \ldots$ be a gambling strategy.

1) If $\alpha_{1}, \alpha_{2}, \ldots$ is a bounded sequence and $\xi_{0}, \xi_{1}, \xi_{2}, \ldots$ is a martingale, then $\zeta_{0}, \zeta_{1}, \zeta_{2}, \ldots$ is a martingale (a fair game turns into a fair one no matter what you do);
2) If $\alpha_{1}, \alpha_{2}, \ldots$ is a non-negative bounded sequence and $\xi_{0}, \xi_{1}, \xi_{2}, \ldots$ is a supermartingale, then $\zeta_{0}, \zeta_{1}, \zeta_{2}, \ldots$ is a supermartingale (an unfavourable game turns into an unfavourable one).
3) If $\alpha_{1}, \alpha_{2}, \ldots$ is a non-negative bounded sequence and $\xi_{0}, \xi_{1}, \xi_{2}, \ldots$ is a submartingale, then $\zeta_{0}, \zeta_{1}, \zeta_{2}, \ldots$ is a submartingale (a favourable game turns into a favourable one).

## Proof

Because $\alpha_{n}$ and $\zeta_{n-1}$ are $\mathcal{F}_{n-1}$-measurable, we can take them out of the expectation conditioned on $\mathcal{F}_{n-1}$ ('taking out what is known', Proposition 2.4). Thus, we obtain

$$
\begin{aligned}
E\left(\zeta_{n} \mid \mathcal{F}_{n-1}\right) & =E\left(\zeta_{n-1}+\alpha_{n}\left(\xi_{n}-\xi_{n-1}\right) \mid \mathcal{F}_{n-1}\right) \\
& =\zeta_{n-1}+\alpha_{n}\left(E\left(\xi_{n} \mid \mathcal{F}_{n-1}\right)-\xi_{n-1}\right)
\end{aligned}
$$

If $\xi_{n}$ is a martingale, then

$$
\alpha_{n}\left(E\left(\xi_{n} \mid \mathcal{F}_{n-1}\right)-\xi_{n-1}\right)=0
$$

which proves assertion 1 ). If $\xi_{n}$ is a supermartingale and $\alpha_{n} \geq 0$, then

$$
\alpha_{n}\left(E\left(\xi_{n} \mid \mathcal{F}_{n-1}\right)-\xi_{n-1}\right) \leq 0
$$

proving assertion 2). Finally, assertion 3) follows because

$$
\alpha_{n}\left(E\left(\xi_{n} \mid \mathcal{F}_{n-1}\right)-\xi_{n-1}\right) \geq 0
$$

if $\xi_{n}$ is a submartingale and $\alpha_{n} \geq 0$.

### 3.5 Stopping Times

In roulette and many other games of chance one usually has the option to quit at any time. The number of rounds played before quitting the game will be denoted by $\tau$. It can be fixed, say, to be $\tau=10$ if one decides in advance to stop playing after 10 rounds, no matter what happens. But in general the decision whether to quit or not will be made after each round depending on the knowledge accumulated so far. Therefore $\tau$ is assumed to be a random variable with values in the set $\{1,2, \ldots\} \cup\{\infty\}$. Infinity is included to cover the theoretical possibility (and a dream scenario of some casinos) that the game never stops. At each step $n$ one should be able to decide whether to stop playing or not, i.e. whether or not $\tau=n$. Therefore the event that $\tau=n$ should be in the $\sigma$-field $\mathcal{F}_{n}$ representing our knowledge at time $n$. This gives rise to the following definition.

## Definition 3.7

A random variable $\tau$ with values in the set $\{1,2, \ldots\} \cup\{\infty\}$ is called a stopping time (with respect to a filtration $\mathcal{F}_{n}$ ) if for each $n=1,2, \ldots$

$$
\{\tau=n\} \in \mathcal{F}_{n}
$$

## Exercise 3.8

Show that the following conditions are equivalent:

1) $\{\tau \leq n\} \in \mathcal{F}_{n}$ for each $n=1,2, \ldots$;
2) $\{\tau=n\} \in \mathcal{F}_{n}$ for each $n=1,2, \ldots$.

Hint Can you express $\{\tau \leq n\}$ in terms of the events $\{\tau=k\}$, where $k=1, \ldots, n$ ?
Can you express $\{\tau=n\}$ in terms of the events $\{\tau \leq k\}$, where $k=1, \ldots, n$ ?

## Example 3.5 (First hitting time)

Suppose that a coin is tossed repeatedly and you win or lose $£ 1$, depending on which way it lands. Suppose that you start the game with, say, $£ 5$ in your pocket and decide to play until you have $£ 10$ or you lose everything. If $\xi_{n}$ is the amount you have at step $n$, then the time when you stop the game is

$$
\tau=\min \left\{n: \xi_{n}=10 \text { or } 0\right\}
$$

and is called the first hitting time (of 10 or 0 by the random sequence $\xi_{n}$ ). It
$\mathcal{F}_{n}=\sigma\left(\xi_{1}, \ldots, \xi_{n}\right)$. This is because

$$
\{\tau=n\}=\left\{0<\xi_{1}<10\right\} \cap \cdots \cap\left\{0<\xi_{n-1}<10\right\} \cap\left\{\xi_{n}=10 \text { or } 0\right\}
$$

Now each of the sets on the right-hand side belongs to $\mathcal{F}_{n}$, so their intersection does too. This proves that

$$
\{\tau=n\} \in \mathcal{F}_{n}
$$

for each $n$, so $\tau$ is a stopping time.

## Exercise 3.9

Let $\xi_{n}$ be a sequence of random variables adapted to a filtration $\mathcal{F}_{n}$ and let $B \subset \mathbb{R}$ be a Borel set. Show that the time of first entry of $\xi_{n}$ into $B$,

$$
\tau=\min \left\{n: \xi_{n} \in B\right\}
$$

is a stopping time.
Hint Example 3.5 covers the case when $B=(-\infty, 0] \cup[10, \infty)$. Extend the argument to an arbitrary Borel set $B$.

Let $\xi_{n}$ be a sequence of random variables adapted to a filtration $\mathcal{F}_{n}$ and let $\tau$ be a stopping time (with respect to the same filtration). Suppose that $\xi_{n}$ represents your winnings (or losses) after $n$ rounds of a game. If you decide to quit after $\tau$ rounds, then your total winnings will be $\xi_{\tau}$. In this case your winnings after $n$ rounds will in fact be $\xi_{\tau \wedge n}$. Here $a \wedge b$ denotes the smaller of two numbers $a$ and $b$,

$$
a \wedge b=\min (a, b)
$$

## Definition 3.8

We call $\xi_{\tau \wedge n}$ the sequence stopped at $\tau$. It is often denoted by $\xi_{n}^{\tau}$. Thus, for each $\omega \in \Omega$

$$
\xi_{n}^{\tau}(\omega)=\xi_{\tau(\omega) \wedge n}(\omega) .
$$

## Exercise 3.10

Show that if $\xi_{n}$ is a sequence of random variables adapted to a filtration $\mathcal{F}_{n}$, then so is the sequence $\xi_{\tau \wedge n}$.

Hint For any Borel set $B$ express $\left\{\xi_{\tau \wedge n} \in B\right\}$ in terms of the events $\left\{\xi_{k} \in B\right\}$ and $\{\tau=k\}$, where $k=1, \ldots, n$.

We already know that it is impossible to turn a fair game into an unfair one, an unfavourable game into a favourable one, or vice versa using a gambling strategy. The next proposition shows that this cannot be achieved using a stopping time either (essentially, because stopping is also a gambling strategy).

## Proposition 3.2

Let $\tau$ be a stopping time.

1) If $\xi_{n}$ is a martingale, then so is $\xi_{\tau \wedge n}$.
2) If $\xi_{n}$ is a supermartingale, then so is $\xi_{\tau \wedge n}$.
3) If $\xi_{n}$ is a submartingale, then so is $\xi_{\tau \wedge n}$.

## Proof

This is in fact a consequence of Proposition 3.1. Given a stopping time $\tau$, we put

$$
\alpha_{n}= \begin{cases}1 & \text { if } \tau \geq n \\ 0 & \text { if } \tau<n\end{cases}
$$

We claim that $\alpha_{n}$ is a gambling strategy (that is, $\alpha_{n}$ is $\mathcal{F}_{n-1}$-measurable). This is because the inverse image $\left\{\alpha_{n} \in B\right\}$ of any Borel set $B \subset \mathbb{R}$ is equal to

$$
\emptyset \in \mathcal{F}_{n-1}
$$

if $0,1 \notin B$, or to

$$
\Omega \in \mathcal{F}_{n-1}
$$

if $0,1 \in B$, or to

$$
\left\{\alpha_{n}=1\right\}=\{\tau \geq n\}=\{\tau>n-1\} \in \mathcal{F}_{n-1}
$$

if $1 \in B$ and $0 \notin B$, or to

$$
\left\{\alpha_{n}=0\right\}=\{\tau<n\}=\{\tau \leq n-1\} \in \mathcal{F}_{n-1}
$$

if $1 \notin B$ and $0 \in B$. For this gambling strategy

$$
\xi_{\tau \wedge n}=\alpha_{1}\left(\xi_{1}-\xi_{0}\right)+\cdots+\alpha_{n}\left(\xi_{n}-\xi_{n-1}\right)
$$

Therefore Proposition 3.1 implies assertions 1), 2) and 3) above.

## Example 3.6

(You could try to beat the system if you had unlimited capital and unlimited time.) The following gambling strategy is called 'the martingale'. (Do not confuse this with the general definition of a martingale earlier in this section.) Suppose a coin is flipped repeatedly. Let us denote the outcomes by $\eta_{1}, \eta_{2}, \ldots$, which can take values +1 (heads) or -1 (tails). You wager $£ 1$ on heads. If you win, you quit. If you lose, you double the stake and play again. If you win this time round, you quit. Otherwise you double the stake once more, and so on. Thus, your gambling strategy is

$$
\alpha_{n}= \begin{cases}2^{n-1} & \text { if } \eta_{1}=\cdots=\eta_{n-1}=\text { tails }, \\ 0 & \text { otherwise. }\end{cases}
$$

Let us put

$$
\zeta_{n}=\eta_{1}+2 \eta_{2}+\cdots+2^{n-1} \eta_{n}
$$

and consider the stopping time

$$
\tau=\min \left\{n: \eta_{n}=\text { heads }\right\} .
$$

Then $\zeta_{\tau \wedge n}$ will be your winnings after $n$ rounds. It is a martingale (check it!).
It can be shown that $P\{\tau<\infty\}=1$ (heads will eventualiy appear in the sequence $\eta_{1}, \eta_{2}, \ldots$ with probability one). Therefore it makes sense to consider $\zeta_{\tau}$. This would be your total winnings if you were able to continue to play the game no matter how long it takes for the first heads to appear. It would require unlimited time and capital. If you could afford these, you would be bound to win eventually because $\zeta_{\tau}=1$ identically, since

$$
-1-2-\cdots-2^{n-1}+2^{n}=1
$$

for any $n$.

## Exercise 3.11

Show that if a gambler plays 'the martingale', his expected loss just before the ultimate win is infinite, that is,

$$
E\left(\zeta_{\tau-1}\right)=-\infty .
$$

Hint What is the probability that the game will terminate at step $n$, i.e. that $\tau=n$ ? If $\tau=n$, what is $\zeta_{\tau-1}$ equal to? This will give you all possible values of $\zeta_{\tau-1}$ and their probabilities. Now compute the expectation of $\zeta_{\tau-1}$.

### 3.6 Optional Stopping Theorem

If $\xi_{n}$ is a martingale, then, in particular,

$$
E\left(\xi_{n}\right)=E\left(\xi_{1}\right)
$$

for each $n$. Example 3.6 shows that $E\left(\xi_{\tau}\right)$ is not necessarily equal to $E\left(\xi_{1}\right)$ for a stopping time $\tau$. However, if the equality

$$
E\left(\xi_{\tau}\right)=E\left(\xi_{1}\right)
$$

does hold, it can be very useful. The Optional Stopping Theorem provides sufficient conditions for this to happen.

## Theorem 3.1 (Optional Stopping Theorem)

Let $\xi_{n}$ be a martingale and $\tau$ a stopping time with respect to a filtration $\mathcal{F}_{n}$ such that the following conditions hold:

1) $\tau<\infty$ a.s.,
2) $\xi_{\tau}$ is integrable,
3) $E\left(\xi_{n} 1_{\{\tau>n\}}\right) \rightarrow 0$ as $n \rightarrow \infty$.

Then

$$
E\left(\xi_{\tau}\right)=E\left(\xi_{1}\right)
$$

## Proof

Because

$$
\xi_{\tau}=\xi_{\tau \wedge n}+\left(\xi_{\tau}-\xi_{n}\right) 1_{\{\tau>n\}}
$$

it follows that

$$
E\left(\xi_{\tau}\right)=E\left(\xi_{\tau \wedge n}\right)+E\left(\xi_{\tau} 1_{\{\tau>n\}}\right)-E\left(\xi_{n} 1_{\{\tau>n\}}\right)
$$

Since $\xi_{\tau \wedge n}$ is a martingale by Proposition 3.2, the first term on the right-hand side is equal to

$$
E\left(\xi_{\tau \wedge n}\right)=E\left(\xi_{1}\right)
$$

The last term tends to zero by assumption 3 ). The middle term

$$
E\left(\xi_{\tau} 1_{\{r>n\}}\right)=\sum_{k=n+1}^{\infty} E\left(\xi_{k} 1_{\{r=k\}}\right)
$$

tends to zero as $n \rightarrow \infty$ because the series

$$
E\left(\xi_{\tau}\right)=\sum_{k=1}^{\infty} E\left(\xi_{k} 1_{\{\tau=k\}}\right)
$$

is convergent by 2 ). It follows that $E\left(\xi_{\tau}\right)=E\left(\xi_{1}\right)$, as required.

## Example 3.7 (Expectation of the first hitting time for a random walk)

Let $\xi_{n}$ be a symmetric random walk as in Exercise 3.5 and let $K$ be a positive integer. We define the first hitting time (of $\pm K$ by $\xi_{n}$ ) to be

$$
\tau=\min \left\{n:\left|\xi_{n}\right|=K\right\} .
$$

By Exercise $3.9 \tau$ is a stopping time. By Exercise 3.5 we know that $\xi_{n}^{2}-n$ is a martingale. If the Optional Stopping Theorem can be applied, then

$$
E\left(\xi_{\tau}^{2}-\tau\right)=E\left(\xi_{1}^{2}-1\right)=0
$$

This allows us to find the expectation

$$
E(\tau)=E\left(\xi_{\tau}^{2}\right)=K^{2}
$$

since $\left|\xi_{\tau}\right|=K$.
Let us verify conditions 1)-3) of the Optional Stopping Theorem.

1) We shall show that $P\{\tau=\infty\}=0$. To this end we shall estimate $P\{\tau>2 K n\}$. We can think of $2 K n$ tosses of a coin as $n$ sequences of $2 K$ tosses. A necessary condition for $\tau>2 K n$ is that no one of these $n$ sequences contains heads only. Therefore

$$
P\{\tau>2 K n\} \leq\left(1-\frac{1}{2^{2 K}}\right)^{n} \rightarrow 0
$$

as $n \rightarrow \infty$. Because $\{\tau>2 K n\}$ for $n=1,2, \ldots$ is a contracting sequence of sets (i.e. $\{\tau>2 K n\} \supset\{\tau>2 K(n+1)\}$ ), it follows that

$$
\begin{aligned}
P\{\tau=\infty\} & =P\left(\bigcap_{n=1}^{\infty}\{\tau>2 K n\}\right) \\
& =\lim _{n \rightarrow \infty} P\{\tau>2 K n\}=0
\end{aligned}
$$

completing the argument.
2) We need to show that

$$
E\left(\left|\xi_{\tau}^{2}-\tau\right|\right)<\infty
$$

Indeed,

$$
\begin{aligned}
E(\tau) & =\sum_{n=1}^{\infty} n P\{\tau=n\} \\
& =\sum_{n=0}^{\infty} \sum_{k=1}^{2 K}(2 K n+k) P\{\tau=2 K n+k\} \\
& \leq \sum_{n=0}^{\infty} \sum_{k=1}^{2 K} 2 K(n+1) P\{\tau>2 K n\} \\
& \leq 4 K^{2} \sum_{n=0}^{\infty}(n+1)\left(1-\frac{1}{2^{2 K}}\right)^{n} \\
& <\infty
\end{aligned}
$$

since the series $\sum_{n=1}^{\infty}(n+1) q^{n}$ is convergent for any $q \in(-1,1)$. Here we have recycled the estimate for $P\{\tau>2 K n\}$ used in 2). Moreover, $\xi_{\tau}^{2}=K^{2}$, so

$$
\begin{aligned}
E\left(\left|\xi_{\tau}^{2}-\tau\right|\right) & \leq E\left(\xi_{\tau}^{2}\right)+E(\tau) \\
& =K^{2}+E(\tau) \\
& <\infty .
\end{aligned}
$$

3) Since $\xi_{n}^{2} \leq K^{2}$ on $\{\tau>n\}$,

$$
E\left(\xi_{n}^{2} 1_{\{\tau>n\}}\right) \leq K^{2} P\{\tau>n\} \rightarrow 0
$$

as $n \rightarrow \infty$. Moreover,

$$
E\left(n 1_{\{\tau>n\}}\right) \leq E\left(\tau 1_{\{\tau>n\}}\right) \rightarrow 0
$$

as $n \rightarrow \infty$. Convergence to 0 holds because $E(\tau)<\infty$ by 2 ) and $\{\tau>n\}$ is a contracting sequence of sets with intersection $\{\tau=\infty\}$ of measure zero. It follows that

$$
E\left(\left(\xi_{n}^{2}-n\right) 1_{\{\tau>n\}}\right) \rightarrow 0,
$$

as required.

## Exercise 3.12

Let $\xi_{n}$ be a symmetric random walk and $\mathcal{F}_{n}$ the filtration defined in Exercise 3.5. Denote by $\tau$ the smallest $n$ such that $\left|\xi_{n}\right|=K$ as in Example 3.7. Verify that

$$
\zeta_{n}=(-1)^{n} \cos \left[\pi\left(\xi_{n}+K\right)\right]
$$

is a martingale (see Exercise 3.6). Then show that $\zeta_{n}$ and $\tau$ satisfy the conditions of the Optional Stopping Theorem and apply the theorem to find


Hint The equality $\zeta_{\tau}=(-1)^{\tau}$ is a key to computing $E\left[(-1)^{\tau}\right]$ with the aid of the Optimal Stopping Theorem. The first two conditions of this theorem are either obvious in the case in hand or have been verified elsewhere in this chapter. To make sure that condition 3) holds it may be helpful to show that

$$
\left|E\left(\zeta_{n} 1_{\{\tau>n\}}\right)\right| \leq P\{\tau>n\} .
$$

Use Jensen's inequality with convex function $\varphi(x)=|x|$ to estimate the left-hand side. Do not forget to verify that $\zeta_{n}$ is a martingale in the first place.

### 3.7 Solutions

## Solution 3.1

$A$ belongs to $\mathcal{F}_{11}$, but not to $\mathcal{F}_{10}$. The smallest $n$ is 11 .
$B$ does not belong to $\mathcal{F}_{n}$ for any $n$. There is no smallest $n$ such that $B \in \mathcal{F}_{n}$. $C$ belongs to $\mathcal{F}_{100}$, but not to $\mathcal{F}_{99}$. The smallest $n$ is 100 .
Since $D=\emptyset$, it belongs to $\mathcal{F}_{n}$ for each $n=1,2, \ldots$. Here the smallest $n$ is 1 .

## Solution 3.2

Because the sequence of random variables $\xi_{1}, \xi_{2}, \ldots$ is adapted to the filtration $\mathcal{G}_{1}, \mathcal{G}_{2}, \ldots$, it follows that $\xi_{n}$ is $\mathcal{G}_{n}$-measurable for each $n$. But

$$
\mathcal{G}_{1} \subset \mathcal{G}_{2} \subset \cdots,
$$

so $\xi_{1}, \ldots, \xi_{n}$ are $\mathcal{G}_{n}$-measurable for each $n$. As a consequence,

$$
\mathcal{F}_{n}=\sigma\left(\xi_{1}, \ldots, \xi_{n}\right) \subset \mathcal{G}_{n}
$$

for each $n$.

## Solution 3.3

Taking the expectation on both sides of the equality

$$
\xi_{n}=E\left(\xi_{n+1} \mid \mathcal{F}_{n}\right)
$$

we obtain

$$
E\left(\xi_{n}\right)=E\left(E\left(\xi_{n+1} \mid \mathcal{F}_{n}\right)\right)=E\left(\xi_{n+1}\right)
$$

for each $n$. This proves the claim.

## Solution 3.4

The random variables $\xi_{n}$ are integrable because $\xi_{n}$ is a martingale with respect
to $\mathcal{F}_{n}$. Since $\mathcal{G}_{n}$ is the $\sigma$-field generated by $\xi_{1}, \ldots, \xi_{n}$, it follows that $\xi_{n}$ is adapted to $\mathcal{G}_{n}$. Finally, since $\mathcal{G}_{n} \subset \mathcal{F}_{n}$,

$$
\begin{aligned}
\xi_{n} & =E\left(\xi_{n} \mid \mathcal{G}_{n}\right) \\
& =E\left(E\left(\xi_{n+1} \mid \mathcal{F}_{n}\right) \mid \mathcal{G}_{n}\right) \\
& =E\left(\xi_{n+1} \mid \mathcal{G}_{n}\right)
\end{aligned}
$$

by the tower property of conditional expectation (Proposition 2.4). This proves that $\xi_{n}$ is a martingale with respect to $\mathcal{G}_{n}$.

## Solution 3.5

Because

$$
\xi_{n}^{2}-n=\left(\eta_{1}+\cdots+\eta_{n}\right)^{2}-n
$$

is a function of $\eta_{1}, \ldots, \eta_{n}$, it is measurable with respect to the $\sigma$-field $\mathcal{F}_{n}$ generated by $\eta_{1}, \ldots, \eta_{n}$, i.e. $\xi_{n}^{2}-n$ is adapted to $\mathcal{F}_{n}$. Since

$$
\left|\xi_{n}\right|=\left|\eta_{1}+\cdots+\eta_{n}\right| \leq\left|\eta_{1}\right|+\cdots\left|\eta_{n}\right|=n
$$

it follows that

$$
E\left(\left|\xi_{n}^{2}-n\right|\right) \leq E\left(\xi_{n}^{2}\right)+n \leq n^{2}+n<\infty
$$

so $\xi_{n}^{2}-n$ is integrable for each $n$. Because

$$
\xi_{n+1}^{2}=\eta_{n+1}^{2}+2 \eta_{n+1} \xi_{n}+\xi_{n}^{2}
$$

where $\xi_{n}$ and $\xi_{n}^{2}$ are $\mathcal{F}_{n}$-measurable and $\eta_{n+1}$ is independent of $\mathcal{F}_{n}$, we can use Proposition 2.4 ('taking out what is known' and 'independent condition drops out') to obtain

$$
\begin{aligned}
E\left(\xi_{n+1}^{2} \mid \mathcal{F}_{n}\right) & =E\left(\eta_{n+1}^{2} \mid \mathcal{F}_{n}\right)+2 E\left(\eta_{n+1} \xi_{n} \mid \mathcal{F}_{n}\right)+E\left(\xi_{n}^{2} \mid \mathcal{F}_{n}\right) \\
& =E\left(\eta_{n+1}^{2}\right)+2 \xi_{n} E\left(\eta_{n+1}\right)+\xi_{n}^{2} \\
& =1+\xi_{n}^{2} .
\end{aligned}
$$

This implies that

$$
E\left(\xi_{n+1}^{2}-n-1 \mid \mathcal{F}_{n}\right)=\xi_{n}^{2}-n
$$

so $\xi_{n}^{2}-n$ is a martingale.
Solution 3.6
Being a function of $\xi_{n}$, the random variable $\zeta_{n}$ is $\mathcal{F}_{n}$-measurable for each $n$,
since $\xi_{n}$ is. Because $\left|\zeta_{n}\right| \leq 1$, it is clear that $\zeta_{n}$ is integrable. Because $\eta_{n+1}$ is independent of $\mathcal{F}_{n}$ and $\xi_{n}$ is $\mathcal{F}_{n}$-measurable, it follows that

$$
\begin{aligned}
E\left(\zeta_{n+1} \mid \mathcal{F}_{n}\right)= & E\left((-1)^{n+1} \cos \left[\pi\left(\xi_{n}+\eta_{n+1}\right)\right] \mid \mathcal{F}_{n}\right) \\
= & (-1)^{n+1} E\left(\cos \left(\pi \xi_{n}\right) \cos \left(\pi \eta_{n+1}\right) \mid \mathcal{F}_{n}\right) \\
& -(-1)^{n+1} E\left(\sin \left(\pi \xi_{n}\right) \sin \left(\pi \eta_{n+1}\right) \mid \mathcal{F}_{n}\right) \\
= & (-1)^{n+1} \cos \left(\pi \xi_{n}\right) E\left(\cos \left(\pi \eta_{n+1}\right)\right) \\
& -(-1)^{n+1} \sin \left(\pi \xi_{n}\right) E\left(\sin \left(\pi \eta_{n+1}\right)\right) \\
= & (-1)^{n} \cos \left(\pi \xi_{n}\right) \\
= & \zeta_{n}
\end{aligned}
$$

using the formula

$$
\cos (\alpha+\beta)=\cos \alpha \cos \beta-\sin \alpha \sin \beta
$$

To compute $E\left(\cos \left(\pi \eta_{n+1}\right)\right)$ and $E\left(\sin \left(\pi \eta_{n+1}\right)\right)$ observe that $\eta_{n+1}=1$ or -1 and

$$
\begin{aligned}
\cos \pi & =\cos (-\pi)=-1 \\
\sin \pi & =\sin (-\pi)=0
\end{aligned}
$$

It follows that $\zeta_{n}$ is a martingale with respect to the filtration $\mathcal{F}_{n}$.

## Solution 3.7

If $\xi_{n}$ is adapted to $\mathcal{F}_{n}$, then so is $\xi_{n}^{2}$. Since $\xi_{n}=E\left(\xi_{n+1} \mid \mathcal{F}_{n}\right)$ for each $n$ and $\varphi(x)=x^{2}$ is a convex function, we can apply Jensen's inequality (Theorem 2.2) to obtain

$$
\xi_{n}^{2}=\left[E\left(\xi_{n+1} \mid \mathcal{F}_{n}\right)\right]^{2} \leq E\left(\xi_{n+1}^{2} \mid \mathcal{F}_{n}\right)
$$

for each $n$. This means that $\xi_{n}^{2}$ is a submartingale with respect to $\mathcal{F}_{n}$.

## Solution 3.8

$1) \Rightarrow 2$ ). If $\tau$ has property 1 ), then

$$
\{\tau \leq n\} \in \mathcal{F}_{n}
$$

and

$$
\{\tau \leq n-1\} \in \mathcal{F}_{n-1} \subset \mathcal{F}_{n}
$$

so

$$
\{\tau=n\}=\{\tau \leq n\} \backslash\{\tau \leq n-1\} \in \mathcal{F}_{n}
$$

$2) \Rightarrow 1$ ). If $\tau$ has property 2 ), then

$$
\{\tau=k\} \in \mathcal{F}_{k} \subset \mathcal{F}_{n}
$$

for each $k=1, \ldots, n$. Therefore

$$
\{\tau \leq n\}=\{\tau=1\} \cup \cdots \cup\{\tau=n\} \in \mathcal{F}_{n}
$$

## Solution 3.9

If

$$
\tau=\min \left\{n: \xi_{n} \in B\right\}
$$

then for any $n$

$$
\{\tau=n\}=\left\{\xi_{1} \notin B\right\} \cap \cdots \cap\left\{\xi_{n-1} \notin B\right\} \cap\left\{\xi_{n} \in B\right\}
$$

Because $B$ is a Borel set, each of the sets on the right-hand side belongs to the $\sigma$-field $\mathcal{F}_{n}=\sigma\left(\xi_{1}, \ldots, \xi_{n}\right)$, and their intersection does too. This proves that $\{\tau=n\} \in \mathcal{F}_{n}$ for each $n$, so $\tau$ is a stopping time.

## Solution 3.10

Let $B \subset \mathbb{R}$ be a Borel set. We can write

$$
\left\{\xi_{\tau \wedge n} \in B\right\}=\left\{\xi_{n} \in B, \tau>n\right\} \cup \bigcup_{k=1}^{n}\left\{\xi_{k} \in B, \tau=k\right\}
$$

where

$$
\left\{\xi_{n} \in B, \tau>n\right\}=\left\{\xi_{n} \in B\right\} \cap\{\tau>n\} \in \mathcal{F}_{n}
$$

and for each $\dot{k}=1, \ldots, n$

$$
\left\{\xi_{k} \in B, \tau=k\right\}=\left\{\xi_{k} \in B\right\} \cap\{\tau=k\} \in \mathcal{F}_{k} \subset \mathcal{F}_{n}
$$

It follows that for each $n$

$$
\left\{\xi_{\tau \wedge n} \in B\right\} \in \mathcal{F}_{n}
$$

as required.

## Solution 3.11

The probability that 'the martingale' terminates at step $n$ is

$$
P\{\tau=n\}=\frac{1}{2^{n}}
$$

( $n-1$ tails followed by heads at step $n$ ). Therefore

$$
\begin{aligned}
E\left(\zeta_{\tau-1}\right) & =\sum_{n=1}^{\infty} \zeta_{n-1} P\{\tau=n\} \\
& =\sum_{n=1}^{\infty}\left(-1-2-\cdots-2^{n-2}\right) \frac{1}{2^{n}} \\
& =-\sum^{\infty} \frac{2^{n-1}-1}{2^{n}}=-\infty
\end{aligned}
$$

## Solution 3.12

The proof that $\zeta_{n}$ is a martingale is almost the same as in Exercise 3.6. We need to verify that $\zeta_{n}$ and $\tau$ satisfy conditions 1)-3) of the Optional Stopping Theorem.

Condition 1) has in fact been verified in Example 3.7.
Condition 2) holds because $\left|\zeta_{\tau}\right| \leq 1$, so $E\left(\left|\zeta_{\tau}\right|\right) \leq 1<\infty$.
To verify condition 3 ) observe that $\left|\zeta_{n}\right| \leq 1$ for all $n$, so

$$
\begin{aligned}
\left|E\left(\zeta_{n} 1_{\{\tau>n\}}\right)\right| & \leq E\left(\left|\zeta_{n}\right| 1_{\{\tau>n\}}\right) \\
& \leq E\left(1_{\{\tau>n\}}\right) \\
& =P\{\tau>n\} .
\end{aligned}
$$

The family of events $\{\tau>n\}, n=1,2, \ldots$ is a contracting one with intersection $\{\tau=\infty\}$. It follows that

$$
\left|E\left(\zeta_{n} 1_{\{\tau>n\}}\right)\right| \leq P\{\tau>n\} \searrow P\{\tau=\infty\}
$$

as $n \rightarrow \infty$. But

$$
P\{\tau=\infty\}=0
$$

by 1 ), completing the proof.
The Optional Stopping Theorem implies that

$$
E\left(\zeta_{\tau}\right)=E\left(\zeta_{1}\right)
$$

Because $\xi_{\tau}=K$ or $-K$, we have

$$
\zeta_{\tau}=(-1)^{\tau} \cos \left[\pi\left(K+\xi_{\tau}\right)\right]=(-1)^{\tau}
$$

Let us compute

$$
\begin{aligned}
E\left(\zeta_{1}\right) & =-\frac{1}{2}(\cos [\pi(1+K)]+\cos [\pi(-1+K)]) \\
& =\cos (\pi K)=(-1)^{K}
\end{aligned}
$$

It follows that

$$
E\left[(-1)^{\tau}\right]=(-1)^{K}
$$



## 4

## Martingale Inequalities and Convergence

Results on the convergence of martingales provide an insight into their structure and have a multitude of applications. They also provide an important interpretation of martingales. Namely, it turns out that a large class of martingales can be represented in the form

$$
\begin{equation*}
\xi_{n}=E\left(\xi \mid \mathcal{F}_{n}\right) \tag{4.1}
\end{equation*}
$$

where $\xi=\lim _{n} \xi_{n}$ is an integrable random variable and $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ is the filtration generated by $\xi_{1}, \xi_{2}, \ldots$, see Theorem 4.4 below. This makes it possible to think of $\xi_{1}, \xi_{2}, \ldots$ as the results of a series of imperfect observations of some random quantity $\xi$. As $n$ increases, the accumulated knowledge $\mathcal{F}_{n}$ about $\xi$ increases and $\xi_{n}$ becomes a better approximation, approaching the observed quantity $\xi$ in the limit.

We shall begin with a few classical inequalities for martingales, known as the Doob inequalities. They provide the tools we shall need to study the convergence of martingales and, later on, the properties of stochastic integrals. Then we shall present a classical result known as Doob's Martingale Convergence Theorem, which provides the limit $\lim _{n} \xi_{n}$ of a martingale. However, Doob's theorem has one inconvenient feature. It guarantees only that $\xi_{n}$ converges a.s., even though the limit is known to be an integrable random variable. However, to obtain (4.1) we need convergence in $L^{1}$, which gives rise to a condition called uniform integrability. This condition and its consequences, including (4.3), will be studied in the second section. Finally, as an example of an application reaching beyond the theory of martingales, we present an elegant proof

### 4.1 Doob's Martingale Inequalities

## Proposition 4.1 (Doob's maximal inequality)

Suppose that $\xi_{n}, n \in \mathbb{N}$, is a non-negative submartingale (with respect to a filtration $\mathcal{F}_{n}$ ). Then for any $\lambda>0$

$$
\lambda P\left(\max _{k \leq n} \xi_{k} \geq \lambda\right) \leq E\left(\xi_{n} 1_{\left\{\max _{k \leq n} \xi_{k} \geq \lambda\right\}}\right)
$$

where $1_{A}$ is the characteristic function of a set $A$.

## Proof

We put $\xi_{n}^{*}=\max _{k \leq n} \xi_{k}$ for brevity. For $\lambda>0$ let us define

$$
\tau=\min \left\{k \leq n: \xi_{k} \geq \lambda\right\}
$$

if there is a $k \leq n$ such that $\xi_{k} \geq \lambda$, and $\tau=n$ otherwise. Then $\tau$ is a stopping time such that $\tau \leq n$ a.s. Since $\xi_{n}$ is a submartingale,

$$
E\left(\xi_{n}\right) \geq E\left(\xi_{\tau}\right)
$$

But

$$
E\left(\xi_{\tau}\right)=E\left(\xi_{\tau} 1_{\left\{\xi_{n}^{*} \geq \lambda\right\}}\right)+E\left(\xi_{\tau} 1_{\left\{\xi_{n}^{*}<\lambda\right\}}\right) .
$$

Observe that if $\xi_{n}^{*} \geq \lambda$, then $\xi_{\tau} \geq \lambda$. Moreover, if $\xi_{n}^{*}<\lambda$, then $\tau=n$, and so $\xi_{\tau}=\xi_{n}$. Therefore

$$
E\left(\xi_{n}\right) \geq E\left(\xi_{\tau}\right) \geq \lambda P\left(\xi_{n}^{*} \geq \lambda\right)+E\left(\xi_{n} 1_{\left\{\xi_{n}^{*}<\lambda\right\}}\right)
$$

It follows that

$$
\lambda P\left(\xi_{n}^{*} \geq \lambda\right) \leq E\left(\xi_{n}\right)-E\left(\xi_{n} 1_{\left\{\xi_{n}^{*}<\lambda\right\}}\right)=E\left(\xi_{n} 1_{\left\{\xi_{n}^{*} \geq \lambda\right\}}\right)
$$

completing the proof.

## Theorem 4.1 (Doob's maximal $L^{2}$ inequality)

If $\xi_{n}, n \in \mathbb{N}$, is a non-negative square integrable submartingale (with respect to a filtration $\mathcal{F}_{n}$ ), then

$$
\begin{equation*}
E\left|\max _{k \leq n} \xi_{k}\right|^{2} \leq 4 E\left|\xi_{n}\right|^{2} \tag{4.2}
\end{equation*}
$$

## Proof

Put $\xi_{n}^{*}=\max _{k \leq n} \xi_{k}$. By Exercise 1.9, Proposition 4.1, the Fubini theorem and finally the Cauchy-Schwarz inequality

$$
\begin{aligned}
E\left|\xi_{n}^{*}\right|^{2} & =2 \int_{0}^{\infty} t P\left(\xi_{n}^{*}>t\right) d t \leq 2 \int_{0}^{\infty} E\left(\xi_{n} 1_{\left\{\xi_{n}^{*} \geq t\right\}}\right) d t \\
& =2 \int_{0}^{\infty}\left(\int_{\left\{\xi_{n}^{*} \geq t\right\}} \xi_{n} d P\right) d t=2 \int_{\Omega} \xi_{n}\left(\int_{0}^{\xi_{n}^{*}} d t\right) d P \\
& =2 \int_{\Omega} \xi_{n} \xi_{n}^{*} d P=2 E\left(\xi_{n} \xi_{n}^{*}\right) \leq 2\left(E\left|\xi_{n}\right|^{2}\right)^{1 / 2}\left(E\left|\xi_{n}^{*}\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

Dividing by $\left(E\left|\xi_{n}^{*}\right|^{2}\right)^{1 / 2}$, we get (4.2).
The proof of Doob's Convergence Theorem in the next section hinges on an inequality involving the number of upcrossings.

## Definition 4.1

Given an adapted sequence of random variables $\xi_{1}, \xi_{2}, \ldots$ and two real numbers $a<b$, we define a gambling strategy $\alpha_{1}, \alpha_{2}, \ldots$ by putting

$$
\alpha_{1}=0
$$

and for $n=1,2, \ldots$

$$
\alpha_{n+1}= \begin{cases}1 & \text { if } \alpha_{n}=0 \text { and } \xi_{n}<a \\ 1 & \text { if } \alpha_{n}=1 \text { and } \xi_{n} \leq b \\ 0 & \text { otherwise }\end{cases}
$$

It will be called the upcrossings strategy. Each $k=1,2, \ldots$ such that $\alpha_{k}=1$ and $\alpha_{k+1}=0$ will be called an upcrossing of the interval $[a, b]$. The upcrossings form a (finite or infinite) increasing sequence

$$
u_{1}<u_{2}<\cdots
$$

The number of upcrossings made up to time $n$, that is, the largest $k$ such that $u_{k} \leq n$ will be denoted by $U_{n}[a, b]$ (we put $U_{n}[a, b]=0$ if no such $k$ exists).

The meaning of the above definition is this. Initially, we refrain from playing the game and wait until $\xi_{n}$ becomes less than $a$. As soon as this happens, we start playing unit stakes at each round of the game and continue until $\xi_{n}$ becomes greater than $b$. At this stage we refrain from playing again, wait until $\xi_{n}$ becomes less than $a$, and so on. The strategy $\alpha_{n}$ is defined in such a way
that $\alpha_{n}=0$ whenever we refrain from playing the $n$th game, and $\alpha_{n}=1$ otherwise. During each run of consecutive games with $\alpha_{n}=1$ the process $\xi_{n}$ crosses the interval $[a, b]$, starting below $a$ and finishing above $b$. This is what is meant by an upcrossing. Observe that each upcrossing will increase our total winnings by at least $b-a$. For convenience, we identify each upcrossing with its last step $k$, such that $\alpha_{k}=1$ and $\alpha_{k+1}=0$. A typical sample path of the upcrossings strategy is shown in Figure 4.1.

## Exercise 4.1

Verify that the upcrossings strategy $\alpha_{n}$ is indeed a gambling strategy.
Hint You want to prove that $\alpha_{n}$ is $\mathcal{F}_{n-1}$-measurable for each $n$. Since the upcrossings strategy is defined by induction, a proof by induction on $n$ may be your best bet.

## Lemma 4.1 (Upcrossings Inequality)

If $\xi_{1}, \xi_{2}, \ldots$ is a supermartingale and $a<b$, then

$$
(b-a) E\left(U_{n}[a, b]\right) \leq E\left(\left(\xi_{n}-a\right)^{-}\right)
$$

By $x^{-}$we denote the negative part of a real number $x$, i.e. $x^{-}=\max \{0,-x\}$.

## Proof

Let

$$
\zeta_{n}=\alpha_{1}\left(\xi_{1}-\xi_{0}\right)+\cdots+\alpha_{n}\left(\xi_{n}-\xi_{n-1}\right)
$$

be the total winnings at step $n=1,2, \ldots$ if the upcrossings strategy is followed, see Figure 4.1. It will be convenient to put $\zeta_{0}=0$. By Proposition 3.1 (one cannot beat the system using a gambling strategy) $\zeta_{n}$ is a supermartingale.

Let us fix an $n$ and put $k=U_{n}[a, b]$, so that

$$
0<u_{1}<u_{2}<\cdots<u_{k} \leq n
$$

Clearly, each upcrossing increases the total winnings by $b-a$,

$$
\zeta_{u_{i}}-\zeta_{u_{i-1}} \geq b-a
$$

for $i=1, \ldots, k$. (We put $u_{0}=0$ for simplicity.) Moreover,

$$
\zeta_{n}-\zeta_{u_{k}} \geq-\left(\xi_{n}-a\right)^{-}
$$

It follows that

$$
\zeta_{n} \geq(b-a) U_{n}[a, b]-\left(\xi_{n}-a\right)^{-}
$$



Figure 4.1. Typical paths of $\xi_{n}, \alpha_{n}$ and $\zeta_{n}$; upcrossings are indicated by bold lines
taking the expectation on both sides, we get

$$
E\left(\zeta_{n}\right) \geq(b-a) E\left(U_{n}[a, b]\right)-E\left(\left(\xi_{n}-a\right)^{-}\right)
$$

But $\zeta_{n}$ is a supermartingale, so

$$
0=E\left(\zeta_{1}\right) \geq E\left(\zeta_{n}\right),
$$

which proves the Upcrossings Inequality.

### 4.2 Doob's Martingale Convergence Theorem

## Theorem 4.2 (Doob's Martingale Convergence Theorem)

Suppose that $\xi_{1}, \xi_{2}, \ldots$ is a supermartingale (with respect to a filtration $\left.\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots\right)$ such that

$$
\sup _{n} E\left(\left|\xi_{n}\right|\right)<\infty .
$$

Then there is an integrable random variable $\xi$ such that

$$
\lim _{n \rightarrow \infty} \xi_{n}=\xi \quad \text { a.s }
$$

## Remark 4.1

In particular, the theorem is valid for martingales because every martingale is a supermartingale. It is also valid for submartingales, since $\xi_{n}$ is a submartingale if and only if $-\xi_{n}$ is a supermartingale.

## Remark 4.2

Observe that even though all the $\xi_{n}$ as well as the limit $\xi$ are integrable random variables, it is claimed only that $\xi_{n}$ trends to $\xi$ a.s. Note that no convergence in $L^{1}$ is asserted.

## Proof (of Doob's Martingale Convergence Theorem)

By the Upcrossings Inequality

$$
E\left(U_{n}[a, b]\right) \leq \frac{E\left(\left(\xi_{n}-a\right)^{-}\right)}{b-a} \leq \frac{M+|a|}{b-a}<\infty
$$

where

$$
M=\sup _{n} E\left(\left|\xi_{n}\right|\right)<\infty
$$

Since $U_{n}[a, b]$ is a non-decreasing sequence, it follows that

$$
E\left(\lim _{n \rightarrow \infty} U_{n}[a, b]\right)=\lim _{n \rightarrow \infty} E\left(U_{n}[a, b]\right) \leq \frac{M+|a|}{b-a}<\infty .
$$

This implies that

$$
P\left\{\lim _{n \rightarrow \infty} U_{n}[a, b]<\infty\right\}=1
$$

for any $a<b$. Since the set of all pairs of rational numbers $a<b$ is countable, the event

$$
\begin{equation*}
A=\bigcap_{a<b \text { rational }}\left\{\lim _{n \rightarrow \infty} U_{n}[a, b]<\infty\right\} \tag{4.3}
\end{equation*}
$$

has probability 1. (The intersection of countably many events has probability 1 if each of these events has probability 1.)

We claim that the sequence $\xi_{n}$ converges a.s. to a limit $\xi$. Consider the set

$$
B=\left\{\liminf _{n} \xi_{n}<\limsup _{n} \xi_{n}\right\} \subset \Omega
$$

on which the sequence $\xi_{n}$ fails to converge. Then for any $\omega \in B$ there are rational numbers $a, b$ such that

$$
\liminf _{n} \xi_{n}(\omega)<a<b<\limsup _{n} \xi_{n}(\omega)
$$

implying that $\lim _{n \rightarrow \infty} U_{n}[a, b](\omega)=\infty$. This means that $B$ and the event $A$ in (4.3) are disjoint, so $P(B)=0$, since $P(A)=1$, which proves the claim.

It remains to show that the limit $\xi$ is an integrable random variable. By Fatou's lemma

$$
\begin{aligned}
E(|\xi|) & =E\left(\liminf _{n}\left|\xi_{n}\right|\right) \\
& \leq \liminf _{n} E\left(\left|\xi_{n}\right|\right) \\
& <\sup _{n} E\left(\left|\xi_{n}\right|\right)<\infty .
\end{aligned}
$$

This completes the proof.

## Exercise 4.2

Show that if $\xi_{n}$ is a non-negative supermartingale, then it converges a.s. to an integrable random variable.

Hint To apply Doob's Theorem all you need to verify is that the sequence $\xi_{n}$ is bounded in $L^{1}$, i.e. the supremum of $E\left(\left|\xi_{n}\right|\right)$ is less than $\infty$.

### 4.3 Uniform Integrability and $L^{1}$ Convergence of Martingales

The conditions of Doob's theorem imply pointwise (a.s.) convergence of martingales. In this section we shall study convergence in $L^{1}$. To this end we introduce a stronger condition called uniform integrability. Proposition 4.2 shows that it is a necessary condition for $L^{1}$ convergence. In Theorem 4.2 we prove that uniform integrability is in fact sufficient for a martingale to converge in $L^{1}$. This enables us to show that each integrable martingale is of the form $E\left(\xi \mid \mathcal{F}_{n}\right)$. As an application we give a martingale proof of Kolmogorov's 0-1 law.

## Exercise 4.3

Show that a random variable $\xi$ is integrable if and only if for every $\varepsilon>0$ there exists an $M>0$ such that

$$
\int_{\{|\xi|>M\}}|\xi| d P<\varepsilon
$$

Hint Split $\Omega$ into two sets: $\{|\xi|>M\}$ and $\{|\xi| \leq M\}$. The integrals of $|\xi|$ over these sets must add up to $E(|\xi|)$. As $M$ increases, one of the integrals increases, while the other one decreases. Investigate their limits as $M \rightarrow \infty$.

Thus, for any sequence $\xi_{n}$ of integrable random variables and any $\varepsilon>0$ there is a sequence of numbers $M_{n}>0$ such that

$$
\int_{\left\{\left|\xi_{n}\right|>M_{n}\right\}}\left|\xi_{n}\right| d P<\varepsilon .
$$

If the $M_{n}$ are independent of $n$, then we say that the sequence $\xi_{n}$ is uniformly integrable.

## Definition 4.2

A sequence $\xi_{1}, \xi_{2}, \ldots$ of random variables is called uniformly integrable if for every $\varepsilon>0$ there exists an $M>0$ such that

$$
\int_{\left\{\left|\xi_{n}\right|>M\right\}}\left|\xi_{n}\right| d P<\varepsilon
$$

for all $n=1,2, \ldots$.

## Exercise 4.4

Let $\Omega=[0,1]$ with the $\sigma$-field of Borel sets and Lebesgue measure. Take

$$
\xi_{n}=n 1_{\left(0, \frac{1}{n}\right)}
$$

Show that the sequence $\xi_{1}, \xi_{2}, \ldots$ is not uniformly integrable.
Hint What is the integral of $\xi_{n}$ over $\left\{\xi_{n}>M\right\}$ if $n>M$ ?

## Proposition 4.2

Uniform integrability is a necessary condition for a sequence $\xi_{1}, \xi_{2}, \ldots$ of integrable random variables to converge in $L^{1}$.

## Lemma 4.2

If $\xi$ is integrable, then for every $\varepsilon>0$ there is a $\delta>0$ such that

$$
P(A)<\delta \Longrightarrow \int_{A}|\xi| d P<\varepsilon
$$

## Proof (of Lemma 4.2)

Let $\varepsilon>0$. Since $\xi$ is integrable, by Exercise 4.3 there is an $M>0$ such that

$$
\int \ldots|\xi| d P<\frac{\varepsilon}{n}
$$

Now

$$
\begin{aligned}
\int_{A}|\xi| d P & =\int_{A \cap\{|\xi| \leq M\}}|\xi| d P+\int_{A \cap\{|\xi|>M\}}|\xi| d P \\
& \leq \int_{A} M d P+\int_{\{|\xi|>M\}}|\xi| d P \\
& <M P(A)+\frac{\varepsilon}{2}
\end{aligned}
$$

Let $\delta=\frac{\varepsilon}{2 M}$. Then

$$
P(A)<\delta \Longrightarrow \int_{A}|\xi| d P<\varepsilon
$$

as required.

## Exercise 4.5

Let $\xi$ be an integrable random variable and $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ a filtration. Show that $E\left(\xi \mid \mathcal{F}_{n}\right)$ is a uniformly integrable martingale.

Hint Use Lemma 4.2.

## Proof (of Proposition 4.2)

Suppose that $\xi_{n} \rightarrow \xi$ in $L^{1}$, i.e. $E\left|\xi_{n}-\xi\right| \rightarrow 0$. We take any $\varepsilon>0$. There is an integer $N$ such that

$$
n \geq N \Longrightarrow E\left|\xi_{n}-\xi\right|<\frac{\varepsilon}{2}
$$

By Lemma 4.2 there is a $\delta>0$ such that

$$
P(A)<\delta \Longrightarrow \int_{A}|\xi| d P<\frac{\varepsilon}{2}
$$

Taking a smaller $\delta>0$ if necessary, we also have

$$
P(A)<\delta \Longrightarrow \int_{A}\left|\xi_{n}\right| d P<\varepsilon \quad \text { for } n=1, \ldots, N
$$

We claim that there is an $M>0$ such that

$$
P\left\{\left|\xi_{n}\right|>M\right\}<\delta
$$

for all $n$. Indeed, since

$$
E\left(\left|\xi_{n}\right|\right) \geq \int_{\left\{\left|\xi_{n}\right|>M\right\}}\left|\xi_{n}\right| d P \geq M P\left\{\left|\xi_{n}\right|>M\right\}
$$

it suffices to take

$$
M=\frac{1}{s} \sup E\left(\left|\xi_{n}\right|\right)
$$

'Because the sequence $\xi_{n}$ converges in $L^{1}$, it is bounded in $L^{1}$, so the supremum $\mathrm{s}<\infty$.)

Now, since $P\left\{\left|\xi_{n}\right|>M\right\}<\delta$,

$$
\begin{aligned}
\int_{\left\{\left|\xi_{n}\right|>M\right\}}\left|\xi_{n}\right| d P & \leq \int_{\left\{\left|\xi_{n}\right|>M\right\}}|\xi| d P+\int_{\left\{\left|\xi_{n}\right|>M\right\}}\left|\xi_{n}-\xi\right| d P \\
& \leq \int_{\left\{\left|\xi_{n}\right|>M\right\}}|\xi| d P+E\left(\left|\xi_{n}-\xi\right|\right) \\
& <\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
\end{aligned}
$$

or any $n>N$ and

$$
\int_{\left\{\left|\xi_{n}\right|>M\right\}}\left|\xi_{n}\right| d P<\varepsilon
$$

or any $n=1, \ldots, N$, completing the proof.

## Exercise 4.6

;how that a uniformly integrable sequence of random variables is bounded in ${ }^{5}$, i.e.

$$
\sup _{n} E\left(\left|\xi_{n}\right|\right)<\infty
$$

Fint Write $E\left(\left|\xi_{n}\right|\right)$ as the sum of the integrals of $\left|\xi_{n}\right|$ over $\left\{\left|\xi_{n}\right|>M\right\}$ and $\left\{\left|\xi_{n}\right| \leq M\right\}$.
Exercise 4.6 implies that each uniformly integrable martingale satisfies the onditions of Doob's theorem. Therefore it converges a.s. to an integrable ranlom variable. We shall show that in fact it converges in $L^{1}$.

## 「heorem 4.3

ivery uniformly integrable supermartingale (submartingale) $\xi_{n}$ converges in $L^{1}$.

## ?roof

3y Exercise 4.6 the sequence $\xi_{n}$ is bounded in $L^{1}$, so it satisfies the conditions f Theorem 4.2 (Doob's Martingale Convergence Theorem). Therefore, there is n integrable random variable $\xi$ such that $\xi_{n} \rightarrow \xi$ a.s. We can assume without uss of generality that $\xi=0$ (since $\xi_{n}-\xi$ can be taken in place of $\xi_{n}$ ). That is o say,

$$
P\left\{\lim _{n} \xi_{n}=0\right\}=1
$$

t follows that $\xi_{n} \rightarrow 0$ in probability, i.e. for any $\varepsilon>0$

$$
P\left\{\left|F_{-}\right|>\varepsilon\right\} \rightarrow 0
$$

as $n \rightarrow \infty$. This is because by Fatou's lemma

$$
\begin{aligned}
\underset{n}{\limsup } P\left\{\left|\xi_{n}\right|>\varepsilon\right\} & \leq P\left(\limsup _{n}\left\{\left|\xi_{n}\right|>\varepsilon\right\}\right) \\
& \leq P\left(\Omega \backslash\left\{\lim _{n} \xi_{n}=0\right\}\right) \\
& =0
\end{aligned}
$$

Let $\varepsilon>0$. By uniform integrability there is an $M>0$ such that

$$
\int_{\left\{\left|\xi_{n}\right|>M\right\}}\left|\xi_{n}\right| d P \leq \frac{\varepsilon}{3}
$$

for all $n$. Since $\xi_{n} \rightarrow 0$ in probability, there is an integer $N$ such that if $n>N$, then

$$
P\left\{\left|\xi_{n}\right|>\frac{\varepsilon}{3}\right\}<\frac{\varepsilon}{3 M}
$$

We can assume without loss of generality that $M>\frac{\varepsilon}{3}$. Then

$$
\begin{aligned}
E\left(\left|\xi_{n}\right|\right)= & \int_{\left\{\left|\xi_{n}\right|>M\right\}}\left|\xi_{n}\right| d P+\int_{\left\{M \geq\left|\xi_{n}\right|>\frac{\varepsilon}{3}\right\}}\left|\xi_{n}\right| d P \\
& +\int_{\left\{\frac{\varepsilon}{3} \geq\left|\xi_{n}\right|\right\}}\left|\xi_{n}\right| d P \\
\leq & \frac{\varepsilon}{3}+M P\left\{\left|\xi_{n}\right|>\frac{\varepsilon}{3}\right\}+\frac{\varepsilon}{3} P\left\{\frac{\varepsilon}{3} \geq\left|\xi_{n}\right|\right\} \\
< & \varepsilon
\end{aligned}
$$

for all $n>N$. This proves that $E\left(\left|\xi_{n}\right|\right) \rightarrow 0$, that is, $\xi_{n} \rightarrow 0$ in $L^{1}$.

## Theorem 4.4

Let $\xi_{n}$ be a uniformly integrable martingale. Then

$$
\xi_{n}=E\left(\xi \mid \mathcal{F}_{n}\right)
$$

where $\xi=\lim _{n} \xi_{n}$ is the limit of $\xi_{n}$ in $L^{1}$ and $\mathcal{F}_{n}=\sigma\left(\xi_{1}, \ldots, \xi_{n}\right)$ is the filtration generated by $\xi_{n}$.

## Proof

For any $m>n$

$$
E\left(\xi_{m} \mid \mathcal{F}_{n}\right)=\xi_{n}
$$

i.e. for any $A \in \mathcal{F}_{n}$

$$
\int_{A} \xi_{m} d P=\int_{A} \xi_{n} d P
$$

Let $n$ be an arbitrary integer and let $A \in \mathcal{F}_{n}$. For any $m>n$

$$
\begin{aligned}
\left|\int_{A}\left(\xi_{n}-\xi\right) d P\right| & =\left|\int_{A}\left(\xi_{m}-\xi\right) d P\right| \\
& \leq \int_{A}\left|\xi_{m}-\xi\right| d P \\
& \leq E\left(\left|\xi_{m}-\xi\right|\right) \rightarrow 0
\end{aligned}
$$

as $m \rightarrow \infty$. It follows that

$$
\int_{A} \xi_{n} d P=\int_{A} \xi d P
$$

for any $A \in \mathcal{F}_{n}$, so $\xi_{n}=E\left(\xi \mid \mathcal{F}_{n}\right)$.

## Exercise 4.7

Show that if $\xi_{n}$ is a martingale and $\xi_{n} \rightarrow a$ in $L^{1}$ for some $a \in \mathbb{R}$, then $\xi_{n}=a$ a.s. for each $n$.

Hint Apply Theorem 4.4.

## Theorem 4.5 (Kolmogorov's 0-1 Law)

Let $\eta_{1}, \eta_{2}, \ldots$ be a sequence of independent random variables. We define the tail $\sigma$-field

$$
\mathcal{T}=\mathcal{T}_{1} \cap \mathcal{T}_{2} \cap \ldots
$$

where $\mathcal{T}_{n}=\sigma\left(\eta_{n}, \eta_{n+1}, \ldots\right)$. Then

$$
P(A)=0 \text { or } 1
$$

for any $A \in \mathcal{T}$.

## Proof

Take any $A \in \mathcal{T}$ and define

$$
\xi_{n}=E\left(1_{A} \mid \mathcal{F}_{n}\right)
$$

where $\mathcal{F}_{n}=\sigma\left(\eta_{1}, \ldots, \eta_{n}\right)$. By Exercise $4.5 \xi_{n}$ is a uniformly integrable martingale, so $\xi_{n} \rightarrow \xi$ in $L^{1}$. By Theorem 4.4

$$
E\left(\xi \mid \mathcal{F}_{n}\right)=E\left(1_{A} \mid \mathcal{F}_{n}\right)
$$

for all $n$. Both $\xi=\lim _{n} \xi_{n}$ and $1_{A}$ are measurable with respect to the $\sigma$-field

$$
\tau \quad-\pi m_{-} \quad 1
$$

The family $\mathcal{G}$ consisting of all sets $B \in \mathcal{F}$ such that $\int_{B} \xi d P=\int_{B} 1_{A} d P$ is a $\sigma$ field containing $\mathcal{F}_{1} \cup \mathcal{F}_{2} \cup \cdots$. As a result, $\mathcal{G}$ contains the $\sigma$-field $\mathcal{F}_{\infty}$ generated by the family $\mathcal{F}_{1} \cup \mathcal{F}_{2} \cup \cdots$. By Lemma 2.1 it follows that $\xi=1_{A}$ a.s.

Since $\eta_{n}$ is a sequence of independent random variables, the $\sigma$-fields $\mathcal{F}_{n}$ and $\mathcal{T}_{n+1}$ are independent. Because $\mathcal{T} \subset \mathcal{T}_{n+1}$, the $\sigma$-fields $\mathcal{F}_{n}$ and $\mathcal{T}$ are independent. Being $\mathcal{T}$-measurable, $1_{A}$ is therefore independent of $\mathcal{F}_{n}$ for any $n$. This means that

$$
\xi_{n}=E\left(1_{A} \mid \mathcal{F}_{n}\right)=E\left(1_{A}\right)=P(A) \quad \text { a.s. }
$$

Therefore the limit $\lim _{n \rightarrow \infty} \xi_{n}=\xi$ is also constant and equal to $P(A)$ a.s. This means that $P(A)=1_{A}$ a.s., so $P(A)=0$ or 1 .

## Exercise 4.8

Show that if $A_{n} \in \sigma\left(\xi_{n}\right)$ for each $n$, then the events

$$
\limsup _{n} A_{n}=\bigcap_{j \geq 1} \bigcup_{i \geq j} A_{i}
$$

and

$$
\lim _{n} \inf A_{n}=\bigcup_{j \geq 1} \bigcap_{i \geq j} A_{i}
$$

belong to the tail $\sigma$-field $\mathcal{T}$.
Hint You need to write $\lim \sup _{n} A_{n}$ and $\liminf _{n} A_{n}$ in terms of $A_{k}, A_{k+1}, \ldots$ for any $k$, that is, to show that $\limsup _{n} A_{n}$ and $\liminf _{n} A_{n}$ will not be affected if any finite number of sets are removed from the sequence $A_{1}, A_{2}, \ldots$.

## Exercise 4.9

Use Kolmogorov's $0-1$ law to show that in a sequence of coin tosses there are a.s. infinitely many heads.

Hint Show that the event

$$
\left\{\eta_{1}, \eta_{2}, \ldots \text { contains infinitely many heads }\right\}
$$

belongs to the $\sigma$-field $\mathcal{T}$. Can the probability of this event be 0 ? The probability of the event

$$
\left\{\eta_{1}, \eta_{2}, \ldots \text { contains infinitely many tails }\right\}
$$

should be the same. Can both probabilities be equal to 0 ? Can you simultaneously have finitely many heads and finitely many tails in the sequence $\eta_{1}, \eta_{2}, \ldots$ ?

### 4.4 Solutions

## Solution 4.1

Because $\alpha_{1}=0$ is constant, it is $\mathcal{F}_{0}=\{\emptyset, \Omega\}$-measurable. Suppose that $\alpha_{n}$ is $\mathcal{F}_{n-1}$-measurable for some $n=1,2, \ldots$. Then

$$
\left\{\alpha_{n}=0, \xi_{n}<a\right\} \cup\left\{\alpha_{n}=1, \xi_{n} \leq b\right\} \in \mathcal{F}_{n}
$$

because $\mathcal{F}_{n-1} \subset \mathcal{F}_{n}$ and $\xi_{n}$ is $\mathcal{F}_{n}$-measurable. This means that

$$
\alpha_{n+1}=1_{\left\{\alpha_{n}=0, \xi_{n}<a\right\} \cup\left\{\alpha_{n}=1, \xi_{n} \leq b\right\}}
$$

is $\mathcal{F}_{n}$-measurable. By induction it follows that $\alpha_{n}$ is $\mathcal{F}_{n-1}$-measurable for each $n=1,2, \ldots$, so $\alpha_{1}, \alpha_{2}, \ldots$ is a gambling strategy.

## Solution 4.2

For a non-negative supermartingale

$$
\sup _{n} E\left(\left|\xi_{n}\right|\right)=\sup _{n} E\left(\xi_{n}\right) \leq E\left(\xi_{1}\right)=E\left(\left|\xi_{1}\right|\right)<\infty,
$$

since

$$
E\left(\xi_{n}\right) \leq E\left(\xi_{1}\right)
$$

for each $n=1,2, \ldots$. Thus Doob's Martingale Convergence Theorem implies that $\xi_{n}$ converges a.s. to an integrable limit.

## Solution 4.3

Necessity. Suppose that $\xi$ is integrable. It follows that

$$
P\{|\xi|<\infty\}=1
$$

The sequence of random variables $|\xi| 1_{\{|\xi|>M\}}$ indexed by $M=1,2, \ldots$ is monotone and

$$
|\xi| 1_{\{|\xi|>M\}} \searrow 0 \quad \text { as } M \rightarrow \infty
$$

on the set $\{|\xi|<\infty\}$, i.e. a.s. By the monotone convergence theorem for integrals

$$
\int_{\{|\xi|>M\}}|\xi| d P \searrow 0 \quad \text { as } M \rightarrow \infty .
$$

It follows that for every $\varepsilon>0$ there exists an $M>0$ such that

$$
\int_{\{|\xi|>M\}}|\xi| d P<\varepsilon
$$

Sufficiency. Take $\varepsilon=1$. There exists an $M>0$ such that

$$
\int_{\{|\xi|>M\}}|\xi| d P<1
$$

Then

$$
\begin{aligned}
E(|\xi|) & =\int_{\Omega}|\xi| d P \\
& =\int_{\{|\xi|>M\}}|\xi| d P+\int_{\{|\xi| \leq M\}}|\xi| d P \\
& <1+M P\{|\xi| \leq M\} \\
& \leq 1+M<\infty .
\end{aligned}
$$

## Solution 4.4

For any $M>0$ and any $n>M$ we have

$$
\left(0, \frac{1}{n}\right)=\left\{\xi_{n}>M\right\}
$$

so

$$
\int_{\left\{\xi_{n}>M\right\}} \xi_{n} d P=\int_{\left(0, \frac{1}{n}\right)} n d P=1 .
$$

This means that there is no $M>0$ such that for all $n$

$$
\int_{\left\{\xi_{n}>M\right\}} \xi_{n} d P<\frac{1}{2}
$$

The sequence $\xi_{n}$ is not uniformly integrable.

## Solution 4.5

In Example 3.4 it was verified that $\xi_{n}=E\left(\xi \mid \mathcal{F}_{n}\right)$ is a martingale. Let $\varepsilon>0$.
By Lemma 4.2 there is a $\delta>0$ such that

$$
P(A)<\delta \Longrightarrow \int_{A}|\xi| d P<\varepsilon
$$

By Jensen's inequality $/\left\langle\xi_{n}\right| \leq E\left(|\xi| \mid \mathcal{F}_{n}\right)$ a.s., so

$$
E(|\xi|) \geq E\left(\left|\xi_{n}\right|\right) \geq \int_{\left\{\left|\xi_{n}\right| \geq M\right\}}\left|\xi_{n}\right| d P \geq M P\left\{\left|\xi_{n}\right|>M\right\}
$$

If we take $M>E(|\xi|) / \delta$, then

$$
P\left\{\left|\xi_{n}\right|>M\right\}<\delta
$$

Since $\left\{\left|\xi_{n}\right|>M\right\} \in \mathcal{F}_{n}$, it follows that

$$
\int_{\left\{\left|\xi_{n}\right|>M\right\}}\left|\xi_{n}\right| d P \leq \int_{\left\{\left|\xi_{n}\right|>M\right\}} E\left(|\xi| \mid \mathcal{F}_{n}\right) d P=\int_{\left\{\left|\xi_{n}\right|>M\right\}}|\xi| d P<\varepsilon,
$$

nroving that $\xi_{n}=E\left(\varepsilon \mid \mathcal{F}_{n}\right)$ is a uniformlv integrable sequence.

## Solution 4.6

Because $\xi_{n}$ is a uniformly integrable sequence, there is an $M>0$ such that for all $n$

$$
\int_{\left\{\left|\xi_{n}\right|>M\right\}}\left|\xi_{n}\right| d P<1
$$

It follows that

$$
\begin{aligned}
E\left(\left|\xi_{n}\right|\right) & =\int_{\left\{\left|\xi_{n}\right|>M\right\}}\left|\xi_{n}\right| d P+\int_{\left\{\left|\xi_{n}\right| \leq M\right\}}\left|\xi_{n}\right| d P \\
& <1+M P\left\{\left|\xi_{n}\right| \leq M\right\} \\
& <1+M<\infty
\end{aligned}
$$

for all $n$, proving that, $\xi_{n}$ is a bounded sequence in $L^{1}$.

## Solution 4.7

By Theorem 4.4, $\xi_{n}=E\left(a \mid \mathcal{F}_{n}\right)$ a.s. But $E\left(a \mid \mathcal{F}_{n}\right)=a$ a.s., which proves that $\xi_{n}=a$ a.s.

## Solution 4.8

Observe that

$$
\limsup _{n} A_{n}=\bigcap_{j \geq k i \geq j} \bigcup_{i} A_{i}
$$

for any $k$. Since

$$
A_{i} \in \sigma\left(\xi_{i}\right) \subset \mathcal{T}_{k}
$$

for every $i \geq k$, it follows that

$$
\limsup _{n} A_{n}=\bigcap_{j \geq k} \bigcup_{i \geq j} A_{i} \in \mathcal{T}_{k}
$$

for every $k$. Therefore

$$
\sup _{n} A_{n} \in \mathcal{T}
$$

The argument for $\liminf _{n} A_{n}$ is similar.

## Solution 4.9

Let $\eta_{1}, \eta_{2}, \ldots$ be a sequence of coin tosses, i.e. independent random variables with values $+1,-1$ (heads or tails) taken with probability $\frac{1}{2}$ each. Consider the following event:

$$
A=\left\{\eta_{1}, \eta_{2}, \ldots \text { contains infinitely many heads }\right\}
$$

This event belongs to the tail $\sigma$-field $\mathcal{T}$ because

$$
A=\lim \sup _{n} A_{n}
$$

where

$$
A_{n}=\left\{\eta_{n}=\text { heads }\right\} \in \sigma\left(\eta_{n}\right)
$$

(see Exercise 4.8). Thus, by Kolmogorov's $0-1$ law $P(A)=0$ or 1 . However, it cannot be 0 because the event

$$
B=\left\{\eta_{1}, \eta_{2}, \ldots \text { contains infinitely many tails }\right\}
$$

has the same probability by symmetry and $\Omega=A \cup B$ (there must be infinitely many heads or infinitely many tails).

## Markov Chains

This chapter is concerned with an interesting class of sequences of random variables taking values in a finite or countable set, called the state space, and satisfying the so-called Markov property. One of the simplest examples is provided by a symmetric random walk $\xi_{n}$ with values in the set of integers $\mathbb{Z}$. If $\xi_{n}$ is equal to some $i \in \mathbb{Z}$ at time $n$, then in the next time instance $n+1$ it will jump either to $i+1$, with probability $\frac{1}{2}$, or to $i-1$, also with probability $\frac{1}{2}$. What makes this model interesting is that the value of $\xi_{n+1}$ at time $n+1$ depends on the past only through the value at time $n$. This is the Markov property characterizing Markov chains. There are numerous examples of Markov chains, with a multitude of applications.

From the mathematical point of view, Markov chains are both simple and difficult. Their definition and basic properties do not involve any complicated notions or sophisticated mathematics. Yet, any deeper understanding of Markov chains requires quite advanced tools. For example, this is so for problems related to the long-time behaviour of Markov processes. In this chapter we shall try to maintain a balance between the accessibility of exposition and the depth of mathematical results. Various concepts will be introduced. In particular, we shall discuss the classification of states and its relevance to the asymptotic behaviour of transition probabilities. This will turn out to be closely linked to ergodicity and the existence and uniqueness of invariant measures.

### 5.1 First Examples and Definitions

## Example 5.1

In some homes the use of the telephone can become quite a sensitive issue. Suppose that if the phone is free during some period of time, say the $n$th minute, then with probability $p$, where $0<p<1$, it will be busy during the next minute. If the phone has been busy during the $n$th minute, it will become free during the next minute with probability $q$, where $0<q<1$. Assume that the phone is free in the 0th minute. We would like to answer the following two questions.

1) What is the probability $x_{n}$ that the telephone will be free in the $n$th minute?
2) What is $\lim _{n \rightarrow \infty} x_{n}$, if it exists?

Denote by $A_{n}$ the event that the phone is free during the $n$th minute and let $B_{n}=\Omega \backslash A_{n}$ be its complement, i.e. the event that the phone is busy during the $n$th minute. The conditions of the example give us

$$
\begin{align*}
& P\left(B_{n+1} \mid A_{n}\right)=p  \tag{5.1}\\
& P\left(A_{n+1} \mid B_{n}\right)=q \tag{5.2}
\end{align*}
$$

We also assume that $P\left(A_{0}\right)=1$, i.e. $x_{0}=1$. Using this notation, we have $x_{n}=P\left(A_{n}\right)$. Then the total probability formula, see Exercise 1.10, together with (5.1)-(5.2) imply that

$$
\begin{align*}
x_{n+1} & =P\left(A_{n+1}\right) \\
& =P\left(A_{n+1} \mid A_{n}\right) P\left(A_{n}\right)+P\left(A_{n+1} \mid B_{n}\right) P\left(B_{n}\right) \\
& =(1-p) x_{n}+q\left(1-x_{n}\right)=q+(1-p-q) x_{n} \tag{5.3}
\end{align*}
$$

It's a bit tricky to find an explicit formula for $x_{n}$. To do so we suppose first that the sequence $\left\{x_{n}\right\}$ is convergent, i.e.

$$
\begin{equation*}
\lim _{n \rightarrow \infty} x_{n}=x \tag{5.4}
\end{equation*}
$$

The elementary properties of limits and equation (5.3), i.e. $x_{n+1}=q+(1-p-$ $q) x_{n}$, yield

$$
\begin{equation*}
x=q+(1-p-q) x \tag{5.5}
\end{equation*}
$$

The unique solution to the last equation is

$$
\begin{equation*}
x=\frac{q}{q+p} \tag{5.6}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\frac{q}{q+p}=q+(1-p-q) \frac{q}{q+p} \tag{5.7}
\end{equation*}
$$

Subtracting (5.7) from (5.3), we infer that

$$
\begin{equation*}
x_{n+1}-\frac{q}{q+p}=(1-p-q)\left(x_{n}-\frac{q}{q+p}\right) . \tag{5.8}
\end{equation*}
$$

Thus, $\left\{x_{n}-\frac{q}{q+p}\right\}$ is a geometric sequence and therefore, for all $n \in \mathbb{N}$,

$$
x_{n}-\frac{q}{q+p}=(1-p-q)^{n}\left(x_{0}-\frac{q}{q+p}\right) .
$$

Hence, by taking into account the initial condition $x_{0}=1$, we have

$$
\begin{align*}
x_{n} & =\frac{q}{q+p}+\left(x_{0}-\frac{q}{q+p}\right)(1-p-q)^{n} \\
& =\frac{q}{q+p}+\frac{p}{q+p}(1-p-q)^{n} \tag{5.9}
\end{align*}
$$

Let us point out that although we have used the assumption (5.4) to derive (5.8), the proof of the latter is now complete. Indeed, having proven (5.9), we can show that the assumption (5.4) is indeed satisfied. This is because the conditions $0<p, q<1$ imply that $|1-p-q|<1$, and so $(1-p-q)^{n} \rightarrow 0$ as $n \rightarrow \infty$. Thus, (5.4) holds. This provides an answer to the second part of the example, i.e. $\lim _{n \rightarrow \infty} x_{n}=\frac{q}{p+q}$.

The following exercise is a modification of the last example.

## Exercise 5.1

In the framework of Example 5.1, let $y_{n}$ denote the probability that the telephone is busy in the $n$th minute. Supposing that $y_{0}=1$, find an explicit formula for $y_{n}$ and, if it exists, $\lim _{n \rightarrow \infty} y_{n}$.

Hint This exercise can be solved directly by repeating the above argument, or indirectly by using some of the results in Example 5.1.

## Remark 5.1

The formulae (5.3) and (5.64) can be written collectively in a compact form by using vector and matrix notation. First of all, since $x_{n}+y_{n}=1$, we get

$$
\begin{aligned}
x_{n+1} & =(1-p) x_{n}+q y_{n} \\
y_{n+1} & =p x_{n}+(1-q) y_{n}
\end{aligned}
$$

Hence, the matrix version takes the form

$$
\left[\begin{array}{l}
x_{n+1} \\
y_{n+1}
\end{array}\right]=\left[\begin{array}{cc}
1-p & q \\
p & 1-q
\end{array}\right]\left[\begin{array}{l}
x_{n} \\
y_{n}
\end{array}\right] .
$$

The situation described in Example 5.1 is quite typical. Often the probability of a certain event at time $n+1$ depends only on what happens at time $n$, but not further into the past. Example 5.1 provides us with a simple case of a Markov chain. See also the following definition and exercises.

## Definition 5.1

Suppose that $S$ is a finite or a countable set. Suppose also that a probability space $(\Omega, \mathcal{F}, P)$ is given. An $S$-valued sequence of random variables $\xi_{n}, n \in \mathbb{N}$, is called an $S$-valued Markov chain or a Markov chain on $S$ if for all $n \in \mathbb{N}$ and all $s \in S$

$$
\begin{equation*}
P\left(\xi_{n+1}=s \mid \xi_{0}, \ldots, \xi_{n}\right)=P\left(\xi_{n+1}=s \mid \xi_{n}\right) \tag{5.10}
\end{equation*}
$$

Here $P\left(\xi_{n+1}=s \mid \xi_{n}\right)$ is the conditional probability of the event $\left\{\xi_{n+1}=s\right\}$ with respect to random variable $\xi_{n}$, or equivalently, with respect to the $\sigma$-field $\sigma\left(\xi_{n}\right)$ generated by $\xi_{n}$. Similarly, $P\left(\xi_{n+1}=s \mid \xi_{0}, \ldots, \xi_{n}\right)$ is the conditional probability of $\left\{\xi_{n+1}=s\right\}$ with respect to the $\sigma$-field $\sigma\left(\xi_{0}, \cdots, \xi_{n}\right)$ generated by the random variables $\xi_{0}, \cdots, \xi_{n}$.

Property (5.10) will usually be referred to as the Markov property of the Markov chain $\xi_{n}, n \in \mathbb{N}$. The set $S$ is called the state space and the elements of $S$ are called states.

## Proposition 5.1

The model in Example 5.1 and Exercise 5.1 is a Markov chain.

## Proof

Let $S=\{0,1\}$, where 0 and 1 represent the states of the phone being free or busy. First we need to construct an appropriate probability space. Let $\Omega$ be the set of all sequences $\omega_{0}, \omega_{1}, \ldots$ with values in $S$. Let $\mu_{0}$ be any probability measure on $S$. For example, $\mu=\delta_{0}$ corresponds to the case when the phone is free at time 0 . We shall define $P$ by induction. For any $S$-valued sequence $s_{0}, s_{1}, \ldots$ we put

$$
\begin{equation*}
P\left(\left\{\omega \in \Omega: \omega_{0}=s_{0}\right\}\right)=\mu_{0}\left(\left\{s_{0}\right\}\right) \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
D(f, . c \cap \ldots-c \cdot i-\cap \ldots n+1\}) \tag{5.12}
\end{equation*}
$$

$$
=p\left(s_{n+1} \mid s_{n}\right) P\left(\left\{\omega \in \Omega: \omega_{i}=s_{i}, i=0, \cdots, n\right\}\right)
$$

where $p(s \mid r)$ are the entries of the $2 \times 2$ matrix

$$
\left[\begin{array}{ll}
p(0 \mid 0) & p(0 \mid 1) \\
p(1 \mid 0) & p(1 \mid 1)
\end{array}\right]=\left[\begin{array}{cc}
1-p & q \\
p & 1-q
\end{array}\right]
$$

It seems reasonable to expect $P$ to be a probability measure (with respect to the trivial $\sigma$-field of all subsets of $\Omega$ ). Take this for granted, check only that $P(\Omega)=1$.

How would you define the process $\xi_{n}, n \in \mathbb{N}$ ? We shall do it in the standard way, i.e.

$$
\begin{equation*}
\xi_{n}(\omega)=\omega_{n}, \quad \omega \in \Omega \tag{5.13}
\end{equation*}
$$

First we shall show that the transition probabilities of $\xi_{n}$ are what they should be, i.e.

$$
\begin{align*}
& P\left(\xi_{n+1}=1 \mid \xi_{n}=0\right)=p  \tag{5.14}\\
& P\left(\xi_{n+1}=0 \mid \xi_{n}=1\right)=q \tag{5.15}
\end{align*}
$$

The definition of conditional probability yields

$$
P\left(\xi_{n+1}=1 \mid \xi_{n}=0\right)=\frac{P\left(\xi_{n+1}=1, \xi_{n}=0\right)}{P\left(\xi_{n}=0\right)}
$$

Next, the definition of $P$ gives

$$
\begin{aligned}
& P\left(\xi_{n+1}=1, \xi_{n}=0\right) \\
& =P\left(\left\{\omega \in \Omega: \omega_{n}=0, \omega_{n+1}=1\right\}\right) \\
& =\sum_{s_{0}, \cdots, s_{n-1} \in S} P\left(\left\{\omega \in \Omega: \omega_{i}=s_{i}, i=0, \cdots, n-1, \omega_{n}=0, \omega_{n+1}=1\right\}\right) \\
& =\sum_{s_{0}, \cdots, s_{n-1} \in S} p P\left(\left\{\omega \in \Omega: \omega_{i}=s_{i}, i=0, \cdots, n-1, \omega_{n}=0\right\}\right) \\
& =p P\left(\xi_{n}=0\right)
\end{aligned}
$$

by (5.12). We have proven (5.14). Moreover, (5.15) follows by the same argument. A similar line of reasoning shows that $\xi_{n}$ is indeed a Markov chain. For this we need to verify that for any $n \in \mathbb{N}$ and any $s_{0}, s_{1}, \cdots, s_{n+1} \in S$

$$
P\left(\xi_{n+1}=s_{n+1} \mid \xi_{0}=s_{0}, \cdots, \xi_{n}=s_{n}\right)=P\left(\xi_{n+1}=s_{n+1} \mid \xi_{n}=s_{n}\right)
$$

We have

$$
\begin{aligned}
& P\left(\xi_{0}=s_{0}, \cdots, \xi_{n}=s_{n}, \xi_{n+1}=s_{n+1}\right) \\
& =P\left(\left\{\omega \in \Omega: \omega_{i}=s_{i}, i=0, \cdots, n+1\right\}\right) \\
& =p\left(s_{n+1} \mid s_{n}\right) P\left(\left\{\omega \in \Omega: \omega_{i}=s_{i}, i=0, \cdots, n\right\}\right) \\
& =p\left(s_{n+1} \mid s_{n}\right) P\left(\xi_{0}=s_{0}, \cdots, \xi_{n}=s_{n}\right)
\end{aligned}
$$

which, in view of the definition of conditional probability, gives

$$
P\left(\xi_{n+1}=s_{n+1} \mid \xi_{0}=s_{0}, \cdots, \xi_{n}=s_{n}\right)=p\left(s_{n+1} \mid s_{n}\right)
$$

On the other hand, by an easy generalization of (5.14) and (5.15)

$$
P\left(\xi_{n+1}=s_{n+1} \mid \xi_{n}=s_{n}\right)=p\left(s_{n+1} \mid s_{n}\right)
$$

which proves (5.10).
In Example 5.1 the transition probabilities from state $i$ to state $j$ do not depend on the time $n$. This is an important class of Markov chains.

## Definition 5.2

An $S$-valued Markov chain $\xi_{n}, n \in \mathbb{N}$, is called time-homogeneous or homogeneous if for all $n \in \mathbb{N}$ and all $i, j \in S$

$$
\begin{equation*}
P\left(\xi_{n+1}=j \mid \xi_{n}=i\right)=P\left(\xi_{1}=j \mid \xi_{0}=i\right) \tag{5.16}
\end{equation*}
$$

The number $P\left(\xi_{1}=j \mid \xi_{0}=i\right)$ is denoted by $p(j \mid i)$ and called the transition probability from state $i$ to state $j$. The matrix $P=[p(j \mid i)]_{j, i \in S}$ is called the transition matrix of the chain $\xi_{n}$.

## Exercise 5.2

In the discussion so far we have seen an example of a transition matrix, $P=$ $\left[\begin{array}{cc}1-p & q \\ p & 1-q\end{array}\right]$. Obviously the sum of the entries in each column of $P$ is equal to 1 . Prove that this is true in general.

Hint Remember that $P(\Omega \mid A)=1$ for any event $A$.

## Definition 5.3

$A=\left[a_{j i}\right]_{i, j \in S}$ is called a stochastic matrix if

1) $a_{j i} \geq 0$, for all $i, j \in S$;
2) the sum of the entries in each column is 1 , i.e. $\sum_{j \in S} a_{j i}=1$ for any $i \in S$.
$A$ is called a double stochastic matrix if both $A$ and its transpose $A^{t}$ are stochastic matrices.

## Proposition 5.2

Show that a stochastic matrix is doubly stochastic if and only if the sum of the entries in each row is 1 , i.e. $\sum_{i \in S} a_{j i}=1$ for any $j \in S$.

## Proof

Put $A^{t}=\left[b_{i j}\right]$. Then, by the definition of the transposed matrix, $b_{i j}=a_{j i}$. Therefore, $A^{t}$ is a stochastic matrix if and only if

$$
\sum_{i} a_{j i}=\sum_{i} b_{i j}=1
$$

completing the proof.

## Exercise 5.3

Show that if $P=\left[p_{j i}\right]_{j, i \in S}$ is a stochastic matrix, then any natural power $P^{n}$ of $P$ is a stochastic matrix. Is the corresponding result true for a double stochastic matrix?

Hint Show that if $A$ and $B$ are two stochastic matrices, then so is $B A$. For the second problem, recall that $(B A)^{t}=A^{t} B^{t}$.

## Exercise 5.4

Let $P=\left[\begin{array}{cc}1-p & q \\ p & 1-q\end{array}\right]$. Show that

$$
P^{2}=\left[\begin{array}{cc}
1+p^{2}-2 p+p q & 2 q-p q-q^{2} \\
2 p-p q-p^{2} & 1+q^{2}-2 q+p q
\end{array}\right]
$$

Hint This is just simple matrix multiplication.
We see that there is a problem with finding higher powers of the matrix $P$. When multiplying $P^{2}$ by $P, P^{2}$, and so on, we obtain more and more complicated expressions.

## Definition 5.4

The $n$-step transition matrix of a Markov chain $\xi_{n}$ with transition probabilities $p(j \mid i), j, i \in S$ is the matrix $P_{n}$ with entries

$$
\begin{equation*}
p_{n}(j \mid i)=P\left(\xi_{n}=j \mid \xi_{0}=i\right) \tag{5.17}
\end{equation*}
$$

## Exercise 5.5

Find an exact formula for $P_{n}$ for the matrix $P$ from Exercise 5.4.
Hint Put $x_{n}=P\left(\xi_{n}=0 \mid \xi_{0}=0\right)$ and $y_{n}=P\left(\xi_{n}=1 \mid \xi_{0}=1\right)$. Is it correct to suppose that $p_{n}(0 \mid 0)=x_{n}$ and $p_{n}(1 \mid 1)=y_{n}$ ? If yes, you may be able use Example 5.1 and Exercise 5.1.

## Exercise 5.6

You may suspect that $P_{n}$ equals $P^{n}$, the $n$th power of the matrix $P$. This holds for $n=1$. Check if it is true for $n=2$. If this is the case, try to prove that $P_{n}=P^{n}$ for all $n \in \mathbb{N}$.

Hint Once again, this is an exercise in matrix multiplication.
The following is a generalization of Exercise 5.6.

## Proposition 5.3 (Chapman-Kolmogorov equation)

Suppose that $\xi_{n}, n \in \mathbb{N}$, is an $S$-valued Markov chain with $n$-step transition probabilities $p_{n}(j \mid i)$. Then for all $k, n \in \mathbb{N}$

$$
\begin{equation*}
p_{n+k}(j \mid i)=\sum_{s \in S} p_{n}(j \mid s) p_{k}(s \mid i), \quad i, j \in S \tag{5.18}
\end{equation*}
$$

## Exercise 5.7

Prove Proposition 5.3.
Hint $p_{n+k}(j \mid i)$ are the entries of the matrix $P_{n+k}=P^{n+k}$.

## Proof (of Proposition 5.3)

Let $P$ and $P_{n}$ be, respectively, the transition probability matrix and the $n$-step transition probability matrix. Since $p_{n}(j \mid i)$ are the entries of $P_{n}$, we only need to show that $P_{n}=P^{n}$ for all $n \in \mathbb{N}$. This can be done by induction. The assertion is clearly true for $n=1$. Suppose that $P_{n}=P^{n}$. Then, for $i, j \in S$, by the total probability formula and the Markov property (5.10)

$$
\begin{aligned}
p_{n+1}(j \mid i) & =P\left(\xi_{n+1}=j \mid \xi_{0}=i\right) \\
& =\sum_{s \in S} P\left(\xi_{n+1}=j \mid \xi_{0}=i, \xi_{n}=s\right) P\left(\xi_{n}=s \mid \xi_{0}=i\right) \\
& =\sum_{\sim \sim c} P\left(\xi_{n+1}=j \mid \xi_{n}=s\right) P\left(\xi_{n}=s \mid \xi_{0}=i\right)
\end{aligned}
$$

$$
=\sum_{s \in S} p(j \mid s) p_{n}(s \mid i)
$$

which proves that $P_{n+1}=P P_{n}$.

## Exercise 5.8 (random walk)

Suppose that $S=\mathbb{Z}$. Let $\eta_{n}, n \geq 1$ be a sequence of independent identically distributed random variables with $P\left(\eta_{1}=1\right)=p$ and $P\left(\eta_{1}=-1\right)=q=1-p$. Define $\xi_{n}=\sum_{i=1}^{n} \eta_{i}$ for $n \geq 1$ and $\xi_{0}=0$. Show that $\xi_{n}$ is a Markov chain with transition probabilities

$$
p(j \mid i)= \begin{cases}p, & \text { if } j=i+1 \\ q, & \text { if } j=i-1 \\ 0, & \text { otherwise }\end{cases}
$$

$\xi_{n}, n \geq 0$, is called a random walk starting at 0 . Replacing $\xi_{0}=0$ with $\xi_{0}=i$, we get a random walk starting at $i$.

Hint $\xi_{n+1}=\xi_{n}+\eta_{n+1}$. Are $\xi_{n}$ and $\eta_{n+1}$ independent?

## Exercise 5.9

For the random walk $\xi_{n}$ defined in Exercise 5.8 prove that

$$
\begin{equation*}
P\left(\xi_{n}=j \mid \xi_{0}=i\right)=\binom{n}{\frac{n+j-i}{2}} p^{\frac{n+j-i}{2}} q^{\frac{n-j+i}{2}} \tag{5.19}
\end{equation*}
$$

if $n+j-i$ is an even non-negative integer, and $P\left(\xi_{n}=j \mid \xi_{0}=i\right)=0$ otherwise.
Hint Use induction. Note that $\binom{n+\frac{n}{2}}{$\hline}$p^{\frac{n+j-i}{2}}$ equals 0 if $|j-i| \geq n+1$.

## Proposition 5.4

For all $p \in(0,1)$

$$
\begin{equation*}
P\left(\xi_{n}=i \mid \xi_{0}=i\right) \rightarrow 0, \text { as } n \rightarrow \infty \tag{5.20}
\end{equation*}
$$

## Proof

To begin with, we shall consider the case $p \neq \frac{1}{2}$. When $j=i$, formula (5.19) becomes

$$
P\left(\xi_{n}=i \mid \xi_{0}=i\right)= \begin{cases}\frac{(2 k)!}{(k!)^{2}}(p q)^{k}, & \text { if } n=2 k  \tag{5.21}\\ 0, & \text { if } n \text { is odd }\end{cases}
$$

Then, denoting $a_{k}=\frac{(2 k)!}{(k!)^{2}}(p q)^{k}$, we have

$$
\frac{a_{k+1}}{a_{k}}=p q \frac{(2 k+1)(2 k+2)}{(k+1)^{2}} \rightarrow 4 p q<1
$$

Hence, $a_{k} \rightarrow 0$. Thus, $P\left(\xi_{2 k}=i \mid \xi_{0}=i\right) \rightarrow 0$. The result follows, since $P\left(\xi_{2 k+1}=i \mid \xi_{0}=i\right)=0 \rightarrow 0$.

This argument does not work for $p=\frac{1}{2}$ because $4 p q=1$. In this case we shall need the Stirling formula ${ }^{1}$

$$
\begin{equation*}
k!\sim \sqrt{2 \pi k}\left(\frac{k}{e}\right)^{k}, \text { as } k \rightarrow \infty \tag{5.22}
\end{equation*}
$$

Here we use the standard convention: $a_{n} \sim b_{n}$ whenever $\frac{a_{n}}{b_{n}} \rightarrow 1$ as $n \rightarrow \infty$. By (5.22)

$$
\begin{aligned}
a_{k} & \sim \frac{\sqrt{4 \pi k}}{2 \pi k}\left(\frac{2 k}{e}\right)^{2 k}\left(\frac{e}{k}\right)^{2 k}(p q)^{k} \\
& =\frac{1}{\sqrt{\pi k}} \rightarrow 0, \text { as } k \rightarrow \infty
\end{aligned}
$$

Let us note that the second method works in the first case too. However, in the first case there is no need for anything as sophisticated as the Stirling formula.

## Proposition 5.5

The probability that the random walk $\xi_{n}$ ever returns to the starting point is

$$
1-|p-q| .
$$

## Proof

Suppose that $\xi_{0}=0$ and denote by $f_{0}(n)$ the probability that the process returns to 0 at time $n$ for the first time, i.e.

$$
f_{0}(n)=P\left(\xi_{n}=0, \xi_{i} \neq 0, i=1, \cdots, n-1\right)
$$

If also $p_{0}(n)=P\left(\xi_{n}=0\right)$ for any $n \in \mathbb{N}$, then we can prove that

$$
\begin{equation*}
\sum_{n=1}^{\infty} p_{0}(n)=\sum_{n=0}^{\infty} p_{0}(n) \sum_{n=1}^{\infty} f_{0}(n) \tag{5.23}
\end{equation*}
$$

[^1]Since all the numbers involved are non-negative, in order to prove (5.23) we need only to show that

$$
p_{0}(n)=\sum_{k=1}^{n} f_{0}(k) p_{0}(n-k) \text { for } n \geq 1
$$

The total probability formula and the Markov property (5.10) yield

$$
\begin{aligned}
p_{0}(n)= & \sum_{k=1}^{n} P\left(\xi_{n}=0, \xi_{k}=0, \xi_{i} \neq 0, i=1, \cdots, k-1\right) \\
= & \sum_{k=1}^{n} P\left(\xi_{k}=0, \xi_{i} \neq 0, i=1, \cdots, k-1\right) \\
& \times P\left(\xi_{n}=0 \mid \xi_{k}=0, \xi_{i} \neq 0, i=1, \cdots, k-1\right) \\
= & \sum_{k=1}^{n} P\left(\xi_{k}=0, \xi_{i} \neq 0, i=1, \cdots, k-1\right) P\left(\xi_{n}=0 \mid \xi_{k}=0\right) \\
= & \sum_{k=1}^{n} f_{0}(k) p_{0}(n-k) .
\end{aligned}
$$

Having proved (5.23), we are going to make use of it. First we notice that the probability that the process will ever return to 0 equals $\sum_{n=1}^{\infty} f_{0}(n)$. Next, from (5.23) we infer that

$$
\begin{aligned}
P\left(\exists n \geq 1: \xi_{n}=0\right) & =\sum_{n=1}^{\infty} f_{0}(n) \\
& =1-\left(\sum_{n=0}^{\infty} p_{0}(n)\right)^{-1}=1-\left(\sum_{k=0}^{\infty} p_{0}(2 k)\right)^{-1} .
\end{aligned}
$$

Since $p_{0}(2 k)=\frac{(2 k)!}{(k!)^{2}}(p q)^{k}$ and

$$
\begin{equation*}
\sum_{k=0}^{\infty}\binom{2 k}{k} x^{k}=(1-4 x)^{-1 / 2},|x|<\frac{1}{4} \tag{5.24}
\end{equation*}
$$

it follows, that for $p \neq 1 / 2$

$$
\begin{equation*}
P\left(\exists n \geq 1: \xi_{n}=0\right)=1-(1-4 p q)^{1 / 2}=1-|p-q| \tag{5.25}
\end{equation*}
$$

since, recalling that $q=1-p$, we have $1-4 p q=1-4 p+4 p^{2}=(1-2 p)^{2}=$ $(q-p)^{2}$.

The case $p=1 / 2$ is more delicate and we shall not pursue this topic here. Let us only remark that the case $p=1 / 2$ needs a special treatment as in Proposition 5.4.

## Exercise 5.10

Prove formula (5.24).
Hint Use the Taylor formula to expand the right-hand side of (5.24) into a power series.

## Exercise 5.11 (branching process)

On the island Elschenbieden there lives an almost extinct species called Vugiel. Vugiel's males can produce zero, one, two, $\cdots$ male offspring with probability $p_{0}, p_{1}, p_{2}, \cdots$ respectively, where $p_{i} \geq 0$ and $\sum_{i=0}^{\infty} p_{i}=1$. A challenging problem would be to find the Vugiel's chances of survival assuming that each individual lives exactly one year. At this moment, we ask you only to rewrite the problem in the language of Markov chains.

Hint The number of descendants of each male has the same distribution.

## Exercise 5.12

Consider the following two cases:

1) In Exercise 5.11 suppose that

$$
p_{m}=\binom{N}{m} p^{m}(1-p)^{N-m}
$$

for some $p \in(0,1)$ and $N \in \mathbb{N}^{*}$, where $\mathbb{N}^{*}=\{1,2,3, \cdots\}$. (Note that $p_{m}=0$ if $m>N$.) Show that

$$
\begin{equation*}
p(j \mid i)=\binom{N i}{j} p^{j}(1-p)^{N i-j} \tag{5.26}
\end{equation*}
$$

Deduce that, in particular, $p(j \mid i)=0$ if $j>N i$.
2) Suppose that

$$
p_{m}=\frac{\lambda^{m}}{m!} e^{-\lambda}, \quad m \in \mathbb{N}
$$

for some $\lambda>0$. In other words, assume that each $X_{j}$ has the Poisson distribution with mean $\lambda$. Show that

$$
\begin{equation*}
p(j \mid i)=\frac{(\lambda i)^{j}}{j!} e^{-\lambda i}, \quad j, i \geq 0 \tag{5.27}
\end{equation*}
$$

Hint If $X_{1}$ has the binomial distribution $P\left(X_{1}=m\right)=\binom{N}{m} p^{m}(1-p)^{N-m}, m \in \mathbb{N}$, then there exists a finite sequence $\eta_{1}^{1}, \cdots, \eta_{N}^{1}$ of independent identically distributed random variables such that $P\left(n_{i}^{1}=1\right)=p . P\left(n_{i}^{1}=0\right)=1-p$ and $X_{i}=n_{1}^{j}+\cdots+$
$\eta_{N}^{j}=m$. Hence, $X_{1}+\cdots+X_{i}=\sum_{r=1}^{i} \sum_{s=1}^{N} \eta_{s}^{r}$, i.e. the sum of $N i$ independent identically distributed random variables with distribution as above. Hence we infer (5.26).

## Proposition 5.6

The probability of survival in Exercise 5.12, part 2) equals 0 if $\lambda \leq 1$, and $1-\hat{r}^{k}$ if $\lambda>1$, where $k$ is the initial Vugiel population and $\hat{r} \in(0,1)$ is a solution to

$$
\begin{equation*}
r=e^{(r--1) \lambda} \tag{5.28}
\end{equation*}
$$

## Proof

We denote by $\phi(i), i \in \mathbb{N}$ the probability of dying out subject to the condition $\xi_{0}=i$. Hence, if $A=\left\{\xi_{n}=0\right.$ for $\left.n \in \mathbb{N}\right\}$, then

$$
\begin{equation*}
\phi(i)=P\left(A \mid \xi_{0}=i\right) . \tag{5.29}
\end{equation*}
$$

Obviously, $\phi(0)=1$ and the total probability formula together with the Markov property (5.10) imply that for each $i \in \mathbb{N}$

$$
\begin{aligned}
\phi(i) & =\sum_{j=0}^{\infty} P\left(A \mid \xi_{0}=i, \xi_{1}=j\right) P\left(\xi_{1}=j \mid \xi_{0}=i\right) \\
& =\sum_{j=0}^{\infty} P\left(A \mid \xi_{1}=j\right) P\left(\xi_{1}=j \mid \xi_{0}=i\right) \\
& =\sum_{j=0}^{\infty} \phi(j) p(j \mid i)
\end{aligned}
$$

Therefore, the sequence $\phi(i), i \in \mathbb{N}$ is bounded (by 1 from above and by 0 from below) and satisfies the following system of equations

$$
\begin{align*}
\phi(i) & =\sum_{j=0}^{\infty} \phi(j) p(j \mid i), \quad i \in \mathbb{N}  \tag{5.30}\\
\phi(0) & =1
\end{align*}
$$

So far, we have not used any particular distribution of $X_{j}$. From now on, we shall assume that the $X_{j}$ have the Poisson distribution. Hence, by Exercise 5.12, $p(j \mid i)=\frac{(i \lambda)^{j}}{j!} e^{-i \lambda}$. It is not an easy problem to find a solution to (5.30), even in this special case. $\phi(i)$ is the probability that the population will die out, subject to the condition that initially there were $i$ individuals. Since we assume that reproduction of different individuals is independent, it is reasonable to make the following Ansatz:

$$
\begin{equation*}
\phi(i)=A[\phi(1)]^{i} . \quad i \in \mathbb{N} . \tag{5.31}
\end{equation*}
$$

for some $A>0$. Although it is possible to prove this Ansatz, we shall not do so here. Note that the boundary condition $\phi(0)=1$ implies that $A=1$. Substituting (5.31) (with $A=1$ and $r:=\phi(1)$ ) into (5.30), we get

$$
\begin{aligned}
r^{i} & =\sum_{j=0}^{\infty} r^{j} \frac{(i \lambda)^{j}}{j!} e^{-i \lambda} \\
& =e^{-i \lambda} \sum_{j=0}^{\infty} \frac{1}{j!}(i r \lambda)^{j}=e^{-i \lambda} e^{i r \lambda} .
\end{aligned}
$$

Hence, $r$ should satisfy

$$
\begin{equation*}
r=e^{(r-1) \lambda} \tag{5.32}
\end{equation*}
$$

Since the function $g(r)=e^{(r-1) \lambda}, r \in[0,1]$, is convex, there exist at most two solutions to the equation (5.32). Obviously, one of them is $r=1$. A bit of analysis, not included here, shows the following:

1) If $\lambda \leq 1$, then the only solution to (5.32) in $[0,1]$ is $r=1$.
2) If $\lambda>1$, then there exists a second solution $\hat{r} \in(0,1)$ of the equation (5.32).

In case 1) the situation is simple. We have $\phi(i)=1$ for all $i$, and thus the probability of extinction is 1 for any initial number of individuals. Case 2) is slightly more involved. The first question we need to address is which of the two solutions of (5.32) gives the correct value of $\phi(1)$ ? Recall that $p_{k}=\frac{\lambda^{k}}{k!} e^{-\lambda}$. Define

$$
\begin{equation*}
F(x)=\sum_{k=0}^{\infty} p_{k} x^{k}=\sum_{k=0}^{\infty} \frac{\lambda^{k}}{k!} e^{-\lambda} x^{k}=e^{\lambda x} e^{-\lambda}, \quad|x| \leq 1 . \tag{5.33}
\end{equation*}
$$

Since $P\left(\xi_{1}=0 \mid \xi_{0}=1\right)=p_{0}$ and

$$
\begin{aligned}
P\left(\xi_{2}=0 \mid \xi_{0}=1\right) & =\sum_{i=0}^{\infty} P\left(\xi_{2}=0 \mid \xi_{1}=i\right) P\left(\xi_{1}=i \mid \xi_{0}=1\right) \\
& =\sum_{i=0}^{\infty}\left(p_{0}\right)^{i} p_{i}=F\left(p_{0}\right)=F(F(0))
\end{aligned}
$$

we guess that the following holds:

$$
\begin{equation*}
P\left(\xi_{n}=0 \mid \xi_{0}=1\right)=F^{(n)}(0) \tag{5.34}
\end{equation*}
$$

where $F^{(n)}$ is the $n$-fold composition of $F$. To prove (5.34) it is enough to prove it for $n$, while assuming it holds for $n-1$. We have

$$
P\left(\xi_{n}=0 \mid \xi_{0}=1\right)=\sum^{\infty} P\left(\xi_{n}=0 \mid \xi_{1}=i\right) P\left(\xi_{1}=i \mid \xi_{0}=1\right)
$$

$$
\begin{aligned}
& =\sum_{i=0}^{\infty} p_{i} P\left(\xi_{n-1}=0 \mid \xi_{0}=i\right) \\
& =\sum_{i=0}^{\infty} p_{i}\left[P\left(\xi_{n-1}=0 \mid \xi_{0}=1\right)\right]^{i} \\
& =\sum_{i=0}^{\infty} p_{i}\left[F^{(n-1)}(0)\right]^{i}=F\left(F^{(n-1)}(0)\right)=F^{(n)}(0) .
\end{aligned}
$$

Since the event $\left\{\xi_{n}=0\right\}$ is contained in events $\left\{\xi_{n+1}=0\right\}$ for all $n \in \mathbb{N}$, we have

$$
\begin{aligned}
\phi(1) & =P\left\{\xi_{n}=0, \text { for some } n \in \mathbb{N} \mid \xi_{0}=1\right\} \\
& =\lim _{n \rightarrow \infty} P\left\{\xi_{n}=0 \mid \xi_{0}=1\right\}
\end{aligned}
$$

by the Lebesgue monotone convergence theorem. Therefore, we infer that

$$
\phi(1)=\lim _{n \rightarrow \infty} F^{(n)}(0) .
$$

With $F^{(0)}(x)=x$ we only need to show that

$$
\begin{equation*}
F^{(n)}(0) \leq \hat{r}, \quad n \in \mathbb{N} . \tag{5.35}
\end{equation*}
$$

Indeed, once the inequality (5.35) is proven, we infer that $\phi(1) \leq \hat{r}$ and thus $\phi(1)=\hat{r}$. We shall prove (5.35) by induction. It is obviously valid for $n=0$, so we need to study the inductive step. We have

$$
F^{(n)}(0)=F\left(F^{(n-1)}(0)\right) \leq F(\hat{r})=\hat{r},
$$

since $F$ is increasing. We conclude that in the case $\lambda>1$ the population will become extinct with positive probability.

In the simplest example of the binomial distribution case, i.e. when $N=1$, equations (5.30) become

$$
\phi(i)=\sum_{j=0}^{i} \phi(j)\binom{i}{j} p^{j}(1-p)^{i-j}, \quad i \in \mathbb{N}
$$

Since $\phi(0)=1, \phi(1)$ satisfies

$$
\phi(1)=q+\phi(1) p
$$

with $q=1-p$. Hence, trivially, $\phi(1)=1$. Then, by induction, one proves that $\phi(i)=1$. Therefore, whatever the initial number of individuals, extinction of the species is certain.

## Remark 5.2

The method presented in the last solution works for any distribution of the variables $X_{j}$. It turns out that the mean value $\lambda$ of $X_{1}$ plays the same role as above. One can show that if $\lambda \leq 1$, then the population will become extinct with probability 1 , while for $\lambda>1$ the probability of extinction is larger than 0 and smaller than 1.

## Exercise 5.13

On the, now familiar, island of Elschenbieden the question of survival of the Vugiel is a hot political issue. The (human) population of the island is $N$. Those who believe that action should be taken in order to help the animals preach their conviction quite convincingly. For if a supporter discusses the issue with a non-supporter, the latter will change his mind with probability one. However, they do so only in face-to-face encounters. Suppose that the probability of an encounter of exactly one pair of humans during one day is $p$ and that with probability $q$ this pair is a supporter-non-supporter one. Write down a Markov chain model of this situation. Neglect the probability of two or more encounters during one day.

Hint On each day the number of supporters can either increase by 1 or remain unchanged. What is the probability of the former?

## Exercise 5.14 (queuing model)

A car wash machine can serve at most one customer at a time. With probability $p, 0<p<1$, the machine can finish serving a customer in a unit time. If this happens, the next waiting car (if any) can be served at the beginning of the next unit of time. During the time interval between the $n$th and $(n+1)$ st unit of time the number of cars arriving has the Poisson distribution with parameter $\lambda>0$. Let $\xi_{n}$ denote the number of cars being served or waiting to be served at the beginning of unit $n$. Show that $\xi_{n}, n \in \mathbb{N}$, is a Markov chain and find its transition probabilities.

Hint Let $Z_{n}, n=0,1,2, \cdots$ be a sequence of independent identically distributed random variables, each having the Poisson distribution with parameter $\lambda$. Then $\xi_{n+1}-$ $\xi_{n}-Z_{n}$ equals -1 or 0 .

## Remark 5.3

In the last model we are interested in the behaviour of $\xi_{n}$ for large values of $n$. In particular, it is interesting to determine whether the limit of $\xi_{n}$ or that of $\mathbb{E} \xi_{n}$ (as $n \rightarrow \infty$ ) exists. In Exercise 5.36 we shall find conditions which ouraranton
the existence of a unique invariant measure and imply that the Markov chain in question is ergodic.

### 5.2 Classification of States

In what follows we fix an $S$-valued Markov chain with transition matrix $P=$ $[p(j \mid i)]_{j, i \in S}$, where $S$ is a non-empty and at most countable set.

## Definition 5.5

A state $i$ is called recurrent if the process $\xi_{n}$ will eventually return to $i$ given that it starts at $i$, i.e.

$$
\begin{equation*}
P\left(\xi_{n}=i \text { for some } n \geq 1 \mid \xi_{0}=i\right)=1 \tag{5.36}
\end{equation*}
$$

If the condition (5.36) is not satisfied, then the state $i$ is called transient.

## Theorem 5.1

Show that for a random walk on $\mathbb{Z}$ with parameter $p \in(0,1)$, the state 0 is recurrent if and only if $p=1 / 2$. Show that the same holds if 0 is replaced by any other state $i \in \mathbb{Z}$.

## Proof

We know from (5.25) that $P\left(\xi_{n}=i\right.$ for some $\left.n \geq 1 \mid \xi_{0}=i\right)=1-|p-q|$ for any $i \in \mathbb{Z}$.

## Definition 5.6

We say that a state $i$ communicates with a state $j$ if with positive probability the chain will visit the state $j$ having started at $i$, i.e.

$$
\begin{equation*}
P\left(\xi_{n}=j \text { for some } n \geq 0 \mid \xi_{0}=i\right)>0 \tag{5.37}
\end{equation*}
$$

If $i$ communicates with $j$, then we shall write $i \rightarrow j$. We say that the state $i$ intercommunicates with a state $j$, and write $i \leftrightarrow j$, if $i \rightarrow j$ and $j \rightarrow i$.

## Exercise 5.15

Show that $i \rightarrow j$ if and only if $p_{k}(j \mid i)>0$ for some $k \geq 1$.

Hint Recall that $p_{k}(j \mid i)=P\left(\xi_{k}=j \mid \xi_{0}=i\right)$.

## Exercise 5.16

Show that

1) $i \leftrightarrow i$,
2) if $i \leftrightarrow j$ then $j \leftrightarrow i$ and
3) if $i \leftrightarrow j, j \leftrightarrow k$ then $i \leftrightarrow k$.

In other words, show that $\leftrightarrow$ is an equivalence relation on $S$.
Hint 1) and 2) are obvious. For 3) use the Chapman-Kolmogorov equations.

## Exercise 5.17

For $|x|<1$ and $j, i \in S$ define

$$
\begin{align*}
& P_{j i}(x)=\sum_{n=0}^{\infty} p_{n}(j \mid i) x^{n},  \tag{5.38}\\
& F_{j i}(x)=\sum_{n=1}^{\infty} f_{n}(j \mid i) x^{n} \tag{5.39}
\end{align*}
$$

where $f_{n}(j \mid i)=P\left(\xi_{n}=j, \xi_{k} \neq j, k=1, \cdots, n-1 \mid \xi_{0}=i\right)$. Show that the power series in (5.38)-(5.39) are absolutely convergent for $|x|<1$ and that

$$
\begin{align*}
& P_{j i}(x)=F_{j i}(x) P_{j j}(x), \text { if } j \neq i,  \tag{5.40}\\
& P_{i i}(x)=1+F_{i i}(x) P_{i i}(x) . \tag{5.41}
\end{align*}
$$

Hint Note that $\left|p_{n}(j \mid i)\right| \leq 1$, so the radius of convergence of the power series (5.38) is $\geq 1$.

## Exercise 5.18

Show that $\lim _{x \nearrow 1} P_{i j}(x)=\sum_{n=0}^{\infty} p_{n}(j \mid j)$ and $\lim _{x \not \nearrow_{1}} F_{j j}(x)=\sum_{n=0}^{\infty} f_{n}(j \mid j)$.
Hint Apply Abel's lemma': If $a_{k} \geq 0$ for all $k \geq 0$ and $\limsup _{k \rightarrow \infty} \sqrt[k]{\left|a_{k}\right|} \leq 1$, then $\lim _{x \nearrow 1} \sum_{k=0}^{\infty} a_{k} x^{k}=\sum_{k=0}^{\infty} a_{k}$, no matter whether this sum is finite or infinite.

[^2]
## Exercise 5.19

Show that a state $j$ is recurrent if and only if $\sum_{n} p_{n}(j \mid j)=\infty$. Deduce that the state $j$ is transient if and only if

$$
\begin{equation*}
\sum_{n} p_{n}(j \mid j)<\infty \tag{5.42}
\end{equation*}
$$

Show that if $j$ is transient, then for each $i \in S$

$$
\begin{equation*}
\sum_{n} p_{n}(j \mid i)<\infty \tag{5.43}
\end{equation*}
$$

Hint If $j$ is recurrent, then $F_{j j}(x) \rightarrow \sum_{n} f_{n}(j \mid j)=1$ as $x \nearrow 1$. Use (5.41) in conjunction with Abel's Lemma.

## Exercise 5.20

For a Markov chain $\xi_{n}$ with transition matrix $P=\left[\begin{array}{ll}1-p & q \\ p & 1-q\end{array}\right]$ show that both states are recurrent.

Hint Use Exercise 5.19 and 5.5.
One may suspect that if the state space $S$ is finite, then there must exist at least one recurrent state. For otherwise, if all states were transient and $S=\{1,2, \cdots, N\}$, then with positive probability a chain starting from 1 would visit 1 only a finite number of times. Thus, after visiting that state for the last time, the chain would move to a different state, say $i_{2}$, in which it would stay for a finite time only with positive probability. Thus, in finite time, with positive probability, the chain will never return to states 1 and $i_{2}$. By induction, in finite time, with positive probability, the chain will never return to any of the states. This is impossible. The following exercise will give precision to this argument.

## Exercise 5.21

Show that if $\xi_{n}$ is a Markov chain with finite state space $S$, then there exists at least one recurrent state $i \in S$.

Hint Argue by contradiction and use (5.43).
The following result is quoted here for reference. The proof is surprisingly difficult and falls beyond the scope of this book.

## Theorem 5.2

A state $j \in S$ is recurrent if and only if

$$
P\left(\xi_{n}=j \text { for infinitely many } n \mid \xi_{0}=j\right)=1
$$

and is transient if and only if

$$
P\left(\xi_{n}=j \text { for infinitely many } n \mid \xi_{0}=j\right)=0
$$

## Definition 5.7

For an $S$-valued Markov chain $\xi_{n}, n \in \mathbb{N}$, a state $i \in S$ is called null-recurrent if it is recurrent and its mean recurrence time $m_{i}$ defined by

$$
\begin{equation*}
m_{i}:=\sum_{n=0}^{\infty} n f_{n}(i \mid i) \tag{5.44}
\end{equation*}
$$

equals $\infty$. A state $i \in S$ is called positive-recurrent if it is recurrent and its mean recurrence time $m_{i}$ is finite.

## Remark 5.4

One can show that a recurrent state $i$ is null-recurrent if and only if $p_{n}(i \mid i) \rightarrow 0$.
We already know that for a random walk on $\mathbb{Z}$ the state 0 is recurrent if and only if $p=1 / 2$, i.e. if and only if the random walk is symmetric. In the following problem we shall try to answer if 0 is a null-recurrent or positive-recurrent state (when $p=1 / 2$ ).

## Exercise 5.22

Consider a symmetric random walk on $\mathbb{Z}$. Show that 0 is a null-recurrent state. Can you deduce whether other states are positive-recurrent or null-recurrent?

Hint State 0 is null-recurrent if and only if $\sum_{n} n f_{n}(0 \mid 0)=\infty$. As in Exercise 5.18, $\sum_{n} n f_{n}(0 \mid 0)=\lim _{x 八 1} F_{00}^{\prime}(x)$, where $F_{00}$ is defined by (5.39).

## Exercise 5.23

For the Markov chain $\xi_{n}$ from Exercise 5.20 show that not only are all states recurrent, but they are positive-recurrent.

Hint Calculate $f_{n}(0 \mid 0)$ directly.

The last two exercises suggest that the type of a state $i \in S$, i.e. whether it is transient, null-recurrent or positive-recurrent is invariant under the equivalence $\leftrightarrow$. We shall investigate this question in more detail below, but even before doing so we need one more notion: that of a periodic state.

## Definition 5.8

Suppose that $\xi_{n}, n \in \mathbb{N}$, is a Markov chain on a state space $S$. Let $i \in S$. We say that $i$ is a periodic state if and only if the greatest common divisor (gcd) of all $n \in \mathbb{N}^{*}$, where $\mathbb{N}^{*}=\{1,2,3, \cdots\}$, such that $p_{n}(i \mid i)>0$ is $\geq 2$. Otherwise, the state $i$ is called aperiodic. In both cases, the gcd is denoted by $d(i)$ and is called the period of the state $i$. Thus, $i$ is periodic if and only if $d(i) \geq 2$. A state $i$ which is positive recurrent and aperiodic is called ergodic.

## Exercise 5.24

Is this claim that $p_{d(i)}(i \mid i)>0$ true or not?
Hint Think of a Markov chain in which it is possible to return to the starting point by two different routes. One route with four steps, the other one with six steps.

One of the by-products of the following exercise is another example of the type asked for in Exercise 5.24.

## Exercise 5.25

Consider a Markov chain on $S=\{1,2\}$ with transition probability matrix $P=\left[\begin{array}{ll}0 & 1 / 2 \\ 1 & 1 / 2\end{array}\right]$. This chain can also be described by the graph in Figure 5.1. Find $d(1)$ and $d(2)$.


Figure 5.1. Transition probabilities of the Markov chain in Exercise 5.25

Hint Calculate $P^{2}$ and $P^{3}$. This can be done in two different ways: either algebraically or, probabilistically.

## Proposition 5.7

Suppose that $i, j \in S$ and $i \leftrightarrow j$. Show that

1) $i$ is transient if and only if $j$ is;
2) $i$ is recurrent if and only if $j$ is;
3) $i$ is null-recurrent if and only if $j$ is;
4) $i$ is positive-recurrent if and only if $j$ is;
5) $i$ is periodic if and only if $j$ is, in which case $d(i)=d(j)$;
6) $i$ is ergodic if and only if $j$ is.

## Proof

It is enough to show properties 1), 4) and 5). Since $i \leftrightarrow j$ one can find $n, m \in \mathbb{N}$ such that $p_{m}(j \mid i)>0$ and $p_{n}(i \mid j)>0$. Hence $\varepsilon:=p_{m}(j \mid i) p_{n}(i \mid j)$ is positive. Let us take $k \in \mathbb{N}$. Then by the Chapman-Kolmogorov equations

$$
p_{m+k+n}(j \mid j)=\sum_{r, s \in S} p_{m}(j \mid s) p_{k}(s \mid r) p_{n}(r \mid j) \geq p_{m}(j \mid i) p_{k}(i \mid i) p_{n}(i \mid j)=\varepsilon p_{k}(i \mid i)
$$

By symmetry

$$
p_{n+k+m}(i \mid i)=\sum_{r, s \in S} p_{n}(i \mid s) p_{k}(s \mid r) p_{m}(r \mid i) \geq p_{n}(i \mid j) p_{k}(j \mid j) p_{m}(j \mid i)=\varepsilon p_{k}(j \mid j)
$$

Hence, the series $\sum_{k} p_{k}(i \mid i)$ and $\sum_{k} p_{k}(j \mid j)$ are simultaneously convergent or divergent. Hence 1) follows in view of Exercise 5.19.

To prove 5) it is enough to show that

$$
d(i) \leq d(j)
$$

Using the first inequality derived above, we have

$$
p_{n+k+m}(i \mid i) \geq \varepsilon p_{k}(j \mid j)
$$

for all $k \in \mathbb{N}$. From this inequality we can draw two conclusions:
(a) $d(i) \mid n+m$, since by taking $k=0$ we get $p_{n+m}(i \mid i)>0$;
(b) if $p_{k}(j \mid j)>0$, then $p_{n+k+m}(i \mid i)>0$.

From (a) and (b) we can see that $d(i) \mid k$ provided that $p_{k}(j \mid j)>0$. This proves what is required.

## Exercise 5.26

Show that the following modification of 2) above is true: If $i$ is recurrent and $i \rightarrow j$, then $j \rightarrow i$. Deduce that if $i$ is recurrent and $i \rightarrow j$, then $j$ is recurrent and $j \leftrightarrow i$.

Hint Is it possible for a chain starting from $i$ to visit $j$ and then never return to $i$ ? Is such a situation possible when $i$ is a recurrent state?

The following result describes how the state space $S$ can be partitioned into a countable sum of classes. One of these classes consists of all transient states. Each of the other class consists of interconnecting recurrent states. If the chain enters one of the classes of second type, it will never leave it. However, if the chain enters the class of transient states, it will eventually leave it (and so never return to it). We begin with a definition.

## Definition 5.9

Suppose that $\xi_{n}, n \in \mathbb{N}$, is a Markov chain on a countable state space $S$.

1) A set $C \subset S$ is called closed if once the chain enters $C$ it will never leave it, i.e.

$$
\begin{equation*}
P\left(\xi_{k} \in S \backslash C \text { for some } k \geq n \mid \xi_{n} \in C\right)=0 \tag{5.45}
\end{equation*}
$$

2) A set $C \subset S$ is called irreducible if any two elements $i, j$ of $C$ intercommunicate, i.e. for all $i, j \in C$ there exists an $n \in \mathbb{N}$ such that $p_{n}(j \mid i)>0$.

## Theorem 5.3

Suppose that $\xi_{n}, n \in \mathbb{N}$, is a Markov chain on a countable state space $S$. Then

$$
\begin{equation*}
\left.S=T \cup \bigcup_{j=1}^{N} C_{j}, \quad \text { (disjoint sum }\right) \tag{5.46}
\end{equation*}
$$

where $T$ is the set of all transient states in $S$ and each $C_{j}$ is a closed irreducible set of recurrent states.

## Exercise 5.27

Suppose that $\xi_{n}, n \in \mathbb{N}$, is a Markov chain on a countable state space $S$. Show that a set $C \subset S$ is closed if and only if $p(j \mid i)=0$ for all $i \in C$ and $j \in S \backslash C$.

Hint One implication is trivial. For the other one use the countable additivity of the measure $P$.

## Proof (of Theorem 5.3)

Let $R=S \backslash T$ denote the set of all recurrent states. If $i \leftrightarrow j$, then both $i$ and $j$ belong either to $T$ or to $R$. It follows that the interconnection relation $\leftrightarrow$ restricted to $R$ is an equivalence relation as well. Therefore, $R=\bigcup_{j=1}^{N} C_{j}$, $C_{j}=\left[s_{j}\right], s_{j} \in R$. Here $N$ denotes the number of different equivalent classes. Since by definition each $C_{j}$ is an irreducible set, we only need to show that it is closed. But this follows from Exercise 5.26. Indeed, if $i \in C_{k}$ and $i \rightarrow j$, then $i \leftrightarrow j$, and so $j \in C_{k}$.

### 5.3 Long-Time Behaviour of Markov Chains: General Case

For convenience we shall denote the countable state space $S$ by $\{1,2,3, \cdots\}$ when $S$ is an infinite set and by $\{1,2, \cdots, n\}$ when $S$ is finite.

## Proposition 5.8

Let $P=[p(j \mid i)]$ be the transition matrix of a Markov chain with state space $S$. Suppose that for all $i, j \in S$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p_{n}(j \mid i)=: \pi_{j} \tag{5.47}
\end{equation*}
$$

(In particular, the limit is independent of $i$.) Then

1) $\sum_{j} \pi_{j} \leq 1$;
2) $\sum_{i} p(j \mid i) \pi_{i}=\pi_{j}$;
3) either $\sum_{j} \pi_{j}=1$, or $\pi_{j}=0$ for all $j \in S$.

## Proof

To begin with, let us assume that $S$ is finite with $m$ elements. Using the Chapman-Kolmogorov equations (5.18), we have

$$
\begin{aligned}
\sum_{j \in S} \pi_{j} & =\sum_{j=1}^{m} \pi_{j}=\sum_{j=1}^{m} \lim _{n \rightarrow \infty} p_{n}(j \mid i) \\
& =\lim _{n \rightarrow \infty} \sum_{j=1}^{m} p_{n}(j \mid i)=\lim _{n \rightarrow \infty} 1=1
\end{aligned}
$$

since $\sum_{j=1}^{m} p_{n}(j \mid i)=1$ for any $n \in \mathbb{N}$ (see Exercise 5.2). This proves 1 ) and 3) simultaneously. Moreover, it shows that the second alternative in 3) can never occur. To prove 2) we argue in a similar way. Let us fix $j \in S$ and (an auxiliary) $k \in S$. Then,

$$
\begin{aligned}
\sum_{i=1}^{m} p(j \mid i) \pi_{i} & =\sum_{i=1}^{m} \lim _{n \rightarrow \infty} p(j \mid i) p_{n}(i \mid k) \\
& =\lim _{n \rightarrow \infty} \sum_{i=1}^{m} p(j \mid i) p_{n}(i \mid k)=\lim _{n \rightarrow \infty} p_{n+1}(j \mid k)=\pi_{j}
\end{aligned}
$$

since $\sum_{i=1}^{m} p(j \mid i) p_{n}(i \mid k)=p_{n+1}(j \mid k)$ by the Chapman-Kolmogorov equations.
When the set $S$ is infinite, we cannot just repeat the above argument. The reason is quite simple: in general the two operations lim and $\sum$ cannot be interchanged. They can when the sum is finite, and we used this fact above. But if $S$ is infinite, then the situation is more subtle. One possible solution of the difficulty is contained in the following version of the Fatou lemma.

## Lemma 5.1 (Fatou)

Suppose that $a_{j}(n) \geq 0$ for $j, n \in \mathbb{N}$. Then

$$
\begin{equation*}
\sum_{j} \liminf _{n} a_{j}(n) \leq \liminf _{n} \sum_{j} a_{j}(n) . \tag{5.48}
\end{equation*}
$$

Moreover, if $a_{j}(n) \leq b_{j}$ for $j, n \in \mathbb{N}$ and $\sum_{j} b_{j}<\infty$, then

$$
\begin{equation*}
\underset{n}{\limsup } \sum_{j} a_{j}(n) \leq \sum_{j} \limsup _{n} a_{j}(n) . \tag{5.49}
\end{equation*}
$$

Using the fact that for a convergent sequence lim and liminf coincide, by the Fatou lemma we have

$$
\begin{aligned}
\sum_{j \in S} \pi_{j} & =\sum_{j=1}^{\infty} \pi_{j}=\sum_{j=1}^{\infty} \lim _{n \rightarrow \infty} p_{n}(j \mid i) \\
& \leq \liminf _{n \rightarrow \infty}^{\infty} \sum_{j=1}^{\infty} p_{n}(j \mid i)=\liminf _{n \rightarrow \infty} 1=1
\end{aligned}
$$

since, as before, $\sum_{j=1}^{\infty} p_{n}(j \mid i)=1$ for any $n \in \mathbb{N}$. This proves 1). A similar argument shows 2). Indeed, with $j \in S$ and $k \in S$ fixed, by the ChapmanKolmogorov equations and the Fatou lemma we have

$$
\sum_{i=1}^{\infty} p(j \mid i) \pi_{i}=\sum_{i=1}^{\infty} \lim _{n \rightarrow \infty} p(j \mid i) p_{n}(i \mid k)
$$

$$
\leq \liminf _{n \rightarrow \infty} \sum_{i=1}^{\infty} p(j \mid i) p_{n}(i \mid k)=\liminf _{n \rightarrow \infty} p_{n+1}(j \mid k)=\pi_{j}
$$

To complete the proof of 2) suppose that for some $k \in S$

$$
\sum_{i=1}^{\infty} p(k \mid i) \pi_{i}<\pi_{k}
$$

Then, since $\sum_{j \in S} \pi_{j}=\sum_{j \neq k} \pi_{j}+\pi_{k}$, by the part of 2$)$ already proven we have

$$
\begin{aligned}
\sum_{j=1}^{\infty} \pi_{j} & >\sum_{j \neq k}\left(\sum_{i} p(j \mid i) \pi_{i}\right)+\sum_{i} p(k \mid i) \pi_{i} \\
& =\sum_{j=1}^{\infty} \sum_{i}^{\infty} p(j \mid i) \pi_{i}=\sum_{i=1}^{\infty} \sum_{j}^{\infty} p(j \mid i) \pi_{i} \\
& =\sum_{i=1}^{\infty} \pi_{i}\left(\sum_{j}^{\infty} p(j \mid i)\right)=\sum_{i=1}^{\infty} \pi_{i} .
\end{aligned}
$$

We used the fact that, $\sum_{j}^{\infty} p(j \mid i)=1$ together with (5.65). This contradiction proves 2).

In order to verify 3 ) observe that by iterating 2 ) we obtain

$$
\sum_{i} p_{n}(j \mid i) \pi_{i}=\pi_{j}
$$

Hence,

$$
\begin{aligned}
\pi_{j} & =\lim _{n \rightarrow \infty} \sum_{i} p_{n}(j \mid i) \pi_{i} \\
\sum_{i} \lim _{n \rightarrow \infty} p_{n}(j \mid i) \pi_{i} & =\sum_{i} \pi_{j} \pi_{i}=\pi_{j} \sum_{i} \pi_{i} .
\end{aligned}
$$

Therefore, the product $\pi_{j}\left(\sum_{i} \pi_{i}-1\right)$ is equal to 0 for all $j \in S$. As a result, 3) follows. Indeed, if $\sum_{i} \pi_{i} \neq 1$, then $\pi_{j}=0$ for all $j \in S$.

## Definition 5.10

A probability measure $\mu:=\sum_{j \in S} \mu_{j} \delta_{j}$ is an invariant measure of a Markov chain $\xi_{n}, n \in \mathbb{N}$, with transition probability matrix $P=[p(j \mid i)]$ if for all $n \in \mathbb{N}$ and all $j \in S$

$$
\sum_{i \in S} p_{n}(j \mid i) \mu_{i}=\mu_{j}
$$

## Exercise 5.28

Under the assumptions of Proposition 5.8 show that if $\sum_{j \in S} \pi_{j}=1$, then $\mu:=\sum_{j \in S} \pi_{j} \delta_{j}$ is the unique invariant measure of our Markov chain. Here $\delta_{j}$ is the Dirac delta measure at $j$.

Hint $\mu$ is an invariant measure of a Markov chain $\xi_{n}, n \in \mathbb{N}$, if and only if for each $n \in \mathbb{N}$, the distribution of $\xi_{n}$ equals $\mu$, provided the same holds for $\xi_{0}$.

## Exercise 5.29

Show that if $\pi_{j}=0$ for all $j \in S$, then there is no invariant measure.
Hint Look closely at the uniqueness part of the solution to Exercise 5.28.
The following exercise shows that a unique invariant measure may exist, even though the condition (5.47) is not satisfied.

## Exercise 5.30

Find all invariant measures for a Markov chain whose graph is given in Figure 5.2.


Figure 5.2. Transition probabilities of the Markov chain in Exercise 5.30

Hint Find the transition probability matrix $P$ and solve the vector equation $P \pi=\pi$ for $\pi=\left(\pi_{1}, \pi_{2}\right)$, subject to the condition $\pi_{1}+\pi_{2}=1$.

We shall study some general properties of invariant measures. Above we have seen examples of Markov chains with a unique invariant measure. In what follows we shall investigate the structure of the set of all invariant measures.

## Exercise 5.31

Show that if $\mu$ and $\nu$ are invariant measures and $\theta \in[0,1]$, then $(1-\theta) \mu+\theta \nu$ is also an invariant measure.

## Exercise 5.32

Show that if $\mu$ is an invariant measure of a Markov chain $\xi_{n}, n \in \mathbb{N}$ with state space $S$, then supp $\mu \subset S \backslash T$, where $T$ denotes (as usual) the set of all transient states.

Hint If $j$ is a transient state, then $p_{n}(j \mid i) \rightarrow 0$ for all $i \in S$.
The above result shows that there is a close relationship between invariant measures and recurrent states. Below we shall present without proof a couple of results on the existence of such measures and their properties.

## Theorem 5.4

Suppose that $\xi_{n}, n \in \mathbb{N}$, is a Markov chain on a state space $S=T \cup C$, where $T$ is the set of all transient states and $C$ is a closed irreducible set of recurrent states. ${ }^{3}$ Then there exists an invariant measure if and only if each element of $C$ is positive-recurrent. Moreover, if this is the case, then the invariant measure is unique and it is given by $\mu=\sum_{i} \mu_{i} \delta_{i}$, where

$$
\mu_{i}=\frac{1}{m_{i}}
$$

with $m_{i}$ being the mean recurrence time of the state $i$, see (5.44).

Note, that by Exercise 5.32, the unique invariant measure in Theorem 5.4 is supported by $C$.

## Remark 5.5

If $C=\bigcup_{j=1}^{N} C_{j}$, where each $C_{j}$ is a closed irreducible set of recurrent states, then the above result holds, except for the uniqueness part. In fact, if each element of some $C_{j}$ is positive-recurrent, then there exists a invariant measure $\mu_{j}$ supported by $C_{j}$. Moreover, $\mu_{j}$ is the unique invariant measure with support in $C_{j}$. In the special case when each element of $C$ is positive-recurrent, every invariant measure $\mu$ is a convex combination of the invariant measures $\mu_{j}$, $j \in\{1, \cdots, N\}$.

## Theorem 5.5

Suppose that $\xi_{n}, n \in \mathbb{N}$, is a Markov chain with state space $S$. Let $j \in S$ be a recurrent state.

[^3]1) If $j$ is aperiodic, then

$$
\begin{equation*}
p_{n}(j \mid j) \rightarrow \frac{1}{m_{j}} \tag{5.50}
\end{equation*}
$$

Moreover, for any $i \in S$,

$$
\begin{equation*}
p_{n}(j \mid i) \rightarrow \frac{F_{j i}(1)}{m_{j}} \tag{5.51}
\end{equation*}
$$

where $F_{j i}(1)$ is the probability that the chain will ever visit state $j$ if it starts at $i$, see (5.39), and where $m_{j}$ is the mean recurrence time of state $j$, see (5.44);
2) If $j$ is a periodic state of period $d \geq 2$, then

$$
\begin{equation*}
p_{n d}(j \mid j) \rightarrow \frac{d}{m_{j}} \tag{5.52}
\end{equation*}
$$

## Exercise 5.33

Suppose that $\xi_{n}, n \in \mathbb{N}$, is a Markov chain with state space $S$. Let $j \in S$ be a transient state. Show that for any $i \in S$

$$
\begin{equation*}
p_{n}(j \mid i) \rightarrow 0 . \tag{5.53}
\end{equation*}
$$

Hint Use Exercise 5.19.

## Definition 5.11

A Markov chain $\xi_{n}, n \in \mathbb{N}$, with state space $S$ is called ergodic if each $i \in S$ is ergodic, i.e. each state $i \in S$ is positive, recurrent and aperiodic.

## Exercise 5.34

Show that if $\xi_{n}, n \in \mathbb{N}$, is an ergodic irreducible Markov chain with state space $S$, then $p_{n}(j \mid i) \rightarrow \pi_{j}$ as $n \rightarrow \infty$ for any $j, i \in S$, where $\pi=\sum_{i} \pi_{i} \delta_{i}$ is the unique invariant measure.

Hint Use Theorem 5.5. You may assume as a known fact that if $j$ is recurrent and $i \leftrightarrow j$, then $F_{j i}(1)=1$.

## Exercise 5.35

Use the last result to investigate whether the random walk on $\mathbb{Z}$ has an invariant measure.

Below we shall see that a converse result to Theorem 5.5 is also true.

## Theorem 5.6

Suppose that $\xi_{n}, n \in \mathbb{N}$, is an irreducible aperiodic Markov chain with state space $S$. Then $\xi_{n}, n \in \mathbb{N}$, is ergodic if and only if it has a unique invariant measure.

## Proof

The 'if' part is proved in Exercise 5.34. We shall deal with the 'only if' part. Suppose that $\pi=\sum_{j} \pi_{j} \delta_{j}$ is the unique invariant measure of the chain. Then $\pi_{j}>0$ for some $j \in S$. Recall that due to Theorem 5.5 and the Exercise 5.33, $\lim _{n \rightarrow \infty} p_{n}(j \mid i)$ exists for all $i, j \in S$.

Since $\sum_{i} p_{n}(j \mid i) \pi_{i}=\pi_{j}$, by the Fatou lemma (inequality (5.49))

$$
\sum_{i} \lim _{n \rightarrow \infty} p_{n}(j \mid i) \pi_{i} \geq \limsup _{n \rightarrow \infty} \sum_{i} p_{n}(j \mid i) \pi_{i}=\pi_{j} .
$$

Hence, there exists an $i \in S$ such that $\lim _{n \rightarrow \infty} p_{n}(j \mid i) \pi_{i}>0$. Therefore $\lim _{n \rightarrow \infty} p_{n}(j \mid i)>0$, which in view of Theorem 5.5 implies that $m_{j}<\infty$. Thus, $j$ is an ergodic state and, since the chain is irreducible, all states are ergodic as well.

## Exercise 5.36

Prove that if there exists an invariant measure for the Markov chain in Exercise 5.14 , then $\lambda^{\prime}:=\sum_{j=0}^{\infty} j q_{j}^{\prime}<1$. Assuming that the converse is also true, conclude that the chain is ergodic if and only if $\lambda^{\prime}<1$. Show that if such an invariant measure exists, then it is unique.

Hint Suppose that $\pi==\sum_{j=0}^{\infty} \pi_{j} \delta_{j}$ is an invariant measure. Write down an infinite system of linear equations for $\pi_{j}$. If you don't know how to follow, look at the solution.

### 5.4 Long-Time Behaviour of Markov Chains with Finite State Space

As we have seen above, the existence of the $\pi_{j}$ plays a very important role in the study of invariant measures. In what follows we shall investigate this question in the case when the state space $S$ is finite.

## Theorem 5.7

Suppose that $S$ is finite and the transition matrix $P=[p(j \mid i)]$ of a Markov chain on $S$ satisfies the condition

$$
\begin{equation*}
\exists n_{0} \in \mathbb{N} \exists \varepsilon>0: p_{n_{0}}(j \mid i) \geq \varepsilon, \quad i, j \in S \tag{5.54}
\end{equation*}
$$

Then, the following limit exists for all $i, j \in S$ and is independent of $i$ :

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p_{n}(j \mid i)=\pi_{j} \tag{5.55}
\end{equation*}
$$

The numbers $\pi_{j}$ satisfy

$$
\begin{equation*}
\pi_{j}>0, j \in S \text { and } \sum_{j \in S} \pi_{j}=1 \tag{5.56}
\end{equation*}
$$

Conversely, if a sequence of numbers $\pi_{j}, j \in S$ satisfies conditions (5.55)-(5.56), then assumption (5.54) is also satisfied.

## Proof

Denote the matrix $P^{n_{0}}=\left[p_{n_{0}}(j \mid i)\right]$ by $Q=[q(j \mid i)]$. Then the process $\eta_{k}=\xi_{k n_{0}}$, $k \in \mathbb{N}$, is a Markov chain on $S$ with transition probability matrix $Q$ satisfying (5.54) with $n_{0}$ equal to 1 . Note that $p_{k n_{0}}(j \mid i)=q_{k}(j \mid i)$ due to the ChapmanKolmogorov equations. Suppose that the properties (5.55)-(5.56) hold true for $Q$. In particular, $\lim _{k \rightarrow \infty} p_{k n_{0}}(j \mid i)=\pi_{j}$ exists and is independent of $i$. We claim that they are also true for the original matrix $P$. Obviously, one only needs to check condition (5.55). The Chapman-Kolmogorov equations (and the fact that $S$ is finite) imply that for any $r=1, \cdots, n_{0}-1$

$$
\begin{aligned}
p_{k n_{0}+r}(j \mid i) & =\sum_{s \in S} p_{k n_{0}}(j \mid s) p_{r}(s \mid i) \rightarrow \sum_{s \in S} \pi_{j} p_{r}(s \mid i) \\
& =\pi_{j} \sum_{s \in S} p_{r}(s \mid i)=\pi_{j}
\end{aligned}
$$

Therefore, by a simple result in calculus, according to which, if for a sequence $a_{n}, n \in \mathbb{N}$, there exists a natural number $n_{0}$ such that for each $r \in\left\{0,1, \cdots, n_{0}-\right.$ 1\} the limit $\lim _{k \rightarrow \infty} a_{k n_{0}+r}$ exists and is $r$-independent, then the sequence $a_{n}$ is convergent to the common limit of those subsequences, we infer that (5.55) is satisfied.

In what follows we shall assume that (5.54) holds with $n_{0}=1$. Let us put $p_{0}(j \mid i)=\delta_{j i}$ and for $j \in S$

$$
\begin{aligned}
m_{n}(j) & :=\min _{i \in S} p_{n}(j \mid i) \\
M_{n}(j) & :=\max _{i \in S} p_{n}(j \mid i)
\end{aligned}
$$

Observe that $M_{0}(j)=1$ and $m_{0}(j)=0$ for all $j \in S$. From the ChapmanKolmogorov equations it follows that the sequence $M_{n}(j), n \in \mathbb{N}$, is decreasing, while the sequence $m_{n}(j), n \in \mathbb{N}$, is increasing. Indeed, since $\sum_{k} p(k \mid i)=1$,

$$
\begin{aligned}
p_{n+1}(j \mid i) & =\sum_{k \in S} p_{n}(j \mid k) p(k \mid i) \\
& \geq \min _{k} p_{n}(j \mid k) \sum_{k \in S} p(k \mid i) \\
& =\min _{k} p_{n}(j \mid k)=m_{n}(j) .
\end{aligned}
$$

Hence, by taking the minimum over all $i \in S$, we arrive at

$$
m_{n+1}(j)=\min _{i} p_{n+1}(j \mid i) \geq m_{n}(j) .
$$

Similarly,

$$
\begin{aligned}
p_{n+1}(j \mid i) & =\sum_{k \in S} p_{n}(j \mid k) p(k \mid i) \\
& \leq \max _{k} p_{n}(j \mid k) \sum_{k \in S} p(k \mid i) \\
& =\max _{k} p_{n}(j \mid k)=M_{n}(j) .
\end{aligned}
$$

Hence, by taking the maximum over all $i \in S$, we obtain

$$
M_{n+1}(j)=\max _{i} p_{n+1}(j \mid i) \leq M_{n}(j) .
$$

Since $M_{n}(j) \geq m_{n}(j)$, the sequences $M_{n}(j)$ and $m_{n}(j)$ are bounded from below and from above, respectively. As a consequence, they both have limits. To show that the limits coincide we shall prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(M_{n}(j)-m_{n}(j)\right)=0 \tag{5.57}
\end{equation*}
$$

For $n \geq 0$ we have

$$
\begin{align*}
p_{n+1}(j \mid i) & =\sum_{s \in S} p_{n}(j \mid s) p(s \mid i)  \tag{5.58}\\
& =\sum_{s \in S} p_{n}(j \mid s)\left[p(s \mid i)-\varepsilon p_{n}(s \mid j)\right]+\varepsilon \sum_{s \in S} p_{n}(j \mid s) p_{n}(s \mid j) \\
& =\sum_{s \cong S} p_{n}(j \mid s)\left[p(s \mid i)-\varepsilon p_{n}(s \mid j)\right]+\varepsilon p_{2 n}(j \mid j)
\end{align*}
$$

by the Chapman-Kolmogorov equations. The expression in square brackets is $\geq 0$. Indeed, by assumption (5.54), $p(s \mid i) \geq \varepsilon$ and $p_{n}(s \mid j) \leq 1$. Therefore,

$$
\begin{align*}
p_{n+1}(j \mid i) & \geq \min _{s \in S} p_{n}(j \mid s) \sum_{s \in S}\left[p(s \mid i)-\varepsilon p_{n}(s \mid j)\right]+\varepsilon p_{2 n}(j \mid j)  \tag{5.59}\\
& =(1-\varepsilon) m_{n}(j)+\varepsilon p_{2 n}(j \mid j) .
\end{align*}
$$

By taking the minimum over $i \in S$, we arrive at

$$
\begin{equation*}
m_{n+1}(j) \geq(1-\varepsilon) m_{n}(j)+\varepsilon p_{2 n}(j \mid j) \tag{5.60}
\end{equation*}
$$

Recycling the above argument, we obtain a similar inequality for the sequence $M_{n}(j)$ :

$$
\begin{equation*}
M_{n+1}(j) \leq(1-\varepsilon) M_{n}(j)+\varepsilon p_{2 n}(j \mid j) . \tag{5.61}
\end{equation*}
$$

Thus, by subtracting (5.60) from (5.61) we get

$$
\begin{equation*}
M_{n+1}(j)-m_{n+1}(j) \leq(1-\varepsilon)\left(M_{n}(j)-m_{n}(j)\right) . \tag{5.62}
\end{equation*}
$$

Hence, by induction

$$
M_{n}(j)-m_{n}(j) \leq(1-\varepsilon)^{n}, \quad n \in \mathbb{N}
$$

This proves (5.57). Denote by $\pi_{j}$ the common limit of $M_{n}(j)$ and $m_{n}(j)$. Then (5.55) follows from (5.57). Indeed, if $i, j \in S$, then

$$
m_{n}(j) \leq p_{n}(j \mid i) \leq M_{n}(j)
$$

To prove that $\pi_{j}>0$ let us recall that $m_{n}(j)$ is an increasing sequence and $m_{1}(j) \geq \varepsilon$ by (5.54). We infer that $\pi_{j} \geq \varepsilon$.

## Exercise 5.37

Show that $p_{n}(j \mid i) \rightarrow \pi_{j}$ at an exponential rate.
Hint Recall that $m_{n}(j) \leq \pi_{j} \leq M_{n}(j)$ and use (5.62).
The above proves the following important result.

## Theorem 5.8

Suppose that the transition matrix $P=[p(j \mid i)]$ of a Markov chain $\xi_{n}, n \in \mathbb{N}$, satisfies assumption (5.54). Show that there exists a unique invariant measure $\mu$. Moreover, for some $A>0$, and $\alpha<1$

$$
\begin{equation*}
\left|p_{n}(j \mid i)-\pi_{j}\right| \leq A \alpha^{n}, \quad i, j \in S, n \in \mathbb{N} \tag{5.63}
\end{equation*}
$$

## Proof (of the converse part of Theorem 5.7)

Put

$$
\varepsilon=\frac{1}{2} \min _{j} \pi_{j} .
$$

Since $p_{n}(j \mid i) \rightarrow \pi_{j}$ for all $i, j \in S$, there is an $n_{0} \in \mathbb{N}$, such that $p_{k}(j \mid i) \geq \varepsilon$ for all for $k \geq n_{0}$ and $(i, j) \in S^{2}$. Putting $k=n_{0}$ proves that (5.54) is satisfied.

Let us observe that we have used only two facts: $\pi_{j}>0$ for all $j \in S$, and $p_{n}(j \mid i) \rightarrow \pi_{j}$ for all $i, j \in S$.

## Exercise 5.38

Investigate the existence and uniqueness of an invariant measure for the Markov chain in Proposition 5.1.

Hint Are the assumptions of Theorem 5.7 satisfied?

Remark 5.6
The solution to Exercise 5.38 allows us to find the unique invariant measure by direct methods, i.e. by solving the linear equations (5.79)-(5.80).

## Exercise 5.39

Find the invariant measure from Exercise 5.38 by calculating the limits (5.55).
Hint Refer to Solution 5.5.

## Exercise 5.40

Ian plays a fair game of dice. After the $n$th roll of a die he writes down the maximum outcome $\xi_{n}$ obtained so far. Show that $\xi_{n}$ is a Markov chain and find its transition probabilities.

Hint $\xi_{n+1}=\max \left\{\xi_{n}, X_{n+1}\right\}$, where $X_{k}$ is the outcome of the $k$ th roll.

## Exercise 5.41

Analyse the Markov chain described in Exercise 5.40, but with fair die replaced by a fair pyramid.

Hint A pyramid has four faces only.

## Exercise 5.42

Suppose that $a \geq 1$ is a natural number. Consider a random walk on $S=$ $\{0,1, \cdots, a\}$ with absorbing barriers at 0 and $a$, and with probability $p$ of moving to the right and probability $q=1-p$ of moving to the left from any of the states $1, \ldots, a-1$. Hence, our random walk is a Markov chain with transition probabilities

$$
p(j \mid i)= \begin{cases}p & \text { if } 1 \leq i \leq a-1, j=i+1 \\ q & \text { if } 1 \leq i \leq a-1, j=i-1 \\ 1 & \text { if } i=j=0 \text { or } i=j=a \\ 0 & \text { otherwise }\end{cases}
$$

Find, (a) all invariant measures (there may be just one), (b) the probability of hitting the right-hand barrier prior to hitting the left-hand one.

Hint For (a) recall Exercise 5.30 and for (b) Exercise 5.12.

### 5.5 Solutions

## Solution 5.1

First we give a direct solution. With $A_{n}$ and $B_{n}$ being the events that the phone is free or busy in the $n$th minute, we have $y_{n}=P\left(B_{n}\right)$. The total probability formula then yields, for $n \in \mathbb{N}$,

$$
P\left(B_{n+1}\right)=P\left(B_{n+1} \mid A_{n}\right) P\left(A_{n}\right)+P\left(B_{n+1} \mid B_{n}\right) P\left(B_{n}\right)
$$

i.e.

$$
\begin{equation*}
y_{n+1}=p+(1-p-q) y_{n} \tag{5.64}
\end{equation*}
$$

As before, assuming for the time being that $y=\lim _{n} y_{n}$ exists, we find that $y=p+(1-p-q) y$, and so $y=\frac{p}{p+q}$. In particular, $\frac{p}{p+q}=p+(1-p-q) \frac{p}{p+q}$. Subtracting the last equality from (5.64), we see that $\left\{y_{n}-\frac{p}{p+q}\right\}$ is a geometric sequence, so that $y_{n}-\frac{p}{p+q}=\left(y_{0}-\frac{p}{p+q}\right)(1-p-q)^{n}$. Since $y_{0}=1$, some simple algebra leads to the formula

$$
y_{n}=\frac{p}{p+q}+\frac{q}{p+q}(1-p-q)^{n}, \quad n \in \mathbb{N}
$$

The last formula can be used to prove that the $\lim _{n} y_{n}$ exists and is equal to $\frac{p}{p+q}$.

Another approach is to use the results of Example 5.1. Since $x_{0}=1-y_{0}$, by (5.8) we have

$$
\begin{aligned}
y_{n} & =1-x_{n}=1-\frac{q}{p+q}-\left(1-y_{0}-\frac{q}{p+q}\right)(1-p-q)^{n} \\
& =\frac{p}{p+q}+\frac{q}{p+q}(1-p-q)^{n}
\end{aligned}
$$

which agrees with the first method of solution.

## Solution 5.2

We have to show that $\sum_{j \in S} p(j \mid i)=1$ for every $i \in S$. We have

$$
\begin{aligned}
\sum_{j \in S} p(j \mid i) & =\sum_{j \in S} P\left(\xi_{1}=j \mid \xi_{0}=i\right) \\
& =P\left(\cup_{j \in S}\left\{\xi_{1}=j\right\} \mid \xi_{0}=i\right)=P\left(\xi_{1} \in S \mid \xi_{0}=i\right) \\
& =P\left(\Omega \mid \xi_{0}=i\right)=1
\end{aligned}
$$

## Solution 5.3

Suppose that $A=\left[a_{j i}\right]_{j, i \in S}$ and $B=\left[b_{j i}\right]_{j, i \in S}$ are two stochastic matrices. If $C=B A$, then $c_{j i}=\sum_{k} b_{j k} a_{k i}$. Hence, for any $i \in S$

$$
\begin{aligned}
\sum_{j} c_{j i} & =\sum_{j}\left(\sum_{k} b_{j k} a_{k i}\right)=\sum_{k}\left(\sum_{j} b_{j k} a_{k i}\right) \\
& =\sum_{k}\left(\sum_{j} b_{j k}\right) a_{k i}=\sum_{k} a_{k i}=1
\end{aligned}
$$

where the last two equalities hold because $B$ and $A$ are stochastic matrices. We have used the well-known fact that

$$
\begin{equation*}
\sum_{i} \sum_{j} a_{i j}=\sum_{j} \sum_{i} a_{i j} \tag{5.65}
\end{equation*}
$$

for any non-negative double sequence $\left(a_{i j}\right)_{i, j=1}^{\infty}$ (see, for example, Rudin's book cited in the hint to Exercise 5.18). The above argument implies that $P^{2}$ is a stochastic matrix. The desired result follows by induction.

To prove that $P^{n}$ is a double stochastic matrix whenever $P$ is, it is enough to observe that $A B$ is a double stochastic matrix if $A$ and $B$ are. The latter follows because $(A B)^{t}=B^{t} A^{t}$.

## Solution 5.4

Some simple algebra gives

$$
\begin{aligned}
P^{2} & =\left[\begin{array}{cc}
(1-p)(1-p)+q p & (1-p) q+q(1-q) \\
p(1-p)+(1-q) p & p q+(1-q)(1-q)
\end{array}\right] \\
& =\left[\begin{array}{cc}
1+p^{2}-2 p+p q & 2 q-p q-q^{2} \\
2 p-p q-p^{2} & 1+q^{2}-2 q+p q
\end{array}\right] .
\end{aligned}
$$

## Solution 5.5

Put $x_{n}=P\left(\xi_{n}=0 \mid \xi_{0}=0\right)$ and $y_{n}=P\left(\xi_{n}=1 \mid \xi_{0}=1\right)$. We have calculated the formulae for $x_{n}$ and $y_{n}$ in Example 5.1 and Exercise 5.1. Since also

$$
\begin{aligned}
& 1-x_{n}=\frac{p}{q+p}-\frac{p}{q+p}(1-p-q)^{n} \\
& 1-y_{n}=\frac{q}{q+p}-\frac{q}{q+p}(1-p-q)^{n}
\end{aligned}
$$

we arrive at the following formula for the $n$-step transition matrix:

$$
P_{n}=\left[\begin{array}{cc}
\frac{q}{q+p}+\frac{p}{q+p}(1-p-q)^{n} & \frac{q}{q+p}-\frac{q}{q+p}(1-p-q)^{n}  \tag{5.66}\\
\frac{p}{q+p}-\frac{p}{q+p}(1-p-q)^{n} & \frac{p}{q+p}+\frac{q}{q+p}(1-p-q)^{n}
\end{array}\right] .
$$

## Solution 5.6

Simplifying, we have

$$
\begin{aligned}
P_{2} & =\left[\begin{array}{cc}
\frac{q}{q+p}+\frac{p}{q+p}(1-p-q)^{2} & \frac{q}{q+p}-\frac{q}{q+p}(1-p-q)^{2} \\
\frac{p}{q+p}-\frac{p}{q+p}(1-p-q)^{2} & \frac{p}{q+p}+\frac{q}{q+p}(1-p-q)^{2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
q p-2 p+1+p^{2} & -(q-2+p) q \\
-(q-2+p) p & q^{2}-2 q+q p+1
\end{array}\right],
\end{aligned}
$$

which, in view of the formula in Exercise 5.4, proves that $P_{2}=P^{2}$.
We shall use induction to prove that $P_{n}=P^{n}$ for all $n \in \mathbb{N}$. We already know that the assertion true for $n=1$ (and also for $n=2$ ). Suppose that $P_{n}=P^{n}$. Then some simple, but tedious algebra gives

$$
\begin{aligned}
P^{n+1} & =P P^{n} \\
& =\left[\begin{array}{cc}
1-p & q \\
p & 1-q
\end{array}\right]\left[\begin{array}{cc}
\frac{q}{q+p}+\frac{p}{q+p}(1-p-q)^{n} & \frac{q}{q+p}-\frac{q}{q+p}(1-p-q)^{n} \\
\frac{p}{q+p}-\frac{p}{q+p}(1-p-q)^{n} & \frac{p}{q+p}+\frac{q}{q+p}(1-p-q)^{n}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\frac{q}{q+p}+\frac{p}{q+p}(1-p-q)^{n+1} & \frac{q}{q+p}-\frac{q}{q+p}(1-p-q)^{n+1} \\
\frac{p}{q+p}-\frac{p}{q+p}(1-p-q)^{n+1} & \frac{p}{q+p}+\frac{q}{q+p}(1-p-q)^{n+1}
\end{array}\right] \\
& =P_{n+1} .
\end{aligned}
$$

## Solution 5.7

Recall that $P^{n+k}=P^{n} P^{k}$. Since $p_{n+k}(j \mid i)$ are the entries of the matrix $P_{n+k}=$ $P^{n+k}=P^{n} P^{k}$, we obtain (5.18) directly from the definition of the product of two matrices.

## Solution 5.8

Since the $\eta_{i}$ are independent, $\xi_{n}$ and $\eta_{n+1}$ are also independent. Therefore,

$$
\begin{aligned}
& P\left(\xi_{n+1}=s \mid \xi_{0}=s_{0}, \cdots, \xi_{n}=s_{n}\right) \\
& =P\left(\xi_{n}+\eta_{n+1}=s \mid \xi_{0}=s_{0}, \cdots, \xi_{n}=s_{n}\right) \\
& =P\left(\eta_{n+1}=s-s_{n} \mid \xi_{0}=s_{0}, \cdots, \xi_{n}=s_{n}\right) \\
& =P\left(\eta_{n+1}=s-s_{n}\right) .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
P\left(\xi_{n+1}=s \mid \xi_{n}=s_{n}\right) & =P\left(\xi_{n}+\eta_{n+1}=s \mid \xi_{n}=s_{n}\right) \\
& =P\left(\eta_{n+1}=s-s_{n} \mid \xi_{n}=s_{n}\right) \\
& =P\left(\eta_{n+1}=s-s_{n}\right) .
\end{aligned}
$$

## Solution 5.9

Step 1 . For $n=1$ the right-hand side of (5.19) is equal to 0 unless $|j-i| \leq 1$ and $1+j-i$ is even. This is only possible when $j=i+1$ or $j=i-1$. In the former case the right-hand side equals $p$, and in the latter it equals $q$. This proves (5.19) for $n=1$.

- Step 2. Suppose that (5.19) is true for some $n$. We will use the following version of the total probability formula. If $H_{i} \in \mathcal{F}, P\left(H_{i} \cap H_{j}\right)=0$ for $i \neq j$, and $P\left(\bigcup_{i} H_{i}\right)=1$, then

$$
\begin{equation*}
P(A \mid C)=\sum_{i} P\left(A \mid C \cap H_{i}\right) P\left(H_{i} \mid C\right) \tag{5.67}
\end{equation*}
$$

Then the Markov property and (5.67) imply that

$$
\begin{aligned}
& P\left(\xi_{n+1}=j \mid \xi_{0}=i\right) \\
& =P\left(\xi_{n+1}=j \mid \xi_{0}=i, \xi_{n}=j-1\right) P\left(\xi_{n}=j-1 \mid \xi_{0}=i\right) \\
& \quad+P\left(\xi_{n+1}=j \mid \xi_{0}=i, \xi_{n}=j+1\right) P\left(\xi_{n}=j+1 \mid \xi_{0}=i\right) \\
& =P\left(\xi_{n+1}=j \mid \xi_{n}=j-1\right) P\left(\xi_{n}=j-1 \mid \xi_{0}=i\right) \\
& \quad+P\left(\xi_{n+1}=j \mid \xi_{n}=j+1\right) P\left(\xi_{n}=j+1 \mid \xi_{0}=i\right) \\
& =p\binom{n}{\frac{n+j-1-i}{2}} p^{\frac{n+j-1-i}{2}} q^{\frac{n-j+1+i}{2}}+q\binom{n}{\frac{n+j+1-i}{2}} p^{\frac{n+j+1-i}{2}} q^{\frac{n-j-1+i}{2}}
\end{aligned}
$$

$$
\begin{aligned}
& =\left[\binom{n}{\frac{n-1+j-i}{2}}+\binom{n}{\frac{n+1+j-i}{2}}\right] p^{\frac{n+1+j-i}{2}} q^{\frac{n+1-j+i}{2}} \\
& =\binom{n+1}{\frac{n+1+j-i}{2}} p^{\frac{n+1+j-i}{2}} q^{\frac{n+1-j+i}{2}} .
\end{aligned}
$$

## Solution 5.10

Denote the right-hand side of (5.24) by $h(x)$. It follows by induction that

$$
h^{(k)}(x)=\frac{(2 k)!}{k!}(1-4 x)^{-1 / 2-k}, \quad|x|<\frac{1}{4}
$$

On the other hand, $h$ is analytic and

$$
h(x)=\sum_{k=0}^{\infty} \frac{1}{k!} h^{(k)}(0) x^{k}, \quad|x|<\frac{1}{4} .
$$

## Solution 5.11

We shall translate the problem into the Markov chain language. Denote by $S$ the set of all natural numbers $\mathbb{N}=\{0,1,2, \cdots\}$. Let $\xi_{n}$ denote the number of males in the $n$th year (or generation), where the present year is called year 0 . If $\xi_{n}=i$, i.e. there are exactly $i$ males in year $n$, then the probability that there will be $j$ males in the next year is given by

$$
\begin{equation*}
P\left(\xi_{n+1}=j \mid \xi_{n}=i\right)=P\left(X_{1}+\cdots X_{i}=j\right), \tag{5.68}
\end{equation*}
$$

where $\left(X_{k}\right)_{k=1}^{\infty}$ is a sequence of independent identically distributed random variables with common distribution

$$
P\left(X_{1}=m\right)=p_{m}, \quad m \in \mathbb{N}
$$

Hence $\xi_{n}, n \geq 0$ is a Markov chain on $S$ with transition probabilities

$$
\begin{equation*}
p(j \mid i)=P\left(X_{1}+\cdots X_{i}=j\right) \tag{5.69}
\end{equation*}
$$

Notice that $p(0 \mid 0)=1$, i.e. if $\xi_{n}=0$, then $\xi_{m}=0$ for all $m \geq n$. Dying out means that eventually $\xi_{n}=0$, starting from some $n \in \mathbb{N}$. Once this happens, $\xi_{n}$ will stay at 0 forever.

## Solution 5.12

We shall only deal with part 2), as in part 1) there is nothing to show. Suppose that $\xi_{0}=i$. Then $\xi_{1}=X_{1}+\cdots X_{i}$, where $X_{j}$ are independent identically distributed Poisson random variables with parameter $\lambda$. Since the sum of such random variables has the Poisson distribution with parameter $i \lambda$, (5.27) follows readily.

## Solution 5.13

Let $\xi_{n}$ denote the number of supporters at the end of day $n$. Then $\xi_{n+1}-\xi_{n}$ is equal to 1 or 0 and

$$
p(j \mid i)= \begin{cases}p q, & \text { if } j=i+1,  \tag{5.70}\\ 1-p q, & \text { if } j=i, \\ 0, & \text { otherwise }\end{cases}
$$

Thus $\xi_{n}$ is a Markov chain on a state space $S=\mathbb{N}$ with transition probabilities $p(j \mid i)$ given by (5.70).

## Solution 5.14

We shall use the notation introduced in the hint. Observe that $\xi_{n+1}-\xi_{n}-Z_{n}$ equals -1 or 0 . The latter case occurs with probability $p$, i.e. when the car served at the beginning of the $n$th time interval was finished by the end of the $n$th time interval. The former case occurs with probability $1-p$. Therefore

$$
P\left(\xi_{n+1}=j \mid \xi_{n}=i\right)=p \frac{\lambda^{j-i+1}}{(j-i+1)!} e^{-\lambda}+(1-p) \frac{\lambda^{j-i}}{(j-i)!} e^{-\lambda}
$$

for $i \geq 1, j \geq i-1$. On the other hand, if $j \geq 0$, then

$$
P\left(\xi_{n+1}=j \mid \xi_{n}=0\right)=\frac{\lambda^{j}}{j!} e^{-\lambda}
$$

Thus, $\xi_{n}$ is a Markov chain with transition probabilities

$$
p(j \mid i)= \begin{cases}q_{j}, & \text { if } i=0, j \in \mathbb{N}  \tag{5.71}\\ q_{j-i+1}^{\prime}, & \text { if } i \geq 1, j \geq i-1 \\ 0, & \text { otherwise },\end{cases}
$$

where $q_{k}=\frac{\lambda^{k}}{k!} e^{-\lambda}$ and

$$
q_{k}^{\prime}= \begin{cases}p q_{k}, & \text { if } k=0  \tag{5.72}\\ (1-p) q_{k}-1+p q_{k}, & \text { if } k \geq 1\end{cases}
$$

The transition probability matrix of our chain takes the form

$$
P=\left[\begin{array}{cccccc}
q_{0} & q_{0}^{\prime} & 0 & 0 & \ldots & \ldots \\
q_{1} & q_{1}^{\prime} & q_{0}^{\prime} & 0 & \ldots & \ldots \\
q_{2} & q_{2}^{\prime} & q_{1}^{\prime} & q_{0}^{\prime} & 0 & \cdots \\
\vdots & \vdots & q_{2}^{\prime} & q_{1}^{\prime} & \cdots & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \\
\vdots & \vdots & \vdots & \vdots & & \ddots
\end{array}\right]
$$

## Solution 5.15

If $p_{k}(j \mid i)>0$, then $P\left(\xi_{n}=j\right.$ for some $\left.n \geq 0 \mid \xi_{0}=i\right) \geq p_{k}(j \mid i)>0$. If $p_{k}(j \mid i)=0$ for all $k \geq 1$, then

$$
P\left(\xi_{n}=j \text { for some } n \geq 0 \mid \xi_{0}=i\right) \leq \sum_{n=1}^{\infty} P\left(\xi_{n}=j \mid \xi_{0}=i\right)=\sum_{n=1}^{\infty} p_{n}(j \mid i)=0
$$

## Solution 5.16

Since $P\left(\xi_{0}=i \mid \xi_{0}=i\right)=1$, it follows that $i \leftrightarrow i$, which proves 1$)$. Assertion 2$)$ is obvious. To prove 3) we proceed as follows. From the solution to Exercise 5.15 we can find $n, m \geq 1$ such that $p_{n}(j \mid i)>0$ and $p_{m}(k \mid j)>0$. Hence, the Chapman-Kolmogorov equations yield

$$
p_{m+n}(k \mid i)=\sum_{s \in S} p_{m}(k \mid s) p_{n}(s \mid i) \geq p_{m}(k \mid j) p_{n}(j \mid i)>0 .
$$

## Solution 5.17

Since $\left|p_{n}(j \mid i)\right| \leq 1$ and $\left|f_{n}(j \mid i)\right| \leq 1$ for all $n \in \mathbb{N}$, the radii of convergence of both power series are $\geq 1$. To prove the equalities (5.40)-(5.41) we shall show that for $n \geq 1$ and any $i, j \in S$,

$$
\begin{equation*}
p_{n}(j \mid i)=\sum_{k=1}^{n} f_{k}(j \mid i) p_{\hat{m}-k}^{n}(j \mid j) \tag{5.73}
\end{equation*}
$$

By total probability formula and the Markov property

$$
\begin{aligned}
p_{n}(j \mid i)= & P\left(\xi_{n}=j \mid \xi_{0}=i\right) \\
= & \sum_{k=1}^{n} P\left(\xi_{n}=j, \xi_{k}=j, \xi_{l} \neq j, 1 \leq l \leq k-1 \mid \xi_{0}=i\right) \\
= & \sum_{k=1}^{n} P\left(\xi_{k}=j, \xi_{l} \neq j, 1 \leq l \leq k-1 \mid \xi_{0}=i\right) \\
& \quad \times P\left(\xi_{n}=j \mid \xi_{k}=j, \xi_{l} \neq j, 1 \leq l \leq k-1\right) \\
= & \sum_{k=1}^{n} f_{k}(j \mid i) P\left(\xi_{n}=j \mid \xi_{k}=j\right) \\
= & \sum_{k=1}^{n} f_{k}(j \mid i) p_{n-k}(j \mid j) .
\end{aligned}
$$

## Solution 5.18

Since $0 \leq p_{n}(j \mid i) \leq 1$ and $0 \leq f_{n}(j \mid i) \leq 1$, the result follows readily from

## Solution 5.19

Only the case of a recurrent state needs to be studied. Suppose that $j$ is recurrent. Then $\sum_{n=1}^{\infty} f_{n}(. j \mid j)=1$. Hence, by Exercise 5.18, $F_{j j}(x) \nearrow 1$ as $x \nearrow 1$. Thus $P_{j j}(x)=\left(1-F_{j j}(x)\right)^{-1} \rightarrow \infty$ as $x \nearrow 1$, and so, again by Exercise 5.18, $\sum_{n=1}^{\infty} p_{n}(j \mid j)=\infty$. Conversely, suppose that $\sum_{n=1}^{\infty} p_{n}(j \mid j)=\infty$. Then, by Exercise 5.18, $P_{j j}(x)=\rightarrow \infty$ as $x \nearrow 1$. Thus, $F_{j j}(x)=1-\left(P_{j j}(x)\right)^{-1} \rightarrow 1$ as $x \nearrow 1$. Hence, $\sum_{n=1}^{\infty} f_{n}(j \mid j)=1$, which proves that $j$ is recurrent.

To prove (5.43) we use (5.73) to get

$$
\begin{aligned}
\sum_{n=0}^{\infty} p_{n}(\underset{j}{\mathrm{y} \mid \hat{i})} & =\sum_{n=0}^{\infty} \sum_{k=0}^{n-1} f_{n-k}(j \mid i) p_{k}(j \mid j) \\
& =\sum_{k=0}^{\infty} \sum_{m=1}^{\infty} f_{m}(j \mid i) p_{k}(j \mid j) \\
& =\sum_{k=0}^{\infty} p_{k}(j \mid j) \sum_{m=1}^{\infty} f_{m}(j \mid i) \\
& \leq \sum_{k=0}^{\infty} p_{k}(j \mid j)
\end{aligned}
$$

This implies (5.43) when $j$ is transient.

## Solution 5.20

We shall show that the state 0 is recurrent. The other case can be treated in a similar way. From Exercise 5.8 we have $p_{n}(0 \mid 0)=\frac{q}{p+q}+\frac{p}{p+q}(1-p-q)^{n}$. Thus $p_{n}(0 \mid 0) \rightarrow \frac{q}{p+q}>0$, and so $\sum_{n=0}^{\infty} p_{n}(0 \mid 0)=\infty$, which proves that 0 is a recurrent state.

## Solution 5.21

Suppose each $j \in S$ is transient. Then by (5.43) $\sum_{n} p_{n}(j \mid i)<\infty$ for all $i \in S$. Let us fix $i \in S$. Then we would have $\sum_{j \in S} \sum_{n=1}^{\infty} p_{n}(j \mid i)<\infty$, since $S$ is finite. However, this is impossible because $\sum_{j \in S} \sum_{n=1}^{\infty} p_{n}(j \mid i)=$ $\sum_{n=1}^{\infty} \sum_{j \in S} p_{n}(j \mid i)=\sum_{n=1}^{\infty} 1=\infty$.

## Solution 5.22

Let us begin with a brief remark concerning the last part of the problem. Since the random walk is 'space homogenous', i.e. $p(j \mid i)=p(j-i \mid 0)$, it should be quite obvious, at least intuitively, that either all states are positive-recurrent or all states are null-recurrent. One can prove this rigorously without any particular difficulty. First, observe (and prove by induction) that $p_{n}(j \mid i)=p_{n}(j-i \mid 0)$.

Second, observe that the same holds for $f_{n}$, i.e. $f_{n}(j \mid i)=f_{n}(j-i \mid 0)$. Hence, in particular, $m_{i}=m_{0}$.

To show that 0 is null-recurrent let us recall some useful tools:

$$
\begin{aligned}
& P_{00}(x)=\sum_{n=0}^{\infty} p_{n}(0 \mid 0) x^{n},-1<x<1 \\
& F_{00}(x)=\sum_{n=1}^{\infty} f_{n}(0 \mid 0) x^{n},-1<x<1
\end{aligned}
$$

Since, see Exercise 5.9,

$$
\begin{aligned}
p_{2 k}(0 \mid 0) & =\binom{2 k}{k} \frac{1}{4^{k}} \\
P_{00}(x) & =\sum_{k=0}^{\infty}\binom{2 k}{k}\left(\frac{x^{2}}{4}\right)^{k}=\left(1-x^{2}\right)^{-1 / 2}
\end{aligned}
$$

Then, using (5.41), we infer that $F_{00}(x)=1-\left(1-x^{2}\right)^{1 / 2}$. Since $F_{00}^{\prime}(x) \nearrow \infty$ as $x \nearrow 1$ and $F_{00}^{\prime}(x)=\sum_{n=1}^{\infty} n f_{n}(0 \mid 0) x^{n}$ by using Abel's lemma (compare with Exercise 5.18), we infer that $\sum_{n=1}^{\infty} n f_{n}(0 \mid 0)=\infty$. This shows that $m_{0}=\infty$ and thus 0 is null-recurrent.

## Solution 5.23

We know that 0 is a recurrent state. From definition

$$
f_{n}(0 \mid 0)=p(0 \mid 1) p(1 \mid 1)^{n-2} p(1 \mid 0)=p q(1-q)^{n-2}
$$

Since $|1-q|<1$, we infer that $\sum_{n=1}^{\infty} n f_{n}(0 \mid 0)=\sum_{n=1}^{\infty} p q(1-q)^{n-2}<\infty$. Hence $m_{0}<\infty$ and 0 is positive-recurrent. The same proof works for state 1 .

## Solution 5.24

Consider a Markov chain on $S=\{1,2, \cdots, 9\}$ with transition probabilities given by the graph in Figure 5.3. Then, obviously, $p_{4}(1 \mid 1)=1 / 2$ and $p_{6}(1 \mid 1)=1 / 2$,


Figure 5.3. Transition probabilities of the Markov chain in Exercise 5.24
but $p_{k}(1 \mid 1)=0$ if $k \leq 6$ and $k \notin\{4,6\}$. Hence $d(1)=2$, but $p_{2}(1 \mid 1)=0$.

## Solution 5.25

We begin with finding $P_{2}=P^{2}$ in an algebraic way, i.e. by multiplying the matrix $P$ by itself. We have

$$
P_{2}=P^{2}=\left[\begin{array}{ll}
0 & 1 / 2 \\
1 & 1 / 2
\end{array}\right]\left[\begin{array}{ll}
0 & 1 / 2 \\
1 & 1 / 2
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{2} & \frac{1}{4} \\
\frac{1}{2} & \frac{3}{4}
\end{array}\right]
$$

Alternatively, $P_{2}$ can be found by observing that the only way one can get from 1 to 1 in two steps is to move from 1 to 2 (with probability 1 ) and then from 2 to 1 (with probability $1 / 2$ ). Hence, the probability $p_{2}(1 \mid 1)$ of going from 1 to 1 in two steps equals $1 / 2$. Analogously, we calculate $p_{2}(1 \mid 2)$ by observing that in order to move from 1 to 2 in two steps one needs first to move from 1 to 2 (with probability 1 ) and then stay at 2 (with probability $1 / 2$ ). Hence, $p_{2}(1 \mid 2)=1 / 2$. The remaining two elements of the matrix $P_{2}$ can be found by repeating the above argument, or, simply by adding the rows so that they equal 1 . In the latter method we use the fact that $P_{2}$ is a stochastic matrix, see Exercise 5.3. The graph representing $P_{2}$ is shown in Figure 5.4.


Figure 5.4. Two-step transition probabilities in Exercise 5.25

Using any of the methods presented above, we obtain

$$
P_{3}=\left[\begin{array}{cc}
\frac{1}{4} & \frac{3}{8} \\
\frac{3}{4} & \frac{5}{8}
\end{array}\right]
$$

Therefore, $p_{1}(1 \mid 1)=0, p_{2}(1 \mid 1)=1 / 2$ and $p_{3}(1 \mid 1)=1 / 4$. Hence $d(1)=1$ (although $p_{1}(1 \mid 1)=0$ ). Since $p_{1}(2 \mid 2)=1 / 2>0$, it follows that $d(2)=1$.

## Solution 5.26

Suppose that $\xi_{0}=i$. Denote by $\tau_{k}$ the minimum positive time when the chain enters state $k$, i.e.

$$
\tau_{k}=\min \left\{n \geq 1: \xi_{n}=k\right\}
$$

Then, $P\left\{\tau_{j}<\tau_{i}\right\}=: \varepsilon>0$ if $i \rightarrow j$ and $i \neq j$. If $j \nrightarrow i$, then it would be impossible to return to $i$ with probability at least $\varepsilon>0$. But this cannot happen as $i$ is a recurrent state. Indeed,

$$
\begin{aligned}
1= & P\left(\tau_{i}<\infty\right)=P\left(\tau_{i}<\infty \mid \tau_{j}<\tau_{i}\right) P\left(\tau_{j}<\tau_{i}\right) \\
& +P\left(\tau_{i}<\infty \mid \tau_{j} \geq \tau_{i}\right) P\left(\tau_{j} \geq \tau_{i}\right)
\end{aligned}
$$

The second term on the right-hand side is $\leq 1-\varepsilon<1$, while the first factor in the first term is equal to 0 (since $i \nrightarrow j$ ). This is a contradiction. The second part is obvious.

## Solution 5.27

As observed in the hint, we only need to show that (5.45) holds when $p(j \mid i)=0$ for $i \in C$ and $j \in S \backslash C$. We begin with the following simple observation. If $(\Omega, \mathcal{F}, P)$ is a probability space and $A_{n} \in \mathcal{F}, n \in \mathbb{N}$, then $P\left(\bigcup_{n} A_{n}\right)=0$ if and only if $P\left(A_{n}\right)=0$ for each $n \in \mathbb{N}$. Hence (5.45) holds if and only if for each $k \geq n$

$$
\begin{equation*}
P\left(\xi_{k} \in S \backslash C \mid \xi_{n} \in C\right)=0 \tag{5.74}
\end{equation*}
$$

In fact, the above holds if and only if it holds for $k=n+1$. Indeed, suppose that for each $n \in \mathbb{N}$

$$
\begin{equation*}
P\left(\xi_{n+1} \in S \backslash C \mid \xi_{n} \in C\right)=0 \tag{5.75}
\end{equation*}
$$

Let us take $n \in \mathbb{N}$. We shall prove by induction on $k \geq n$ that (5.74) holds. This is so for $k=n$ and $k=n+1$. Suppose that (5.74) holds for some $k \geq n+1$. We shall verify that it holds for $k+1$. By the total probability formula (5.67) and the Markov property (5.10)

$$
\begin{aligned}
P\left(\xi_{k+1} \in\right. & \left.S \backslash C \mid \xi_{n} \in C\right) \\
= & P\left(\xi_{k+1} \in S \backslash C \mid \xi_{n} \in C, \xi_{k} \in C\right) P\left(\xi_{k} \in C \mid \xi_{n} \in C\right) \\
& +P\left(\xi_{k+1} \in S \backslash C \mid \xi_{n} \in C, \xi_{k} \in S \backslash C\right) P\left(\xi_{k} \in S \backslash C \mid \xi_{n} \in C\right) \\
= & P\left(\xi_{k+1} \in S \backslash C \mid \xi_{k} \in C\right) P\left(\xi_{k} \in C \mid \xi_{n} \in C\right) \\
& +P\left(\xi_{k+1} \in S \backslash C \mid \xi_{k} \in S \backslash C\right) P\left(\xi_{k} \in S \backslash C \mid \xi_{n} \in C\right)
\end{aligned}
$$

By the induction hypothesis $P\left(\xi_{k} \in S \backslash C \mid \xi_{n} \in C\right)=0$ and by (5.75) (applied to $k$ rather than $n) P\left(\xi_{k+1} \in S \backslash C \mid \xi_{k} \in C\right)=0$. Thus, $P\left(\xi_{k+1} \in S \backslash C \mid \xi_{n} \in C\right)=$ 0 , which proves (5.74).

The time-homogeneity of the chain implies that (5.75) is equivalent to (5.74) for $n=0$. Since $P$ is a countably additive measure and $S$ is a countable set, the latter holds if and only if $p(j \mid i)=0$ for $i \in C$ and $j \in S \backslash C$.

Solution 5.28
Property 2) in Proposition 5.8 implies that $\mu$ is an invariant measure. Therefore it remains to prove uniqueness. Suppose that $\nu=\sum_{j=1}^{\infty} q_{j} \delta_{j}$ is an invariant measure. It is sufficient then to show that $\pi_{j}=q_{j}$ for all $j \in S$.
Since $0 \leq p_{n}(j \mid i) q_{i} \leq q_{i}$ for all $i, j \in S$ and $\sum_{i} q_{i}=1<\infty$, Lebesgue's dominated convergence theorem yields

$$
q_{j}=\sum_{i}^{\infty} p_{n}(j \mid i) q_{i} \rightarrow \sum \pi_{j} q_{i}=\pi_{j}
$$

It follows that $\mu=\nu$.

## Solution 5.29

We shall argue as in the uniqueness part of Solution 5.28. If $\nu=\sum_{j=1}^{\infty} q_{j} \delta_{j}$ is an invariant measure, then by Lebesgue's dominated convergence theorem

$$
q_{j}=\sum_{i=1}^{\infty} p_{n}(j \mid i) q_{i} \rightarrow \sum_{i} \pi_{j} q_{i}=0
$$

Hence $\nu=0$, which contradicts the assumption that $\nu$ is a probability measure.

## Solution 5.30

Obviously, $P=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$. Therefore equation $P \pi=\pi$ becomes

$$
\begin{aligned}
& \pi_{1}=\pi_{2} \\
& \pi_{2}=\pi_{1} .
\end{aligned}
$$

The only solution of this system subject to the condition $\pi_{1}+\pi_{2}=1$ is $\pi_{1}=$ $\pi_{2}=1 / 2$.

## Solution 5.31

Put $\mu=\sum_{i \in S} \mu_{i} \delta_{i}$ and $\nu=\sum_{i \in S} \nu_{i} \delta_{i}$. Then, for any $j \in S$ and $n \in \mathbb{N}$

$$
\begin{aligned}
\sum_{i \in S} p_{n}(j \mid i)\left((1-\theta) \mu_{i}+\theta \nu_{i}\right) & =(1-\theta) \sum_{i \in S} p_{n}(j \mid i) \mu_{i}+\theta \sum_{i \in S} p_{n}(j \mid i) \nu_{i} \\
& =(1-\theta) \mu_{j}+\theta \nu_{j}=[(1-\theta) \mu+\theta \nu]_{j}
\end{aligned}
$$

## Solution 5.32

Put $\mu=\sum_{i \in S} \mu_{i} \delta_{i}$. Then, for any $j \in T$

$$
\mu_{j}=\sum_{i \in S} p_{n}(j \mid i) \mu_{i} \rightarrow 0
$$

by the Lebesgue dominated convergence theorem. Indeed, by Exercise 5.19 $p_{n}(j \mid i) \rightarrow 0$ for all $i \in S$, and $p_{n}(j \mid i) \mu_{i} \leq \mu_{i}$, where $\sum \mu_{i}<\infty$.

Solution 5.33
Since $j$ is transient in view of (5.43), from Exercise 5.19 we readily get (5.53).

## Solution 5.34

By Theorem $5.5 p_{n}(j \mid i) \rightarrow \frac{1}{m_{j}}$ for all $i, j \in S$. Put $\pi_{j}=\frac{1}{m_{j}}, j \in S$. We need to

1) $\pi=\sum_{j} \pi_{j} \delta_{j}$ is an invariant measure of the chain $\xi_{n}, n \in \mathbb{N}$;
2) $\pi$ is the unique invariant measure.

Part 1) will follow from Proposition 5.8 as soon as we can show that $\pi_{j}>0$ for at least one $j \in S$. But if $j \in S$, then $j$ is positive-recurrent and thus $m_{j}<\infty$. Part 2) follows from Exercise 5.28.

## Solution 5.35

Let us fix $i, j \in \mathbb{Z}$. First suppose that $j-i=2 a \in 2 \mathbb{Z}$. Then $p_{2 k+1}(j \mid i)=0$ for all $k \in \mathbb{N}$, and also $p_{2 k}(j \mid i)=0$ if $k<|a|$. Moreover, if $k \geq|a|$, then

$$
p_{2 k}(j \mid i)=\binom{2 k}{k+a} p^{k+a} q^{k-a}=\left(\frac{p}{q}\right)^{a}\binom{2 k}{k+a} p^{k} q^{k}
$$

Since $\binom{2 k}{k+a} \leq\binom{ 2 k}{k}$, it follows that

$$
p_{2 k}(j \mid i) \leq\left(\frac{p}{q}\right)^{a}\binom{2 k}{k} p^{k} q^{k} \rightarrow 0
$$

by Proposition 5.4. We have therefore proven that $\pi_{j}$ is well defined and that $\pi_{j}=0$ for all $j \in \mathbb{Z}$. Hence, we infer that no invariant measure exists.

## Solution 5.36

Suppose that $\pi=\sum_{j=0}^{\infty} \pi_{j} \delta_{j}$ is an invariant measure of our Markov chain. Then $\sum_{i} p(j \mid i) \pi_{i}=\pi_{j}$ for all $j \in S=\mathbb{N}$. Using the exact form of the transition probability matrix in the solution to Exercise 5.14, we see that the sequence of non-negative numbers $\left(\pi_{j}\right)_{j=0}^{\infty}$ solves the following infinite system of linear equations:

$$
\begin{array}{ll}
q_{0} \pi_{0}+q_{0}^{\prime} \pi_{1} & =\pi_{0} \\
q_{1} \pi_{0}+q_{1}^{\prime} \pi_{1}+q_{0}^{\prime} \pi_{2} & =\pi_{1}  \tag{5.76}\\
q_{2} \pi_{0}+q_{2}^{\prime} \pi_{1}+q_{1}^{\prime} \pi_{2}+q_{0}^{\prime} \pi_{3} & =\pi_{2} \\
\ldots & =\cdots
\end{array}
$$

i.e.

$$
q_{k} \pi_{0}+\sum_{j=1}^{k+1} q_{k+1-j}^{\prime} \pi_{j}=\pi_{k}, \quad k \in \mathbb{N} .
$$

Multiplying the $k$ th equation in (5.76) by $x^{k}, k \geq 0$, and summing all of them up we obtain

$$
\begin{equation*}
\pi_{0} Q(x)+\frac{G(x)}{x} \sum_{j=1}^{\infty} \pi_{j} x^{j}=\Pi(x), \quad|x|<1 \tag{5.77}
\end{equation*}
$$

where for $|x|<1$,

$$
\begin{aligned}
& \Pi(x)=\sum_{j=0}^{\infty} \pi_{j} x^{j} \\
& Q(x)=\sum_{j=0}^{\infty} q_{j} x^{j} \\
& G(x)=\sum_{j=0}^{\infty} q_{j}^{\prime} x^{j} .
\end{aligned}
$$

Since $\sum_{j=1}^{\infty} \pi_{j} z^{j}=\Pi(x)-\pi_{0}$, we see that $\Pi, Q$ and $G$ satisfy the functional equation

$$
\begin{equation*}
\Pi(x)=\pi_{0} \frac{G(x)-x Q(x)}{G(x)-x}, \quad|x|<1 \tag{5.78}
\end{equation*}
$$

Since all the coefficients $\pi_{j}$ in the power series defining $\Pi$ are non-negative, Abel's lemma implies that

$$
\sum_{j=0}^{\infty} \pi_{j}=\lim _{x \nearrow 1} \Pi(x)
$$

It is possible to use (5.78) to calculate this limit. However, there is still some work be done. We have to use l'Hospital's rule. Since $G(x)-x \rightarrow 0, G(x)-$ $x Q(x) \rightarrow 0, G^{\prime}(x)-1 \rightarrow \lambda^{\prime}-1$ and $(G(x)-x Q(x))^{\prime} \rightarrow \lambda^{\prime}-\lambda-1$ (all limits are for $x \nearrow 1$ ), we obtain (recall that $\lambda^{\prime}=\lim _{x \nearrow_{1}} G^{\prime}(x)$ )

1) if $\lambda^{\prime} \neq 1$, then $\Pi(x) \rightarrow \pi_{0} \frac{1+\lambda-\lambda^{\prime}}{1-\lambda^{\prime}}$;
2) if $\lambda^{\prime}=1$, then $\Pi(x) \rightarrow \infty$.

In case 1) $\frac{1+\lambda-\lambda^{\prime}}{1-\lambda^{\prime}} \geq 1$, since $\pi_{0} \leq 1$. It follows that $\frac{\lambda}{1-\lambda^{\prime}} \geq 0$, and so $\lambda^{\prime}<1$. Moreover, in this case

$$
\pi_{0}=\frac{1-\lambda^{\prime}}{1-\lambda^{\prime}+\lambda}
$$

The above argument shows that if there exists an invariant measure, then it is unique.

Now suppose that an invariant measure exists (and then it is unique). Since our chain is irreducible and aperiodic (check this!), it follows from Theorem 5.6 that the Markov chain $\xi_{n}$ is ergodic. Therefore, by Theorem 5.5, for any $j \in \mathbb{N}$
$\begin{aligned} & p_{n}(j \mid j) \rightarrow \pi_{j}, \text { as } n \rightarrow \infty . \\ & \text { Since } F_{j i}(1)=1, \text { it also follows that } \\ & p_{n}(j \mid i) \rightarrow \pi_{j}, \text { as } n \rightarrow \infty .\end{aligned}$

## Solution 5.37

We begin with the case $n_{0}=1$. Then $M_{n}(j)-m_{n}(j) \leq(1-\varepsilon)^{n}$ from (5.62). It follows that

$$
\begin{aligned}
& m_{n}(j) \leq \pi_{j} \leq M_{n}(j) \\
& m_{n}(j) \leq p_{n}(j \mid i) \leq M_{n}(j)
\end{aligned}
$$

and we infer that $\left|p_{n}(j \mid i)-\pi_{j}\right| \leq(1-\varepsilon)^{n}, n \in \mathbb{N}$. Suppose that $n_{0} \geq 2$. Then for any $r=1, \cdots, n_{0}-1$

$$
\begin{aligned}
\left|p_{k n_{0}+r}(j \mid i)-\pi_{j}\right| & =\left|\sum_{s \in S} p_{k n_{0}}(j \mid s) p_{r}(s \mid i)-\sum_{s \in S} \pi_{j} p_{r}(s \mid i)\right| \\
& \leq \sum_{s \in S}\left|p_{k n_{0}}(j \mid s)-\pi_{j}\right| p_{r}(s \mid i) \\
& \leq \max _{s \in S}\left|p_{k n_{0}}(j \mid s)-\pi_{j}\right| \sum_{s \in S} p_{r}(s \mid i) \leq(1-\varepsilon)^{n}
\end{aligned}
$$

## Solution 5.38

The transition probability matrix $P$ takes the form $\left[\begin{array}{cc}1-p & q \\ p & 1-q\end{array}\right]$. Since all four numbers $p, q, 1-p, 1-q$ are strictly positive, the assumption (5.54) is satisfied, and so the limits $\pi_{j}=\lim _{n} p_{n}(j \mid i)$ exist and are $i$-independent. Hence, the unique invariant measure of the corresponding Markov chain is equal to $\pi_{0} \delta_{0}+\pi_{1} \delta_{1}$. (Recall that $S=\{0,1\}$ in this example.) We need to find the values $\pi_{j}$. One way of finding them is to use the definition. As in Hint 5.28, the vector $\pi=\left(\pi_{0}, \pi_{1}\right)$ solves the following linear equation in matrix form:

$$
\begin{align*}
{\left[\begin{array}{cc}
1-p & q \\
p & 1-q
\end{array}\right]\left[\begin{array}{l}
\pi_{0} \\
\pi_{1}
\end{array}\right] } & =\left[\begin{array}{l}
\pi_{0} \\
\pi_{1}
\end{array}\right]  \tag{5.79}\\
\pi_{0}+\pi_{1} & =1 \tag{5.80}
\end{align*}
$$

Some elementary algebra allows us to find the unique solution to the above problem:

$$
\begin{equation*}
\pi_{0}=\frac{q}{p+q}, \quad \pi_{1}=\frac{p}{p+q} \tag{5.81}
\end{equation*}
$$

Hence, $\frac{q}{p+q} \delta_{0}+\frac{p}{p+q} \delta_{1}$ is the unique invariant measure of the Markov chain.
Solution 5.39
From (5.66) we infer that

$$
p_{n}(0 \mid 0)=\frac{q}{q+p}+\frac{p}{q+p}(1-p-q)^{n} \rightarrow \frac{q}{q+p}
$$

$$
\begin{aligned}
& p_{n}(1 \mid 0)=\frac{p}{q+p}-\frac{p}{q+p}(1-p-q)^{n} \rightarrow \frac{p}{q+p}, \\
& p_{n}(0 \mid 1)=\frac{q}{q+p}-\frac{q}{q+p}(1-p-q)^{n} \rightarrow \frac{q}{q+p}, \\
& p_{n}(1 \mid 1)=\frac{p}{q+p}+\frac{q}{q+p}(1-p-q)^{n} \rightarrow \frac{p}{q+p} .
\end{aligned}
$$

Hence $\pi_{0}=\frac{q}{q+p}$ and $\pi_{1}=\frac{p}{q+p}$. This is in agreement with the previous solution.

## Solution 5.40

Suppose that $\xi_{n}=i$. Then the value of $\xi_{n+1}$ depends entirely on the outcome of the next roll of a die, say $X_{n+1}$, and the value of $\xi_{n}$. Since it depends on the past only through the value of $\xi_{n}$, intuitively we can see that we are dealing with a Markov chain. To define $\xi_{n}$ in a precise way consider a sequence of independent identically distributed random variables $X_{n}, n=1,2,3, \cdots$ such that $P\left(X_{1}=\right.$ $i)=1 / 6$ for all $i=1,2, \cdots, 6$. Then, putting $\xi_{n+1}=\max \left\{\xi_{n}, X_{n+1}\right\}$, we can see immediately that $P\left(\xi_{n+1}=i_{n+1} \mid \xi_{0}=i_{0}, \cdots, \xi_{n}=i_{n}\right)=P\left(\xi_{n+1}=i_{n+1} \mid \xi_{n}=\right.$ $i_{n}$ ) and

$$
\begin{aligned}
P\left(\xi_{n+1}=j \mid \xi_{n}=i\right)= & P\left(\xi_{n+1}=j \mid \xi_{n}=i, X_{n+1} \leq i\right) P\left(X_{n+1} \leq i\right) \\
& +P\left(\xi_{n+1}=j \mid \xi_{n}=i, X_{n+1}>i\right) P\left(X_{n+1}>i\right) \\
= & \frac{i}{6}\left\{\begin{array}{ll}
0 & \text { if } j>i, \\
1 & \text { if } j=i, \\
0 & \text { if } j<i,
\end{array}+\frac{6-i}{6} \begin{cases}\frac{1}{6-i} & \text { if } j>i, \\
0 & \text { if } j \leq i,\end{cases} \right. \\
= & \begin{cases}\frac{1}{6} & \text { if } j>i, \\
\frac{i}{6} & \text { if } j=i, \\
0 & \text { if } j<i .\end{cases}
\end{aligned}
$$

Thus,

$$
p(j \mid i)= \begin{cases}\frac{1}{6} & \text { if } j>i, \\ \frac{i}{6} & \text { if } j=i, \\ 0 & \text { if } j<i .\end{cases}
$$

It follows that
$P=\left[\begin{array}{llllll}\frac{1}{6} & 0 & 0 & 0 & 0 & 0 \\ \frac{1}{6} & \frac{2}{6} & 0 & 0 & 0 & 0 \\ \frac{1}{6} & \frac{1}{6} & \frac{3}{6} & 0 & 0 & 0 \\ \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{4}{6} & 0 & 0 \\ \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{5}{6} & 0 \\ \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & 1\end{array}\right]$.

## Solution 5.41

The granh of the chain is given in Figure 5.5. The transition matrix is


Figure 5.5. Transition probabilities of the Markov chain in Exercise 5.41

$$
P=\left[\begin{array}{cccc}
\frac{1}{4} & 0 & 0 & 0 \\
\frac{1}{4} & \frac{2}{4} & 0 & 0 \\
\frac{1}{4} & \frac{1}{4} & \frac{3}{4} & 0 \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & 1
\end{array}\right]
$$

Either from the graph or from the matrix we can see that $i \rightarrow j$ if and only if $i \leq j$. The state $i=1$ is transient. Indeed, $p(1 \mid 1)=1 / 4$ and $p_{n}(1 \mid 1)=(1 / 4)^{n}$ by induction. Therefore, $\sum_{n} p_{n}(1 \mid 1)<\infty$ and 1 is transient by Exercise 5.19. The same argument shows that the states 2 and 3 are also transient. On the other hand, $p(4 \mid 4)=1$, and so 4 is a positive-recurrent state. (As we know, that there should be at least one positive-recurrent state.)

We shall find invariant measures by solving the system of four linear equations $P \pi=\pi$ for $\pi=\left(\pi_{1}, \pi_{2}, \pi_{3}, \pi_{4}\right)$, subject to the condition $\pi_{1}+\pi_{2}+$ $\pi_{3}+\pi_{4}=1$. Some elementary linear algebra shows that the only solution is $\pi_{1}=\pi_{2}=\pi_{3}=0, \pi_{4}=1$. Thus, the unique invariant measure is $\pi=\delta_{4}$.

The invariant measure can also be found by invoking Theorem 5.4. In our case $C=\{4\}$, and so there is exactly one class of recurrent sets. Moreover, as we have seen before, 4 is positive-recurrent. Therefore, there exists a unique invariant measure. Since its support is contained in $C$, we infer that $\pi=\delta_{4}$.

## Solution 5.42

The graph representing the Markov chain for $a=4$ is presented in Figure 5.6. Obviously, $i \rightarrow j$ for $i \in S \backslash\{0, a\}=: \stackrel{\circ}{S}$ and $j \in S$. Moreover, $0 \rightarrow j$ if and only if $j=0$ and $a \rightarrow j$ if and only if $j=a$. Since $p(0 \mid 0)=p(a \mid a)=1$, both states 0 and $a$ are positive-recurrent. All other states are transient. For if $i \in \stackrel{\circ}{S}$ were recurrent, $i$ would be intercommunicating with 0 because $i \rightarrow 0$, hv Fxercise 5.26. This is impossible. Therefore, bv Remark 5.5 there exist an


Figure 5.6. Transition probabilities of the Markov chain in Exercise 5.42
infinite number of invariant measures: $\mu=(1-\theta) \delta_{0}+\theta \delta_{a}$, where $\theta \in[0,1]$. Indeed, $\delta_{a}$ is the only probability measure with support in the singleton $\{a\}$. It is possible to verify this with bare hands. Next, let $\phi(i)$ denote the probability that the investigated Markov chain $\xi_{n}$ hits the right-hand barrier prior to hitting the left-hand one. Once $\xi_{n}$ hits the left barrier it will never leave it, so $\phi(i)$ is actually the probability that $\xi_{n}$ hits $a$. Put

$$
A=\left\{\exists n \in \mathbb{N}: \xi_{n}=a\right\}
$$

Then, by the total probability formula and the Markov property of $\xi_{n}$, we have for $1 \leq i \leq a-1$

$$
\begin{aligned}
\phi(i) & =P\left(A \mid \xi_{0}=i\right)=\sum_{j=0}^{a} P\left(A \mid \xi_{0}=i, \xi_{1}=j\right) P\left(\xi_{1}=j \mid \xi_{0}=i\right) \\
& =\sum_{j=0}^{a} P\left(A \mid \xi_{1}=j\right) P\left(\xi_{1}=j \mid \xi_{0}=i\right) \\
& =\sum_{j=0}^{a} \phi(j) P\left(\xi_{1}=j \mid \xi_{0}=i\right)=p \phi(i+1)+q \phi(i-1) .
\end{aligned}
$$

Obviously,

$$
\begin{aligned}
& \phi(0)=0, \\
& \phi(a)=1 .
\end{aligned}
$$

Therefore, the sequence $(\phi(i))_{i=0}^{a}$ satisfies

$$
\begin{align*}
& \phi(i)=p \phi(i+1)+q \phi(i-1), \quad 1 \leq i \leq a-1,  \tag{5.82}\\
& \phi(0)=0, \phi(a)=1 .
\end{align*}
$$

Since $p+q=1$, equations (5.82) can be rewritten as follows:

$$
p[\phi(i+1)-\phi(i)]=q[\phi(i)-\phi(i-1)], \quad 1 \leq i \leq a-1 .
$$

Hence,

$$
[\phi(i+1)-\phi(i)]=\left(\frac{q}{p}\right)^{i} x
$$

where $x=\phi(1)-\phi^{\prime}(0)$ is to be determined. Using the boundary condition $\phi(a)=1$, we can easily find that

$$
\begin{aligned}
1=\phi(a) & =\sum_{i=0}^{a-1}(\phi(i+1)-\phi(i)) \\
& =\frac{\left(\frac{q}{p}\right)^{a}-1}{\frac{q}{p}-1} x .
\end{aligned}
$$

Here we assume that $p \neq q$. The case $p=q=1 / 2$ can be treated in a similar way. In fact the latter is easier. It follows that

$$
x=\frac{\frac{q}{p}-1}{\left(\frac{q}{p}\right)^{a}-1}
$$

and therefore

$$
\phi(i)=\sum_{k=0}^{i-1}(\phi(k+1)-\phi(k))=\frac{\left(\frac{q}{p}\right)^{i}-1}{\left(\frac{q}{p}\right)^{a}-1} .
$$

$$
7
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## 6

## Stochastic Processes in Continuous Time

### 6.1 General Notions

The following definitions are straightforward extensions of those introduced earlier for sequences of random variables, the underlying idea being that of a family of random variables depending on time.

## Definition 6.1

A stochastic process is a family of random variables $\xi(t)$ parametrized by $t \in T$, where $T \subset \mathbb{R}$. When $T=\{1,2, \ldots\}$, we shall say that $\xi(t)$ is a stochastic process in discrete time (i.e. a sequence of random variables). When $T$ is an interval in $\mathbb{R}$ (typically $T=[0, \infty)$ ), we shall say that $\xi(t)$ is a stochastic process in continuous time.

For every $\omega \in \Omega$ the function

$$
T \ni t \mapsto \xi(t, \omega)
$$

is called a path (or sample path) of $\xi(t)$.

## Definition 6.2

A family $\mathcal{F}_{t}$ of $\sigma$-fields on $\Omega$ parametrized by $t \in T$, where $T \subset \mathbb{R}$, is called a filtration if

$$
\mathcal{F}_{s} \subset \mathcal{F}_{t} \subset \mathcal{F}
$$

far anve $e+c$ curh that $e<t$

## Definition 6.3

A stochastic process $\xi(t)$ parametrized by $t \in T$ is called a martingale (submartingale, supermartingale) with respect to a filtration $\mathcal{F}_{t}$ if

1) $\xi(t)$ is integrable for each $t \in T$;
2) $\xi(t)$ is $\mathcal{F}_{t}$-measurable for each $t \in T$ (in which case we say that $\xi(t)$ is adapted to $\mathcal{F}_{t}$ );
3) $\xi(s)=E\left(\xi(t) \mid \mathcal{F}_{s}\right)$ (respectively, $\leq$ or $\geq$ ) for every $s, t \in T$ such that $s \leq t$.

In earlier chapters we have seen various stochastic processes, in particular, nartingales in discrete time such as the symmetric random walk, for example. n what follows we shall study in some detail two processes in continuous time, lamely, the Poisson process and Brownian motion.

### 3.2 Poisson Process

### 3.2.1 Exponential Distribution and Lack of Memory

## Jefinition 6.4

Ne say that a random variable $\eta$ has the exponential distribution of rate $\lambda>0$ f

$$
P\{\eta>t\}=e^{-\lambda t}
$$

or all $t \geq 0$.
For example, the emissions of particles by a sample of radioactive material or calls made at a telephone exchange) occur at random times. The probability hat no particle is emitted (no call is made) up to time $t$ is known to decay xponentially as $t$ increases. That is to say, the time $\eta$ of the first emission has he exponential distribution, $P\{\eta>t\}=e^{-\lambda t}$.

## Exercise 6.1

Vhat is the distribution function of a random variable $\eta$ with exponential istribution? Does it have a density? If so, find the density.
lint What is the probability that $\eta>0$ ? What is the probability that $\eta>t$ for any iven $t<0$ ? Can you express the distribution function in terms of $P\{\eta>t\}$ ? Is the

## Exercise 6.2

Compute the expectation and variance of a random variable having the exponential distribution.

Hint Use the density found in Exercise 6.1.

## Exercise 6.3

Show that a random variable $\eta$ with exponential distribution satisfies

$$
\begin{equation*}
P\{\eta>t+s\}=P\{\eta>t\} P\{\eta>s\} \tag{6.1}
\end{equation*}
$$

for any $s, t \geq 0$.
Hint When the probabilities are replaced by exponents, the equality should become obvious.

## Exercise 6.4

Show that the equality in Exercise 6.3 is equivalent to

$$
\begin{equation*}
P\{\eta>t+s \mid \eta>s\}=P\{\eta>t\} \tag{6.2}
\end{equation*}
$$

for any $s, t \geq 0$.
Hint Recall how to compute conditional probability. Observe that $\eta>s+t$ implies $\eta>s$.

The equality (6.2) (or, equivalently, (6.1)) is known as the lack of memory property. The odds that no particle will be emitted (no call will be made) in the next time interval of length $t$ are not affected by the length of time $s$ it has already taken to wait, given that no emission (no call) has occurred yet.

## Exercise 6.5

Show that the exponential distribution is the only probability distribution satisfying the lack of memory property.

Hint The lack of memory property means that $g(t)=P\{\eta>t\}$ satisfies the functional equation

$$
g(t+s)=g(t) g(s)
$$

for any $s, t>0$. Find all non-negative non-increasing solutions of this functional equation.

### 6.2.2 Construction of the Poisson Process

Let $\eta_{1}, \eta_{2}, \ldots$ be a sequence of independent random variables, each having the same exponential distribution of rate $\lambda$. For example, the times between the emissions of radioactive particles (or between calls made at a telephone exchange) have this property. We put

$$
\xi_{n}=\eta_{1}+\cdots+\eta_{n}
$$

which can be thought of as the time of the $n$th emission (the $n$th call). We also put $\xi_{0}=0$ for convenience. The number of emissions (calls) up to time $t \geq 0$ is an $n$ such that $\xi_{n+1}>t \geq \xi_{n}$. In other words, the number of emissions (calls) up to time $t \geq 0$ is equal to $\max \left\{n: t \geq \xi_{n}\right\}$.

## Definition 6.5

We say that $N(t)$, where $t \geq 0$, is a Poisson process if

$$
N(t)=\max \left\{n: t \geq \xi_{n}\right\}
$$

Thus, $N(t)$ can be regarded as the number of particles emitted (calls made) up to time $t$. It is an example of a stochastic process in continuous time. A typical path of $N(t)$ is shown in Figure 6.1. It begins at the origin, $N(0)=0$ (no particles emitted at time 0), and is right-continuous, non-decreasing and piecewise constant with jumps of size 1 at the times $\xi_{n}$.


Figure 6.1. A typical path of $N(t)$ and the jump times $\xi_{n}$

What is the distribution of $N(t)$ ? To answer this question we need to recall the definition of the Poisson distribution.

## Definition 6.6

A random variable $\nu$ has the Poisson distribution with parameter $\alpha>0$ if

$$
P\{\nu=n\}=e^{-\alpha} \frac{\alpha^{n}}{n!}
$$

for any $n=0,1,2, \ldots$.
The probabilities $P\{\nu=n\}$ for various values of $\alpha$ are shown in Figure 6.2.


Figure 6.2. Poisson distribution with parameter $\alpha$

## Proposition 6.1

$N(t)$ has the Poisson distribution with parameter $\lambda t$,

$$
P\{N(t)=n\}=e^{-\lambda t} \frac{(\lambda t)^{n}}{n!}
$$

## Proof

First of all, observe that

$$
\{N(t)<n\}=\left\{\xi_{n}>t\right\}
$$

It suffices to compute the probability of this event for any $n$ because

$$
\begin{align*}
P\{N(t)=n\} & =P\{N(t)<n+1\}-P\{N(t)<n\} \\
& =P\left\{\xi_{n+1}>t\right\}-P\left\{\xi_{n}>t\right\} \tag{6.3}
\end{align*}
$$

We shall prove by induction on $n$ that

$$
\begin{equation*}
P\left\{\xi_{n}>t\right\}=e^{-\lambda t} \sum_{k=0}^{n-1} \frac{(\lambda t)^{k}}{k!} \tag{6.4}
\end{equation*}
$$

For $n=1$

$$
P\left\{\xi_{1}>t\right\}=P\left\{\eta_{1}>t\right\}=e^{-\lambda t}
$$

Next, suppose that (6.4) holds for some $n$. Then, expressing $\xi_{n+1}$ as the sum of the independent random variables $\xi_{n}$ and $\eta_{n+1}$, we compute

$$
\begin{aligned}
P\left\{\xi_{n+1}>t\right\} & =P\left\{\xi_{n}+\eta_{n+1}>t\right\} \\
& =P\left\{\eta_{n+1}>t\right\}+P\left\{\xi_{n}>t-\eta_{n+1}, t \geq \eta_{n+1}>0\right\} \\
& =e^{-\lambda t}+\int_{0}^{t} P\left\{\xi_{n}>t-s\right\} f_{\eta_{n+1}}(s) d s \\
& =e^{-\lambda t}+\int_{0}^{t} e^{-\lambda(t-s)} \sum_{k=0}^{n-1} \frac{(\lambda(t-s))^{k}}{k!} \lambda e^{-\lambda s} d s \\
& =e^{-\lambda t}+e^{-\lambda t} \sum_{k=0}^{n-1} \frac{\lambda^{k+1}}{k!} \int_{0}^{t}(t-s)^{k} d s \\
& =e^{-\lambda t} \sum_{k=0}^{n} \frac{(\lambda t)^{k}}{k!},
\end{aligned}
$$

where $f_{\eta_{n+1}}(s)$ is the density of $\eta_{n+1}$. By induction, (6.4) holds for any $n$. Now apply (6.3) to complete the proof.

## Exercise 6.6

What is the expectation of $N(t)$ ?
Hint What are the possible values of $N(t)$ ? What are the corresponding probabilities? Can you compute the expectation from these? To simplify the result use the Taylor expansion of $e^{x}$.

## Exercise 6.7

Compute $P\{N(s)=1, N(t)=2\}$ for any $0 \leq s<t$.
Hint Express $\{N(s)=1, N(t)=2\}$ as $\left\{\eta_{1} \leq s<\eta_{1}+\eta_{2} \leq t<\eta_{1}+\eta_{2}+\eta_{3}\right\}$. You can compute the probability of the latter, since $\eta_{1}, \eta_{2}, \eta_{3}$ are exponentially distributed

### 6.2.3 Poisson Process Starts from Scratch at Time $t$

Imagine that you are to take part in an experiment to count the emissions of a radioactive particle. Unfortunately, in the excitement of proving the lack of memory property you forget about the engagement and arrive late to find that the experiment has already been running for time $t$ and you have missed the first $N(t)$ emissions. Determined to make the best of it, you start counting right away, so at time $t+s$ you will have registered $N(t+s)-N(t)$ emissions. It will now be necessary to discuss $N(t+s)-N(t)$ instead of $N(s)$ in your report.

What are the properties of $N(t+s)-N(t)$ ? Perhaps you can guess something from the physical picture? After all, a sample of radioactive material will keep emitting particles no matter whether anyone cares to count them or not. So the moment when someone starts counting does not seem important. You can expect $N(t+s)-N(t)$ to behave in a similar way as $N(s)$. And because radioactive emissions have no memory of the past, $N(t+s)-N(t)$ should be independent of $N(t)$.

To study this conjecture recall the construction of a Poisson process $N(t)$ based on a sequence of independent random variables $\eta_{1}, \eta_{2}, \ldots$, all having the same exponential distribution. We shall try to represent $N(t+s)-N(t)$ in a similar way.

Let us put

$$
\eta_{1}^{t}:=\xi_{\mathrm{v}(t)+1}-t, \quad \eta_{n}^{t}:=\eta_{N(t)+n}, \quad n=2,3, \ldots,
$$

see Figure 6.3. These are the times between the jumps of $N(t+s)-N(t)$. Then we define

$$
\begin{aligned}
\xi_{n}^{t} & =\eta_{1}^{t}+\cdots+\eta_{n}^{t} \\
N^{t}(s) & =\max \left\{n: \xi_{n}^{t} \leq s\right\}
\end{aligned}
$$



Figure 6.3. The random variables $\eta_{1}^{t}, \eta_{2}^{t}, \eta_{3}^{t}, \ldots$

## Exercise 6.8

Show that

$$
N^{t}(s)=N(t+s)-N(t)
$$

Hint First show that $\xi_{n}^{t}=\xi_{N(t)+n}-t$.
If we can show that $\eta_{1}^{t}, \eta_{2}^{t}, \ldots$ are independent random variables having the same exponential distribution as $\eta_{1}, \eta_{2}, \ldots$, it will mean that $N(t+s)-N(t)$ is a Poisson process with the same probability distribution as $N(s)$. Moreover, if the $\eta_{n}^{t}$ turn out to be independent of $N(t)$, it will imply that $N(t+s)-N(t)$ is also independent of $N(t)$.

Before setting about this task beware of one common mistake. It is sometimes claimed that the times $\eta_{1}^{t}, \eta_{2}^{t}, \eta_{3}^{t}, \ldots$ between the jumps of $N(t+s)-N(t)$ are equal to $\xi_{n+1}-t . \eta_{n+2}, \eta_{n+3}, \ldots$ for some $n$. Hence $\eta_{1}^{t}, \eta_{2}^{t}, \eta_{3}^{t}, \ldots$ are independent because the random variables $\xi_{n+1}, \eta_{n+2}, \eta_{n+3}, \ldots$ are. The flaw in this is that, in fact, $\eta_{1}^{t}, \eta_{2}^{t}, \eta_{3}^{t}, \ldots$ are equal to $\xi_{n+1}-t, \eta_{n+2}, \eta_{n+3}, \ldots$ only on the set $\{N(t)=n\}$. However, the argument can be saved by conditioning with respect to $N(t)$. Our task becomes an exercise in computing conditional probabilities.

## Exercise 6.9

Show that

$$
P\left\{\eta_{1}^{t}>s \mid N(t)\right\}=P\left\{\eta_{1}>s\right\}
$$

Hint It suffices (why?) to verify that

$$
P\left\{\eta_{1}^{t}>s, N(t)=n\right\}=P\left\{\eta_{1}>s\right\} P\{N(t)=n\}
$$

for any $n$. To this end, write the sets $\{N(t)=n\}$ and $\left\{\eta_{1}^{t}>s, N(t)=n\right\}$ in terms of $\xi_{n}$ and $\eta_{n+1}$, which are independent random variables, and use the lack of memory property for $\eta_{n+1}$.

## Exercise 6.10

Show that

$$
P\left\{\eta_{1}^{t}>s_{1}, \ldots, \eta_{k}^{t}>s_{k} \mid N(t)\right\}=P\left\{\eta_{1}>s_{1}\right\} \cdots P\left\{\eta_{k}>s_{k}\right\}
$$

Hint Verify that
$P\left\{\eta_{1}^{t}>s_{1}, \eta_{2}^{t}>s_{2}, \ldots, \eta_{k}^{t}>s_{k}, N(t)=n\right\}=P\left\{\eta_{1}>s_{1}\right\} \cdots P\left\{\eta_{k}>s_{k}\right\} P\{N(t)=n\}$
for any $n$. This is done in Exercise 6.9 for $k=1$.

## Exercise 6.11

From the formula in Exercise 6.10 deduce that the random variables $\eta_{n}^{t}$ and $N(t)$ are independent, and the $\eta_{n}^{t}$ have the same probability distribution as $\eta_{n}$, i.e. exponential with parameter $\lambda$.

Hint What do you get if you take the expectation on both sides of the equality in Exercise 6.10? Can you deduce the probability distribution of $\eta_{n}^{t}$ ? Can you see that the $\eta_{n}^{t}$ are independent?

To prove that the $\eta_{n}^{t}$ are independent of $N(t)$ you need to be a little more careful and integrate over $\{N(t)=n\}$ instead of taking the expectation.

Because $N(t+s)-N(t)$ can be defined in terms of $\eta_{1}^{t}, \eta_{2}^{t}, \ldots$ in the same way the original Poisson process $N(t)$ is defined in terms of $\eta_{1}, \eta_{2}, \ldots$, the result in Exercise 6.11 proves the theorem below.

## Theorem 6.1

For any fixed $t \geq 0$

$$
N^{t}(s)=N(t+s)-N(t), \quad s \geq 0
$$

is a Poisson process independent of $N(t)$ with the same probability law as $N(s)$.
That is to say, for any $s, t \geq 0$ the increment $N(t+s)-N(t)$ is independent of $N(t)$ and has the same probability distribution as $N(s)$. The assertion can be generalized to several increments, resulting in the following important theorem.

## Theorem 6.2

For any $0 \leq t_{1} \leq t_{2} \leq \cdots \leq t_{n}$ the increments

$$
N\left(t_{1}\right), N\left(t_{2}\right)-N\left(t_{1}\right), N\left(t_{3}\right)-N\left(t_{2}\right), \ldots, N\left(t_{n}\right)-N\left(t_{n-1}\right)
$$

are independent and have the same probability distribution as

$$
N\left(t_{1}\right) \cdot N\left(t_{2}-t_{1}\right), N\left(t_{3}-t_{2}\right), \ldots, N\left(t_{n}-t_{n-1}\right) .
$$

## Proof

From Theorem 6.1 it follows immediately that each increment $N\left(t_{i}\right)-N\left(t_{i-1}\right)$ has the same distribution as $N\left(t_{i}-t_{i-1}\right)$ for $i=1, \ldots, n$.

It remains to prove independence. This can be done by induction. The case when $n=2$ is covered by Theorem 6.1. Now suppose that independence holds for $n$ increments of a Poisson process for some $n \geq 2$. Take any sequence

$$
n<t_{1}<t_{n}<\ldots<t<t \ldots
$$

By the induction hypothesis

$$
N\left(t_{n+1}\right)-N\left(t_{n}\right), \ldots, N\left(t_{2}\right)-N\left(t_{1}\right)
$$

are independent, since they can be regarded as increments of

$$
N^{t_{1}}(s)=N\left(t_{1}+s\right)-N\left(t_{1}\right)
$$

which is a Poisson process by Theorem 6.1. By the same theorem these increments are independent of $N\left(t_{1}\right)$. It follows that the $n+1$ random variables

$$
N\left(t_{n+1}\right)-N\left(t_{n}\right), \ldots, N\left(t_{2}\right)-N\left(t_{1}\right), N\left(t_{1}\right)
$$

are independent, completing the proof.

## Definition 6.7

We say that a stochastic process $\xi(t)$, where $t \in T$, has independent increments if

$$
\xi\left(t_{1}\right)-\xi\left(t_{0}\right), \ldots, \xi\left(t_{n}\right)-\xi\left(t_{n-1}\right)
$$

are independent for any $t_{0}<t_{1}<\cdots<t_{n}$ such that $t_{0}, t_{1}, \ldots, t_{n} \in T$.

## Definition 6.8

A stochastic process $\xi(t)$, where $t \in T$, is said to have stationary increments if for any $s, t \in T$ the probability distribution of $\xi(t+h)-\xi(s+h)$ is the same for each $h$ such that $s+h, t+h \in T$.

Theorem 6.2 implies that the Poisson process has stationary independent increments. The result in the next exercise is also a consequence of Theorem 6.2.

## Exercise 6.12

Show that $N(t)-\lambda t$ is a martingale with respect to the filtration $\mathcal{F}_{t}$ generated by the family of random variables $\{N(s): s \in[0, t]\}$.

Hint Observe that $N(t)-N(s)$ is independent of $\mathcal{F}_{s}$ by Theorem 6.2.

### 6.2.4 Various Exercises on the Poisson Process

## Exercise 6.13

Show that $\xi_{0}<\xi_{1}<\xi_{2}<\cdots$ a.s.

Hint What is the probability of the event $\left\{\xi_{n-1}<\xi_{n}\right\}=\left\{\eta_{n}>0\right\}$ ? What is the probability of the intersection of all such events?

## Exercise 6.14

Show that $\lim _{n \rightarrow \infty} \xi_{n}=\infty$ a.s.
Hint If $\lim _{n \rightarrow \infty} \xi_{n}<\infty$, then the sequence $\eta_{1}, \eta_{2}, \ldots$ of independent random variables, all having the same exponential distribution, must be bounded. What is the probability that such a sequence is bounded? Begin with computing the probability $P\left\{\eta_{1} \leq m, \ldots, \eta_{n} \leq m\right\}$ for any fixed $m>0$.

Although it is instructive to estimate $P\left\{\lim _{n \rightarrow \infty} \xi_{n}<\infty\right\}$ in this way, there is a more elegant argument based on the strong law of large numbers. What does the law of large numbers tell us about the limit of $\frac{\xi_{n}}{n}$ as $n \rightarrow \infty$ ?

## Exercise 6.15

Show that $\xi_{n}$ has absolutely continuous distribution with density

$$
f_{n}(t)=\lambda e^{-\lambda t} \frac{(\lambda t)^{n-1}}{(n-1)!}
$$

with parameters $n$ and $\lambda$. The density $f_{n}(t)$ of the gamma distribution is shown in Figure 6.4 for $n=2,4$ and $\lambda=1$.


Figure 6.4. Density $f_{n}(t)$ of the gamma distribution with parameters $n=2, \lambda=1$ and $n=4, \lambda=1$

Hint Use the formula for $P\left\{\xi_{n}>t\right\}$ in the proof of Proposition 6.1 to find the distribution function of $\xi_{n}$. Is this function differentiable? What is the derivative?

## Exercise 6.16

Prove that

$$
\lim _{t \sim \sim} N(t)=\infty \quad \text { a.s. }
$$

Hint What is the limit of $P\{N(k) \geq n\}$ as $k \rightarrow \infty$ ? Can you express $\left\{\lim _{t \rightarrow \infty} N(t)\right.$ $=\infty\}$ in terms of the sets $\{N(k) \geq n\}$ ?

## Exercise 6.17

Verify that

$$
\begin{aligned}
P\{N(t) \text { is odd }\} & =e^{-\lambda t} \sinh (\lambda t) \\
P\{N(t) \text { is even }\} & =e^{-\lambda t} \cosh (\lambda t)
\end{aligned}
$$

Hint What is the probability that $N(t)=2 n+1$ ? Compare this to the $n$-th term of the Taylor expansion of $\sinh \lambda t$.

## Exercise 6.18

Show that

$$
\lim _{t \rightarrow \infty} \frac{N(t)}{t}=\lambda \quad \text { a.s. }
$$

if $N(t)$ is a Poisson process with parameter $\lambda$.
Hint $N(n)$ is the sum of independent identically distributed random variables $N(1)$, $N(2)-N(1), \ldots, N(n)-N(n-1)$, so the strong law of large numbers can be applied to obtain the limit of $N(n) / n$ as $n \rightarrow \infty$. Because $N(t)$ is non-decreasing, the limit will not be affected if $n$ is replaced by a continuous parameter $t \geq 0$.

### 6.3 Brownian Motion

Imagine a cloud of smoke in completely still air. In time, the cloud will spread over a large volume, the concentration of smoke varying in a smooth manner. However, if a single smoke particle is observed, its path turns out to be extremely rough due to frequent collisions with other particles. This exemplifies two aspects of the same phenomenon called diffusion: erratic particle trajectories at the microscopic level, giving rise to a very smooth behaviour of the density of the whole ensemble of particles. The Wiener process $W(t)$ defined below is a mathematical device designed as a model of the motion of individual diffusing particles. In particular, its paths exhibit similar erratic behaviour to the trajectories of real smoke particles. Meanwhile, the density $f_{W(t)}$ of the random variable $W(t)$ is very smooth, given by the exponential function

$$
f_{W(t)}(x)=\frac{1}{\sqrt{2 \pi t}} e^{-\frac{x^{2}}{2 t}}
$$

which is a solution of the diffusion equation

$$
\frac{\partial f}{\partial t}=\frac{1}{2} \frac{\partial^{2} f}{\partial x^{2}}
$$

and can be interpreted as the density at time $t$ of a cloud of smoke issuing form single point source at time 0 . The Wiener process $W(t)$ is also associated with the name of the British botanist Robert Brown, who around 1827 observed the random movement of pollen particles in water. We shall study mainly the one-dimensional Wiener process, which can be thought of as the projection of the position of a smoke particle onto one of the axes of a coordinate system.

Apart from describing the motion of diffusing particles, the Wiener process is widely applied in mathematical models involving various noisy systems, for example, the behaviour of asset prices at the stock exchange. If the noise in the system is due to a multitude of independent random changes, then the Central Limit Theorem predicts that the net result will have the normal distribution, a property shared by the increments $W(t)-W(s)$ of the Wiener process. This is one of the main reasons of the widespread use of $W(t)$ in mathematical models.

### 6.3.1 Definition and Basic Properties

## Definition 6.9

The Wiener process (or Brownian motion) is a stochastic process $W(t)$ with values in $\mathbb{R}$ defined for $t \in[0, \infty)$ such that

1) $W(0)=0$ a.s.;
2) the sample paths $t \mapsto W(t)$ are a.s. continuous;
3) for any finite sequence of times $0<t_{1}<\cdots<t_{n}$ and Borel sets $A_{1}, \ldots, A_{n} \subset \mathbb{R}$

$$
\begin{aligned}
& P\left\{W\left(t_{1}\right) \in A_{1}, \ldots, W\left(t_{n}\right) \in A_{n}\right\} \\
& =\int_{A_{1}} \cdots \int_{A_{n}} p\left(t_{1}, 0, x_{1}\right) p\left(t_{2}-t_{1}, x_{1}, x_{2}\right) \cdots \\
& \quad \cdots p\left(t_{n}-t_{n-1}, x_{n-1}, x_{n}\right) d x_{1} \cdots d x_{n},
\end{aligned}
$$

where

$$
\begin{equation*}
p(t, x, y)=\frac{1}{\sqrt{2 \pi t}} e^{-\frac{(x-y)^{2}}{2 t}} \tag{6.5}
\end{equation*}
$$

defined for any $x, y \in \mathbb{R}$ and $t>0$ is called the transition density.


Figure 6.5. A typical path of $W(t)$

## Exercise 6.19

Show that

$$
f_{W(t)}(x)=\frac{1}{\sqrt{2 \pi t}} e^{-\frac{x^{2}}{2 t}}
$$

is the probability density of $W(t)$ and find the expectation and variance of $W(t)$.
Hint The density of $W(t)$ can be obtained from condition 3) of Definition 6.9 written for a single time $t$ and a single Borel set. You will need the formula

$$
\int_{-\infty}^{+\infty} e^{-\frac{x^{2}}{2}} d x=\sqrt{2 \pi}
$$

to compute the integrals in the expressions for the expectation and variance.

## Remark 6.1

The results of Exercise 6.19 mean that $W(t)$ has the normal distribution with mean 0 and variance $t$.

## Exercise 6.20

Show that

$$
E(W(s) W(t))=\min \{s, t\}
$$

Hint The joint density of $W(s)$ and $W(t)$ will be needed. It can be found from condition 3) of Definition 6.9 written for two times $s$ and $t$ and two Borel sets.

## Exercise 6.21

Show that

$$
E\left(|W(t)-W(s)|^{2}\right)=|t-s|
$$

Hint Expand the square and use the formula in Exercise 6.20.

## Exercise 6.22

Compute the characteristic function $E(\exp (i \lambda W(t)))$ for any $\lambda \in \mathbb{R}$.
Hint Use the density of $W(t)$ found in Exercise 6.19.

## Exercise 6.23

Find $E\left(W(t)^{4}\right)$.
Hint This can be done, for example, by expressing the expectation in terms of the density of $W(t)$ and computing the resulting integral, or by computing the fourth derivative of the characteristic function of $W(t)$ at 0 . The second method is more efficient.

## Definition 6.10

We call $W(t)=\left(W^{1}(t), \ldots, W^{n}(t)\right)$ an $n$-dimensional Wiener process if $W^{1}(t), \ldots, W^{n}(t)$ are independent $\mathbb{R}$-valued Wiener processes.

## Exercise 6.24

For a two-dimensional Wiener process $W(t)=\left(W^{1}(t), W^{2}(t)\right)$ find the probability that $|W(t)|<R$, where $R>0$ and $|x|$ is the Euclidean norm of $x=\left(x^{1}, x^{2}\right)$ in $\mathbb{R}^{2}$, i.e. $|x|^{2}=\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}$.

Hint Express the probability in terms of the joint density of $W^{1}(t)$ and $W^{2}(t)$. Independence means that the joint density of $W^{1}(t)$ and $W^{2}(t)$ is the product of their respective densities, which are known from Exercise 6.19. It is convenient to use polar coordinates to compute the resulting integral over a disc.

### 6.3.2 Increments of Brownian Motion

## Proposition 6.2

For any $0 \leq s<t$ the increment $W(t)-W(s)$ has the normal distribution with mean 0 and variance $t-s$.

## Proof

By condition 3) of Definition 6.9 the joint density of $W(s), W(t)$ is

$$
f_{W(s), W(t)}(x, y)=p(s, 0, x) p(t-s, x, y) .
$$

Hence, for any Borel set $A$

$$
\begin{aligned}
P\{W(t)-W(s) \in A\} & =\int_{\{(x, y): y-x \in A\}} p(s, 0, x) p(t-s, x, y) d x d y \\
& =\int_{-\infty}^{+\infty} p(s, 0, x)\left(\int_{\{y: y-x \in A\}} p(t-s, x, y) d y\right) d x \\
& =\int_{-\infty}^{+\infty} p(s, 0, x)\left(\int_{A} p(t-s, x, x+u) d u\right) d x \\
& =\int_{-\infty}^{+\infty} p(s, 0, x)\left(\int_{A} p(t-s, 0, u) d u\right) d x \\
& =\int_{A} p(t-s, 0, u) d u \int_{-\infty}^{+\infty} p(s, 0, x) d x \\
& =\int_{A} p(t-s, 0, u) d u
\end{aligned}
$$

But $f(u)=p(t-s, 0, u)$ is the density of the normal distribution with mean 0 and variance $t-s$, which proves the claim.

## Corollary 6.1

Proposition 6.2 implies that $W(t)$ has stationary increments.

## Proposition 6.3

For any $0=t_{0} \leq t_{1} \leq \cdots \leq t_{n}$ the increments

$$
W\left(t_{1}\right)-W\left(t_{0}\right), \ldots, W\left(t_{n}\right)-W\left(t_{n-1}\right)
$$

are independent.

## Proof

From Proposition 6.2 we know that the increments of $W(t)$ have the normal distribution. Because normally distributed random variables are independent if and only if they are uncorrelated, it suffices to verify that

$$
E[(W(u)-W(t))(W(s)-W(r))]=0
$$

for any $0 \leq r \leq s \leq t \leq u$. But this follows immediately from Exercise 6.20:

$$
\begin{aligned}
E[(W(u)-W(t))(W(s)-W(r))]= & E(W(u) W(s))-E(W(u) W(r)) \\
& -E(W(t) W(s))+E(W(t) W(r)) \\
= & s-r-s+r \\
= & 0,
\end{aligned}
$$

as required.

## Corollary 6.2

For any $0 \leq s<t$ the increment $W(t)-W(s)$ is independent of the $\sigma$-field

$$
\mathcal{F}_{s}=\sigma\{W(r): 0 \leq r \leq s\}
$$

## Proof

By Proposition 6.3 the random variables $W(t)-W(s)$ and $W(r)-W(0)=W(r)$ are independent if $0 \leq r \leq s \leq t$. Because the $\sigma$-field $\mathcal{F}_{s}$ is generated by such $W(r)$, it follows that $W(t)-W(s)$ is independent of $\mathcal{F}_{s}$.

## Exercise 6.25

Show that $W(t)$ is a martingale with respect to the filtration $\mathcal{F}_{t}$.
Hint Take advantage of the fact that $W(t)-W(s)$ is independent of $\mathcal{F}_{s}$ if $s<t$.

## Exercise 6.26

Show that $|W(t)|^{2}-t$ is a martingale with respect to the filtration $\mathcal{F}_{t}$.
Hint Once again, use the fact that $W(t)-W(s)$ is independent of $\mathcal{F}_{s}$ if $s<t$.
Let us state without proof the following useful characterization of the Wiener process in terms of its increments.

## Theorem 6.3

A stochastic process $W(t), t \geq 0$, is a Wiener process if and only if the following conditions hold:

1) $W(0)=0$ a.s.;
2) the sample paths $t \mapsto W(t)$ are continuous a.s.;
3) $W(t)$ has stationary independent increments;
4) the increment $W(t)-W(s)$ has the normal distribution with mean 0 and variance $t-s$ for any $0 \leq s<t$.

## Exercise 6.27

Show that for any $T>0$

$$
V(t)=W(t+T)-W(T)
$$

is a Wiener process if $W(t)$ is.
Hint Are the increments of $V(t)$ independent? What is their distribution? Does $V(t)$ have continuous paths? Is it true that $V(0)=0$ ?

The Wiener process can also be characterized by its martingale properties. The following theorem is also given without proof.

## Theorem 6.4 (Lévy's martingale characterization)

Let $W(t), t \geq 0$, be a stochastic process and let $\mathcal{F}_{t}=\sigma\left(W_{s}, s \leq t\right)$ be the filtration generated by it. Then $W(t)$ is a Wiener process if and only if the following conditions hold:

1) $W(0)=0$ a.s.;
2) the sample paths $t \mapsto W(t)$ are continuous a.s.;
3) $W(t)$ is a martingale with respect to the filtration $\mathcal{F}_{t}$;
4) $|W(t)|^{2}-t$ is a martingale with respect to $\mathcal{F}_{t}$.

## Exercise 6.28

Let $c>0$. Show that $V(t)=\frac{1}{c} W\left(c^{2} t\right)$ is a Wiener process if $W(t)$ is.
Hint Is $V(t)$ a martingale? With respect to which filtration? Is $|V(t)|^{2}-t$ a martingale? Are the paths of $V(t)$ continuous? Is it true that $V(0)=0$ ?

### 6.3.3 Sample Paths

Let

$$
0=t_{0}^{n}<t_{1}^{n}<\cdots<t_{n}^{n}=T
$$

where

$$
t_{i}^{n}=\frac{i T}{n}
$$

be a partition of the interval $[0, T]$ into $n$ equal parts. We denote by

$$
\Delta_{i}^{n} W=W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)
$$

the corresponding increments of the Wiener process $W(t)$.

## Exercise 6.29

Show that

$$
\lim _{n \rightarrow \infty} \sum_{i=0}^{n-1}\left(\Delta_{i}^{n} W\right)^{2}=T \quad \text { in } L^{2}
$$

Hint You need to show that

$$
\lim _{n \rightarrow \infty} E\left(\left[\sum_{i=0}^{n-1}\left(\Delta_{i}^{n} W\right)^{2}-T\right]^{2}\right)=0
$$

Use the independence of increments to simplify the expectation. What are the expectations of $\Delta_{i}^{n} W,\left(\Delta_{i}^{n} W^{n}\right)^{2}$ and $\left(\Delta_{i}^{n} W\right)^{4}$ ?

The next theorem on the variation of the paths of $W(t)$ is a consequence of the result in Exercise 6.29. First, let us recall that the variation of a function is defined as follows.

## Definition 6.11

The variation of a function $f:[0, T] \rightarrow \mathbb{R}$ is defined to be

$$
\limsup _{\Delta t \rightarrow 0} \sum_{i=0}^{n-1}\left|f\left(t_{i+1}\right)-f\left(t_{i}\right)\right|,
$$

where $t=\left(t_{0}, t_{1}, \ldots, t_{n}\right)$ is a partition of $[0, T]$, i.e. $0=t_{0}<t_{1}<\cdots<t_{n}=T$, and where

$$
\Delta t=\max _{i=0, \ldots, n-1}\left|t_{i+1}-t_{i}\right|
$$

## Theorem 6.5

The variation of the paths of $W(t)$ is infinite a.s.

## Proof

Consider the sequence of partitions $t^{n}=\left(t_{0}^{n}, t_{1}^{n}, \ldots, t_{n}^{n}\right)$ of $[0, T]$ into $n$ equal parts. Then

$$
\sum_{i=0}^{n-1}\left|\Delta_{i}^{n} W\right|^{2} \leq\left(\max _{i=0, \ldots, n-1}\left|\Delta_{i}^{n} W\right|\right) \sum_{i=0}^{n-1}\left|\Delta_{i}^{n} W\right| .
$$

Since the paths of $W(t)$ are a.s. continuous on $[0, T]$,

$$
\lim _{n \rightarrow \infty}\left(\max _{i=0, \ldots, n-1}\left|\Delta_{i}^{n} W\right|\right)=0 \quad \text { a.s. }
$$

By Exercise 6.29 there is a subsequence $t^{n_{k}}=\left(t_{0}^{n_{k}}, t_{1}^{n_{k}}, \ldots, t_{n_{k}}^{n_{k}}\right)$ of partitions such that

$$
\lim _{k \rightarrow \infty} \sum_{i=0}^{n_{k}-1}\left|\Delta_{i}^{n_{k}} W\right|^{2}=T \quad \text { a.s. }
$$

This is because every sequence of random variables convergent in $L^{2}$ has a subsequence convergent a.s. It follows that

$$
\lim _{k \rightarrow \infty} \sum_{i=0}^{n_{k}-1}\left|\Delta_{i}^{n_{k}} W\right|=\infty \quad \text { a.s. }
$$

while

$$
\lim _{k \rightarrow \infty} \Delta t^{n_{k}}=\lim _{k \rightarrow \infty} \frac{T}{n_{k}}=0,
$$

which proves the theorem.
Theorem 6.5 has important consequences for the theory of stochastic integrals presented in the next chapter. This is because an integral of the form

$$
\int_{0}^{T} f(t) d W(t)
$$

cannot be defined pathwise (that is, separately for each $\omega \in \Omega$ ) as the RiemannStieltjes integral if the paths have infinite variation. It turns out that an intrinsically stochastic approach will be needed to tackle such integrals, see Chapter 7.

## Exercise 6.30

Show that $W(t)$ is a.s. non-differentiable at $t=0$.

Hint By Exercise 6.28 $V_{c}(t)=\frac{1}{c} W\left(c^{2} t\right)$ is a Wiener process for any $c>0$. Deduce that the probability

$$
P\left\{\frac{|W(t)|}{t}>c M \text { for some } t \in\left[0, \frac{1}{c^{2}}\right]\right\}
$$

is the same for each $c>0$. What is the probability that the limit of $\frac{|W(t)|}{t}$ exists as $t \searrow 0$, then?

## Exercise 6.31

Show that for any $t \geq 0$ the Wiener process $W(t)$ is a.s. non-differentiable at $t$.
Hint $V_{t}(s)=W(s+t)-W(t)$ is a Wiener process for any $t \geq 0$.
A weak point in the assertion in Exercise 6.31 is that for each $t$ the event of measure 1 in which $W^{\gamma}(t)$ is non-differentiable at $t$ may turn out to be different for each $t \geq 0$. The theorem below, which is presented without proof, shows that in fact the same event of measure 1 can be chosen for each $t \geq 0$. This is not a trivial conclusion because the set of $t \geq 0$ is uncountable.

## Theorem 6.6

With probability 1 the Wiener process $W(t)$ is non-differentiable at any $t \geq 0$.

### 6.3.4 Doob's Maximal $L^{2}$ Inequality for Brownian Motion

The inequality proved in this section is necessary to study the properties of stochastic integrals in the next chapter. It can be viewed as an extension of Doob's maximal $L^{2}$ inequality in Theorem 4.1 to the case of continuous time. In fact, in the result below the Wiener process can be replaced by any square integrable martingale $\xi(t), t \geq 0$ with a.s. continuous paths.

## Theorem 6.7 (Doob's maximal $L^{2}$ inequality)

For any $t>0$

$$
\begin{equation*}
E\left(\max _{s \leq t}|W(s)|^{2}\right) \leq 4 E|W(t)|^{2} \tag{6.6}
\end{equation*}
$$

## Proof

For $t>0$ and $n \in \mathbb{N}$ we define

$$
\begin{equation*}
M_{k}^{n}=\left|W\left(\frac{k t}{2^{n}}\right)\right|, \quad 0 \leq k \leq 2^{n} \tag{6.7}
\end{equation*}
$$

Then, by Jensen's inequality, $M_{k}^{n}, k=0, \cdots, 2^{n}$, is a non-negative square integrable submartingale with respect to the filtration $\mathcal{F}_{k}^{n}=\mathcal{F}_{\frac{k t}{2^{n}}}$, so by Theorem 4.1

$$
E\left(\max _{k \leq 2^{n}}\left|M_{k}^{n}\right|^{2}\right) \leq 4 E\left|M_{2^{n}}^{n}\right|^{2}=4 E|W(t)|^{2}
$$

Since $W(t)$ has a.s. continuous paths,

$$
\lim _{n \rightarrow \infty} \max _{k \leq 2^{n}}\left|M_{k}^{n}\right|^{2}=\max _{s \leq t}|W(s)|^{2} \quad \text { a.s. }
$$

Moreover, since $M_{k}^{n}=M_{2 k}^{n+1}$, the sequence $\sup _{k \leq 2^{n}}\left|M_{k}^{n}\right|^{2}, n \in \mathbb{N}$, is increasing. Hence by the Lebesgue monotone convergence theorem $\max _{s \leq t}|W(s)|^{2}$ is an integrable function and

$$
E\left(\max _{s \leq t}\left|W^{T}(s)\right|^{2}\right)=\lim _{n \rightarrow \infty} E\left(\max _{k \leq 2^{n}}\left|M_{k}^{n}\right|^{2}\right) \leq 4 E|W(t)|^{2}
$$

completing the proof.

### 6.3.5 Various Exercises on Brownian Motion

## Exercise 6.32

Verify that the transition density $p(t, x, y)$ satisfies the diffusion equation

$$
\frac{\partial p}{\partial t}=\frac{1}{2} \frac{\partial^{2} p}{\partial y^{2}}
$$

Hint Simply differentiate the expression (6.5) for the transition density.

## Exercise 6.33

Show that $Z(t)=-W(t)$ is a Wiener process if $W(t)$ is.
Hint Are the increments of $Z(t)$ independent? How are they distributed? Are the paths of $Z(t)$ continuous? Is it true that $Z(0)=0$ ?

## Exercise 6.34

Show that for any $0 \leq s<t$

$$
P\{W(t) \in A \mid W(s)\}=\int_{A} p(t-s, W(s), y) d y
$$

Hint Write the conditional probability as the conditional expectation of $\left.1_{A}(W)(t)\right)$ given $W(s)$. Compute the conditional expectation by transforming the integral of $1_{A}(W(t))$ over any event in the $\sigma$-field generated by $W(s)$. This can be done using the joint density of $W(s)$ and $W(t)$. Refer to the chapter on conditional expectation if necessary.

## Exercise 6.35

Show that $e^{W(t)} e^{-\frac{t}{2}}$ is a martingale. (It is called the exponential martingale.)
Hint What is the expectation of $e^{W(t)-W(s)}$ for $s<t$ ? By independence it is equal to the conditional expectation of $e^{W(t)-W(s)}$ given $\mathcal{F}_{s}$. This will give the martingale condition.

## Exercise 6.36

Compute $E(W(s) \mid W(t))$ for $0 \leq s<t$.
Hint You want to find a Borel function $F$ such that $E(W(s) \mid W(t))=F(W(t))$, i.e.

$$
\int_{\{W(t) \in A\}} W(s) d P=\int_{\{W(t) \in A\}} F(W(t)) d P .
$$

Either side of this equality can be transformed using the joint density of $W(t)$ and $W(s)$.

### 6.4 Solutions

## Solution 6.1

Suppose that $\eta$ is a random variable with exponential distribution of rate $\lambda$. The distribution function of $\eta$ is

$$
F(t)=P\{\eta \leq t\}=1-P\{\eta>t\}= \begin{cases}0 & \text { if } t<0 \\ 1-e^{-\lambda t} & \text { if } t \geq 0\end{cases}
$$

Therefore $\eta$ has density

$$
f(t)=\frac{d}{d t} F(t)= \begin{cases}0 & \text { if } t<0 \\ \lambda e^{-\lambda t} & \text { if } t>0\end{cases}
$$

The distribution function $F(t)$ and density $f(t)$ are shown in Figure 6.6.

## Solution 6.2

Teine the doncity $f(t)=\lambda \rho^{-\lambda t}$ found in Fixercise 6.1 and integrating bv oarts.


Figure 6.6. The distribution function $F(t)$ and density $f(t)$ of a random variable with exponential distribution of rate $\lambda=2$
we obtain

$$
\begin{aligned}
E(\eta) & =\int_{-\infty}^{\infty} t f(t) d t=\int_{0}^{\infty} t \lambda e^{-\lambda t} d t=-\int_{0}^{\infty} t \frac{d}{d t} e^{-\lambda t} d t \\
& =-\left.t e^{-\lambda t}\right|_{0} ^{\infty}+\int_{0}^{\infty} e^{-\lambda t} d t=0-\left.\frac{1}{\lambda} e^{-\lambda t}\right|_{0} ^{\infty}=\frac{1}{\lambda}
\end{aligned}
$$

In a similar way we compute

$$
\begin{aligned}
E\left(\eta^{2}\right) & =\int_{-\infty}^{\infty} t^{2} f(t) d t=\int_{0}^{\infty} t^{2} \lambda e^{-\lambda t} d t=-\int_{0}^{\infty} t^{2} \frac{d}{d t} e^{-\lambda t} d t \\
& =-\left.t^{2} e^{-\lambda t}\right|_{0} ^{\infty}+2 \int_{0}^{\infty} t e^{-\lambda t} d t=0+\frac{2}{\lambda} \int_{0}^{\infty} t f(t) d t=\frac{2}{\lambda^{2}}
\end{aligned}
$$

It follows that the variance is equal to

$$
\operatorname{var}(\eta)=E\left(\eta^{2}\right)-(E(\eta))^{2}=\frac{2}{\lambda^{2}}-\frac{1}{\lambda^{2}}=\frac{1}{\lambda^{2}}
$$

## Solution 6.3

By the definition of a random variable with exponential distribution

$$
P\{\eta>s+t\}=e^{-\lambda(s+t)}=e^{-\lambda s} e^{-\lambda t}=P\{\eta>s\} P\{\eta>t\}
$$

## Solution 6.4

By the definition of conditional probability

$$
\begin{aligned}
P\{\eta>t+s \mid \eta>s\} & =\frac{P\{\eta>t+s, \eta>s\}}{P\{\eta>s\}} \\
& =\frac{P\{\eta>t+s\}}{P\{\eta>s\}}
\end{aligned}
$$

since $\{\eta>t+s, \eta>s\}=\{\eta>t+s\}$ (because $\eta>s+t$ implies that $\eta>s$ ).


## Solution 6.5

The exponential distribution is the only probability distribution satisfying the lack of memory property because the only non-negative non-increasing solutions of the functional equation

$$
g(t+s)=g(t) g(s)
$$

are of the form $g(t)=a^{t}$ for some $0 \leq a \leq 1$.
To verify this observe that $[g(m / n)]^{n}=g(m)=[g(1)]^{m}$ for any integers $m$ and $n \neq 0$. Let $a:=g(1)$. It follows that

$$
g(q)=a^{q} \quad \text { for any } q \in \mathbb{Q}
$$

Since $g$ is non-increasing, $0 \leq a \leq 1$ and

$$
a^{t}=\inf _{t>q \in \mathbb{Q}} g(q) \geq g(t) \geq \sup _{t<q \in \mathbb{Q}} g(q)=a^{t},
$$

so indeed

$$
g(t)=a^{t} \quad \text { for any } t \in \mathbb{R} .
$$

As a result, $P\{\eta>t\}=a^{t}$ for some $0 \leq a \leq 1$. But the distribution function of a random variable cannot be constant, so $0 \neq a \neq 1$. Hence $a=e^{-\lambda}$ for some $\lambda>0$, completing the argument.

## Solution 6.6

Since $N(t)$ has the Poisson distribution with parameter $\lambda t$ we have $E(N(t))=$ $\lambda t$. Indeed

$$
\begin{aligned}
E(N(t)) & =\sum_{n=0}^{\infty} n P\{N(t)=n\}=\sum_{n=0}^{\infty} n e^{-\lambda t} \frac{(\lambda t)^{n}}{n!} \\
& =\lambda t e^{-\lambda t} \sum_{n=1}^{\infty} \frac{(\lambda t)^{n-1}}{(n-1)!}=\lambda t e^{-\lambda t} e^{\lambda t}=\lambda t
\end{aligned}
$$

## Solution 6.7

Using the fact that $\eta_{1}, \eta_{2}, \ldots$ are independent and exponentially distributed, we obtain

$$
\begin{aligned}
P\{N(s)=1, N(t)=2\} & =P\left\{\xi_{1} \leq s<\xi_{2} \leq t<\xi_{3}\right\} \\
& =P\left\{\eta_{1} \leq s<\eta_{1}+\eta_{2} \leq t<\eta_{1}+\eta_{2}+\eta_{3}\right\} \\
& =\int_{0}^{s} P\left\{s<u+\eta_{2} \leq t<u+\eta_{2}+\eta_{3}\right\} \lambda e^{-\lambda u} d u \\
& =\int_{n}^{s}\left(\int_{0 . .}^{t-u} P\left\{t<u+v+\eta_{3}\right\} \lambda e^{-\lambda v} d v\right) \lambda e^{-\lambda u} d u
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{0}^{s}\left(\int_{s-u}^{t-u} e^{-\lambda(t-u-v)} \lambda e^{-\lambda v} d v\right) \lambda e^{-\lambda u} d u \\
& =\lambda^{2} e^{-\lambda t} s(t-s)
\end{aligned}
$$

## Solution 6.8

Since

$$
\begin{aligned}
\xi_{n}^{t} & =\eta_{1}^{t}+\cdots+\eta_{n}^{t} \\
& =\xi_{N(t)+1}-t+\eta_{N(t)+2}+\cdots+\eta_{N(t)+n} \\
& =\xi_{N(t)+n}-t
\end{aligned}
$$

it follows that

$$
\begin{aligned}
N^{t}(s) & =\max \left\{n: \xi_{n}^{t} \leq s\right\} \\
& =\max \left\{n: \xi_{N(t)+n} \leq t+s\right\} \\
& =\max \left\{n: \xi_{n} \leq t+s\right\}-N(t) \\
& =N(t+s)-N(t)
\end{aligned}
$$

## Solution 6.9

It is easily verified that

$$
\begin{aligned}
& \{N(t)=n\}=\left\{\eta_{n+1}>t-\xi_{n}, t \geq \xi_{n}\right\} \\
& \left\{\eta_{1}^{t}>s, N(t)=n\right\}=\left\{\eta_{n+1}>s+t-\xi_{n}, t \geq \xi_{n}\right\}
\end{aligned}
$$

Since $\xi_{n}, \eta_{n+1}$ are independent and $\eta_{n+1}$ satisfies the lack of memory property from Exercise 6.3,

$$
\begin{aligned}
P\left\{\eta_{1}^{t}>s, N(t)=n\right\} & =P\left\{\eta_{n+1}>s+t-\xi_{n}, t \geq \xi_{n}\right\} \\
& =\int_{-\infty}^{t} P\left\{\eta_{n+1}>s+t-u\right\} P_{\xi_{n}}(d u) \\
& =P\left\{\eta_{n+1}>s\right\} \int_{-\infty}^{t} P\left\{\eta_{n+1}>t-u\right\} P_{\xi_{n}}(d u) \\
& =P\left\{\eta_{n+1}>s\right\} P\left\{\eta_{n+1}>t-\xi_{n}, t \geq \xi_{n}\right\} \\
& =P\left\{\eta_{n+1}>s\right\} P\{N(t)=n\} \\
& =P\left\{\eta_{1}>s\right\} P\{N(t)=n\} .
\end{aligned}
$$

The last equality holds because $\eta_{n+1}$ has the same distribution as $\eta_{1}$. Now divide both sides by $P\{N(t)=n\}$ to get

$$
P\left\{\eta_{1}^{t}>s \mid N(t)=n\right\}=P\left\{\eta_{1}>s\right\}
$$

for any $n=0,1,2, \ldots$. As a result,

$$
P\left\{\eta_{1}^{t}>s \mid N(t)\right\}=P\left\{\eta_{1}>s\right\}
$$

because $N(t)$ is a discrete random variable with values $0,1,2, \ldots$.
Solution 6.10
As in Solution 6.9,

$$
\begin{aligned}
& \{N(t)=n\}=\left\{\eta_{n+1}>t-\xi_{n}, t \geq \xi_{n}\right\}, \\
& \left\{\eta_{1}^{t}>s_{1}, N(t)=n\right\}=\left\{\eta_{n+1}>s_{1}+t-\xi_{n}, t \geq \xi_{n}\right\}
\end{aligned}
$$

and, more generally,

$$
\begin{aligned}
& \left\{\eta_{1}^{t}>s_{1}, \eta_{2}^{t}>s_{2}, \ldots, \eta_{k}^{t}>s_{k}, N(t)=n\right\} \\
= & \left\{\eta_{n+1}>s_{1}+t-\xi_{n}, t \geq \xi_{n}\right\} \cap\left\{\eta_{n+2}>s_{2}\right\} \cap \cdots \cap\left\{\eta_{n+k}>s_{k}\right\} .
\end{aligned}
$$

Since $\xi_{n}, \eta_{n+1}, \ldots, \eta_{n+k}$ are independent and $\eta_{n+2}, \ldots, \eta_{n+k}$ have the same distribution as $\eta_{2}, \ldots, \eta_{k}$, using Exercise 6.9 we find that

$$
\begin{aligned}
& P\left\{\eta_{1}^{t}>s_{1}, \eta_{2}^{t}>s_{2}, \ldots, \eta_{k}^{t}>s_{k}, N(t)=n\right\} \\
& =P\left\{\eta_{n+1}>s_{1}+t-\xi_{n}, \xi_{n} \leq t\right\} P\left\{\eta_{n+2}>s_{2}\right\} \cdots P\left\{\eta_{n+k}>s_{k}\right\} \\
& =P\left\{\eta_{1}^{t}>s_{1}, N(t)=n\right\} P\left\{\eta_{2}>s_{2}\right\} \cdots P\left\{\eta_{k}>s_{k}\right\} \\
& =P\left\{\eta_{1}^{t}>s_{1} \mid N(t)=n\right\} P\left\{\eta_{2}>s_{2}\right\} \cdots P\left\{\eta_{k}>s_{k}\right\} P\{N(t)=n\} \\
& =P\left\{\eta_{1}>s_{1}\right\} P\left\{\eta_{2}>s_{2}\right\} \cdots P\left\{\eta_{k}>s_{k}\right\} P\{N(t)=n\} .
\end{aligned}
$$

As in Solution 6.9, this implies the desired equality.

## Solution 6.11

Take the expectation on both sides of the equality in Exercise 6.10 to find that

$$
P\left\{\eta_{1}^{t}>s_{1}, \ldots, \eta_{k}^{t}>s_{k}\right\}=P\left\{\eta_{1}>s_{1}\right\} \cdots P\left\{\eta_{k}>s_{k}\right\} .
$$

If all the numbers $s_{n}$ except perhaps one are zero, it follows that

$$
P\left\{\eta_{n}^{t}>s_{n}\right\}=P\left\{\eta_{n}>s_{n}\right\}, \quad n=1, \ldots, k
$$

so the random variables $\eta_{n}^{t}$ have the same distribution as $\eta_{n}$. Inserting this back into the first equality, we obtain

$$
P\left\{\eta_{1}^{t}>s_{1}, \ldots, \eta_{k}^{t}>s_{k}\right\}=P\left\{\eta_{1}^{t}>s_{1}\right\} \cdots P\left\{\eta_{k}^{t}>s_{k}\right\}
$$

so the $\eta_{n}^{t}$ are independent.
To prove that the $\eta_{n}^{t}$ are independent of $N(t)$ integrate the formula in Exercise 6.10 over $\{N(t)=n\}$ and multiply by $P\{N(t)=n\}$ to get $P\left\{\eta_{1}^{t}>s_{1}, \ldots, \eta_{k}^{t}>s_{k}, N(t)=n\right\}=P\left\{\eta_{1}>s_{1}\right\} \cdots P\left\{\eta_{k}>s_{k}\right\} P\{N(t)=n\}$.
But $P\left\{\eta_{-}^{t}>s_{n}\right\}=P\left\{\eta_{n}>s_{n}\right\}$, hence $N(t)$ and the $\eta_{n}^{t}$ are independent.

## Solution 6.12

We need to verify conditions 1), 2), 3) of Definition 6.3. Clearly, $N(t)-\lambda t$ is $\mathcal{F}_{t}$-measurable. By Exercise 6.6

$$
E(|N(t)|)=E(N(t))=\lambda t<\infty
$$

which means that $N(t)$ is integrable, and so is $N(t)-\lambda t$.
Theorem 6.2 implies that $N(t)-N(s)$ is independent of $\mathcal{F}_{s}$ for any $0 \leq s \leq t$, so

$$
E\left(N(t)-N(s) \mid \mathcal{F}_{s}\right)=E(N(t)-N(s))=E(N(t))-E(N(s))=\lambda t-\lambda s
$$

It follows that

$$
E\left(N(t)-\lambda t \mid \mathcal{F}_{s}\right)=E\left(N(s)-\lambda s \mid \mathcal{F}_{s}\right)=N(s)-\lambda s
$$

completing the proof.

## Solution 6.13

Since $\eta_{n}=\xi_{n}-\xi_{n-1}$ and $P\left\{\eta_{n}>0\right\}=e^{0}=1$,

$$
P\left\{\xi_{0}<\xi_{1}<\xi_{2}<\cdots\right\}=P\left(\bigcap_{n=1}^{\infty}\left\{\eta_{n}>0\right\}\right)=1 .
$$

Here we have used the property that if $P\left(A_{n}\right)=1$ for all $n=1,2, \ldots$, then $P\left(\bigcap_{n=1}^{\infty} A_{n}\right)=1$.

## Solution 6.14

Since

$$
\lim _{n \rightarrow \infty} \xi_{n}=\sum_{n=1}^{\infty} \eta_{n}
$$

it follows that

$$
\begin{aligned}
\left\{\lim _{n \rightarrow \infty} \xi_{n}<\infty\right\} & \subset\left\{\eta_{1}, \eta_{2}, \ldots \text { is a bounded sequence }\right\} \\
& =\bigcup_{m=1}^{\infty} \bigcap_{n=1}^{\infty}\left\{\eta_{n} \leq m\right\}
\end{aligned}
$$

Let us compute the probability of this event. Because $\bigcap_{n=1}^{N}\left\{\eta_{n} \leq m\right\}, N=$ $1,2, \ldots$ is a contracting sequence of events,

$$
P\left(\bigcap_{n=1}^{\infty}\left\{\eta_{n} \leq m\right\}\right)=\lim _{N \rightarrow \infty} P\left(\bigcap_{n=1}^{N}\left\{\eta_{n} \leq m\right\}\right)
$$

$$
\begin{aligned}
& =\lim _{N \rightarrow \infty} \prod_{n=1}^{N} P\left\{\eta_{n} \leq m\right\} \\
& =\lim _{N \rightarrow \infty}\left(1-e^{-\lambda m}\right)^{N} \\
& =0 .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
P\left(\lim _{n \rightarrow \infty} \xi_{n}<\infty\right) & \leq P\left(\bigcup_{m=1}^{\infty} \bigcap_{n=1}^{\infty}\left\{\eta_{n} \leq m\right\}\right) \\
& \leq \sum_{m=1}^{\infty} P\left(\bigcap_{n=1}^{\infty}\left\{\eta_{n} \leq m\right\}\right) \\
& =0
\end{aligned}
$$

completing the proof.
While it is instructive to work through the above estimates, there exists a much more elegant argument. By the strong law of large numbers

$$
\lim _{n \rightarrow \infty} \frac{\xi_{n}}{n}=\frac{1}{\lambda} \quad \text { a.s. }
$$

Here $\frac{1}{\lambda}$ is the expectation of each of the independent identically distributed random variables $\eta_{n}$ (see Exercise 6.2). It follows that

$$
\lim _{n \rightarrow \infty} \xi_{n}=\infty \quad \text { a.s. }
$$

as required.
Solution 6.15
In the proof of Proposition 6.1 it was shown that

$$
P\left\{\xi_{n}>t\right\}=e^{-\lambda t} \sum_{k=0}^{n-1} \frac{(\lambda t)^{k}}{k!}
$$

for $t \geq 0$, see (6.4). Therefore the distribution function

$$
F_{n}(t)=P\left\{\xi_{n} \leq t\right\}=1-P\left\{\xi_{n}>t\right\}=e^{-\lambda t} \sum_{k=n}^{\infty} \frac{(\lambda t)^{k}}{k!}
$$

of $\xi_{n}$ is differentiable, the density $f_{n}$ of $\xi_{n}$ being

$$
\begin{aligned}
f_{n}(t) & =\frac{d}{d t} F_{n}(t) \\
& =-\lambda e^{-\lambda t} \sum_{k=n}^{\infty} \frac{(\lambda t)^{k}}{k!}+\lambda e^{-\lambda t} \sum_{k=n}^{\infty} \frac{(\lambda t)^{k-1}}{(k-1)!} \\
& =\lambda e^{-\lambda t} \frac{(\lambda t)^{n-1}}{(n-1)!}
\end{aligned}
$$

for $t>0$, and clearly $f_{n}(t)=0$ for $t \leq 0$.
Solution 6.16
Because $N(t)$ has non-decreasing trajectories

$$
\left\{\lim _{t \rightarrow \infty} N(t)=\infty\right\}=\bigcap_{n=1}^{\infty} \bigcup_{k=1}^{\infty}\{N(k) \geq n\}
$$

Also, $\{N(k) \geq n\}, k=1,2, \ldots$ is an expanding sequence of events and

$$
\begin{aligned}
P\{N(k) \geq n\} & =e^{-\lambda k} \sum_{i=n}^{\infty} \frac{(\lambda k)^{i}}{i!} \\
& =1-e^{-\lambda k} \sum_{i=0}^{n-1} \frac{(\lambda k)^{i}}{i!} \rightarrow 1 \quad \text { as } k \rightarrow \infty .
\end{aligned}
$$

[t follows that

$$
P\left\{\bigcup_{k=1}^{\infty}\{N(k) \geq n\}\right\}=1
$$

so

$$
P\left\{\lim _{t \rightarrow \infty} N(t)=\infty\right\}=P\left\{\bigcap_{n=1}^{\infty} \bigcup_{k=1}^{\infty}\{N(k) \geq n\}\right\}=1
$$

Solution 6.17
Since

$$
\begin{aligned}
& \sinh (x)=\frac{e^{x}-e^{-x}}{2}=\sum_{n=0}^{\infty} \frac{x^{2 n+1}}{(2 n+1)!}, \\
& \cosh (x)=\frac{e^{x}+e^{-x}}{2}=\sum_{n=0}^{\infty} \frac{x^{2 n}}{(2 n)!},
\end{aligned}
$$

ve have

$$
\begin{aligned}
P\{N(t) \text { is odd }\} & =\sum_{n=0}^{\infty} P\{N(t)=2 n+1\} \\
& =\sum_{n=0}^{\infty} e^{-\lambda t} \frac{(\lambda t)^{2 n+1}}{(2 n+1)!} \\
& =e^{-\lambda t} \sinh (\lambda t), \\
P\{N(t) \text { is even }\} & =\sum_{n=0}^{\infty} P\{N(t)=2 n\} \\
& =\sum_{n=0}^{\infty} e^{-\lambda t} \frac{(\lambda t)^{2 n}}{(2 n)!} \\
& =e^{-\lambda t} \cosh (\lambda t)
\end{aligned}
$$

## Solution 6.18

We can write

$$
N(n)=N(1)+(N(2)-N(1))+\cdots+(N(n)-N(n-1)),
$$

where $N(1), N(2)-N(1), N(3)-N(2), \ldots$ is a sequence of independent identically distributed random variables with expectation

$$
E(N(1))=E(N(2)-N(1))=E(N(3)-N(2))=\cdots=\lambda .
$$

By the strong law of large numbers

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{N(n)}{n}=\lambda \quad \text { a.s. } \tag{6.8}
\end{equation*}
$$

Now, if $n \leq t \leq n+1$, then $N(n) \leq N(t) \leq N(n+1)$ and

$$
\frac{N(n)}{n+1} \leq \frac{N(t)}{t} \leq \frac{N(n+1)}{n}
$$

By (6.8) both sides tend to $\lambda$ as $n \rightarrow \infty$, implying that

$$
\lim _{t \rightarrow \infty} \frac{N(t)}{t}=\lambda \quad \text { a.s. }
$$

## Solution 6.19

Condition 3) of Definition 6.9 implies that

$$
f_{W(t)}(x)=p(t, 0, x)
$$

is the density of $W(t)$. Therefore, integrating by parts, we can compute the expectation

$$
\begin{aligned}
E(W(t)) & =\int_{-\infty}^{+\infty} x p(t, 0, x) d x \\
& =\frac{1}{\sqrt{2 \pi t}} \int_{-\infty}^{+\infty} x e^{-\frac{x^{2}}{2 t}} d x \\
& =-\frac{t}{\sqrt{2 \pi t}} \int_{-\infty}^{+\infty} \frac{d}{d x} e^{-\frac{x^{2}}{2 t}} d x \\
& =-\left.\frac{t}{\sqrt{2 \pi t}} e^{-\frac{x^{2}}{2 t}}\right|_{-\infty} ^{+\infty}=0
\end{aligned}
$$

nd variance

$$
\begin{aligned}
E\left((W(t))^{2}\right) & =\int_{-\infty}^{+\infty} x^{2} p(t, 0, x) d x \\
& =\frac{1}{\sqrt{2 \pi t}} \int_{-\infty}^{+\infty} x^{2} e^{-\frac{x^{2}}{2 t}} d x \\
& =-\frac{t}{\sqrt{2 \pi t}} \int_{-\infty}^{+\infty} x \frac{d}{d x} e^{-\frac{x^{2}}{2 t}} d x \\
& =-\left.\frac{t}{\sqrt{2 \pi t}} x e^{-\frac{x^{2}}{2 t}}\right|_{-\infty} ^{+\infty}+\frac{t}{\sqrt{2 \pi t}} \int_{-\infty}^{+\infty} e^{-\frac{x^{2}}{2 t}} d x \\
& =0+\frac{t}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{-\frac{x^{2}}{2}} d u=t
\end{aligned}
$$

Ve have used the substitution $u=\frac{x}{\sqrt{t}}$ and the formula stated in the hint.

## 'olution 6.20

uppose that $s<t$. Condition 3) of Definition 6.9 implies that the joint density f $W(s)$ and $W(t)$ is

$$
f_{W(s), W(t)}(x, y)=p(s, 0, x) p(t-s, x, y) .
$$

follows that

$$
\begin{aligned}
E(W(s) W(t)) & =\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} x y p(s, 0, x) p(t-s, x, y) d x d y \\
& =\int_{-\infty}^{+\infty} x p(s, 0, x)\left(\int_{-\infty}^{+\infty} y p(t-s, x, y) d y\right) d x \\
& =\int_{-\infty}^{+\infty} x^{2} p(s, 0, x) d x=s
\end{aligned}
$$

his is because by the results of Exercise 6.19

$$
\begin{aligned}
\int_{-\infty}^{+\infty} y p(t-s, x, y) d y & =\int_{-\infty}^{+\infty}(x+u) p(t-s, x, x+u) d u \\
& =\int_{-\infty}^{+\infty}(x+u) p(t-s, 0, u) d u \\
& =x \int_{-\infty}^{+\infty} p(t-s, 0, u) d u+\int_{-\infty}^{+\infty} u p(t-s, 0, u) d u \\
& =x+0=x
\end{aligned}
$$

Id

$$
\int_{-\infty}^{+\infty} x^{2} p(s, 0, x) d x=s
$$

It follows that for arbitrary $s, t \geq 0$

$$
E(W(s) W(t))=\min \{s, t\}
$$

## Solution 6.21

Suppose that $s \leq t$. Then by Exercise 6.20

$$
\begin{aligned}
E\left(|W(t)-W(s)|^{2}\right) & =E\left(W(t)^{2}\right)-2 E(W(s) W(t))+E\left(W(s)^{2}\right) \\
& =t-2 s+s=t-s
\end{aligned}
$$

In general, for arbitrary $s, t \geq 0$

$$
E\left(|W(t)-W(s)|^{2}\right)=|t-s|
$$

Solution 6.22
Using the density $f_{W(t)}(x)=p(t, 0, x)$ of $W(t)$, we compute

$$
\begin{aligned}
E(\exp (i \lambda W(t))) & =\int_{-\infty}^{+\infty} e^{i \lambda x} p(t, 0, x) d x \\
& =\frac{1}{\sqrt{2 \pi t}} \int_{-\infty}^{+\infty} e^{i \lambda x} e^{-\frac{x^{2}}{2 t}} d x \\
& =\frac{1}{\sqrt{2 \pi t}} e^{-\frac{\lambda^{2} t}{2}} \int_{-\infty}^{+\infty} e^{-\frac{(x-i \lambda t)^{2}}{2 t}} d x \\
& =e^{-\frac{\lambda^{2} t}{2}}
\end{aligned}
$$

## Solution 6.23

Using the formula for the characteristic function of $W(t)$ found in Exercise 6.22, we compute

$$
\begin{aligned}
E\left(W(t)^{4}\right) & =\left.\frac{d^{4}}{d \lambda^{4}}\right|_{\lambda=0} E(\exp (i \lambda W(t))) \\
& =\left.\frac{d^{4}}{d \lambda^{4}}\right|_{\lambda=0} e^{-\frac{1}{2} \lambda^{2} t} \\
& =3 t^{2}
\end{aligned}
$$

## Solution 6.24

Since $W^{1}(t), W^{2}(t)$ are independent, their joint density is the product of the densities of $W^{1}(t)$ and $W^{2}(t)$. Therefore

$$
P\{|W(t)|<R\}=\int_{\{|x|<R\}} p(t, 0, x) p(t, 0, y) d x d y
$$

$$
\begin{aligned}
& =\frac{1}{2 \pi t} \int_{\{|x|<R\}} e^{-\frac{x^{2}+y^{2}}{2 t}} d x d y \\
& =\frac{1}{2 \pi t} \int_{0}^{R} \int_{0}^{2 \pi} r e^{-\frac{r^{2}}{2 t}} d \varphi d r \\
& =-\int_{0}^{R} \frac{d}{d r} e^{-\frac{r^{2}}{2 t}} d r \\
& =1-e^{-\frac{R^{2}}{2 t}}
\end{aligned}
$$

'e have used the polar coordinates $R, \varphi$ to compute the integral.

## olution 6.25

or any $0 \leq s<t$

$$
\begin{aligned}
E\left(W(t) \mid \mathcal{F}_{s}\right) & =E\left(W(t)-W(s) \mid \mathcal{F}_{s}\right)+E\left(W(s) \mid \mathcal{F}_{s}\right) \\
& =E(W(t)-W(s))+W(s) \\
& =W(s)
\end{aligned}
$$

nce $W(t)-W(s)$ is independent of $\mathcal{F}_{s}$ by Corollary 6.2, $W(s)$ is $\mathcal{F}_{\boldsymbol{s}}$-measurable $\operatorname{rd} E(W(t))=E(W(s))=0$.

## olution 6.26

or any $0 \leq s<t$

$$
\begin{aligned}
E\left(W(t)^{2} \mid \mathcal{F}_{s}\right)= & E\left(|W(t)-W(s)|^{2} \mid \mathcal{F}_{s}\right)+E\left(2 W(t) W(s) \mid \mathcal{F}_{s}\right) \\
& -E\left(W(s)^{2} \mid \mathcal{F}_{s}\right) \\
= & E\left(|W(t)-W(s)|^{2}\right)+2 W(s) E\left(W(t) \mid \mathcal{F}_{s}\right) \\
& -W(s)^{2} \\
= & t-s+2 W(s)^{2}-W(s)^{2} \\
= & t-s+W(s)^{2}
\end{aligned}
$$

nce $W(t)-W(s)$ is independent of $\mathcal{F}_{s}$ and has the normal distribution with ean 0 and variance $t-s, W(s)$ is $\mathcal{F}_{s}$-measurable, and $W(t)$ is a martingale. follows that

$$
E\left(W(t)^{2}-t \mid \mathcal{F}_{s}\right)=W(s)^{2}-s
$$

; required.
olution 6.27
or any $0 \leq t_{0}<t_{1}<\cdots<t_{n}$ the increments
of $V(t)$ are independent, since the increments

$$
W\left(t_{n}+T\right)-W\left(t_{n-1}+T\right), \cdots, W\left(t_{1}+T\right)-W\left(t_{0}+T\right)
$$

of $W(t)$ are independent. For any $0 \leq s<t$ the increment $V(t)-V(s)$ has the normal distribution with mean zero and variance $t-s$, since $W(t+T)-W(s+T)$ does. Moreover, the paths $t \mapsto V(t)=W(t+T)-W(T)$ are continuous and

$$
V(0)=W(T)-W(T)=0
$$

By Theorem 6.3 $V(t)$ is a Wiener process.

## Solution 6.28

It is clear that $V(0)=\frac{1}{c} W(0)=0$ a.s. and the paths $t \mapsto V(t)=\frac{1}{c} W\left(c^{2} t\right)$ are a.s. continuous. We shall verify that $V(t)$ and $|V(t)|^{2}-t$ are martingales with respect to the filtration

$$
\begin{aligned}
\mathcal{G}_{t} & =\sigma\{V(s): 0 \leq s \leq t\} \\
& =\sigma\left\{W\left(c^{2} s\right): 0 \leq s \leq t\right\} \\
& =\sigma\left\{W(s): 0 \leq s \leq c^{2} t\right\} \\
& =\mathcal{F}_{c^{2} t} .
\end{aligned}
$$

Indeed, if $s<t$, then $c^{2} s<c^{2} t$, so

$$
\begin{aligned}
E\left(V(t) \mid \mathcal{G}_{s}\right) & =E\left(\left.\frac{1}{c} W\left(c^{2} t\right) \right\rvert\, \mathcal{F}_{{\mathcal{c}^{2} s}}\right) \\
& =\frac{1}{c} E\left(W\left(c^{2} t\right) \mid \mathcal{F}_{c^{2} s}\right) \\
& =\frac{1}{c} W\left(c^{2} s\right)=V(s)
\end{aligned}
$$

and

$$
\begin{aligned}
E\left(|V(t)|^{2}-t \mid \mathcal{G}_{s}\right) & =E\left(\left.\frac{1}{c^{2}}\left|W\left(c^{2} t\right)\right|^{2}-t \right\rvert\, \mathcal{F}_{c^{2} s}\right) \\
& =\frac{1}{c^{2}} E\left(\left|W\left(c^{2} t\right)\right|^{2}-c^{2} t \mid \mathcal{F}_{c^{2} s}\right) \\
& =\frac{1}{c^{2}}\left(\left|W\left(c^{2} s\right)\right|^{2}-c^{2} s\right) \\
& =|V(s)|^{2}-s
\end{aligned}
$$

since $W(t)$ and $|W(t)|^{2}-t$ are martingales with respect to the filtration $\mathcal{F}_{t}$. It follows by Levy's martingale characterization that $V(t)$ is a Wiener process.

## Solution 6.29

Since the increments $\Delta_{i}^{n} W$ are independent and

$$
E\left(\Delta_{i}^{n} W\right)=0, \quad E\left(\left(\Delta_{i}^{n} W\right)^{2}\right)=\frac{T}{n}, \quad E\left(\left(\Delta_{i}^{n} W\right)^{4}\right)=\frac{3 T^{2}}{n^{2}}
$$

it follows that

$$
\begin{aligned}
E\left(\left[\sum_{i=0}^{n-1}\left(\Delta_{i}^{n} W\right)^{2}-T\right]^{2}\right) & =E\left(\left[\sum_{i=0}^{n-1}\left(\left(\Delta_{i}^{n} W\right)^{2}-\frac{T}{n}\right)\right]^{2}\right) \\
& =\sum_{i=0}^{n-1} E\left[\left(\left(\Delta_{i}^{n} W\right)^{2}-\frac{T}{n}\right)^{2}\right] \\
& =\sum_{i=0}^{n-1}\left[E\left(\left(\Delta_{i}^{n} W\right)^{4}\right)-\frac{2 T}{n} E\left(\left(\Delta_{i}^{n} W\right)^{2}\right)+\frac{T^{2}}{n^{2}}\right] \\
& =\sum_{i=0}^{n-1}\left[\frac{3 T^{2}}{n^{2}}-\frac{2 T^{2}}{n^{2}}+\frac{T^{2}}{n^{2}}\right]=\frac{2 T^{2}}{n} \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$.

## Solution 6.30

We claim that, with probability 1 , for any positive integer $n$ there is a $t \in\left[0, \frac{1}{n^{4}}\right]$ such that $\frac{|W(t)|}{t}>n$. This condition implies that $W(t)$ is not differentiable at $t=0$.

Let us put

$$
A_{n}=\left\{\frac{|W(t)|}{t}>n \text { for some } t \in\left[0, \frac{1}{n^{4}}\right]\right\}
$$

By Exercise 6.28

$$
V_{n}(t)=\frac{1}{n^{2}} W\left(n^{4} t\right)
$$

is a Brownian motion for any $n$. Therefore

$$
\begin{aligned}
P\left(A_{n}\right) & \geq P\left\{\frac{\left|W\left(1 / n^{4}\right)\right|}{1 / n^{4}}>n\right\} \\
& =P\left\{\frac{\left|V\left(1 / n^{4}\right)\right|}{1 / n^{4}}>n\right\} \\
& =P\left\{|W(1)|>\frac{1}{n}\right\} \rightarrow 1 \text { as } n \rightarrow \infty .
\end{aligned}
$$

Since $A_{1}, A_{2}, \ldots$ is a contracting sequence of events,

$$
P\left(\bigcap_{n=1}^{\infty} A_{n}\right)=\lim _{n \rightarrow \infty} P\left(A_{n}\right)=1
$$

which proves the claim.

## Solution 6.31

By Exercise 6.27 $V_{t}(s)=W(s+t)-W(t)$ is a Wiener process for any $t \geq 0$. Therefore, by Exercise $6.30 V_{t}(s)$ is a.s. non-differentiable at $s=0$. But this implies that $W(t)$ is a.s. non-differentiable at $t$.

Solution 6.32
Differentiating

$$
p(t, x, y)=\frac{1}{\sqrt{2 \pi t}} e^{-\frac{(y-x)^{2}}{2 t}}
$$

we obtain

$$
\begin{aligned}
\frac{\partial}{\partial t} p(t, x, y) & =\frac{y^{2}-2 y x+x^{2}-t}{2 t^{2}} p(t, x, y) \\
\frac{\partial}{\partial y} p(t, x, y) & =\frac{x-y}{t} p(t, x, y) \\
\frac{\partial^{2}}{\partial y^{2}} p(t, x, y) & =\frac{y^{2}-2 y x+x^{2}-t}{t^{2}} p(t, x, y)
\end{aligned}
$$

so

$$
\frac{\partial p}{\partial t}=\frac{1}{2} \frac{\partial^{2} p}{\partial y^{2}}
$$

as required.

## Solution 6.33

Clearly, $Z(t)=-W(t)$ has a.s. continuous trajectories and $Z(0)=-W(0)=$ 0 a.s. If $W(t)$ has stationary independent increments, then so does $Z(t)=$ $-W(t)$. Finally,

$$
Z(t)-Z(s)=-(W(t)-W(s))
$$

has the same distribution as $W(t)-W(s)$, i.e. normal with mean 0 and variance $t-s$. By Theorem 6.3 $Z(t)$ is a Wiener process.

## Solution 6.34

Let $0 \leq s<t$. Then

$$
\begin{aligned}
\int_{\{W(s) \in B\}} 1_{A}(W(t)) d P & =P\{W(s) \in B, W(t) \in A\} \\
& =\int_{B} \int_{A} p(s, 0, x) p(t-s, x, y) d x d y \\
& =\int_{B}\left(\int_{A} p(t-s, x, y) d y\right) p(s, 0, x) d x \\
& =\int_{\text {(x,A-N) }}\left(\int_{A} p(t-s, W(s), y) d y\right) d P
\end{aligned}
$$

or any Borel set $B \subset \mathbb{R}$. It follows that

$$
P\{W(t) \in A \mid W(s)\}=E\left(1_{A}(W(t)) \mid W(s)\right)=\int_{A} p(t-s, W(s), y) d y
$$

## iolution 6.35

Ne shall prove that $e^{W(t)} e^{-\frac{t}{2}}$ is a martingale with respect to the filtration $\mathcal{F}_{t}$. Jlearly, it is adapted to the filtration $\mathcal{F}_{t}$, since $W(t)$ is. Let $0 \leq s<t$. Because $V(t)-W(s)$ is independent of $\mathcal{F}_{s}$ and $W(s)$ is $\mathcal{F}_{\boldsymbol{s}}$-measurable,

$$
\begin{aligned}
E\left(e^{W(t)} \mid \mathcal{F}_{s}\right) & =E\left(e^{W(t)-W(s)} e^{W(s)} \mid \mathcal{F}_{s}\right) \\
& =e^{W(s)} E\left(e^{W(t)-W(s)} \mid \mathcal{F}_{s}\right) \\
& =e^{W(s)} E\left(e^{W(t)-W(s)}\right)
\end{aligned}
$$

[he increment $W(t)-W(s)$ has the normal distribution with mean 0 and rariance $t-s$, so the expectation of $e^{W(t)-W(s)}$ is equal to

$$
\begin{aligned}
E\left(e^{W(t)-W(s)}\right) & =\int_{-\infty}^{+\infty} e^{x} p(t-s, 0, x) d x \\
& =e^{\frac{t-s}{2}} \int_{-\infty}^{+\infty} p(t-s, 0, x-t) d x \\
& =e^{\frac{t-s}{2}}
\end{aligned}
$$

t follows that

$$
E\left(\left.e^{W(t)} e^{-\frac{t}{2}} \right\rvert\, \mathcal{F}_{s}\right)=e^{W(s)} e^{-\frac{s}{2}}
$$

.t also follows that $e^{W(t)} e^{-\frac{t}{2}}$ is integrable. Therefore $e^{W(t)} e^{-\frac{t}{2}}$ is a martingale.

## Solution 6.36

jet $0 \leq s<t$. We are looking for a Borel function $F$ such that $E(W(s) \mid W(t))=$ $F(W(t))$, i.e.

$$
\int_{\{W(t) \in A\}} W(s) d P=\int_{\{W(t) \in A\}} F(W(t)) d P
$$

or any Borel set $A$ in $\mathbb{R}$. The integral on the right-hand side can be written as

$$
\int_{\{W(t) \in A\}} F(W(t)) d P=\int_{A} F(y) p(t, 0, y) d y
$$

and the integral on the left-hand side as

$$
\int(s) d P=\int\left(\int^{+\infty} x p(s, 0, x) p(t-s, x, y) d x\right) d y
$$

using the expression for the joint density of $W(s)$ and $W(t)$ in Solution 6.20. Let us compute the inner integral:

$$
\begin{aligned}
\int_{-\infty}^{+\infty} x p(s, 0, x) p(t-s, x, y) d x & =p(t, 0, y) \int_{-\infty}^{\infty} x p\left(\frac{s(t-s)}{t}, \frac{s}{t} y, x\right) d x \\
& =\frac{s}{t} y p(t, 0, y)
\end{aligned}
$$

(To see that the first equality holds, just use formula (6.5) for $p(t, x, y)$.) Therefore

$$
\int_{\{W(t) \in A\}} W(s) d P=\int_{A} \frac{s}{t} y p(t, 0, y) d y .
$$

It follows that $F(y)=\frac{s}{t} y$, i.e.

$$
E(W(s) \mid W(t))=\frac{s}{t} W(t)
$$

## 7

## Itô Stochastic Calculus

One of the first applications of the Wiener process was proposed by Bachelier, who around 1900 wrote a ground-breaking paper on the modelling of asset prices at the Paris Stock Exchange. Of course Bachelier could not have called it the Wiener process, but he used what in modern terminology amounts to $W(t)$ as a description of the market fluctuations affecting the price $X(t)$ of an asset. Namely, he assumed that infinitesimal price increments $d X(t)$ are proportional to the increments $d W(t)$ of the Wiener process,

$$
d X(t)=\sigma d W(t)
$$

where $\sigma$ is a positive constant. As a result, an asset with initial price $X(0)=x$ would be worth

$$
X(t)=x+\sigma W(t)
$$

at time $t$. This approach was ahead of Bachelier's time, but it suffered from one serious flaw: for any $t>0$ the price $X(t)$ can be negative with non-zero probability. Nevertheless, for short times it works well enough, since the probability is negligible. But as $t$ increases, so does the probability that $X(t)<0$, and the model departs from reality.

To remedy the flaw it was observed that investors work in terms of their potential gain or loss $d X(t)$ in proportion to the invested sum $X(t)$. Therefore, it is in fact the relative price $d X(t) / X(t)$ of an asset that reacts to the market fluctuations, i.e. should be proportional to $d W(t)$,

$$
\begin{equation*}
d X(t)=\sigma X(t) d W(t) \tag{7.1}
\end{equation*}
$$

What is the precise mathematical meaning of this equality? Formally, it resembles a differential equation, but this immediately leads to a difficulty because the paths of $W(t)$ are nowhere differentiable. A way around the obstacle was found by Itô in the 1940s. In his hugely successful theory of stochastic integrals and stochastic differential equations Itô gave a rigorous meaning to equations such as (7.1) by writing them as integral equations involving a new kind of integral. In particular, (7.1) can be written as

$$
X(t)=x+\sigma \int_{0}^{t} X(t) d W(t)
$$

where the integral with respect to $W(t)$ on the right-hand side is called the It $\hat{o}$ stochastic integral and will be defined in the next section. While at first sight one would expect the solution to this equation to be $x e^{W(t)}$, in fact it turns out to be

$$
X(t)=x e^{W(t)} e^{-\frac{t}{2}}
$$

which is the exponential martingale introduced in Exercise 6.35. The intriguing additional factor $e^{-\frac{t}{2}}$ is due to the non-differentiability of the paths of the Wiener process. Clearly, if $x>0$, then $X(t)>0$ for all $t \geq 0$, as required in the model of asset prices. In the following sections we shall learn how to transform and compute stochastic integrals and how to solve stochastic differential equations.

Throughout this chapter $W(t)$ will denote a Wiener process adapted to a filtration $\mathcal{F}_{t}$ and $L^{2}$ will be the space of square integrable random variables.

### 7.1 Itô Stochastic Integral: Definition

We shall follow a construction resembling that of the Riemann integral. First, the integral will be defined for a class of piecewise constant processes called random step processes. Then it will be extended to a larger class by approximation.

There are, however, at least two major differences between the Riemann and Itô integrals. One is the type of convergence. The approximations of the Riemann integral converge in $\mathbb{R}$, while the Itô integral will be approximated by sequences of random variables converging in $L^{2}$. The other difference is this. The Riemann sums approximating the integral of a function $f:[0, T] \rightarrow \mathbb{R}$ are of the form

$$
\sum_{j=0}^{n-1} f\left(s_{j}\right)\left(t_{j+1}-t_{j}\right)
$$

where $0=t_{0}<t_{1}<\cdots<t_{n}=T$ and $s_{j}$ is an arbitrary point in $\left[t_{j}, t_{j+1}\right]$ for each $j$. The value of the Riemann integral does not depend on the choice of the points $s_{j} \in\left[t_{j}, t_{j+1}\right)$. In the stochastic case the approximating sums will have the form

$$
\sum_{j=0}^{n-1} f\left(s_{j}\right)\left(W\left(t_{j+1}\right)-W\left(t_{j}\right)\right)
$$

It turns out that the limit of such approximations does depend on the choice of the intermediate points $s_{j}$ in $\left[t_{j}, t_{j+1}\right]$. In the next exercise we take $f(t)=W(t)$ and consider two different choices of intermediate points.

## Exercise 7.1

Let $0=t_{0}^{n}<t_{1}^{n}<\cdots<t_{n}^{n}=T$, where $t_{j}^{n}=\frac{j T}{n}$, be a partition of the interval $[0, T]$ into $n$ equal parts. Find the following limits in $L^{2}$ :

$$
\lim _{n \rightarrow \infty} \sum_{j=0}^{n-1} W\left(t_{j}^{n}\right)\left(W\left(t_{j+1}^{n}\right)-W\left(t_{j}^{n}\right)\right)
$$

and

$$
\lim _{n \rightarrow \infty} \sum_{j=0}^{n-1} W\left(t_{j+1}^{n}\right)\left(W\left(t_{j+1}^{n}\right)-W\left(t_{j}^{n}\right)\right)
$$

Hint Apply Exercise 6.29. You will need to transform the sums to make this possible. The identities

$$
\begin{aligned}
& a(b-a)=\frac{1}{2}\left(b^{2}-a^{2}\right)-\frac{1}{2}(a-b)^{2}, \\
& b(b-a)=\frac{1}{2}\left(b^{2}-a^{2}\right)+\frac{1}{2}(a-b)^{2}
\end{aligned}
$$

may be of help.
The ambiguity resulting from different choices of the intermediate points $s_{j}$ in each subinterval $\left[t_{j}, t_{j+1}\right.$ ] can be removed by insisting that the approximations of the integrand should consist only of processes adapted to the underlying filtration $\mathcal{F}_{t}$. This amounts to taking $s_{j}=t_{j}$ for each $j$. The choice is motivated by the interpretation of $\mathcal{F}_{t}$ : the value of the approximation at $t$ may depend only on what has happened up to time $t$, but not on any future events.

## Definition 7.1

We shall call $f(t), t \geq 0$ a random step process if there is a finite sequence of numbers $0=t_{0}<t_{1}<\ldots<t_{n}$ and square integrable random variables
$\eta_{0}, \eta_{1}, \ldots, \eta_{n-1}$ such that

$$
\begin{equation*}
f(t)=\sum_{j=0}^{n-1} \eta_{j} 1_{\left[t_{j}, t_{j+1}\right)}(t) \tag{7.2}
\end{equation*}
$$

where $\eta_{j}$ is $\mathcal{F}_{t_{j}}$-measurable for $j=0,1, \ldots, n-1$. The set of random step processes will be denoted by $M_{\text {step }}^{2}$.

Observe that the assumption that the $\eta_{j}$ are to be $\mathcal{F}_{t_{j}}$-measurable ensures that $f(t)$ is adapted to the filtration $\mathcal{F}_{t}$. The assumption that the $\eta_{j}$ are square integrable ensures that $f(t)$ is square integrable for each $t$. Also, $M_{\text {step }}^{2}$ is a vector space, that is, $a f+b g \in M_{\text {step }}^{2}$ for any $f, g \in M_{\text {step }}^{2}$ and $a, b \in \mathbb{R}$.

## Definition 7.2

The stochastic integral of a random step process $f \in M_{\text {step }}^{2}$ of the form (7.2) is defined by

$$
\begin{equation*}
I(f)=\sum_{j=0}^{n-1} \eta_{j}\left(W\left(t_{j+1}\right)-W\left(t_{j}\right)\right) \tag{7.3}
\end{equation*}
$$

## Proposition 7.1

For any random step process $f \in M_{\text {step }}^{2}$ the stochastic integral $I(f)$ is a square integrable random variable, i.e. $I(f) \in L^{2}$, such that

$$
E\left(|I(f)|^{2}\right)=E\left(\int_{0}^{\infty}|f(t)|^{2} d t\right)
$$

## Proof

Let us denote the increment $W\left(t_{j+1}\right)-W\left(t_{j}\right)$ by $\Delta_{j} W$ and $t_{j+1}-t_{j}$ by $\Delta_{j} t$ for brevity. Then

$$
E\left(\Delta_{j} W\right)=0 \quad \text { and } \quad E\left(\Delta_{j}^{2} W\right)=\Delta_{j} t
$$

First, we shall compute the expectation of

$$
|I(f)|^{2}=\sum_{j=0}^{n-1} \sum_{k=0}^{n-1} \eta_{j} \eta_{k} \Delta_{j} W \Delta_{k} W=\sum_{j=0}^{n-1} \eta_{j}^{2} \Delta_{j}^{2} W+2 \sum_{k<j} \eta_{j} \eta_{k} \Delta_{j} W \Delta_{k} W
$$

Since $\eta_{j}$ and $\Delta_{j} W$ are independent,

$$
E\left(\eta_{i}^{2} \Delta_{i}^{2} W\right)=E\left(\eta_{i}^{2}\right) E\left(\Delta_{i}^{2} W\right)=E\left(\eta_{i}^{2}\right) \Delta_{i} t
$$

If $k<j$, then $\eta_{j} \eta_{k} \Delta_{k} W$ and $\Delta_{j} W$ are independent, so

$$
E\left(\eta_{j} \eta_{k} \Delta_{j} W \Delta_{k} W\right)=E\left(\eta_{j} \eta_{k} \Delta_{k} W\right) E\left(\Delta_{j} W\right)=0
$$

Therefore

$$
E\left(|I(f)|^{2}\right)=\sum_{j=0}^{n-1} E\left(\eta_{j}^{2}\right) \Delta_{j} t
$$

It follows that $I(f) \in L^{2}$, since $\eta_{0}, \eta_{1}, \ldots, \eta_{n-1} \in L^{2}$.
On the other hand,

$$
|f(t)|^{2}=\sum_{j=0}^{n-1} \sum_{k=0}^{n-1} \eta_{j} \eta_{k} 1_{\left[t_{j}, t_{j+1}\right)}(t) 1_{\left[t_{k}, t_{k+1}\right)}(t)=\sum_{j=0}^{n-1} \eta_{j}^{2} 1_{\left[t_{j}, t_{j+1}\right)}(t)
$$

implying that

$$
E\left(\int_{0}^{\infty}|f(t)|^{2} d t\right)=\sum_{j=0}^{n-1} E\left(\eta_{j}^{2}\right) \Delta_{j} t
$$

This means that

$$
E\left(|I(f)|^{2}\right)=E\left(\int_{0}^{\infty}|f(t)|^{2} d t\right)
$$

as required.

## Exercise 7.2

Verify that for any random step processes $f, g \in M_{\text {step }}^{2}$

$$
E(I(f) I(g))=E\left(\int_{0}^{\infty} f(t) g(t) d t\right)
$$

Hint Try to adapt the proof of Proposition 7.1. Use a common partition $0=t_{0}<$ $t_{1}<\cdots<t_{n}$ in which to represent both $f$ and $g$ in the form (7.2).

## Exercise 7.3

Show that $I: M_{\text {step }}^{2} \rightarrow L^{2}$ is a linear map, i.e. for any $f, g \in M_{\text {step }}^{2}$ and any $\alpha, \beta \in \mathbb{R}$

$$
I(\alpha f+\beta g)=\alpha I(f)+\beta I(g)
$$

Hint As in Exercise 7.2, use a common partition $0=t_{0}<t_{1}<\cdots<t_{n}$ in which to represent both $f$ and $g$ in the form (7.2).

The stochastic integral $I(f)$ has been defined for any random step process $f \in M_{\text {step }}^{2}$. The next stage is to extend $I$ to a larger class of processes by approximation. This larger class can be defined as follows.

## Definition 7.3

We denote by $M^{2}$ the class of stochastic processes $f(t), t \geq 0$ such that

$$
E\left(\int_{0}^{\infty}|f(t)|^{2} d t\right)<\infty
$$

and there is a sequence $f_{1}, f_{2}, \ldots \in M_{\text {step }}^{2}$ of random step processes such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left(\int_{0}^{\infty}\left|f(t)-f_{n}(t)\right|^{2} d t\right)=0 \tag{7.4}
\end{equation*}
$$

In this case we shall say that the sequence of random step processes $f_{1}, f_{2}, \ldots$ approximates $f$ in $M^{2}$.

## Definition 7.4

We call $I(f) \in L^{2}$ the Itô stochastic integral (from 0 to $\infty$ ) of $f \in M^{2}$ if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left(\left|I(f)-I\left(f_{n}\right)\right|^{2}\right)=0 \tag{7.5}
\end{equation*}
$$

for any sequence $f_{1}, f_{2}, \ldots \in M_{\text {step }}^{2}$ of random step processes that approximates $f$ in $M^{2}$, i.e. such that (7.4) is satisfied. We shall also write

$$
\int_{0}^{\infty} f(t) d W(t)
$$

in place of $I(f)$.

## Proposition 7.2

For any $f \in M^{2}$ the stochastic integral $I(f) \in L^{2}$ exists, is unique (as an element of $L^{2}$, i.e. to within equality a.s.) and satisfies

$$
\begin{equation*}
E\left(|I(f)|^{2}\right)=E\left(\int_{0}^{\infty}|f(t)|^{2} d t\right) \tag{7.6}
\end{equation*}
$$

## Proof

It will be convenient to write

$$
\|f\|_{M^{2}}=\sqrt{E\left(\int_{-}^{\infty}|f(t)|^{2} d t\right)} \quad \text { and } \quad\|\eta\|_{L^{2}}=\sqrt{E\left(\eta^{2}\right)}
$$

for any $f \in M^{2}$ and $\eta \in L^{2}$. These are norms ${ }^{1}$ in $M^{2}$ and $L^{2}$, respectively.
Let $f_{1}, f_{2}, \ldots \in M_{\text {step }}^{2}$ be a sequence of random step processes approximating $f \in M^{2}$, i.e. satisfying (7.4), which can be written as

$$
\lim _{n \rightarrow \infty}\left\|f-f_{n}\right\|_{M^{2}}=0
$$

We claim that $I\left(f_{1}\right), I\left(f_{2}\right), \ldots$ is a Cauchy sequence in $L^{2}$. Indeed, for any $\varepsilon>0$ there is an $N$ such that $\left\|f-f_{n}\right\|_{M^{2}}<\frac{\varepsilon}{2}$ for all $n>N$. By Proposition 7.1

$$
\begin{aligned}
\left\|I\left(f_{m}\right)-I\left(f_{n}\right)\right\|_{L^{2}} & =\left\|I\left(f_{m}-f_{n}\right)\right\|_{L^{2}} \\
& =\left\|f_{m}-f_{n}\right\|_{M^{2}} \\
& \leq\left\|f-f_{m}\right\|_{M^{2}}+\left\|f-f_{n}\right\|_{M^{2}} \\
& <\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
\end{aligned}
$$

for any $m, n>N$, which proves the claim.
Because $L^{2}$ with the norm $\|\cdot\|_{L^{2}}$ is a complete space (in fact a Hilbert space), every Cauchy sequence in $L^{2}$ has a limit. It follows that $I\left(f_{1}\right), I\left(f_{2}\right), \ldots$ has a limit in $L^{2}$ for any sequence $f_{1}, f_{2}, \ldots$ of random step processes approximating $f$. It remains to show that the limit is the same for all such sequences. Suppose that $f_{1}, f_{2}, \ldots$ and $g_{1}, g_{2}, \ldots$ are two sequences of random step processes approximating $f$. Then the interlaced sequence $f_{1}, g_{1}, f_{2}, g_{2}, \ldots$ approximates $f$ too, so the sequence $I\left(f_{1}\right), I\left(g_{1}\right), I\left(f_{2}\right), I\left(g_{2}\right), \ldots$ has a limit in $L^{2}$. But then all subsequences of the latter sequence, in particular, $I\left(f_{1}\right), I\left(f_{2}\right), \ldots$ and $I\left(g_{1}\right), I\left(g_{2}\right), \ldots$ have the same limit, which we denote by $I(f)$. We have shown that

$$
\lim _{n \rightarrow \infty}\left\|I(f)-I\left(f_{n}\right)\right\|_{L^{2}}=0
$$

i.e. (7.5) holds for any sequence $f_{1}, f_{2}, \ldots$ of random step processes approximating $f$.

Finally, by Proposition 7.1

$$
\left\|I\left(f_{n}\right)\right\|_{L^{2}}=\left\|f_{n}\right\|_{M^{2}}
$$

for each $n$, since the $f_{n}$ are random step processes. By taking the limit as $n \rightarrow \infty$ we obtain

$$
\|I(f)\|_{L^{2}}=\|f\|_{M^{2}}
$$

But this is equality (7.6).

[^4]
## Exercise 7.4

Show that for any $f, g \in M^{2}$

$$
E(I(f) I(g))=E\left(\int_{0}^{\infty} f(t) g(t) d t\right) .
$$

Hint Write the left-hand side in terms of $E\left(|I(f)+I(g)|^{2}\right)$ and $E\left(|I(f)-I(g)|^{2}\right)$, the right-hand side in terms of $E\left(\int_{0}^{\infty}|f(t)+g(t)|^{2} d t\right)$ and $E\left(\int_{0}^{\infty}|f(t)-g(t)|^{2} d t\right)$ and then use (7.6).

Having defined the Itô stochastic integral from 0 to $\infty$, we are now in a position to consider stochastic integrals over any finite time interval $[0, T]$.

## Definition 7.5

For any $T>0$ we shall denote by $M_{T}^{2}$ the space of all stochastic processes $f(t), t \geq 0$ such that

$$
1_{[0, T)} f \in M^{2}
$$

The Itô stochastic integral (from 0 to $T$ ) of $f \in M_{T}^{2}$ is defined by

$$
\begin{equation*}
I_{T}(f)=I\left(1_{[0, T)} f\right) . \tag{7.7}
\end{equation*}
$$

We shall also write

$$
\int_{0}^{T} f(t) d W(t)
$$

n place of $I_{T}(f)$.

## Exercise 7.5

Show that each random step process $f \in M_{\text {step }}^{2}$ belongs to $M_{t}^{2}$ for any $t>0$ and

$$
I_{t}(f)=\int_{0}^{t} f(s) d W(s)
$$

s a martingale.
Hint The stochastic integral of a random step process $f$ is given by the sum (7.3). What is the conditional expectation of the $j$ th term of this sum given $\mathcal{F}_{s}$ if $s<t_{j}$ ? What is it when $s \geq t_{j}$ ?

The processes for which the stochastic integral exists have been defined as those that can be approximated by random step processes. However, it is not always easy to check whether or not such an approximation exists. For sractical purposes it is important to have a straightforward sufficient condition inr a nrocess to have a stochastic integral. In calculus there is a well-known
result of this kind: the Riemann integral exists for any continuous function. Here is a theorem of this kind for the Itô integral.

## Theorem 7.1

Let $f(t), t \geq 0$ be a stochastic process with a.s. continuous paths adapted to the filtration $\mathcal{F}_{t}$. Then

1) $f \in M^{2}$, i.e. the Itô integral $I(f)$ exists, whenever

$$
\begin{equation*}
E\left(\int_{0}^{\infty}|f(t)|^{2} d t\right)<\infty \tag{7.8}
\end{equation*}
$$

2) $f \in M_{T}^{2}$, i.e. the Itô integral $I_{T}(f)$ exists, whenever

$$
\begin{equation*}
E\left(\int_{0}^{T}|f(t)|^{2} d t\right)<\infty \tag{7.9}
\end{equation*}
$$

## Proof

1) Suppose that $f(t), t \geq 0$ is an adapted process with a.s. continuous paths. If (7.8) holds, then

$$
f_{n}(t)= \begin{cases}n \int_{\frac{k-1}{n}}^{\frac{k}{n}} f(s) d s & \frac{k}{n} \leq t<\frac{k+1}{n} \text { for } k=1,2, \ldots, n^{2}-1  \tag{7.10}\\ 0 & \text { otherwise }\end{cases}
$$

is a sequence of random step processes in $M_{\text {step }}^{2}$. Observe that for any $k=$ $1,2, \ldots$

$$
\begin{equation*}
\int_{\frac{k}{n}}^{\frac{k+1}{n}}\left|f_{n}(t)\right|^{2} d t=n\left|\int_{\frac{k-1}{n}}^{\frac{k}{n}} f(t) d t\right|^{2} \leq \int_{\frac{k-1}{n}}^{\frac{k}{n}}|f(t)|^{2} d t \quad \text { a.s. } \tag{7.11}
\end{equation*}
$$

by Jensen's inequality. We claim that

$$
\lim _{n \rightarrow \infty} \int_{0}^{\infty}\left|f(t)-f_{n}(t)\right|^{2} d t=0 \quad \text { a.s. }
$$

This will imply that

$$
\lim _{n \rightarrow \infty} E\left(\int_{0}^{\infty}\left|f(t)-f_{n}(t)\right|^{2} d t\right)=0
$$

by the dominated convergence theorem and condition (7.8) because

$$
\begin{aligned}
\int_{0}^{\infty}\left|f(t)-f_{n}(t)\right|^{2} d t & \leq 2 \int_{0}^{\infty}\left(|f(t)|^{2}+\left|f_{n}(t)\right|^{2}\right) d t \\
& \leq 4 \int_{n}^{\infty}|f(t)|^{2} d t
\end{aligned}
$$

The last inequality follows, since

$$
\int_{0}^{\infty}\left|f_{n}(t)\right|^{2} d t \leq \int_{0}^{\infty}|f(t)|^{2} d t \quad \text { a.s. }
$$

for any $n$, by taking the sum from $k=0$ to $\infty$ in (7.11).
To verify the claim observe that

$$
\begin{aligned}
\int_{0}^{\infty}\left|f(t)-f_{n}(t)\right|^{2} d t & =\int_{0}^{N}\left|f(t)-f_{n}(t)\right|^{2} d t+\int_{N}^{\infty}\left|f(t)-f_{n}(t)\right|^{2} d t \\
& \leq \int_{0}^{N}\left|f(t)-f_{n}(t)\right|^{2} d t+2 \int_{N}^{\infty}\left(|f(t)|^{2}+\left|f_{n}(t)\right|^{2}\right) d t \\
& \leq \int_{0}^{N}\left|f(t)-f_{n}(t)\right|^{2} d t+4 \int_{N-1}^{\infty}|f(t)|^{2} d t \quad \text { a.s. }
\end{aligned}
$$

The last inequality holds because

$$
\int_{N}^{\infty}\left|f_{n}(t)\right|^{2} d t \leq \int_{N-\frac{1}{n}}^{\infty}|f(t)|^{2} d t \leq \int_{N-1}^{\infty}|f(t)|^{2} d t \quad \text { a.s. }
$$

for any $n$ and $N$, by taking the sum from $k=n N$ to $\infty$ in (7.11). The claim follows because

$$
\lim _{N \rightarrow \infty} \int_{N-1}^{\infty}|f(t)|^{2} d t=0 \quad \text { a.s. }
$$

by (7.8) and

$$
\lim _{n \rightarrow \infty} \int_{0}^{N}\left|f(t)-f_{n}(t)\right|^{2} d t=0 \quad \text { a.s. }
$$

for any fixed $N$ by the continuity of paths of $f$.
The above means that the sequence $f_{1}, f_{2}, \ldots \in M_{\text {step }}^{2}$ approximates $f$ in the sense of Definition 7.3, so $f \in M^{2}$.
2) If $f$ satisfies (7.9) for some $T>0$, then $1_{[0, T)} f$ satisfies (7.8). Since $f$ is adapted and has a.s. continuous paths, $1_{[0, T)} f$ is also adapted and its paths are a.s. continuous, except perhaps at $T$. But the lack of continuity at the single point $T$ does not affect the argument in 1 ), so $1_{[0, T)} f \in M^{2}$. This in turn implies that $f \in M_{T}^{2}$, completing the proof.

## Exercise 7.6

Show that the Wiener process $W(t)$ belongs to $M_{T}^{2}$ for each $T>0$.
Hint Apply part 2) of Theorem 7.1.

## Exercise 7.7

Hint Once again, apply part 2) of Theorem 7.1.
The next theorem. which we shall state without proof, provides a characterization of $M^{2}$ and $M_{T}^{2}$, i.e. a necessary and sufficient condition for a stochastic process $f$ to belong to $M^{2}$ or $M_{T}^{2}$. It involves the notion of a progressively measurable process.

## Definition 7.6

A stochastic process $f(t), t \geq 0$ is called progressively measurable if for any $t \geq 0$

$$
(s, \omega) \mapsto f(s, \omega)
$$

is a measurable function from $[0, t] \times \Omega$ with the $\sigma$-field $\mathcal{B}[0, t] \overline{\times} \mathcal{F}$ to $\mathbb{R}$. Here $\mathcal{B}[0, t] \overline{\times} \mathcal{F}$ is the product $\sigma$-field on $[0, t] \times \Omega$, that is, the smallest $\sigma$-field containing all sets of the form $A \times B$, where $A \subset[0, t]$ is a Borel set and $B \in \mathcal{F}$.

## Theorem 7.2

1) The space $M^{2}$ consists of all progressively measurable stochastic processes $f(t), t \geq 0$ such that

$$
E\left(\int_{0}^{\infty}|f(t)|^{2} d t\right)<\infty
$$

2) The space $M_{T}^{2}$ consists of all progressively measurable stochastic processes $f(t), t \geq 0$ such that

$$
E\left(\int_{0}^{T}|f(t)|^{2} d t\right)<\infty
$$

### 7.2 Examples

According to Exercise 7.6, the Wiener process $W(t)$ belongs to $M_{T}^{2}$ for any $T>0$. Therefore the stochastic integral in the next exercise exists.

## Exercise 7.8

Verify the equality

$$
\int_{0}^{T} W(t) d W(t)=\frac{1}{2} W(T)^{2}-\frac{1}{2} T
$$

by computing the stochastic integral from the definition, that is, by approximating the integrand by random step functions.

Hint It is convenient to use a partition of the interval $[0, T]$ into $n$ equal parts. The limit of the sums approximating the integral has been found in Exercise 7.1.

## Exercise 7.9

Verify the equality

$$
\int_{0}^{T} t d W(t)=T W(T)-\int_{0}^{T} W(t) d t
$$

by computing the stochastic integral from the definition. (The integral on the right-hand side is understood as a Riemann integral defined pathwise, i.e. separately for each $\omega \in \Omega$.)

Hint You may want to use the same partition of $[0, T]$ into $n$ equal parts as in Solution 7.8. The sums approximating the stochastic integral can be transformed with the aid of the identity

$$
c(b-a)=(d b-c a)-b(d-c) .
$$

## Exercise 7.10

Show that $W(t)^{2}$ belongs to $M_{T}^{2}$ for each $T>0$ and verify the equality

$$
\int_{0}^{T} W(t)^{2} d W(t)=\frac{1}{3} W(T)^{3}-\int_{0}^{T} W(t) d t
$$

where the integral on the right-hand side is a Riemann integral.
Hint As in the exercises above, it is convenient to use the partition of $[0, T]$ into $n$ equal parts. The identity

$$
a^{2}(b-a)=\frac{1}{3}\left(b^{3}-a^{3}\right)-a(b-a)^{2}-\frac{1}{3}(b-a)^{3}
$$

can be applied to transform the sums approximating the stochastic integral. You may also need the following identity:

$$
\left(a^{2}-b^{2}\right)^{2}=(a-b)^{4}+4(a-b)^{3} b+4(a-b)^{2} b^{2}
$$

### 7.3 Properties of the Stochastic Integral

The basic properties of the Itô integral are summarized in the theorem below.

## Theorem 7.3

The following properties hold for any $f, g \in M_{t}^{2}$, any $\alpha, \beta \in \mathbb{R}$, and any $0 \leq$ $s<t$ :

1) linearity

$$
\int_{0}^{t}(\alpha f(r)+\beta g(r)) d W(r)=\alpha \int_{0}^{t} f(r) d W(r)+\beta \int_{0}^{t} g(r) d W(r)
$$

2) isometry

$$
E\left(\left|\int_{0}^{t} f(r) d W(r)\right|^{2}\right)=E\left(\int_{0}^{t}|f(r)|^{2} d r\right)
$$

3) martingale property

$$
E\left(\int_{0}^{t} f(r) d W(r) \mid \mathcal{F}_{s}\right)=\int_{0}^{s} f(r) d W(r)
$$

## Proof

1) If $f$ and $g$ belong to $M_{t}^{2}$, then $1_{[0, t)} f$ and $1_{[0, t)} g$ belong to $M^{2}$, so there are sequences $f_{1}, f_{2}, \ldots$ and $g_{1}, g_{2}, \ldots$ in $M_{\text {step }}^{2}$ approximating $1_{[0, t)} f$ and $1_{[0, t)} g$. It follows that $1_{[0, t)}(\alpha f+\beta g)$ can be approximated by $\alpha f_{1}+\beta g_{1}, \alpha f_{2}+\beta g_{2}, \ldots$. By Exercise 7.3

$$
I\left(\alpha f_{n}+\beta g_{n}\right)=\alpha I\left(f_{n}\right)+\beta I\left(g_{n}\right)
$$

for each $n$. Taking the $L^{2}$ limit on both sides of this equality as $n \rightarrow \infty$, we obtain

$$
I\left(1_{[0, t)}(\alpha f+\beta g)\right)=\alpha I\left(1_{[0, t)} f\right)+\beta I\left(1_{[0, t)} g\right)
$$

which proves 1 ).
2) This follows by approximating $1_{[0, t)} f$ by random step processes in $M_{\text {step }}^{2}$ and using Proposition 7.1.
3) If $f$ belongs to $M_{t}^{2}$, then $1_{[0, t)} f$ belongs to $M^{2}$. Let $f_{1}, f_{2}, \ldots$ be a sequence of processes in $M_{\text {step }}^{2}$ approximating $1_{[0, t)} f$. By Exercise 7.5

$$
\begin{equation*}
E\left(I\left(1_{[0, t)} f_{n}\right) \mid \mathcal{F}_{s}\right)=I\left(1_{[0, s)} f_{n}\right) \tag{7.12}
\end{equation*}
$$

for each $n$. By taking the $L^{2}$ limit of both sides of this equality as $n \rightarrow \infty$, we shall show that

$$
E\left(I\left(1_{[0, t)} f\right) \mid \mathcal{F}_{s}\right)=I\left(1_{[0, s)} f\right)
$$

which is what needs to be proved. Indeed, observe that $1_{[0, s)} f_{1}, 1_{[0, s)} f_{2}, \ldots$ is a sequence in $M_{\text {step }}^{2}$ approximating $1_{[0, s)} f$, so

$$
I\left(1_{[0, s)} f_{n}\right) \rightarrow I\left(1_{[0, s)} f\right) \quad \text { in } L^{2} \text { as } n \rightarrow \infty
$$

;imilarly, $1_{[0, t)} f_{1}, 1_{[0, t)} f_{2}, \ldots$ is also a sequence in $M_{\text {step }}^{2}$ approximating $1_{[0, t)} f$, vhich implies that

$$
I\left(1_{[0, t)} f_{n}\right) \rightarrow I\left(1_{[0, t)} f\right) \quad \text { in } L^{2} \text { as } n \rightarrow \infty
$$

Che lemma below implies that

$$
E\left(I\left(1_{[0, t)} f_{n}\right) \mid \mathcal{F}_{s}\right) \rightarrow E\left(I\left(1_{[0, t)} f\right) \mid \mathcal{F}_{s}\right) \quad \text { in } L^{2} \text { as } n \rightarrow \infty
$$

ompleting the proof.

## _emma 7.1

f $\xi$ and $\xi_{1}, \xi_{2}, \ldots$ are square integrable random variables such that $\xi_{n} \rightarrow \xi$ in $\tau^{2}$ as $n \rightarrow \infty$, then

$$
E\left(\xi_{n} \mid \mathcal{G}\right) \rightarrow E(\xi \mid \mathcal{G}) \quad \text { in } L^{2} \text { as } n \rightarrow \infty
$$

or any $\sigma$-field $\mathcal{G}$ on $\Omega$ contained in $\mathcal{F}$.

## ${ }^{3}$ roof

3y Jensen's inequality, see Theorem 2.2,

$$
\left|E\left(\xi_{n} \mid \mathcal{G}\right)-E(\xi \mid \mathcal{G})\right|^{2}=\left|E\left(\xi_{n}-\xi \mid \mathcal{G}\right)\right|^{2} \leq E\left(\left|\xi_{n}-\xi\right|^{2} \mid \mathcal{G}\right)
$$

which implies that

$$
\begin{aligned}
E\left(\left|E\left(\xi_{n} \mid \mathcal{G}\right)-E(\xi \mid \mathcal{G})\right|^{2}\right) & \leq E\left(E\left(\left|\xi_{n}-\xi\right|^{2} \mid \mathcal{G}\right)\right) \\
& =E\left(\left|\xi_{n}-\xi\right|^{2}\right) \rightarrow 0
\end{aligned}
$$

is $n \rightarrow \infty$.
In the next theorem we consider the stochastic integral $\int_{0}^{t} f(s) d W(s)$ as a unction of the upper integration limit $t$. Similarly as for the Riemann integral, $t$ is natural to ask if this is a continuous function of $t$. The answer to this [uestion involves the notion of a modification of a stochastic process.

## Jefinition 7.7

eet $\xi(t)$ and $\zeta(t)$ be stochastic processes defined for $t \in T$, where $T \subset \mathbb{R}$. We ay that the processes are modifications (or versions) of one another if

$$
P\{\xi(f)-\zeta(t)\}=1 \quad \text { for all } t \in T
$$

## Remark 7.1

If $T \subset \mathbb{R}$ is a countable set, then (7.13) is equivalent to the condition

$$
P\{\xi(t)=\zeta(t) \text { for all } t \in T\}=1
$$

However, this is not necessarily so if $T$ is uncountable.
The following result is stated without proof.

## Theorem 7.4

Let $f(s)$ be a process belonging to $M_{t}^{2}$ and let

$$
\xi(t)=\int_{0}^{t} f(s) d W(s)
$$

for every $t \geq 0$. Then there exists an adapted modification $\zeta(t)$ of $\xi(t)$ with a.s. continuous paths. This modification is unique up to equality a.s.

From now on we shall always identify $\int_{0}^{t} f(s) d W(s)$ with the adapted modification having a.s. continuous paths. This convention works beautifully together with Theorem 7.1 whenever there is a need to show that a stochastic integral can be used as the integrand of another stochastic integral, i.e. belongs to $M_{T}^{2}$ for $T \geq 0$. This is illustrated by the next exercise.

## Exercise 7.11

Show that

$$
\xi(t)=\int_{0}^{t} W(s) d W(s)
$$

belongs to $M_{T}^{2}$ for any $T \geq 0$.
Hint By Theorem $7.4 \xi(t)$ can be identified with an adapted modification having a.s. continuous trajectories. Because of this, it suffices to verify that $\xi(t)$ satisfies condition (7.9) of Theorem 7.1.

### 7.4 Stochastic Differential and Itô Formula

Any continuously differentiable function $x(t)$ such that $x(0)=0$ satisfies the formulae

$$
x(T)^{2}=2 \int_{0}^{T} x(t) d x(t)
$$

$$
x(T)^{3}=3 \int_{0}^{T} x(t)^{2} d x(t)
$$

where $d x(t)$ can simply be understood as a shorthand notation for $x^{\prime}(t) d t$, the integrals on the right-hand side being Riemann integrals. Similar formulae have been obtained in Exercises 7.8 and 7.10 for the Wiener process:

$$
\begin{aligned}
& W(T)^{2}=\int_{0}^{T} d t+2 \int_{0}^{T} W(t) d W(t), \\
& W(T)^{3}=3 \int_{0}^{T} W(t) d t+3 \int_{0}^{T} W(t)^{2} d W(t) .
\end{aligned}
$$

Here the stochastic integrals resemble the corresponding expressions for a smooth function $x(t)$, but there are also the intriguing terms $\int_{0}^{T} d t$ and $3 \int_{0}^{T} W(t) d t$. The formulae for $W(T)^{2}$ and $W(T)^{3}$ are examples of the much more general Itô formula, a crucial tool for transforming and computing stochastic integrals. Terms such as $\int_{0}^{T} d t$ and $3 \int_{0}^{T} W(t) d t$, which have no analogues in the classical calculus of smooth functions, are a feature inherent in the Itô formula and referred to as the Itô correction. The class of processes appearing in the Itô formula is defined as follows.

## Definition 7.8

A stochastic process $\xi(t), t \geq 0$ is called an Itô process if it has a.s. continuous jaths and can be represented as

$$
\begin{equation*}
\xi(T)=\xi(0)+\int_{0}^{T} a(t) d t+\int_{0}^{T} b(t) d W(t) \quad \text { a.s. } \tag{7.14}
\end{equation*}
$$

where $b(t)$ is a process belonging to $M_{T}^{2}$ for all $T>0$ and $a(t)$ is a process idapted to the filtration $\mathcal{F}_{t}$ such that

$$
\begin{equation*}
\int_{0}^{T}|a(t)| d t<\infty \quad \text { a.s. } \tag{7.15}
\end{equation*}
$$

or all $T \geq 0$. The class of all adapted processes $a(t)$ satisfying (7.15) for some $\Gamma>0$ will be denoted by $\mathcal{L}_{T}^{1}$.

For an Itô process $\xi$ it is customary to write (7.14) as

$$
\begin{equation*}
d \xi(t)=a(t) d t+b(t) d W(t) \tag{7.16}
\end{equation*}
$$

Ind to call $d \xi(t)$ the stochastic differential of $\xi(t)$. This is known as the Ito lifferential notation. It should be emphasized that the stochastic differential bac no wall-dofinad mathomatical moanine nn ite num and chnoild nlunere hn
understood in the context of the rigorous equation (7.14). The Itô differential notation is an efficient way of writing this equation, rather than an attempt to give a precise mathematical meaning to the stochastic differential.

## Example 7.1

The Wiener process $W(t)$ satisfies

$$
W(T)=\int_{0}^{T} d W(t)
$$

(The right-hand side is the stochastic integral $I(f)$ of the random step process $f=1_{[0, T)}$.) This is an equation of the form (7.14) with $a(t)=0$ and $b(t)=1$, which belong, respectively, to $\mathcal{L}_{T}^{1}$ and $M_{T}^{2}$ for any $T \geq 0$. It follows that the Wiener process is an Itô process.

## Example 7.2

Every process of the form

$$
\xi(T)=\xi(0)+\int_{0}^{T} a(t) d t
$$

where $a(t)$ is a process belonging to $\mathcal{L}_{T}^{1}$ for any $T \geq 0$, is an Itô process. In particular, every deterministic process of this form, where $a(t)$ is a deterministic integrable function, is an Itô process.

## Example 7.3

Since $a(t)=1$ and $b(t)=2 W(t)$ belong, respectively, to the classes $\mathcal{L}_{T}^{1}$ and $M_{T}^{2}$ for each $T \geq 0$,

$$
W(T)^{2}=\int_{0}^{T} d t+2 \int_{0}^{T} W(t) d W(t)
$$

is an Itô process; see Exercise 7.8. The last equation can also be written as

$$
d\left(W(t)^{2}\right)=d t+2 W(t) d W(t)
$$

providing a formula for the stochastic differential $d\left(W(t)^{2}\right)$ of $W(t)^{2}$.

## Exercise 7.12

Show that $W(t)^{3}$ is an Itô process and find a formula for the stochastic differential $d\left(W(t)^{3}\right)$.

Hint Refer to Exercise 7.10.

## Exercise 7.13

Show that $t W(t)$ is an Itô process and find a formula for the stochastic differential $d(t W(t))$.

Hint Use Exercise 7.9.
The above examples and exercises are particular cases of an extremely important general formula for transforming stochastic differentials established by Itô. To begin with, we shall state and prove a simplified version of the formula, followed by the general theorem. The proof of the simplified version captures the essential ingredients of the somewhat tedious general argument, which will be omitted. In fact, many of the essential ingredients of the proof are already present in the examples and exercises considered above.

## Theorem 7.5 (Itô formula, simplified version)

Suppose that $F(t, x)$ is a real-valued function with continuous partial derivatives $F_{t}^{\prime}(t, x), F_{x}^{\prime}(t, x)$ and $F_{x x}^{\prime \prime}(t, x)$ for all $t \geq 0$ and $x \in \mathbb{R}$. We also assume that the process $F_{x}^{\prime}(t, W(t))$ belongs to $M_{T}^{2}$ for all $T \geq 0$. Then $F(t, W(t))$ is an Itô process such that

$$
\begin{align*}
F(T, W(T))-F(0, W(0))=\int_{0}^{T} & \left(F_{t}^{\prime}(t, W(t))+\frac{1}{2} F_{x x}^{\prime \prime}(t, W(t))\right) d t \\
& +\int_{0}^{T} F_{x}^{\prime}(t, W(t)) d W(t) \quad \text { a.s. } \tag{7.17}
\end{align*}
$$

In differential notation this formula can be written as

$$
\begin{equation*}
d F(t, W(t))=\left(F_{t}^{\prime}(t, W(t))+\frac{1}{2} F_{x x}^{\prime \prime}(t, W(t))\right) d t+F_{x}^{\prime}(t, W(t)) d W(t) \tag{7.18}
\end{equation*}
$$

## Remark 7.2

Compare the latter with the chain rule

$$
d F(t, x(t))=F_{t}^{\prime}(t, x(t)) d t+F_{x}^{\prime}(t, x(t)) d x(t)
$$

for a smooth function $x(t)$, where $d x(t)$ is understood as a shorthand notation for $x^{\prime}(t) d t$. The additional term $\frac{1}{2} F_{x x}^{\prime \prime}(t, W(t)) d t$ in (7.18) is called the Ito correction.

## Proof

First we shall prove the Itô formula under the assumption that $F$ and the partial derivatives $F_{x}^{\prime}$ and $F_{x x}^{\prime \prime}$ are bounded by some $C>0$.

Consider a partition $0=t_{0}^{n}<t_{1}^{n}<\cdots<t_{n}^{n}=T$, where $t_{i}^{n}=\frac{i T}{n}$, of $[0, T]$ into $n$ equal parts. We shall denote the increments $W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)$ by $\Delta_{i}^{n} W$ and $t_{i+1}^{n}-t_{i}^{n}$ by $\Delta_{i}^{n} t$. We shall also write $W_{i}^{n}$ instead of $W\left(t_{i}^{n}\right)$ for brevity. According to the Taylor formula, there is a point $\tilde{W}_{i}^{n}$ in each interval $\left[W\left(t_{i}^{n}\right), W\left(t_{i+1}^{n}\right)\right]$ and a point $\tilde{t}_{i}^{n}$ in each interval $\left[t_{i}^{n}, t_{i+1}^{n}\right]$ such that

$$
\begin{aligned}
& F(T, W(T))-F(0, W(0))=\sum_{i=0}^{n-1}\left(F\left(t_{i+1}^{n}, W_{i+1}^{n}\right)-F\left(t_{i}^{n}, W_{i}^{n}\right)\right) \\
& =\sum_{i=0}^{n-1}\left(F\left(t_{i+1}^{n}, W_{i+1}^{n}\right)-F\left(t_{i}^{n}, W_{i+1}^{n}\right)\right)+\sum_{i=0}^{n-1}\left(F\left(t_{i}^{n}, W_{i+1}^{n}\right)-F\left(t_{i}^{n}, W_{i}^{n}\right)\right) \\
& =\sum_{i=0}^{n-1} F_{t}^{\prime}\left(\tilde{t}_{i}^{n}, W_{i+1}^{n}\right) \Delta_{i}^{n} t+\sum_{i=0}^{n-1} F_{x}^{\prime}\left(t_{i}^{n}, W_{i}^{n}\right) \Delta_{i}^{n} W+\frac{1}{2} \sum_{i=0}^{n-1} F_{x x}^{\prime \prime}\left(t_{i}^{n}, \tilde{W}_{i}^{n}\right)\left(\Delta_{i}^{n} W\right)^{2} \\
& =\sum_{i=0}^{n-1} F_{t}^{\prime}\left(\tilde{t}_{i}^{n}, W_{i+1}^{n}\right) \Delta_{i}^{n} t+\frac{1}{2} \sum_{i=0}^{n-1} F_{x x}^{\prime \prime}\left(t_{i}^{n}, W_{i}^{n}\right) \Delta_{i}^{n} t+\sum_{i=0}^{n-1} F_{x}^{\prime}\left(t_{i}^{n}, W_{i}^{n}\right) \Delta_{i}^{n} W \\
& \quad+\frac{1}{2} \sum_{i=0}^{n-1} F_{x x}^{\prime \prime}\left(t_{i}^{n}, W_{i}^{n}\right)\left(\left(\Delta_{i}^{n} W\right)^{2}-\Delta_{i}^{n} t\right) \\
& \quad+\frac{1}{2} \sum_{i=0}^{n-1}\left[F_{x x}^{\prime \prime}\left(t_{i}^{n}, \tilde{W}_{i}^{n}\right)-F_{x x}^{\prime \prime}\left(t_{i}^{n}, W_{i}^{n}\right)\right]\left(\Delta_{i}^{n} W\right)^{2} .
\end{aligned}
$$

We shall deal separately with each sum in the last expression, splitting the proof into several steps.

Step 1. We claim that

$$
\lim _{n \rightarrow \infty} \sum_{i=0}^{n-1} F_{t}^{\prime}\left(\tilde{t}_{i}^{n}, W_{i+1}^{n}\right) \Delta_{i}^{n} t=\int_{0}^{T} F_{t}^{\prime}(t, W(t)) d t \quad \text { a.s. }
$$

This is because the paths of $W(t)$ are a.s. continuous, and $F_{t}^{\prime}(t, x)$ is continuous as a function of two variables by assumption. Indeed, every continuous path of the Wiener process is bounded on $[0, T]$, i.e. there is an $M>0$, which may depend on the path, such that

$$
|W(t)| \leq M \quad \text { for all } t \in[0, T]
$$

As a continuous function, $F_{t}^{\prime}(t, x)$ is uniformly continuous on the compact set $[0, T] \times[-M, M]$ and $W$ is uniformly continuous on $[0, T]$. It follows that

$$
\lim _{n \rightarrow \infty} \sup _{\text {o.t }}\left|F_{t}^{\prime}\left(\tilde{t}_{i}^{n}, W_{i+1}^{n}\right)-F_{t}^{\prime}(t, W(t))\right|=0 \quad \text { a.s. }
$$

where the supremum is taken over all $i=0, \ldots, n-1$ and $t \in\left[t_{i}^{n}, t_{i+1}^{n}\right]$. By the definition of the Riemann integral this proves the claim.

Step 2. This is very similar to Step 1. By continuity

$$
\lim _{n \rightarrow \infty} \sup _{i, t}\left|F_{x x}^{\prime \prime}\left(t_{i}^{n}, W_{i}^{n}\right)-F_{x x}^{\prime \prime}(t, W(t))\right|=0 \quad \text { a.s. }
$$

where the supremum is taken over all $i=0, \ldots, n-1$ and $t \in\left[t_{i}^{n}, t_{i+1}^{n}\right]$. By the definition of the Riemann integral

$$
\lim _{n \rightarrow \infty} \sum_{i=0}^{n-1} F_{x x}^{\prime \prime}\left(t_{i}^{n}, W_{i}^{n}\right) \Delta_{i}^{n} t=\int_{0}^{T} F_{x x}^{\prime \prime}(t, W(t)) d t \quad \text { a.s. }
$$

Step 3 . We shall verify that

$$
\lim _{n \rightarrow \infty} \sum_{i=0}^{n-1} F_{x}^{\prime}\left(t_{i}^{n}, W_{i}^{n}\right) \Delta_{i}^{n} W=\int_{0}^{T} F_{x}^{\prime}(t, W(t)) d W(t) \quad \text { in } L^{2}
$$

If $F_{x}^{\prime}(t, x)$ is bounded by $C>0$, then $f(t)=F_{x}^{\prime}(t, W(t))$ belongs to $M_{T}^{2}$ by Theorem 7.1, and the sequence of random step processes

$$
f_{n}=\sum_{i=0}^{n-1} F_{x}^{\prime}\left(t_{i}^{n}, W_{i}^{n}\right) 1_{\left[t_{i}^{n}, t_{i+1}^{n}\right)} \in M_{\mathrm{step}}^{2}
$$

approximates $f$. Indeed, by continuity

$$
\lim _{n \rightarrow \infty}\left|f_{n}(t)-f(t)\right|^{2}=0 \quad \text { for any } t \in[0, T], \quad \text { a.s. }
$$

Because $\left|f_{n}(t)-f(t)\right|^{2} \leq 4 C^{2}$, it follows that

$$
\lim _{n \rightarrow \infty} \int_{0}^{T}\left|f_{n}(t)-f(t)\right|^{2} d t=0 \quad \text { a.s. }
$$

by Lebesgue's dominated convergence theorem. But $\int_{0}^{T}\left|f_{n}(t)-f(t)\right|^{2} d t \leq$ $4 T C^{2}$, so

$$
\lim _{n \rightarrow \infty} E\left(\int_{0}^{T}\left|f_{n}(t)-f(t)\right|^{2} d t\right)=0
$$

again by Lebesgue's dominated convergence theorem. This shows that $f_{n}$ approximates $f$, which in turn implies that $I\left(f_{n}\right)$ tends to $I(f)$ in $L^{2}$, concluding Step 3.

Step 4. If $F_{x x}^{\prime \prime}$ is bounded by $C>0$, then

$$
\lim _{n \rightarrow \infty} \sum_{i=0}^{n-1} F_{x x}^{\prime \prime}\left(t_{i}^{n}, W_{i}^{n}\right)\left(\left(\Delta_{i}^{n} W\right)^{2}-\Delta_{i}^{n} t\right)=0 \quad \text { in } L^{2}
$$

since

$$
\begin{aligned}
& E\left|\sum_{i=0}^{n-1} F_{x x}^{\prime \prime}\left(t_{i}^{n}, W_{i}^{n}\right)\left(\left(\Delta_{i}^{n} W\right)^{2}-\Delta_{i}^{n} t\right)\right|^{2} \\
& \quad=\sum_{i=0}^{n-1} E\left|F_{x x}^{\prime \prime}\left(t_{i}^{n}, W_{i}^{n}\right)\left(\left(\Delta_{i}^{n} W\right)^{2}-\Delta_{i}^{n} t\right)\right|^{2} \\
& \quad=\sum_{i=0}^{n-1} E\left|F_{x x}^{\prime \prime}\left(t_{i}^{n}, W_{i}^{n}\right)\right|^{2} E\left|\left(\Delta_{i}^{n} W\right)^{2}-\Delta_{i}^{n} t\right|^{2} \\
& \quad \leq C^{2} \sum_{i=0}^{n-1} E\left|\left(\Delta_{i}^{n} W\right)^{2}-\Delta_{i}^{n} t\right|^{2}=2 C^{2} \sum_{i=0}^{n-1}\left(\Delta_{i}^{n} t\right)^{2} \\
& \quad=2 C^{2} \sum_{i=0}^{n-1} \frac{T^{2}}{n^{2}}=2 C^{2} \frac{T^{2}}{n} \rightarrow 0 \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

The first equality above holds because for any $i<j$

$$
\begin{aligned}
E[ & \left.F_{x x}^{\prime \prime}\left(t_{i}^{n}, W_{i}^{n}\right)\left(\left(\Delta_{i}^{n} W\right)^{2}-\Delta_{i}^{n} t\right) F_{x x}^{\prime \prime}\left(t_{j}^{n}, W_{j}^{n}\right)\left(\left(\Delta_{j}^{n} W\right)^{2}-\Delta_{j}^{n} t\right)\right] \\
& =E\left[F_{x x}^{\prime \prime}\left(t_{i}^{n}, W_{i}^{n}\right)\left(\left(\Delta_{i}^{n} W\right)^{2}-\Delta_{i}^{n} t\right) F_{x x}^{\prime \prime}\left(t_{j}^{n}, W_{j}^{n}\right)\right] E\left[\left(\Delta_{j}^{n} W\right)^{2}-\Delta_{j}^{n} t\right] \\
& =0 .
\end{aligned}
$$

This is because the expressions in the last two square brackets are independent and the last expectation is equal to zero.

Step 5. By a similar continuity argument as in Steps 1 and 2

$$
\lim _{n \rightarrow \infty} \sup _{i}\left|F_{x x}^{\prime \prime}\left(t_{i}^{n}, \tilde{W}_{i}^{n}\right)-F_{x x}^{\prime \prime}\left(t_{i}^{n}, W_{i}^{n}\right)\right|=0 \quad \text { a.s. }
$$

where the supremum is taken over all $i=0,1, \ldots, n-1$. Since $\sum_{i=0}^{n-1}\left(\Delta_{i}^{n} W\right)^{2} \rightarrow$ $T$ in $L^{2}$ as $n \rightarrow \infty$, there is a subsequence $n_{1}<n_{2}<\ldots$ such that

$$
\sum_{i=0}^{n_{k}-1}\left(\Delta_{i}^{n_{k}} W\right)^{2} \rightarrow T \quad \text { a.s. }
$$

as $k \rightarrow \infty$. It follows that

$$
\begin{aligned}
& \left|\sum_{i=0}^{n_{k}-1}\left(F_{x x}^{\prime \prime}\left(t_{i}^{n_{k}}, \tilde{W}_{i}^{n_{k}}\right)-F_{x x}^{\prime \prime}\left(t_{i}^{n_{k}}, W_{i}^{n_{k}}\right)\right)\left(\Delta_{i}^{n_{k}} W\right)^{2}\right| \\
& \quad \leq \sup _{i}\left|F_{x x}^{\prime \prime}\left(t_{i}^{n_{k}}, \tilde{W}_{i+1}^{n_{k}}\right)-F_{x x}^{\prime \prime}\left(t_{i}^{n_{k}}, W_{i+1}^{n_{k}}\right)\right| \sum_{i=0}^{n_{k}-1}\left(\Delta_{i}^{n_{k}} W\right)^{2} \rightarrow 0 \quad \text { a.s. }
\end{aligned}
$$

as $k \rightarrow \infty$.

In those steps above where $L^{2}$ convergence was obtained, we also have convergence a.s. by taking a subsequence. This proves the Itô formula (7.17) under the assumption that the partial derivatives $F_{x}^{\prime}(t, x)$ and $F_{x x}^{\prime \prime}(t, x)$ are bounded. To complete the proof we need to remove this assumption. Let $F(t, x)$ be an arbitrary function satisfying the conditions of Theorem 7.5. For each positive integer $n$ take a smooth function $\varphi_{n}$ from $\mathbb{R}$ to $[0,1]$ such that $\varphi_{n}(x)=$ 1 for any $x \in[-n, n]$ and $\varphi_{n}(x)=0$ for any $x \notin[-n-1, n+1]$. Then

$$
F_{n}(t, x)=\varphi_{n}(x) F(t, x)
$$

also satisfies the conditions of Theorem 7.5 and has bounded partial derivatives $\left(F_{n}\right)_{x}^{\prime}(t, x)$ and $\left(F_{n}\right)_{x: x}^{\prime \prime}(t, x)$ for each $n$. Therefore, by the first part of the proof

$$
\begin{aligned}
& F_{n}(T, W(T))-F_{n}(0, W(0)) \\
& =\int_{0}^{T}\left(\left(F_{n}\right)_{t}^{\prime}(t, W(t))+\frac{1}{2}\left(F_{n}\right)_{x x}^{\prime \prime}(t, W(t))\right) d t+\int_{0}^{T}\left(F_{n}\right)_{x}^{\prime}(t, W(t)) d W(t)
\end{aligned}
$$

Consider the expanding sequence of events

$$
A_{n}=\left\{\sup _{t \in[0, T]}|W(t)|<n\right\} .
$$

Since $F(t, x)=F_{n}(t . x)$ for every $t \in[0, T]$ and $x \in[-n, n]$, it follows that (7.17) holds on $A_{n}$. It remains to show that

$$
\lim _{n \rightarrow \infty} P\left(A_{n}\right)=1
$$

to prove that (7.17) holds a.s. But the latter is true because of Doob's maximal $L^{2}$ inequality, Theorem 6.7, which implies that

$$
\begin{aligned}
n^{2}\left(1-P\left(A_{n}\right)\right) & =n^{2} P\left\{\sup _{t \in[0, T]}|W(t)| \geq n\right\} \\
& \leq E\left(\sup _{t \in[0, T]}|W(t)|\right)^{2} \\
& \leq 4 E|W(T)|^{2}=4 T
\end{aligned}
$$

completing the proof.

## Example 7.4

For $F(t, x)=x^{2}$ we have $F_{t}^{\prime}(t, x)=0, F_{x}^{\prime}(t, x)=2 x$ and $F_{x x}^{\prime \prime}(t, x)=2$. The Itô :ormula gives

$$
d\left(W(t)^{2}\right)=d t+2 W(t) d W(t)
$$

which is the same equalitv as in Exercise 7.8.

## Example 7.5

For $F(t, x)=x^{3}$ we have $F_{t}^{\prime}(t, x)=0, F_{x}^{\prime}(t, x)=3 x^{2}$ and $F_{x x}^{\prime \prime}(t, x)=6 x$. By the Itô formula we obtain the same equality

$$
d\left(W(t)^{3}\right)=3 W(t) d t+3 W(t)^{2} d W(t)
$$

as in Exercise 7.10.

## Exercise 7.14 (exponential martingale)

Show that the exponential martingale $X(t)=e^{W(t)} e^{-\frac{t}{2}}$ is an Itô process and verify that it satisfies the equation

$$
d X(t)=X(t) d W(t)
$$

Hint Use the Itô formula with $F(t, x)=e^{x} e^{-\frac{t}{2}}$.
As compared with the simplified version just proved, in the general Itô formula below $W(t)$ will be replaced by an arbitrary Itô process $\xi(t)$ such that

$$
\begin{equation*}
d \xi(t)=a(t) d t+b(t) d W(t) \tag{7.19}
\end{equation*}
$$

where $a$ belongs to $\mathcal{L}_{t}^{t}$ and $b$ to $M_{t}^{2}$ for all $t \geq 0$. In the general case the proof will be omitted.

## Theorem 7.6 (Itô formula, general case)

Let $\xi(t)$ be an Itô process as above. Suppose that $F(t, x)$ is a real-valued function with continuous partial derivatives $F_{t}^{\prime}(t, x), F_{x}^{\prime}(t, x)$ and $F_{x x}^{\prime \prime}(t, x)$ for all $t \geq 0$ and $x \in \mathbb{R}$. We also assume that the process $b(t) F_{x}^{\prime}(t, \xi(t))$ belongs to $M_{T}^{2}$ for all $T \geq 0$. Then $F(t, \xi(t))$ is an Itô process such that

$$
\begin{gather*}
d F(t, \xi(t))=\left(F_{t}^{\prime}(t, \xi(t))+F_{x}^{\prime}(t, \xi(t)) a(t)+\frac{1}{2} F_{x x}^{\prime \prime}(t, \xi(t)) b(t)^{2}\right) d t \\
+F_{x}^{\prime}(t, \xi(t)) b(t) d W(t) \tag{7.20}
\end{gather*}
$$

A convenient way to remember the Itô formula is to write down the Taylor expansion for $F(t, x)$ up to the terms with partial derivatives of order two, substituting $\xi(t)$ for $x$ and the expression on the right-hand side of (7.19) for $d \xi(t)$, and using the so-called Itô multiplication table

$$
\begin{array}{ll}
d t d t=0, & d t d W(t)=0 \\
d W(t) d t=0, & d W(t) d W(t)=d t
\end{array}
$$

his informal procedure gives

$$
\begin{aligned}
I F= & F_{t}^{\prime} d t+F_{x}^{\prime} d \xi+\frac{1}{2} F_{t t}^{\prime \prime} d t d t+F_{t x}^{\prime \prime} d t d \xi+\frac{1}{2} F_{x x}^{\prime \prime} d \xi d \xi \\
= & F_{t}^{\prime} d t+F_{x}^{\prime}(a d t+b d W) \\
& +\frac{1}{2} F_{t t}^{\prime \prime} d t d t+F_{t x}^{\prime \prime} d t(a d t+b d W)+\frac{1}{2} F_{x x}^{\prime \prime}(a d t+b d W)(a d t+b d W) \\
= & F_{t}^{\prime} d t+F_{x}^{\prime}(a d t+b d W)+\frac{1}{2} F_{x x}^{\prime \prime} b^{2} d t \\
= & \left(F_{t}^{\prime}+F_{x}^{\prime} a+\frac{1}{2} F_{x x}^{\prime \prime} b^{2}\right) d t+F_{x}^{\prime} b d W
\end{aligned}
$$

hich is the expression in (7.20). Here we have omitted the arguments $(t, \xi(t))$ id, respectively, $(t)$ in all functions for brevity.

## xercise 7.15

pplying the Itô formula to $F(t, x)=x^{n}$, show that

$$
\begin{equation*}
d W(t)^{n}=\frac{n(n-1)}{2} W(t)^{n-2} d t+n W(t)^{n-1} d W(t) \tag{7.21}
\end{equation*}
$$

int This is a direct application of the Itô formula, but be careful with the assumpons, in particular make sure that $n W(t)^{n-1}$ belongs to $M_{T}^{2}$ for all $T>0$.

## xercise 7.16 (Ornstein-Uhlenbeck process)

uppose that $\alpha>0$ and $\sigma \in \mathbb{R}$ are fixed. Define $Y(t), t \geq 0$ to be an adapted odification of the Itô integral

$$
Y(t)=\sigma e^{-\alpha t} \int_{0}^{t} e^{\alpha s} d W(s)
$$

ith a.s. continuous paths. Show that $Y(t)$ satisfies

$$
d Y(t)=-\alpha Y(t) d t+\sigma d W(t)
$$

${ }^{\prime}$ int $Y(t)=F(t, \xi(t))$ with $\xi(t)=\sigma \int_{0}^{t} e^{\alpha s} d W(s)$ and $F(t, x)=e^{-\alpha t} x$.

## '. 5 Stochastic Differential Equations

'his section will be devoted to stochastic differential equations of the form

$$
d \xi(t)=f(\xi(t)) d t+g(\xi(t)) d W(t)
$$

Solutions will be sought in the class of Itô processes $\xi(t)$ with a.s. continuous paths. As in the theory of ordinary differential equations, we need to specify an initial condition

$$
\xi(0)=\xi_{0}
$$

Here $\xi_{0}$ can be a fixed real number or, in general, a random variable. Being an Itô process, $\xi(t)$ must be adapted to the filtration $\mathcal{F}_{t}$ of $W(t)$, so $\xi_{0}$ must be $\mathcal{F}_{0}$-measurable.

## Example 7.6

The stochastic differential equation

$$
\begin{equation*}
d X(t)=X(t) d W(t) \tag{7.22}
\end{equation*}
$$

was used as a motivation for developing Itô stochastic calculus at the beginning of the present chapter. In Exercise 7.14 it was verified that the exponential martingale

$$
X(t)=e^{W(t)} e^{-\frac{t}{2}}
$$

satisfies (7.22). It also satisfies the initial condition $X(0)=1$. This is an example of a linear stochastic differential equation. For the solution of a general equation of this type with an arbitrary initial condition, see Exercise 7.20.

## Example 7.7

In Exercise 7.16 it was shown that the Ornstein-Uhlenbeck process

$$
Y(t)=\sigma e^{-\alpha t} \int_{0}^{t} e^{\alpha s} d W(s)
$$

satisfies the stochastic differential equation

$$
d Y(t)=-\alpha Y(t) d t+\sigma d W(t)
$$

with initial condition $Y(0)=0$. This is an example of an inhomogeneous linear stochastic differential equation. See Exercise 7.17 for a solution with an arbitrary initial condition.

## Definition 7.9

An Itô process $\xi(t), t \geq 0$ is called a solution of the initial value problem

$$
\begin{aligned}
d \xi(t) & =f(\xi(t)) d t+g(\xi(t)) d W(t) \\
\xi(0) & =\xi_{0}
\end{aligned}
$$

if $\xi_{0}$ is an $\mathcal{F}_{0}$-measurable random variable, the processes $f(\xi(t))$ and $g(\xi(t))$ belong, respectively, to $\mathcal{L}_{T}^{1}$ and $M_{T}^{2}$, and

$$
\begin{equation*}
\xi(T)=\xi_{0}+\int_{0}^{T} f(\xi(t)) d t+\int_{0}^{T} g(\xi(t)) d W(t) \quad \text { a.s. } \tag{7.23}
\end{equation*}
$$

for all $T \geq 0$.

## Remark 7.3

In view of this definition, the notion of a stochastic differential equation is a fiction. In fact, only stochastic integral equations of the form (7.23) have a rigorous mathematical meaning. However, it proves convenient to use stochastic differentials informally and talk of stochastic differential equations to draw on the analogy with ordinary differential equations. This analogy will be employed to solve some stochastic differential equations later on in this section.

The existence and uniqueness theorem below resembles that in the theory of ordinary differential equations, where it is also crucial for the right-hand side of the equation to be Lipschitz continuous as a function of the solution.

## Theorem 7.7

Suppose that $f$ and $g$ are Lipschitz continuous functions from $\mathbb{R}$ to $\mathbb{R}$, i.e. there is a constant $C>0$ such that for any $x, y \in \mathbb{R}$

$$
\begin{aligned}
|f(x)-f(y)| & \leq C|x-y| \\
|g(x)-g(y)| & \leq C|x-y|
\end{aligned}
$$

Moreover, let $\xi_{0}$ be an $\mathcal{F}_{0}$-measurable square integrable random variable. Then the initial value problem

$$
\begin{align*}
d \xi(t) & =f(\xi(t)) d t+g(\xi(t)) d W(t)  \tag{7.24}\\
\xi(0) & =\xi_{0} \tag{7.25}
\end{align*}
$$

has a solution $\xi(t), t \geq 0$ in the class of Itô processes. The solution is unique in the sense that if $\eta(t), t \geq 0$ is another Itô process satisfying (7.24) and (7.25), then the two processes are identical a.s., that is,

$$
P\{\xi(t)=\eta(t) \text { for all } t \geq 0\}=1
$$

## Proof (outline)

Let us fix $T>0$. We are looking for a process $\xi \in M_{T}^{2}$ such that

$$
\begin{equation*}
\xi(s)=\xi_{0}+\int_{0}^{s} f(\xi(t)) d t+\int_{0}^{s} g(\xi(t)) d W(t) \quad \text { a.s. } \tag{7.26}
\end{equation*}
$$

for all $s \in[0, T]$. Once we have shown that such a $\xi \in M_{T}^{2}$ exists, to obtain a solution to the stochastic differential equation (7.24) with initial condition (7.25) it suffices to take a modification of $\xi$ with a.s. continuous paths, which exists by Theorem 7.4.

To show that a solution to the stochastic integral equation (7.26) exists we shall employ the Banach fixed point theorem in $M_{T}^{2}$ with the norm

$$
\begin{equation*}
\|\xi\|_{\lambda}^{2}=E \int_{0}^{T} e^{-\lambda t}|\xi(t)|^{2} d t \tag{7.27}
\end{equation*}
$$

which turns $M_{T}^{2}$ into a complete normed vector space. The number $\lambda>0$ should be chosen large enough, see below. To apply the fixed point theorem define $\Phi: M_{T}^{2} \rightarrow M_{T}^{2}$ by

$$
\begin{equation*}
\Phi(\xi)(s)=\xi_{0}+\int_{0}^{s} f(\xi(t)) d t+\int_{0}^{s} g(\xi(t)) d W(t) \tag{7.28}
\end{equation*}
$$

for any $\xi \in M_{T}^{2}$ and $s \in[0, T]$. We claim that $\Phi$ is a strict contraction, i.e.

$$
\begin{equation*}
\|\Phi(\xi)-\Phi(\zeta)\|_{\lambda} \leq \alpha\|\xi-\zeta\|_{\lambda} \tag{7.29}
\end{equation*}
$$

for some $\alpha<1$ and all $\xi, \zeta \in M_{T}^{2}$. Then, by the Banach theorem, $\Phi$ has a unique fixed point $\xi=\Phi(\xi)$. This is the desired solution to (7.26).

It remains to verify that $\Phi$ is indeed a strict contraction. It suffices to show that the two maps $\Phi_{1}$ and $\Phi_{2}$, where

$$
\Phi_{1}(\xi)(s)=\int_{0}^{s} f(\xi(t)) d t, \quad \Phi_{2}(\xi)(s)=\int_{0}^{s} g(\xi(t)) d W(t)
$$

are strict contractions with contracting constants $\alpha_{1}$ and $\alpha_{2}$ such that $\alpha_{1}+\alpha_{2}<$ 1. For $\Phi_{1}$ this follows from the Lipschitz continuity of $f$. For $\Phi_{2}$ we need to use the Lipschitz continuity of $g$ and the isometry property of the Itô integral. Let us mention just one essential step in the latter case. For any $\xi, \zeta \in M_{T}^{2}$

$$
\begin{aligned}
\left\|\Phi_{2}(\xi)-\Phi_{2}(\zeta)\right\|_{\lambda}^{2} & =E \int_{0}^{T} e^{-\lambda s}\left|\int_{0}^{s}[g(\xi(t))-g(\zeta(t))] d W(t)\right|^{2} d s \\
& =E \int_{0}^{T} e^{-\lambda s} \int_{0}^{s}|g(\xi(t))-g(\zeta(t))|^{2} d t d s \\
& \leq C^{2} E \int_{-}^{T} e^{-\lambda s} \int_{-}^{s}|\xi(t)-\zeta(t)|^{2} d t d s
\end{aligned}
$$

$$
\begin{aligned}
& =C^{2} E \int_{0}^{T}\left(\int_{t}^{T} e^{-\lambda s} e^{\lambda t} d s\right) e^{-\lambda t}|\xi(t)-\zeta(t)|^{2} d t \\
& \leq \frac{C^{2}}{\lambda} E \int_{0}^{T} e^{-\lambda t}|\xi(t)-\zeta(t)|^{2} d t=\frac{C^{2}}{\lambda}\|\xi-\zeta\|_{\lambda}^{2}
\end{aligned}
$$

ince $\int_{t}^{T} e^{-\lambda s} e^{\lambda t} d s=\frac{1}{\lambda}\left(1-e^{-\lambda(T-t)}\right) \leq \frac{1}{\lambda}$. Here $C$ is the Lipschitz constant f $g$. If $\lambda>C^{2} / \varepsilon$, then $\Phi_{2}$ is a strict contraction with contracting constant $\leq \varepsilon$.

There remain some technical points to be settled, but the main idea of the roof is shown above.

## Exercise 7.17

'ind a solution of the stochastic differential equation

$$
d X(t)=-\alpha X(t) d t+\sigma d W(t)
$$

fith initial condition $X(0)=x_{0}$, where $x_{0}$ is an arbitrary real number. Show hat the solution is unique.
lint Use the substitution $Y(t)=e^{a t} X(t)$.
A linear stochastic differential equation has the general form

$$
\begin{equation*}
d X(t)=a X(t) d t+b X(t) d W(t) \tag{7.30}
\end{equation*}
$$

here $a$ and $b$ are real numbers. In particular, for $a=0$ and $b=1$ we obtain the tochastic differential equation $d X(t)=X(t) d W(t)$ in Example 7.6. The soluion to the initial value problem for any linear stochastic differential equation an be found by exploiting the analogy with ordinary differential equations, as resented in the exercises below.

## :xercise 7.18

uppose that $w(t), t \geq 0$ is a deterministic real-valued function of class $C^{1}$ such hat $w(0)=0$. Solve the ordinary differential equation

$$
\begin{equation*}
d x(t)=a x(t) d t+b x(t) d w(t) \tag{7.31}
\end{equation*}
$$

rith initial condition $x(0)=x_{0}$ to find that

$$
\begin{equation*}
x(t)=x_{0} e^{a t+b w(t)} \tag{7.32}
\end{equation*}
$$

We write $d w(t)$ in place of $w^{\prime}(t) d t$ to emphasize the analogy with stochastic ifferential equations.)

Hint The variables can be separated:

$$
\frac{d x(t)}{x(t)}=\left(a+b w^{\prime}(t)\right) d t
$$

By analogy with the deterministic solution (7.32), let us consider a process defined by

$$
\begin{equation*}
X(t)=X_{0} e^{a t+b W(t)} \tag{7.33}
\end{equation*}
$$

for any $t \geq 0$, where $W(t)$ is a Wiener process.

## Exercise 7.19

Show that $X(t)$ defined by (7.33) is a solution of the linear stochastic differential equation

$$
\begin{equation*}
d X(t)=\left(a+\frac{b^{2}}{2}\right) X(t) d t+b X(t) d W(t) \tag{7.34}
\end{equation*}
$$

with initial condition $X(0)=X_{0}$.
Hint Use the Itô formula with $F(t, x)=e^{a t+b x}$.

## Exercise 7.20

Show that the linear stochastic differential equation

$$
d X(t)=a X(t) d t+b X(t) d W(t)
$$

with initial condition $X(0)=X_{0}$ has a unique solution given by

$$
X(t)=X_{0} e^{\left(a-\frac{b^{2}}{2}\right) t+b W(t)}
$$

Hint Apply the result of Exercise 7.19 with suitably redefined constants.
Having solved the general linear stochastic differential equation (7.30), let us consider an example of a non-linear stochastic differential equation. Once again, we begin with a deterministic problem.

## Exercise 7.21

Suppose that $w(t), t \geq 0$ is a deterministic real-valued function of class $\mathcal{C}^{1}$ such that $w(0)=0$. Solve the ordinary differential equation

$$
d x(t)=\sqrt{1+x(t)^{2}} d t+\sqrt{1+x(t)^{2}} d w(t)
$$

with initial condition $x(0)=x_{0}$.
Hint The variables in this differential equation can be separated.
ercise 7.22
ow that the process defined by

$$
X(t)=\sinh (C+t+W(t))
$$

ere $W(t)$ is a Wiener process and $C=\sinh ^{-1} X_{0}$, is a solution of the stochasdifferential equation

$$
d X(t)=\left(\sqrt{1+X(t)^{2}}+\frac{1}{2} X(t)\right) d t+\left(\sqrt{1+X(t)^{2}}\right) d W(t)
$$

th initial condition $X(0)=X_{0}$.
$n t$ Use the Itô formula with $F(t, x)=\sinh (t+x)$.
We shall conclude this chapter with an example of a stochastic differen1 equation which does not satisfy the assumptions of Theorem 7.7. It turns t that the solution may fail to exist for all times $t \geq 0$. This is a familiar enomenon in ordinary differential equations. However, stochastic differential uations add a new effect, which does not even make sense in the deterministic se: the maximum time of existence of the solution, called the explosion time xy be a (non-constant) random variable, in fact a stopping time.

## :ample 7.8

msider the stochastic differential equation

$$
d X(t)=X(t)^{3} d t+X(t)^{2} d W(t)
$$

1en

$$
X(t)=\frac{1}{1-W(t)}
$$

a solution, which can be verified, at least formally, by using the Itô formula th $F(t, x)=\frac{1}{1-x}$. The solution $X(t)$ exists only up to the first hitting time

$$
\tau=\inf \{t \geq 0: W(t)=1\}
$$

is is the explosion time of $X(t)$. Observe that

$$
\lim _{t \nearrow \tau} X(t)=\infty
$$

rictly speaking, the Itô formula stated in Theorem 7.6 does not cover this se, since $F(t, x)=\frac{1}{1-x}$ has a singularity at $x=1$. Definition 7.9 does not ply either, as it requires the solution $X(t)$ to be defined for all $t \geq 0$. Suitable tensions of the Itô formula and the definition of a solution are required to udy stochastic differential equations involving explosions. However, to prevent เ explosion of this book, we have to refer the interested reader to a further

### 7.6 Solutions

## Solution 7.1

Using the first identity in the hint we obtain

$$
\begin{aligned}
\sum_{j=0}^{n-1} W\left(t_{j}^{n}\right)\left(W\left(t_{j+1}^{n}\right)-W\left(t_{j}^{n}\right)\right)= & \frac{1}{2} \sum_{j=0}^{n-1}\left(W\left(t_{j+1}^{n}\right)^{2}-W\left(t_{j}^{n}\right)^{2}\right) \\
& -\frac{1}{2} \sum_{j=0}^{n-1}\left(W\left(t_{j+1}^{n}\right)-W\left(t_{j}^{n}\right)\right)^{2} \\
= & \frac{1}{2} W(T)^{2}-\frac{1}{2} \sum_{j=0}^{n-1}\left(W\left(t_{j+1}^{n}\right)-W\left(t_{j}^{n}\right)\right)^{2}
\end{aligned}
$$

By Exercise 6.29 the limit is

$$
\lim _{n \rightarrow \infty} \sum_{j=0}^{n-1} W\left(t_{j}^{n}\right)\left(W\left(t_{j+1}^{n}\right)-W\left(t_{j}^{n}\right)\right)=\frac{1}{2} W(T)^{2}-\frac{1}{2} T
$$

Similarly, the second identity in the hint enables us to write

$$
\begin{aligned}
\sum_{j=0}^{n-1} W\left(t_{j+1}^{n}\right)\left(W\left(t_{j+1}^{n}\right)-W\left(t_{j}^{n}\right)\right)= & \frac{1}{2} \sum_{j=0}^{n-1}\left(W\left(t_{j+1}^{n}\right)^{2}-W\left(t_{j}^{n}\right)^{2}\right) \\
& +\frac{1}{2} \sum_{j=0}^{n-1}\left(W\left(t_{j+1}^{n}\right)-W\left(t_{j}^{n}\right)\right)^{2} \\
= & \frac{1}{2} W(T)^{2}+\frac{1}{2} \sum_{j=0}^{n-1}\left(W\left(t_{j+1}^{n}\right)-W\left(t_{j}^{n}\right)\right)^{2}
\end{aligned}
$$

It follows that

$$
\lim _{n \rightarrow \infty} \sum_{j=0}^{n-1} W\left(t_{j+1}^{n}\right)\left(W\left(t_{j+1}^{n}\right)-W\left(t_{j}^{n}\right)\right)=\frac{1}{2} W(T)^{2}+\frac{1}{2} T
$$

## Solution 7.2

For any random step processes $f, g \in M_{\text {step }}^{2}$ there is a partition $0=t_{0}<t_{1}<$ $\cdots<t_{n}$ such that for any $t \geq 0$

$$
f(t)=\sum_{j=0}^{n-1} \eta_{j} 1_{\left[t_{j}, t_{j+1}\right)}(t) \quad \text { and } \quad g(t)=\sum_{j=0}^{n-1} \zeta_{j} 1_{\left[t_{j}, t_{j+1}\right)}(t)
$$

where $\eta_{j}$ and $\zeta_{j}$ are square integrable $\mathcal{F}_{t_{j}}$-measurable random variables for each $i-n 1 \quad n-1$ (If the two nartitions in the formulae for $f$ and $g$ happen to
e different, then it is always possible to find a common refinement of the two artitions.)

As in the proof of Proposition 7.1, we denote the increment $W\left(t_{j+1}\right)-W\left(t_{j}\right)$ 'y $\Delta_{j} W$ and $t_{j+1}-t_{j}$ by $\Delta_{j} t$. Then

$$
\begin{aligned}
I(f) I(g) & =\sum_{j=0}^{n-1} \sum_{k=0}^{n-1} \eta_{j} \zeta_{k} \Delta_{j} W \Delta_{k} W \\
& =\sum_{j=0}^{n-1} \eta_{j} \zeta_{j}\left|\Delta_{j} W\right|^{2}+\sum_{j<k} \eta_{j} \zeta_{k} \Delta_{j} W \Delta_{k} W+\sum_{j<k} \zeta_{j} \eta_{k} \Delta_{j} W \Delta_{k} W
\end{aligned}
$$

rhere, by independence,

$$
E\left(\eta_{j} \zeta_{j}\left|\Delta_{j} W\right|^{2}\right)=E\left(\eta_{j} \zeta_{j}\right) E\left(\left|\Delta_{j} W\right|^{2}\right)=E\left(\eta_{j} \zeta_{j}\right) \Delta_{j} t
$$

nd

$$
\begin{aligned}
& E\left(\eta_{j} \zeta_{k} \Delta_{j} W \Delta_{k} W\right)=E\left(\eta_{j} \zeta_{k} \Delta_{j} W\right) E\left(\Delta_{k} W\right)=0 \\
& E\left(\zeta_{j} \eta_{k} \Delta_{j} W \Delta_{k} W\right)=E\left(\zeta_{j} \eta_{k} \Delta_{j} W\right) E\left(\Delta_{k} W\right)=0
\end{aligned}
$$

or any $j<k$. It follows that

$$
E(I(f) I(g))=\sum_{j=0}^{n-1} E\left(\eta_{j} \zeta_{j}\right) \Delta_{j} t
$$

Therefore, it suffices to show that

$$
E\left(\int_{0}^{\infty} f(t) g(t) d t\right)=\sum_{j=0}^{n-1} E\left(\eta_{j} \zeta_{j}\right) \Delta_{j} t
$$

out this is true because

$$
\begin{aligned}
f(t) g(t) & =\sum_{j=0}^{n-1} \sum_{k=0}^{n-1} \eta_{j} \zeta_{k} 1_{\left[t_{j}, t_{j+1}\right)}(t) 1_{\left[t_{k}, t_{k+1}\right)}(t) \\
& =\sum_{j=0}^{n-1} \eta_{j} \zeta_{j} 1_{\left[t_{j}, t_{j+1}\right)}(t) .
\end{aligned}
$$

## jolution 7.3

Ne shall use a partition $0=t_{0}<t_{1}<\cdots<t_{n}$ such that

$$
f=\sum_{j=0}^{n-1} \eta_{j} 1_{\left[t_{j}, t_{j+1}\right)} \quad \text { and } \quad g=\sum_{j=0}^{n-1} \zeta_{j} 1_{\left[t_{j}, t_{j+1}\right)}
$$

where $\eta_{j}$ and $\zeta_{j}$ are square integrable $\mathcal{F}_{t_{j}}$-measurable random variables for each $j=0,1, \ldots, n-1$. (If the two partitions in the formulae for $f$ and $g$ happen to be different, then it is always possible to find a common refinement of the two partitions.) The increments $W\left(t_{j+1}\right)-W\left(t_{j}\right)$ will be denoted by $\Delta_{j} W$ for brevity. Then

$$
\alpha f+\beta g=\sum_{j=0}^{n-1}\left(\alpha \eta_{j}+\beta \zeta_{j}\right) 1_{\left[t_{j}, t_{j+1}\right)}
$$

and

$$
\begin{aligned}
I(\alpha f+\beta g) & =\sum_{j=0}^{n-1}\left(\alpha \eta_{j}+\beta \zeta_{j}\right) \Delta_{j} W \\
& =\alpha \sum_{j=0}^{n-1} \eta_{j} \Delta_{j} W+\beta \sum_{j=0}^{n-1} \zeta_{j} \Delta_{j} W \\
& =\alpha I(f)+\beta I(g)
\end{aligned}
$$

## Solution 7.4

Consider the following scalar products in $M^{2}$ and $L^{2}$ :

$$
\langle f, g\rangle_{M^{2}}=E\left(\int_{0}^{\infty} f(t) g(t) d t\right) \quad \text { and } \quad\langle\eta, \zeta\rangle_{L^{2}}=E(\eta \zeta)
$$

for any $f, g \in M^{2}$ and $\eta, \zeta \in L^{2}$. They can be expressed in terms of the corresponding norms defined in the proof of Proposition 7.2,

$$
\begin{aligned}
\langle f, g\rangle_{M^{2}} & =\frac{1}{4}\|f+g\|_{M^{2}}^{2}-\frac{1}{4}\|f-g\|_{M^{2}}^{2} \\
\langle\eta, \zeta\rangle_{L^{2}} & =\frac{1}{4}\|\eta+\zeta\|_{L^{2}}^{2}-\frac{1}{4}\|\eta-\zeta\|_{L^{2}}^{2}
\end{aligned}
$$

Therefore Proposition 7.2 implies that

$$
\langle I(f), I(g)\rangle_{L^{2}}=\langle f, g\rangle_{M^{2}},
$$

which is the same as the equality to be proved.

## Solution 7.5

If $f \in M_{\text {step }}^{2}$ is a random step process, then so is $1_{[0, t]} f \in M_{\text {step }}^{2} \subset M^{2}$ for any $t>0$. This in turn implies that $f \in M_{t}^{2}$ for any $t>0$.

We shall verify that $I_{t}(f)$ is a martingale with respect to the filtration $\mathcal{F}_{t}$. Let $0 \leq s<t$ and suppose that $f \in M_{\text {step }}^{2}$ can be written in the form (7.2), where

$$
0=t_{n}<t_{1}<\cdots<t_{k}=s<t_{k+1}<\cdots<t_{m}=t<t_{m+1}<\cdots<t_{n}
$$

ch a partition $t_{0}, \ldots, t_{n}$ can always be obtained by adding the points $s$ and f necessary. We shall denote the increment $W\left(t_{j+1}\right)-W\left(t_{j}\right)$ by $\Delta_{j} W$ as in $\geq$ proof of Proposition 7.1. Then

$$
1_{[0, t]} f=\sum_{j=0}^{m-1} \eta_{j} \mathbf{1}_{\left[t_{j}, t_{j+1}\right]}
$$

d

$$
\iota_{t}(f)=I\left(1_{[0, t]} f\right)=\sum_{j=0}^{m-1} \eta_{j} \Delta_{j} W
$$

ich is adapted to $\mathcal{F}_{t}$ and square integrable, and so integrable. It remains to npute

$$
E\left(I_{t}(f) \mid \mathcal{F}_{s}\right)=E\left(I\left(1_{[0, t]} f\right) \mid \mathcal{F}_{s}\right)=\sum_{j=0}^{m-1} E\left(\eta_{j} \Delta_{j} W \mid \mathcal{F}_{s}\right)
$$

$i<k$, then $\eta_{j}$ and $\Delta_{j} W$ are $\mathcal{F}_{s}$-measurable and

$$
E\left(\eta_{j} \Delta_{j} W \mid \mathcal{F}_{s}\right)=\eta_{j} \Delta_{j} W
$$

$i \geq k$, then $\mathcal{F}_{s} \subset \mathcal{F}_{t_{j}}$ and

$$
\begin{aligned}
E\left(\eta_{j} \Delta_{j} W \mid \mathcal{F}_{s}\right) & =E\left(E\left(\eta_{j} \Delta_{j} W \mid \mathcal{F}_{t_{j}}\right) \mid \mathcal{F}_{s}\right) \\
& =E\left(\eta_{j} E\left(\Delta_{j} W \mid \mathcal{F}_{t_{j}}\right) \mid \mathcal{F}_{s}\right) \\
& =E\left(\eta_{j} \mid \mathcal{F}_{s}\right) E\left(\Delta_{j} W\right)=0
\end{aligned}
$$

ce $\eta_{j}$ is $\mathcal{F}_{t_{j}}$-measurable and $\Delta_{j} W$ is independent of $\mathcal{F}_{t_{j}}$. It follows that

$$
E\left(I_{t}(f) \mid \mathcal{F}_{s}\right)=\sum_{j=0}^{k-1} \eta_{j} \Delta_{j} W=I\left(1_{[0, s]} f\right)=I_{s}(f)
$$

## Iution 7.6

definition, $W(t)$ is adapted to the filtration $\mathcal{F}_{t}$ and has a.s. continuous paths. reover,

$$
\begin{aligned}
E\left(\int_{0}^{T}|W(t)|^{2} d t\right) & =\int_{0}^{T} E\left(|W(t)|^{2}\right) d t \\
& =\int_{0}^{T} t d t<\infty
\end{aligned}
$$

Theorem 7.1 it follows that the Wiener process $W$ belongs to $M_{T}^{2}$.

## Solution 7.7

Since $W(t)$ is adapted to the filtration $\mathcal{F}_{t}$, so is $W(t)^{2}$. Moreover,

$$
\begin{aligned}
E\left(\int_{0}^{T}|W(t)|^{4} d t\right) & =\int_{0}^{T} E\left(|W(t)|^{4}\right) d t \\
& =\int_{0}^{T} 3 t^{2} d t<\infty
\end{aligned}
$$

Theorem 7.1 implies that $W(t)^{2}$ belongs to $M_{T}^{2}$.

## Solution 7.8

We fix $T>0$ and put

$$
f(t)=1_{[0, T)}(t) W(t)
$$

Then $f \in M^{2}$ and

$$
\int_{0}^{T} W(t) d W(t)=\int_{0}^{\infty} f(t) d W(t)
$$

Take $0=t_{0}^{n}<t_{1}^{n}<\cdots<t_{n}^{n}=T$, where $t_{i}^{n}=\frac{i T}{n}$, to be a partition of $[0, T]$ into $n$ equal parts, and put

$$
f_{n}=\sum_{i=0}^{n-1} W\left(t_{i}^{n}\right) 1_{\left[t_{i}^{n}, t_{i+1}^{n}\right)} .
$$

Then the sequence $f_{1}, f_{2}, \ldots \in M_{\text {step }}^{2}$ approximates $f$, since

$$
\begin{aligned}
E\left(\int_{0}^{\infty}\left|f(t)-f_{n}(t)\right|^{2} d t\right) & =\sum_{i=0}^{n-1} \int_{t_{i}^{n}}^{t_{i+1}^{n}} E\left(\left|W(t)-W\left(t_{i}^{n}\right)\right|^{2}\right) d t \\
& =\sum_{i=0}^{n-1} \int_{t_{i}^{n}}^{t_{i+1}^{n}}\left(t-t_{i}^{n}\right) d t \\
& =\frac{1}{2} \sum_{i=0}^{n-1}\left(t_{i+1}^{n}-t_{i}^{n}\right)^{2} \\
& =\frac{1}{2} \frac{T^{2}}{n} \rightarrow 0 \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

By Exercise 7.1

$$
I\left(f_{n}\right)=\sum_{i=0}^{n-1} W\left(t_{i}^{n}\right)\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right) \rightarrow \frac{1}{2} W(T)^{2}-\frac{1}{2} T
$$

$L^{2}$ as $n \rightarrow \infty$. We have found, therefore, that

$$
\int_{0}^{T} W(t) d W(t)=\frac{1}{2} W(T)^{2}-\frac{1}{2} T
$$

## olution 7.9

et $f(t)=t$. Then $1_{[0, T]} f$ belongs to $M_{T}^{2}$. We shall use the same partition of ${ }^{\prime}, T$ ] into $n$ equal parts as in Solution 7.8. The sequence

$$
f_{n}=\sum_{i=0}^{n-1} t_{i}^{n} 1_{\left[t_{i}^{n}, t_{i+1}^{n}\right)} \in M_{\mathrm{step}}^{2}
$$

jproximates $1_{[0, T]} f$, since

$$
\begin{aligned}
E\left(\int_{0}^{\infty}\left|1_{[0, T]} f(t)-f_{n}(t)\right|^{2} d t\right) & =E\left(\int_{0}^{T}\left|f(t)-f_{n}(t)\right|^{2} d t\right) \\
& =\sum_{i=1}^{n-1} \int_{t_{i}^{n}}^{t_{i+1}^{n}}\left|t-t_{i}^{n}\right|^{2} d t \\
& =\frac{1}{3} \sum_{i=1}^{n-1} \frac{T^{3}}{n^{3}} \\
& =\frac{T^{3}}{3 n^{2}} \rightarrow 0 \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

Tith the aid of the identity in the hint, we can write the stochastic integral of $\because$ as

$$
\begin{aligned}
I\left(f_{n}\right) & =\sum_{i=0}^{n-1} t_{i}^{n}\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right) \\
& =\sum_{i=0}^{n-1}\left(t_{i+1}^{n} W\left(t_{i+1}^{n}\right)-t_{i}^{n} W\left(t_{i}^{n}\right)\right)-\sum_{i=0}^{n-1} W\left(t_{i+1}^{n}\right)\left(t_{i+1}^{n}-t_{i}^{n}\right) \\
& =T W(T)-\sum_{i=0}^{n-1} W\left(t_{i+1}^{n}\right)\left(t_{i+1}^{n}-t_{i}^{n}\right)
\end{aligned}
$$

follows that

$$
I\left(f_{n}\right) \rightarrow T W(T)-\int_{0}^{T} W(t) d t
$$

$L^{2}$ as $n \rightarrow \infty$. Indeed, by the classical inequality $\left|\sum_{i=0}^{n-1} a_{i}\right|^{2} \leq n \sum_{i=0}^{n-1}\left|a_{i}\right|^{2}$ 1d by the Cauchy-Schwartz inequality

$$
E\left(\left|\sum_{i=0}^{n-1} W\left(t_{i+1}^{n}\right) \cdot\left(t_{i+1}^{n}-t_{i}^{n}\right)-\int_{0}^{T} W(t) d t\right|^{2}\right)
$$

$$
\begin{aligned}
& =E\left(\left|\sum_{i=0}^{n-1}\left(\int_{t_{i}^{n}}^{t_{i+1}^{n}}\left(W\left(t_{i+1}^{n}\right)-W(t)\right) d t\right)\right|^{2}\right) \\
& \leq n \sum_{i=0}^{n-1} E\left(\left|\int_{t_{i}^{n}}^{t_{i+1}^{n}}\left(W\left(t_{i+1}^{n}\right)-W(t)\right) d t\right|^{2}\right) \\
& \leq n \sum_{i=0}^{n-1}\left(t_{i+1}^{n}-t_{i}^{n}\right) E\left(\int_{t_{i}^{n}}^{t_{i+1}^{n}}\left|W\left(t_{i+1}^{n}\right)-W(t)\right|^{2} d t\right) \\
& =n \sum_{i=0}^{n-1} \frac{\left(t_{i+1}^{n}-t_{i}^{n}\right)^{3}}{2}=n \sum_{i=0}^{n-1} \frac{T^{3}}{2 n^{3}}=\frac{T^{3}}{2 n} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
\end{aligned}
$$

This proves the equality in the exercise.

## Solution 7.10

Using the same partition of $[0, T]$ into $n$ equal parts as in Solution 7.8 and putting

$$
f_{n}=\sum_{i=0}^{n-1} W\left(t_{i}^{n}\right)^{2} 1_{\left[t_{i}^{n}, t_{i+1}^{n}\right)},
$$

we obtain a sequence $f_{1}, f_{2}, \ldots \in M_{\text {step }}^{2}$ of random step processes which approximates $f=1_{[0, T]} W^{2}$. Indeed,

$$
\begin{aligned}
E\left(\int_{0}^{\infty}\left|f(t)-f_{n}(t)\right|^{2} d t\right) & =\sum_{i=0}^{n-1} \int_{t_{i}^{n}}^{t_{i+1}^{n}} E\left(\left|W(t)^{2}-W\left(t_{i}^{n}\right)^{2}\right|^{2}\right) d t \\
& =\sum_{i=0}^{n-1} \int_{t_{i}^{n}}^{t_{i+1}^{n}}\left(3\left(t-t_{i}^{n}\right)^{2}+4\left(t-t_{i}^{n}\right) t_{i}^{n}\right) d t \\
& =\sum_{i=0}^{n-1}\left[\left(\frac{T}{n}\right)^{3}+2\left(\frac{T}{n}\right)^{2} \frac{i T}{n}\right] \\
& =\frac{T^{3}}{n} \rightarrow 0 \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

The expectation above is computed with the aid of the following formula valid for any $0 \leq s \leq t$ :

$$
\begin{aligned}
E\left(\left(W_{t}^{2}-W_{s}^{2}\right)^{2}\right)= & E\left(\left(W_{t}-W_{s}\right)^{4}\right)+4 E\left(\left(W_{t}-W_{s}\right)^{3} W_{s}\right) \\
& +4 E\left(\left(W_{t}-W_{s}\right)^{2} W_{s}^{2}\right) \\
= & 3(t-s)^{2}+4(t-s) s
\end{aligned}
$$

'sing the identity in the hint, we can write

$$
\begin{aligned}
I\left(f_{n}\right)= & \sum_{i=0}^{n-1} W\left(t_{i}^{n}\right)^{2}\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right) \\
= & \frac{1}{3} \sum_{i=0}^{n-1}\left(W\left(t_{i+1}^{n}\right)^{3}-W\left(t_{i}^{n}\right)^{3}\right) \\
& \quad-\sum_{i=0}^{n-1} W\left(t_{i}^{n}\right)\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right)^{2}-\frac{1}{3} \sum_{i=0}^{n-1}\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right)^{3} \\
= & \frac{1}{3} W(T)^{3}-\sum_{i=0}^{n-1} W\left(t_{i}^{n}\right)\left(t_{i+1}^{n}-t_{i}^{n}\right) \\
& \quad-\sum_{i=0}^{n-1} W\left(t_{i}^{n}\right)\left[\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right)^{2}-\left(t_{i+1}^{n}-t_{i}^{n}\right)\right] \\
& \quad-\frac{1}{3} \sum_{i=0}^{n-1}\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right)^{3} .
\end{aligned}
$$

he $L^{2}$ limits of the last three sums are

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sum_{i=0}^{n-1} W\left(t_{i}^{n}\right)\left(t_{i+1}^{n}-t_{i}^{n}\right) & =\int_{0}^{T} W(t) d t \\
\lim _{n \rightarrow \infty} \sum_{i=0}^{n-1} W\left(t_{i}^{n}\right)\left[\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right)^{2}-\left(t_{i+1}^{n}-t_{i}^{n}\right)\right] & =0 \\
\lim _{n \rightarrow \infty} \sum_{i=0}^{n-1}\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right)^{3} & =0
\end{aligned}
$$

ddeed, the first limit is correct because

$$
\begin{aligned}
& E\left(\left|\sum_{i=0}^{n-1} W\left(t_{i}^{n}\right)\left(t_{i+1}^{n}-t_{i}^{n}\right)-\int_{0}^{T} W(t) d t\right|^{2}\right) \\
& =E\left(\left|\sum_{i=0}^{n-1} \int_{t_{i}^{n}}^{t_{i+1}^{n}}\left(W\left(t_{i}^{n}\right)-W(t)\right) d t\right|^{2}\right) \\
& =\sum_{i==0}^{n-1} \int_{t_{i}^{n}}^{t_{i+1}^{n}} E\left(\left|W\left(t_{i}^{n}\right)-W(t)\right|^{2}\right) d t \\
& =\sum_{i==0}^{n-1} \int_{t_{i}^{n}}^{t_{i+1}^{n}}\left(t-t_{i}^{n}\right) d t \\
& =\frac{T^{2}}{2 n} \rightarrow 0 \text { as } n \rightarrow \infty .
\end{aligned}
$$

To the second limit can be verified as follows:

$$
\begin{aligned}
& E\left(\left|\sum_{i=0}^{n-1} W\left(t_{i}^{n}\right)\left[\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right)^{2}-\left(t_{i+1}^{n}-t_{i}^{n}\right)\right]\right|^{2}\right) \\
& =\sum_{i=0}^{n-1} E\left(W\left(t_{i}^{n}\right)^{2}\left|\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right)^{2}-\left(t_{i+1}^{n}-t_{i}^{n}\right)\right|^{2}\right) \\
& =\sum_{i=0}^{n-1} E\left(W\left(t_{i}^{n}\right)^{2}\right) E\left(\left|\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right)^{2}-\left(t_{i+1}^{n}-t_{i}^{n}\right)\right|^{2}\right) \\
& =2 \sum_{i=0}^{n-1} t_{i}^{n}\left(t_{i+1}^{n}-t_{i}^{n}\right)^{2} \\
& =\frac{(n-1)}{n^{2}} T^{2} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
\end{aligned}
$$

Finally, for the third limit we have

$$
\begin{aligned}
& E\left(\left|\sum_{i=0}^{n-1}\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right)^{3}\right|^{2}\right) \\
& =\sum_{i=0}^{n-1} E\left(\left(W\left(t_{i+1}^{n}\right)-W\left(t_{i}^{n}\right)\right)^{6}\right) \\
& =6 \sum_{i=0}^{n-1}\left(t_{i+1}^{n}-t_{i}^{n}\right)^{3} \\
& =6 \sum_{i=0}^{n-1} \frac{T^{3}}{n^{3}}=\frac{6 T^{3}}{n^{2}} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
\end{aligned}
$$

It follows that

$$
I\left(f_{n}\right) \rightarrow \frac{1}{3} W(T)^{3}-\int_{0}^{T} W(t) d t
$$

which proves the formula in the exercise.

## Solution 7.11

We shall use part 2) of Theorem 7.1 to verify that

$$
\xi(t)=\int_{0}^{t} W(s) d W(s)
$$

belongs to $M_{T}^{2}$ for any $T \geq 0$. By Theorem $7.4 \xi(t)$ can be identified with an adapted modification having a.s. continuous trajectories. It suffices to verify
lat $\xi(t)$ satisfies condition (7.9). Since the stochastic integral is an isometry,

$$
E\left|\int_{0}^{t} W(s) d W(s)\right|^{2}=E \int_{0}^{t}|W(s)|^{2} d s=\int_{0}^{t} s d s=\frac{t^{2}}{2}
$$

follows that

$$
E \int_{0}^{T}|\xi(t)|^{2} d t=E \int_{0}^{T}\left|\int_{0}^{t} W(s) d W(s)\right|^{2} d t=\int_{0}^{T} \frac{t^{2}}{2} d t=\frac{T^{3}}{6}<\infty
$$

2. $\xi(t)$ satisfies (7.9). As a result, $\xi(t)$ belongs to $M_{T}^{2}$.

## olution 7.12

Te shall use the equality proved in Exercise 7.10:

$$
W(T)^{3}=3 \int_{0}^{T} W(t) d t+3 \int_{0}^{T} W(t)^{2} d W(t)
$$

he process $3 W(t)$ belongs to $\mathcal{L}_{T}^{1}$ for any $T \geq 0$ because it is adapted and as a.s. continuous paths, so the integral $\int_{0}^{T}|3 W(t)| d t$ exists and is finite. y Exercise 7.7 the process $3 W(t)^{2}$ belongs to $M_{T}^{2}$ for any $T \geq 0$. It follows lat $W(t)^{3}$ is an Itô process. Moreover, the above equation can be written in ifferential form as

$$
d W(t)^{3}=3 W(t) d t+3 W(t)^{2} d W(t)
$$

hich gives a formula for the stochastic differential $d W(t)^{3}$.

## olution 7.13

has been shown in Exercise 7.9 that

$$
T W(T)=\int_{0}^{T} W(t) d t+\int_{0}^{T} t d W(t)
$$

ince the Wiener process $W(t)$ is adapted and has continuous paths, it belongs , $\mathcal{L}_{T}^{1}$, while the deterministic process $f(t)=t$ belongs to $M_{T}^{2}$ for any $T>0$. , follows that $t W(t)$ is an Itô process with stochastic differential

$$
d(t W(t))=W(t) d t+t d W(t)
$$

## 'olution 7.14

or $F(t, x)=e^{x} e^{-\frac{t}{2}}$ the partial derivatives are $F_{t}^{\prime}(t, x)=-\frac{1}{2} e^{x} e^{-\frac{t}{2}}, F_{x}^{\prime}(t, x)=$
$e^{x} e^{-\frac{t}{2}}$ and $F_{x x}^{\prime \prime}(t, x)=e^{x} e^{-\frac{t}{2}}$. Since $X(t)=e^{W(t)} e^{-\frac{t}{2}}$, the Itô formula implies that

$$
\begin{aligned}
d X(t) & =d F(t, W(t)) \\
& =\left(F_{t}^{\prime}(t, W(t))+\frac{1}{2} F_{x x}^{\prime \prime}(t, W(t))\right) d t+F_{x}^{\prime}(t, W(t)) d W(t) \\
& =\left(-\frac{1}{2} X(t)+\frac{1}{2} X(t)\right) d t+X(t) d W(t) \\
& =X(t) d W(t)
\end{aligned}
$$

Because of this, to show that $X(t)$ is an Itô process we need to verify that $X(t)=e^{W(t)} e^{-\frac{t}{2}}$ belongs to $M_{T}^{2}$ for any $T>0$. Clearly, it is an adapted process. It was computed in Solution 6.35 that $E e^{W(t)}=e^{\frac{t}{2}}$, so

$$
E \int_{0}^{T}|X(t)| d t=\int_{0}^{T} E e^{W(t)} e^{-\frac{t}{2}} d t=\int_{0}^{T} d t=T<\infty
$$

which proves that $X(t)$ belongs to $M_{T}^{2}$.

## Solution 7.15

Take $F(t, x)=x^{n}$. Then $F_{t}^{\prime}(t, x)=0, F_{x}^{\prime}(t, x)=n x^{n-1}$ and $F_{x x}^{\prime \prime}(t, x)=n(n-$ 1) $x^{n-2}$. The derivatives of $F(t, x)$ are obviously continuous, so we only need to verify that $F_{x}^{\prime}(t, W(t))=n W(t)^{n-1}$ belongs to $M_{T}^{2}$ for $T \geq 0$. Clearly, it is adapted and has a.s. continuous paths. Moreover,

$$
E \int_{0}^{T}\left|n W(t)^{n-1}\right|^{2} d t=n^{2} \int_{0}^{T} E|W(t)|^{2 n-2} d t=\int_{0}^{T} a_{2 n-2} t^{n-1} d t<\infty
$$

where $a_{k}=2^{k / 2} \pi^{-1 / 2} \Gamma\left(\frac{k+1}{2}\right)$ and $\Gamma(x)=\int_{0}^{\infty} t^{x-1} e^{-t} d t$ is the Euler gamma function. It follows by part 2) of Theorem 7.1 that $F_{x}^{\prime}(t, W(t))=n W(t)^{n-1}$ belongs to $M_{T}^{2}$. Therefore we can apply the Itô formula to get

$$
d\left(W(t)^{n}\right)=\frac{n(n-1)}{2} W(t)^{n-2} d t+n W(t)^{n-1} d W(t)
$$

as required.

## Solution 7.16

Some elementary calculus shows that $F(t, x)=e^{-\alpha t} x$ has continuous partial derivatives such that $F_{t}^{\prime}(t, x)=-\alpha e^{-\alpha t} x, F_{x}^{\prime}(t, x)=e^{-\alpha t}$ and $F_{x x}^{\prime \prime}(t, x)=0$. Clearly, $\xi(t)=\sigma \int_{0}^{t} e^{\alpha s} d W(s)$ is an Itô process with

$$
d \xi(t)=\sigma e^{\alpha t} d W(t)
$$

ce the function $\sigma e^{\alpha t} F_{x}^{\prime}(t, x)$ is bounded on each set of the form $[0, T] \times \mathbb{R}$, ollows immediately that $\sigma e^{\alpha t} F_{x}^{\prime}(t, \xi(t))$ belongs to $M_{T}^{2}$ for any $T \geq 0$. As a sequence, we can use the Itô formula (the general case in Theorem 7.6) to

$$
\begin{aligned}
d Y(t) & =d\left(e^{-\alpha t} \xi(t)\right) \\
& =-\alpha e^{-\alpha t} \xi(t) d t+e^{-\alpha t} \sigma e^{\alpha t} d W(t) \\
& =-\alpha Y(t) d t+\sigma d W(t)
\end{aligned}
$$

ich proves that $Y(t)$ satisfies the equality

$$
d Y(t)=-\alpha Y(t) d t+\sigma d W(t)
$$

## Iution 7.17

\&e $F(t, x)=e^{\alpha t} x$ and consider the process

$$
Y(t)=F(t, X(t))
$$

en $Y(0)=x_{0}$ and

$$
\begin{aligned}
d Y(t)= & d F(t, X(t)) \\
= & \left(F_{t}^{\prime}(t, X(t))-\alpha X(t) F_{x}^{\prime}(t, X(t))+\frac{1}{2} \sigma^{2} F_{x x}^{\prime \prime}(t, X(t))\right) d t \\
& \quad+\sigma F_{x}^{\prime}(t, X(t)) d W(t) \\
= & \left(\alpha e^{\alpha t} X(t)-\alpha e^{\alpha t} X(t)\right) d t+\sigma e^{\alpha t} d W(t) \\
= & \sigma e^{\alpha t} d W(t)
\end{aligned}
$$

the Itô formula. It follows that

$$
\begin{aligned}
& Y(t)=x_{0}+\sigma \int_{0}^{t} e^{\alpha s} d W(s) \\
X(t) & =e^{-\alpha t} Y(t) \\
& =e^{-\alpha t} x_{0}+\sigma e^{-\alpha t} \int_{0}^{t} e^{\alpha s} d W(s)
\end{aligned}
$$

queness follows directly from the above argument, but Theorem 7.7 can , be used. Namely, the stochastic differential equation

$$
d X(t)=-\alpha X(t) d t+\sigma d W(t)
$$

If the form (7.24) with $f(x)=-\alpha x$ and $g(x)=\sigma$, which are Lipschitz tinuous functions. Therefore, the solution to the initial value problem must

## Solution 7.18

According to the theory of ordinary differential equations, (7.31) with initial condition $x(0)=x_{0}$ has a unique solution. If $x_{0}=0$, then $x(t)=0$ is the solution. If $x_{0} \neq 0$, then

$$
\ln \frac{x(t)}{x_{0}}=a t+w(t)
$$

by integrating the equation in the hint, which implies that

$$
x(t)=x_{0} e^{a t+b w(t)}
$$

## Solution 7.19

By the Itô formula (verify the assumptions!)

$$
\begin{aligned}
d X(t) & =d\left(X_{0} e^{a t+b W(t)}\right) \\
& =\left(a X_{0} e^{a t+b W(t)}+\frac{b^{2}}{2} X_{0} e^{a t+b W(t)}\right) d t+b X_{0} e^{a t+b W(t)} d W(t) \\
& =\left(a+\frac{b^{2}}{2}\right) X(t) d t+b X(t) d W(t)
\end{aligned}
$$

This proves that $X(t)$ satisfies the stochastic differential equation (7.34). As regards the initial condition, we have

$$
X(0)=\left.X_{0} e^{a t+b W(t)}\right|_{t=0}=X_{0}
$$

## Solution 7.20

The stochastic differential equation

$$
d X(t)=a X(t) d t+b X(t) d W(t)
$$

can be written as

$$
d X(t)=\left(c+\frac{b^{2}}{2}\right) X(t) d t+b X(t) d W(t)
$$

where $c=a-\frac{b^{2}}{2}$. By Exercise 7.19 the solution this stochastic differential equation with initial condition $X(0)=X_{0}$ is

$$
\begin{aligned}
X(t) & =X_{0} e^{c t+b W(t)} \\
& =X_{0} e^{\left(a-\frac{b^{2}}{2}\right) t+b W(t)}
\end{aligned}
$$

The uniqueness of this solution follows immediately from Theorem 7.7.

## )lution 7.21

e can write the ordinary differential equation to be solved in the form

$$
\frac{d x(t)}{\sqrt{1+x(t)^{2}}}=\left(1+w^{\prime}(t)\right) d t
$$

rich implies that

$$
\sinh ^{-1} x(t)-\sinh ^{-1} x_{0}=t+w(t)
$$

mposing the last formula with sinh, we obtain

$$
\begin{equation*}
x(t)=\sinh (c+t+w(t)) \tag{7.35}
\end{equation*}
$$

lere $c=\sinh ^{-1} x_{0}$.

## slution 7.22

nce $F(t, x)=\sinh (t+x)$ satisfies the assumptions of the Itô formula,

$$
\begin{aligned}
d X(t)= & d F(t, C+W(t)) \\
= & \left(F_{t}^{\prime}(t, C+W(t))+\frac{1}{2} F_{x x}^{\prime \prime}(t, C+W(t))\right) d t \\
& \quad+F_{x}^{\prime}(t, C+W(t)) d W(t) \\
= & \left(\cosh (C+t+W(t))+\frac{1}{2} \sinh (C+t+W(t))\right) d t \\
& \quad+\cosh (C+t+W(t)) d W(t) \\
= & \left(\sqrt{1+\sinh ^{2}(C+t+W(t))}+\frac{1}{2} \sinh (C+t+W(t))\right) d t \\
& \quad+\sqrt{1+\sinh ^{2}(C+t+W(t))} d W(t) \\
= & \left(\sqrt{1+X(t)^{2}}+\frac{1}{2} X(t)\right) d t+\left(\sqrt{1+X(t)^{2}}\right) d W(t) .
\end{aligned}
$$

he initial condition $X(0)=\sinh C=X_{0}$ is also satisfied.
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