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The Ernst Stringmann Forum

Founded on the tenets of scientific independence and the inquisitive nature of
the human mind, the Ernst Striingmann Forum is dedicated to the continual
expansion of knowledge. Through its innovative communication process, the
Ernst Striingmann Forum provides a creative environment within which ex-
perts scrutinize high-priority issues from multiple vantage points.

This process begins with the identification of a theme. By nature, a theme
constitutes a problem area that transcends classic disciplinary boundaries. It is
of high-priority interest requiring concentrated, multidisciplinary input to ad-
dress the issues involved. Proposals are received from leading scientists active
in their field and are selected by an independent Scientific Advisory Board.
Once approved, a steering committee is convened to refine the scientific pa-
rameters of the proposal, establish the framework for the Forum, and select the
participants. Approximately one year later, the central meeting, or Forum, is
held to which circa forty experts are invited.

The activities and discourse that define a Forum begin well before the week
in Frankfurt and conclude when the resulting ideas are turned over to the sci-
entific community in published form. Throughout each stage, focused dialog
from multiple vantage points is the means by which issues are approached.
Often, this requires relinquishing long-established perspectives or overcom-
ing disciplinary idiosyncrasies, which can otherwise inhibit joint examination.
When this is accomplished, however, synergy results and new insights emerge
to inform future research.

A Forum can best be imagined as a dynamic think tank. Although a frame-
work is provided to address the central theme, each individual participant con-
tributes to how the issues are prioritized and approached. There are no lectures
or presentations; instead, information on key thematic areas is made available
in advance to provide the starting point for discussion.

The theme for this Ernst Striingmann Forum, “Language, Music and the
Brain: A Mysterious Relationship,” began its development in 2009. Initiated
by Michael A. Arbib, the proposal was approved and a steering committee
was subsequently convened from April 11-13, 2010. Members of this com-
mittee, W. Tecumseh Fitch, Peter Hagoort, Lawrence M. Parsons, Uwe Seifert,
and Paul F. M. J. Verschure, joined Arbib to refine the proposal, construct the
framework, and select the participants to the Forum. From May 8-13, 2011,
the Forum was held in Frankfurt am Main with the goal of exploring the mech-
anisms (neuronal, psychological, and anthropological), principles, and pro-
cesses that underlie language and music.

This volume conveys the multifaceted discourse that took place between
diverse experts, each of whom assumed an active role. It contains two types of
contributions. The first provides background information to various aspects of
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the overall theme. These chapters, originally written before the Forum, have
since been extensively reviewed and revised to provide current understand-
ing of the topics. The second (Chapters 8, 12, 17, and 21) are intended to be
summaries of the group discussions that transpired at the Forum. These chap-
ters are not consensus documents nor are they proceedings. They are meant
to transfer the essence of the working group discussions and to expose open
questions, points of disagreement, and areas in need of future enquiry.

An endeavor of this kind creates its own unique group dynamics and puts
demands on everyone who participates. Each invitee contributed not only their
time and congenial personality, but a willingness to probe beyond that which is
evident. For this, I extend my gratitude to each person.

I also wish to thank the steering committee, the authors of the background
papers, the reviewers of the papers, and the moderators of the individual work-
ing groups: Larry Parsons, Peter Hagoort, Paul Verschure, and Tecumseh Fitch.
To draft a report during the week of the Forum and bring it to its final form in
the months thereafter is never a simple matter. For their efforts and tenacity,
I am especially grateful to Jonathan Fritz, David Poeppel, Sharon Thompson-
Schill, Uwe Seiffert, Paul Verschure, and lan Cross. Most importantly, I extend
my sincere appreciation to Michael Arbib for his commitment to this project.

A communication process of this nature relies on institutional stability and
an environment that guarantees intellectual freedom. The generous support of
the Ernst Striingmann Foundation, established by Dr. Andreas and Dr. Thomas
Strilngmann in honor of their father, enables the Ernst Striingmann Forum
to conduct its work in the service of science. The Scientific Advisory Board
ensures the scientific independence of the Forum, and the Frankfurt Institute
of Advanced Studies shares its vibrant intellectual setting with the Forum.
Supplementary financial support for this theme was received from the German
Science Foundation.

Long-held views are never easy to put aside. Yet, when attempts are made in
this direction, when the edges of the unknown begin to appear and knowledge
gaps are able to be defined, the act of formulating strategies to fill these gaps
becomes a most invigorating exercise. On behalf of everyone involved, I hope
that this volume will convey a sense of this lively exercise.

Julia Lupp, Program Director

Ernst Striingmann Forum

Frankfurt Institute for Advanced Studies (FIAS)
Ruth-Moufang-Str. 1, 60438 Frankfurt am Main, Germany
http://esforum.de
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Preface

Language, music, and the brain. Very few people are specialists in all three
fields but most have an interest in them all. This book should appeal to those
who, whether or not they are specialists, want to gain a fresh perspective on
these three themes as we explore the relationships between them.

Just about every reader of this book is an expert in speaking at least one
language, and many will be fluent in another as well—able to engage, that is,
in the give and take of conversation as well as to listen to talks and follow the
dialog in movies. All of us can also read and write, and so when we think of
language we may equally think of patterns of sound or of words on the page or
screen. Moreover, we gesture as we talk, and some may use signed language to
“talk” without using the voice.

When it comes to music, most of us are expert listeners, even if relatively
few of us are expert singers or instrumentalists, but most of us maybe unable
to read or write a musical score. Thus, when we think of music, we are more
likely to think of patterns of sound than of the notational systems that repre-
sent them. Nonetheless, we have likely engaged in group singing or, at least,
singing in the shower, have danced to music, or tapped out a rhythm abstracted
from a complex musical performance.

Whatever our level of expertise, we understand both language and music as
auditory patterns to be made and generated, but also as embedded in a variety
of multimodal behaviors (not just vocal) that play a key role in a range of social
behaviors.

What of “the brain”? Each of us has one, but most readers may know little
about the detailed structure or function of a typical human brain or of the les-
sons to be learned by comparing the brains of humans with those of other spe-
cies. Indeed, many may use the terms “brain” and “mind” interchangeably. In
this book, the study of how the brain underpins the mind is a continual theme.

This volume is the result of the tenth Ernst Striingmann Forum—a think
tank dedicated to the continual expansion of knowledge. For me, this extended
process of discourse began in 2009, when Wolf Singer encouraged me to sub-
mit a proposal. I wanted to define a topic that related to my expertise and yet
would enable me to move beyond it into areas where I could learn much more.
My own expertise lies in the use of computational modeling to understand the
brain mechanisms that link vision and action, and in exploring their relation to
the evolution of the ability of the human brain to support language. Inspired by
the 2008 meeting, “The Mirror System Hypothesis: On Being Moved,” orga-
nized by the musicologist Uwe Seifert at the University of Cologne, I decided
that music could add that new dimension to the study of brain and language.
The resultant proposal was shaped around four themes: diversity of song, syn-
tax, semantics of internal and external worlds, and evolution.
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After its approval, under the direction of Julia Lupp and with the other
members of the steering committee—Tecumseh Fitch, Peter Hagoort, Larry
Parsons, Uwe Seifert, and Paul Verschure—the proposal was refined and a
framework constructed to guide the discussions at the Forum. This work also
entailed identifying the thematic areas for the background papers (which pro-
vided information in advance of the Forum) and selecting the participants.
Here is a brief overview of the four themes that constituted the framework to
this Forum:

.

Song and Dance as a Bridge between Music and Language: Language
and music are not just “patterns of sound.” They are part of our em-
bodied interaction with the physical and social world. Not only do we
speak and listen, we move our hands and bodies in ways that enrich
our conversation. Not only do we listen to a musical performance, we
may dance or, at least, move our bodies to the music. When we engage
in singing, elements of music, language, action, perception, emotion,
and social interaction may all come together. This richness of embod-
ied experience frames our exploration of how music and language are
related to the brain.

Multiple Levels of Structure from Brains to Behavior to Culture:
Language has its own distinct sets of basic sounds (consonant and vow-
els, phonemes, and syllables), as well as its own ways of combining
these sounds into words and of putting words together to form phrases,
sentences, and other utterances. Languages also vary to a great extent.
What can be said about the varied structures of phonology, morpholo-
gy, and grammar and the brain mechanisms that support them? Turning
to music, to what extent do its hierarchical structures—and the associ-
ated brain mechanisms—parallel those of language, and to what extent
are they specific to music?

Semantics of Internal and External Worlds: Language can be used to
share descriptions of states of the external world (i.e., what is happen-
ing and who did what and to whom) as well as speech acts that involve
past memories, plans for the future, and adventures in worlds of the
imagination. Music has limited power of this kind and yet can touch the
internal world of our emotions in diverse ways. The challenge here is to
go beyond this simplistic matching of language and music to external
and internal meanings, respectively, and to seek to characterize the di-
versity of semantics expressed in music and language, the overlap and
differences between them, the ways they can enrich each other, and the
brain mechanisms which support them.

Culture and Evolution: To expand our all-too-limited view of language
and music, we need to understand how they vary from culture to culture
and to employ the frameworks of evolution and comparative neurobiol-
ogy to do so. Delineating the communication systems of other primates
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may help us formulate hypotheses about the communication abilities
of our common ancestors, the changes in brain and body that led to
modern human brains (biological evolution), and the rich social sys-
tems they make these possible (cultural evolution). How can the study
of brain mechanisms that support vocal learning and that which has
been called “song” in more distant species inform our understanding?
What is the relation between song, music, and language in our own
evolution?

These themes are explored in greater depth in Chapter 1, where an overview is
provided of their development throughout the book. As will become clear, they
provided a way of structuring the Forum; however, the flow of discussion cut
across them in various ways, as one would expect.

My thanks to the authors of the background papers, which laid the foun-
dations for the week’s discussion in Frankfurt, and to all—but especially the
moderators and rapporteurs—who traveled to Frankfurt from near and far to
help carry that discussion forward, and then invested much effort to bring this
volume to its final form. My thanks to the Forum team for their efforts in mak-
ing the Forum such a success and in preparing this volume. Last but by no
means least, let me acknowledge that the Ernst Striingmann Forum was made
possible through the generous support of the Ernst Striingmann Foundation, in-
augurated by Andreas and Thomas Striingmann. It is thus to the Striingmanns,
above all, that we, the authors of this volume, owe a debt of gratitude for
this opportunity to spend a memorable week of intellectual exchange together,
forging new connections between our varied pools of expertise to remove at
least some of that mystery that challenges us to probe the relationship between
language, music, and the brain.

—Michael A. Arbib, La Jolla, December 2012
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Five Terms in Search
of a Synthesis

Michael A. Arbib

Abstract

One may think of music and language as patterns of sound, and this view anchors much
of the research on these topics. However, one may also view the making of music and
the use of language within the broader perspective of our interaction with the physical
and social world and their impact on the inner world of the emotions. This chapter sets
forth a framework to explore five terms—Ilanguage, music, and brain as well as the
action—perception cycle and emotion—so as to bridge our informal understanding of
these terms and the challenge of defining precise scientific analyses within an integra-
tive framework. It then provides a chapter-by-chapter overview of the architecture of
the book to show how themes emerge in different chapters, and how the chapters work
together to provide a more-or-less coherent narrative. A discussion of Tan Dun’s Water
Passion after St. Matthew frames several high-level questions designed to encourage
readers to fuse the reality of their personal experience with the insights of well-focused
studies to gain an ever fuller understanding of the relationships between language, mu-
sic, and the brain.

Introduction

In this chapter, I will introduce the various themes that informed the design
of the tenth Ernst Striingmann Forum on Language, Music and the Brain: A
Mpysterious Relationship, and will outline the results of that Forum, of which
this book is the record. Our strategy is to view music and language not only
as patterns of sound but also in terms of action and perception; we further
want to understand how these functions are achieved within human brains and
through group interaction. We will argue for considering action and perception
within an integrated cycle—our emotions and motivation, goals, plans, and
actions affect what we perceive, and what we perceive affects our goals, plans,
and actions as well as our emotions and motivation. However, in asserting,
for example, that “Our strategy is to view music and language...in terms of
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action and perception,” I must add the caveat that this does not mean that ev-
ery chapter will view music and language in these terms. My hope is that even
when reading chapters which focus, for example, on the structure of music and
language in abstracto, readers will be able to enrich their understanding by as-
sessing whether an explicit linkage to a more action-oriented approach could
benefit, and benefit from, extension of such studies. It is in the very nature
of science that it succeeds by focusing on parts of the whole. The challenge
is to determine which the “right” parts are, and how lessons gained from the
study of separated parts may provide a firm basis for study of the larger system
formed when the parts are combined. More specifically:

1. Having noted what music and language share, and having noted the
dazzling heterogeneity of languages and musical genres, we must
nonetheless characterize in what ways music and language differ.

2. We must then discover which of those shared and distinctive properties
can now be linked to neuroscience.

3. We must also develop a framework within which the neuroscience-
ready pieces of the puzzle can be integrated to express their relation-
ships to each other and to the human reality of the experience of music
and language in action, perception, and social interaction.

Language and music are immensely complex, while neuroscience as a science
must deal with circumscribed problems. So the challenge, again, is to delimit
aspects of music and language (some distinctive, some shared) for which one
can define specific aspects for study in cognitive science and neuroscience.
The brain is a very complex system, and its complexities slowly unfold as we
delve further into its diverse structures and functions.

The chapter approaches our subject in three phases: First, we seek to capture
key notions concerning our five terms. We discuss the action—perception cycle,
emotion, language, and music in a way that links our personal experience to
more focused concepts that may be candidates for scientific analysis. We then
introduce basic concepts from neuroscience that shape our understanding of
structures and functions of the brain.

Second, we tour the architecture of the book, examining the contents of
the “background” chapters to lay the foundations which present a view of the
deliberations of the four discussion groups at the Forum. The themes of the dis-
cussion groups were: Semantics of Internal and External Worlds (Seifert et al.,
Chapter 7), Multiple Levels of Structure in Language and Music (Thompson-
Schill et al., Chapter 12), Song as a Bridge between Music and Language (Fritz
et al., Chapter 17), and Culture and Evolution (Cross et al., Chapter 21).

Finally, a discussion of Tan Dun’s Water Passion after St. Matthew frames
several high-level questions designed to encourage readers to fuse the reality
of personal experience with the insights of well-focused studies to gain an
ever fuller understanding of the relationships between language, music, and
the brain.
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The Five Terms

In preparation for the focal meeting of the Forum, which was held in Frankfurt
am Main from May 8 through 13, 2011, I asked the participants to send me their
thoughts on five terms of great relevance to the Forum—mnot only /anguage,
music, and brain but also action and emotion. Here, I distill my own thoughts in
combination with responses received from Francisco Aboitiz, Franklin Chang,
Annabel Cohen, Peter Dominey, Leo Fogassi, John Halle, Henkjan Honing,
Petr Janata, Stefan Koelsch, Gina Kuperberg, Bob Ladd, Marc Leman, Fred
Lerdahl, Stephen Levinson, Katja Liebal, Jonatas Manzolli, Bjorn Merker,
Aniruddh Patel, David Poeppel, Josef Rauschecker, Nikki Rickard, Klaus
Scherer, Ricarda Schubotz, Uwe Seifert, Mark Steedman, Dietrich Stout,
Francesca Stregapede, Sharon Thompson-Schill, Laurel Trainor, Sandra
Trehub and Paul Verschure—to all of whom my thanks.

I will address, in turn, the action—perception cycle and emotion, while not-
ing that motivation and emotion themselves have a strong impact on what we
perceive and how we act. Thereafter, I will consider music and language in
their relation to action, perception, and emotion, briefly examining the ques-
tion: “Is there a language—music continuum?” Finally, for this section, the
brain is considered as a physical, dynamic, adaptive biological entity as dis-
tinct from “another word for mind.” The challenge here is to see how we can
gain direct results about human brains and how we can augment these insights
with findings on the brains of monkeys, songbirds, and other species—even
though these creatures have neither music nor language.

The Action—Perception Cycle

An action combines a movement with a goal, where actions are distinguished
from “mere” movement by assuming that the former is always goal-directed.
Putting one’s hand down to touch the table and having it fall unattended under
gravity may involve a similar movement, but only the former is goal-directed.
Moreover, goals may be conscious or unconscious, with the latter more likely
when the action is just a part of some overall but familiar behavior.

Further, praxis is different from communication, distinguishing action on
objects in the environment directed to practical ends from actions designed to
affect the “mental state” of other agents.

Rather than separating perception and action in terms of stimulus and re-
sponse, we find it valuable to emphasize the action—perception cycle (Neisser
1976; Arbib 1989; for auditory perception in relation to music, song and dance,
see Janata and Parsons, Chapter 13, this volume; Fuster 2004). In general,
actions will be directed by nested, hierarchical planning structures based on
motivation and emotion, intentions, goals, desires, and beliefs, but our plans
may change as the action unfolds. Here, indeed, is an interesting contrast be-
tween language and music. A natural model for language is conversation (see
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Levinson, Chapter 3), where the plan (implicit in the different plans of the par-
ticipants) is exceptionally dynamic, as the response of A to what B has just said
may drastically change what B says next. By contrast, music often emerges
from a group activity in which some people play instruments and others sing
or dance, but in which, despite differing roles and a measure of improvisation,
the overall structure is preplanned by tradition (see Lewis, Chapter 2) or an
explicit musical score.

In spoken language, the major impact of action on the observer is auditory,
but co-speech gestures provide a visual counterpoint. For sign language, vision
alone carries the message. But the sensory impact of language and music ex-
tends beyond the obvious. Evelyn Glennie has been profoundly deaf since the
age of 12, yet is a world-renowned percussionist who plays barefoot in order
to “feel” the music. Glennie (1993) says that she has taught herself to “hear”
with parts of her body other than her ears. We all have access to these sensory
data, but we pay less attention to them and, indeed, Glennie’s brain may well
have adapted to make fuller use of these cues.

Actions are compositional in the sense that they are assembled from a num-
ber of well-rehearsed movements of the skeletal motor system but may be
adapted to better meld with the actions before and after them (cf. coarticulation
in speech) and are dynamically modulated to match changing circumstances.
Perception finds its primary role in guiding action, without denying that hu-
mans can contemplate the past, plan for the future, develop abstractions, and
think just for the fun of it in ways that make action-oriented perception the
core of our behavior—both developmentally and in evolutionary terms—rath-
er than its be-all and end-all.

The granularity of action can vary from small (e.g., a single saccadic eye
movement, saying a single vowel, or singing a single note) to extended (e.g.,
catching a ball, speaking a sentence, or singing a melody) and so on up many
levels of complexity to the preparation of a four-course dinner, an hour’s con-
versation, a novel, or a symphony. (Consider the discussion of Tan Dun’s Water
Passion after St. Matthew in the later section, “A Passion for an Integrative
Perspective.”) Expectation plays a crucial role in performance; at any given
level, the action and its sensory consequences should be congruent with one’s
goals and the sensory information in the environment. This may operate at
all levels, from adjusting a dance step to the feel of the floor against our feet,
the timing of the music and the expression on our partner’s face to the way
in which failure to meet a high-level goal (just missing a train, for example)
may radically affect our emotional state, the material that now demands our
attention, and the planning of new subgoals if we are still to attain our original
higher-level goal (e.g., getting to a particular destination in time for dinner).
Such shaping of attention does not preclude (though it does limit) our aware-
ness of unexpected events. Hence our perceptions may serve simply to check
and modulate our current behavior or set us off on new courses of behavior.
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A key issue, then, is the extent to which the structures used for embodied
action and perception are also used for language and music. Some would argue
that language can best be understood in relation to physical gesture and that
the essence of music cannot be separated from the dance; others insist that
the term “embodiment” has little explanatory power. One could, for example,
say that the essence of Wittgenstein’s Tractatus Logico-Philosophicus or a
Beethoven symphony is “orthogonal” to embodiment. Yes, the child acquires
its first words through gesture as it learns to interact with the physical and
social world, and, yes, the basic musical experience is linked to bodily move-
ment, but these are but the first rungs of the ladder; the essence of music and
language are to be found not in these basic properties but rather in the way in
which the human brain can produce and perceive complex hierarchical struc-
tures which interweave form and meaning, appreciating each as enriched by the
other. Nonetheless, looking ahead to our discussion of “brain,” it may be useful
to compare the brain to an orchestra. It is not the case that only one instrument
will play at a time (the solo is the exception), nor is it the case that a particu-
lar instrument will only be used in a particular type of performance. Instead,
different tasks (orchestral pieces) will invoke different instruments playing in
different styles in different combinations at different times. Similarly, music
and language may “play” the same brain regions as each other, though perhaps
with some regions invoked very little in one as compared to another. Assessing
this issue of shared resources was a continuing theme of the Forum (see espe-
cially Patel, Chapter 14). One word of caution, however: Unlike most orches-
tras, a brain does not have a “conductor.” There is no single region of the brain
that coordinates what all the other brain regions are doing. Here, perhaps, the
analogy with a jazz group may be more apt, where the improvisations of each
player guide, and are guided by, those of the others. The point of this digression
is that even if music and language required the evolution of brain regions that
are not required for praxis, the appreciation and performance of language and
music will most certainly invoke “ancient” brain mechanisms as well.

Perception invokes perceptual schemas and pattern recognition: recogniz-
ing a leopard when we see (even a partially obscured picture of) one, despite
receiving a different retinal image every time we see a leopard. In evolutionary
terms rooted in the relation of prey and predator, however, we need not only to
recognize the leopard but also where it is and how it is behaving, and all this in
relation to other aspects of the scene. A narrow focus on what is perceived may
ground reactive behavior (e.g., running away from leopards, grasping food
wherever it is, and putting it in one’s mouth), in which case perceptual sche-
mas not only activate appropriate motor schemas but also provide appropriate
parameters that allow motor control to be adjusted to current circumstances.
Autonomic emotions such as fear and greed might bias such reactive behavior.
However, our concern with action also embraces cases in which the goal is in
some sense consciously held so that deliberative planning is possible in which
a sequence of actions directed toward subgoals leading to a desirable state can



8 M. A. Arbib

be composed, after a search through a limited range of possible futures. Such
deliberative search for plans demands the flexible deployment of multiple
schemas that are less directly motor or perceptual, evokes and updates varied
forms of memory (Fuster 2009), and is computationally demanding. The evo-
lution of this capability has driven, and perhaps has also been driven by, the
evolution of brain mechanisms that support music and language, not solely as
auditory forms but also as basic forms of human social interaction. Again, we
can ask to what extent our human ability for language and music exploits those
mechanisms we share with other animals, though perhaps with greater memory
capacity, and to what extent the genetic underpinnings of genuinely new ca-
pabilities had to evolve. Contrast the approach to evolution of language taken
by Arbib and Iriki (Chapter 19) with that of Fitch and Jarvis (Chapter 20): the
former links language to the manual skills shared with other primates whereas
the latter emphasizes vocal learning that humans share with songbirds.

Here it may be worth a short digression to consider my approach to sche-
ma theory (building on the foundation of Arbib 1975) from three different
perspectives:

*  “Basic” schema theory: In general, schema theory offers a form of co-
operative computation in which perceptual, motor, and other schemas
cooperate and compete in mediating our embodied interaction with
the world, determining both what we perceive and how we act. The
VISIONS model (Hanson and Riseman 1978) demonstrated how inter-
acting instances of perceptual schemas compete and cooperate to yield
the overall interpretation of a visual scene. Schemas that are inconsis-
tent with each other compete, reducing their confidence levels, whereas
schemas that support each other may cooperate to become better estab-
lished (e.g., seeing a window in a location under a region that might be
a roof increases one’s confidence that the region is indeed a roof, while
also activating the hypothesis that a larger region containing both of
them is a house). A network of schemas in long-term memory provides
the active knowledge base for the establishment, with increasing con-
fidence, of an interpretation in visual working memory of the scene
being seen. Similar concepts were used in HEARSAY (Lesser et al.
1975), a classic model of the processes involved in speech understand-
ing. A complementary effort (Jeannerod and Biguer 1982; Arbib 1981)
examined how perceptual schemas may serve not only to recognize an
object but also to pass parameters of the object to motor schemas. In
this case, recognizing the location, size, and orientation of an object
provides the necessary data for motor schemas to guide the reach-to-
grasp action for that object.

*  “Neural” schema theory: The model of dexterity, though not that of
scene understanding, has been elaborated to the level of interacting
neural networks registered against neurophysiological recordings from
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single cells of the macaque brain (Fagg and Arbib 1998). The distinc-
tion is crucial. We may look at a certain class of animal and human
behaviors and characterize it by a single schema. In this context and
with this initial state, input patterns will relate to observed behavior in
a succinctly summarized way. Going further, schema theory offers us a
framework in which to decompose schemas into smaller schemas and
assess the patterns of competition and cooperation which enable the
assemblage not only to capture the behavior specified in the original
schema but also to make predictions about behaviors that may be ob-
served in novel situations. The process may be repeated and refined as
novel predictions are tested and the results of these tests used to update
the model. However, such a process model might be developed with-
out any reference to data from neuroscience. A schema theory model
becomes a neural schema theory model when hypotheses are made
on localization of schemas in the brain (testable by lesion studies and/
or brain imaging) or when the dynamics of a schema is elaborated in
terms of networks of biologically plausible neurons (testable by data
from, e.g., animal neurophysiology; see Arbib, Verschure, and Seifert,
Chapter 15).

*  “Social” schema theory: Both basic and neural schema theory chart
processes within the head of a single bird, monkey, or human. We need,
however, to distinguish the processes that support the individual’s use
of, for example, English from the patterns of English shared by a com-
munity. To bridge this divide, Mary Hesse and I (Arbib and Hesse
1986) introduced the notion of social schemas to characterize patterns
of social reality, collective representations such as those exhibited by
people who share a common language or religion or realm of social
practice (see Lewis, Chapter 2). The patterns of behavior exhibited by
members of a community then may cohere (more or less) to provide
social schemas which define an external social reality. These social
schemas, in turn, shape the development of new “internal” schemas
in the brain of a child or other newcomer; they become a member of
the community to the extent that their internal schemas yield behavior
compatible with the community’s social schemas. Conversely, to the
extent that changes in the internal schemas of individuals “catch on”
with other members of the community, the social schemas of that com-
munity change in turn.

Let us return to “internal schemas,” for which it is worth stressing the im-
portant role of automatization. With sufficient practice, a compound action
directed at a certain goal, the tuning and assemblage of those actions, and the
ability to modify them to circumstances that vary within a certain range are
automatically evoked without conscious attention. When learning a language,
finding an appropriate word and pronouncing it correctly are demanding tasks.



10 M. A. Arbib

With increasing fluency, neither of these requires conscious effort, and we are
able to focus on the right way to express what we intend to say as we engage
in animated conversation. Even an accomplished pianist must practice long
and hard to keep the schemas for producing and sequencing chords at a certain
level of perfection, but this frees the musician to concentrate on higher levels
of phrasing and emotional expression during a public performance.

An ongoing debate concerns whether perception—action couplings (as in the
“parameter passing” linking perceptual and motor schemas) are present from
birth or rest on subsequent development on the basis of experience. Southgate
et al. (2009) report comparable sensorimotor alpha-band activity attenuation in
electroencephalographs for nine-month-olds and adults while observing hand—
object interactions, whereas Oztop et al. (2004) offer a computational model of
how the mirror system may become attuned to specific types of grasp during
the first nine months postpartum. Drilling down a level below Piaget’s theory
of the development of schemas (Piaget 1971), it seems most plausible that neo-
natal imitation (Meltzoff and Moore 1977) and the brain mechanisms which
support it are quantitatively different from those engaged when a caregiver
assists a child master a novel task (Zukow-Goldring 2012).

When we investigate other species, an interesting question surfaces: How
can we determine which actions are directed at changing the behavior of an-
other individual (MacKay 1972)? For example, if individual 4 starts to run,
individual B might observe this and start to run as well, resulting in a playful
chase between the two. How could we tell whether 4 started to run with or
without the intention to invite B to play? To differentiate one from the other
on a behavioral level, a human observer might monitor A’s gaze direction and
persistence in case the addressed individual does not react, but this may not be
sufficient to differentiate “mere” behavior from the communication of intended
actions. Although action implies self-caused body movement, we may include
emotional responses as actions in the social context, as they can have a strong
influence on the behavior of others. Tomasello et al. (1997) have suggested
ontogenetic ritualization as one possible mechanism for the transition from a
praxic to a communicative action. For example, 4 might carry out action X to
get B to carry out action Y, but if B comes to initiate ¥ before X is completed, a
truncated form X' of the praxic action X may become established as a commu-
nicative action, a request to do Y (for further discussion, see Arbib et al. 2008).

Emotion

Most goal-directed behaviors, including music and language, require hierarchi-
cal structuring of action plans that span multiple timescales. Fridja and Scherer
(2009) argue that emotions have a strong motivational force and produce states
of action readiness and prepare action tendencies which help the organism
adapt to or address important events in their lives. Emotions “color” or “la-
bel” every experience with an affective value, although it can be imperceptibly
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mild. Furthermore, the distinction between emotions and feelings can be help-
ful to distinguish between a biologically conditioned basic set of emotions and
the feelings one can report verbally (see, e.g., LeDoux 2000). Moreover, the
fundamentals of emotion are action-oriented, driving approach (desire, anger)
or withdrawal (sadness, disgust). Although emotion prepares action readiness
and different, possibly conflicting, action tendencies, execution of even highly
emotional impulsive behaviors (e.g., aggression or flight) may be more or less
sensitive to situational and normative context and strategic choice.

Emotion can be analyzed under two headings (Arbib and Fellous 2004), of
which I have so far emphasized the former:

»  Internal aspects of emotions: As just discussed, these frequently contrib-
ute to the organization of behavior (prioritization, action selection, at-
tention, social coordination, and learning). For example, the actions one
is likely to perform will differ depending on whether one is angry or sad.

*  External aspects of emotions: Emotional expression for communica-
tion and social coordination may include bodily posture, facial expres-
sion, and tone of voice. If we see that someone is angry, we will interact
with them more cautiously than we would otherwise, or not at all.

These two aspects have coevolved (Darwin 1872/1998). Animals need to sur-
vive and perform efficiently within their ecological niche, and in each case the
patterns of coordination will greatly influence the suite of relevant emotions
and the means whereby they are communicated. The emotional state sets the
framework in which the choice (whether conscious or unconscious) of actions
will unfold. However, emotions are also embedded in the action—perception
cycle, so that one’s emotions may change as the consequence of one’s actions
become apparent, and our perception of these consequences may well rest on
our perception of the emotional response of others to our behavior.

Karl Pribram (1960) quipped that the brain’s so-called limbic system is
responsible for the four Fs: feeding, fighting, fleeing, and reproduction. It is
interesting that three of the four have a strong social component. The animal
comes with a set of basic “drives” for hunger, thirst, sex, self-preservation,
etc., and these provide the basic “motor,” motivation, for behavior. Motivated
behavior not only includes bodily behavior (as in feeding and fleeing, orofa-
cial responses, and defensive and mating activities), but also autonomic output
(e.g., heart rate and blood pressure), and visceroendocrine output (e.g., adrena-
line, release of sex hormones). Thus emotions not only provide well-springs of
action and inaction but are also closely associated with bodily states (Damasio
1999; James 1884/1968) and motivation. Our autonomic and visceromotor
states lie at the heart [sic] of our emotional repertoire. However, the emotions
that we talk about and perceive in others are both more restricted than this
(how many people perceive another’s cortisol level?) yet also more subtle,
intertwining these basic motivations with our complex cognitions of social role
and interactions, as in the cases of jealousy and pride. We may feel an emotion
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or simply recognize it. Contrast [ feel happy with I observe that you are smil-
ing and infer that you are happy. In the former, the emotion is felt, whereas in
the latter the emotion is identified. Some would suggest that the former case
involves mirror neurons (see Fogassi, Chapter 4), whereas the latter does not.
Facial expressions (Ekman 1992) reliably represent basic emotions (whether
there are basic emotions and, if so, what they are remains controversial; one
list might include love, happiness, anger, sadness, fear and disgust; for further
discussion, see Ekman 1999) as well as more complex emotions (e.g., guilt,
shame, gratitude). Surprisingly, voluntarily forming a facial expression can
generate emotion-specific autonomic nervous system activity (Levenson et al.
1990; Hennenlotter et al. 2009).

Till now, this discussion has emphasized the role of emotions in framing
detailed planning of behavior, and emotional expression as a means for better
coordinating the behavior of a group of conspecifics. In Chapter 5, Scherer
contrasts utilitarian emotions with aesthetic emotions. On his account, util-
itarian emotions help a person adapt to relevant events, especially through
speech in social interaction, whereas aesthetic emotions are generally desired
and sought through engagement with cultural practices, such as music, art, or
literature. However, I wonder whether it is an emotion that is to be assessed
as utilitarian or aesthetic, or whether it is an instance of experienced emotion
that might be so classified. For example, when we consider the ritual use of
music (Lewis, Chapter 2), the emotions aroused in members of a group may be
strictly utilitarian in that the participants are emotionally preparing themselves
for, e.g., the rigors of the hunt, whereas speech may arouse a similar emotion
whether through a utilitarian warning of danger or as an aesthetic frisson of
danger in a work of literature.

Perhaps the distinction can be addressed in evolutionary terms. Emotions
evolved as potent modulators of the action—perception cycle, both within an
individual and across a group. However, perhaps in part through the vaga-
ries of biological evolution but increasingly through the ratcheting of cultural
evolution (Tomasello 1999b), our ancestors discovered that being in a certain
emotional state was enjoyable in and of itself, whether or not it met the current
demands of everyday survival. Again, the need of the caregiver to induce hap-
piness in a child, or of a warrior to strike terror into an enemy—both eminently
utilitarian—evolved to make the “manipulation” of the emotions of others for
nonutilitarian ends yield an increased palette of emotional experiences that
were aesthetic, even if they engaged the same emotions per se as were involved
in the types of behavior that provided adaptive pressures for the emergence of
the modern human brain. An analogy: One can understand the adaptive advan-
tages of a sense of smell that lets one judge the proximity of a predator, or tell
whether fruit is or is not yet ripe, or estimate the receptivity of a potential mate.
However, the system that evolved to support these abilities is not limited to de-
tection of such specific odors but in fact has the potential to learn to recognize
any smell within a vast range of combinations not only of these primal odors
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but of the chemical signatures which themselves combine to characterize this
primal set. Similarly, basic emotions may be related to activation of brain areas
(relating insula to disgust, amygdala to fear, and so on, but only as a first ap-
proximation), but perhaps the very same evolutionary processes that increased
the scope of language and music also allowed the elicitation and experience
of totally new emotional experiences, strengthened by their integration into
increasingly complex cognitive contexts.

Emotions serve to set goals for further behaviors, though emotional states
with long time constants tend to be referred to as moods. These processes again
operate across multiple timescales and therefore levels of action hierarchies.
While English usage often treats emotions and feelings as contents of con-
sciousness, progress in linking emotions to neural and visceromotor processes
suggests that consciously expressible emotions are the “tip of the iceberg.”
Thus we need to embed our analysis of “conscious feelings of emotion” within
a much wider context of a great variety of motivational systems that include
consummatory (e.g., thirst and hunger), “informational” (e.g., fear, curiosity,
and pain), and social signals (e.g., anger, jealousy, and sexual arousal). Such
analysis must also include subtle social emotions (e.g., Schadenfreude) and,
with new developments in art making possible new aesthetic experiences, the
experience of a familiar emotion in a novel context or a novel blend to be sa-
vored only by the aesthetic connoisseur.

As noted earlier, animals have expressive actions (Darwin 1872/1998)
which play a major role in social communication and cooperation. These carry
over into expression through language and music in humans because physi-
ological processes such as respiration and muscle tone push expression into
different directions. However, in humans, external factors such as social norms
or listener expectations may pull the expression in more culturally normed di-
rections. Our feelings may be inchoate, but we hear others label our emotions
on the basis of observing our expression and those of others, and so we come
to associate emotions (labeled according to our culture) with certain words and
certain classes of facial and bodily expression. As a result, we come to recog-
nize other’s emotions through our own, so it is harder to imagine emotions in
bats or computers. Most relevantly for this Forum, emotions can be invoked
by the combination of words in language and the pattern of sounds in music.
However, these two means of emotional expression may differ greatly in their
cultural dependence and the neural pathways involved. While emotions in their
“autonomic” form appear to be nonsymbolic, nonintensional, and nonproposi-
tional, emotion in humans, at least, frequently has an “intensional” component
of propositional attitude: anger is anger about some fact; fear and desire are
fear and desire of possibilities. In intact humans, autonomic and intensional
emotions inevitably interact, since intensional emotions reflect intensional
conflict which may, in turn, give rise to autonomic responses. Such diversity
makes it clear that the term “emotion” needs careful qualification, or replace-
ment by a set of more restricted terms, if scientific analysis is to be fruitful.
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A psychiatrist may see interesting dissociations in the features of emotion
spared and impaired across different disorders (schizophrenia, major depres-
sive disorders, autism spectrum disorders, anxiety disorders), and how they
interact with various cognitive systems. Kuperberg et al. (2011) explore in-
teractions between emotion and cognition by examining its impact on online
language processing in the brain, seeing effects of emotional context on the
semantic processing of other emotional words and on neutral words. The find-
ings suggest that schizophrenia is associated with (among other factors) a
specific neural deficit related to the online evaluation of emotionally valent,
socially relevant information.

To study emotion in species other than humans is often a highly unsatisfy-
ing adventure, since a similar looking expression in a nonhuman species need
not serve the same function as it does in humans (Waller and Dunbar 2005).
Still, there is some interesting research going on in this field. Parr et al. (2008)
use the matching-to-sample task to investigate whether chimpanzees are able
to assign certain facial expressions to “emotional” situations with either a posi-
tive or negative valence. Vick et al. (2007) applied the facial action coding
system (FACS) to measure and describe facial movements in chimpanzees, and
FACS is now available for macaques (Parr et al. 2010) and gibbons (Waller et
al. 2012). To measure the emotional state of a nonhuman species is, however,
difficult, particularly with the use of noninvasive methods. It gets even more
complicated when we are interested in so-called social emotions. For example,
to see whether a chimpanzee empathizes with another who is being emotion-
ally harmed, Liebal measures whether the observing individual will help more
after witnessing the harming compared to situations when no harm occurred.
Still, for this particular example it is not possible to tell whether the observing
individual feels with someone or for someone; in other words, the differentia-
tion between empathy and sympathy.

Language

Language is not equivalent to speech. Language can exist as spoken language
or signed language and, as such, can exploit voice, hands, and face in varied
combinations. In each case (e.g., voice/audition, hand/vision), there is dual-
ity of patterning: basic but meaningless patterns (e.g., phonemes, syllables,
handshapes) can be combined to form basic units (words or morphemes) which
either have meaning in themselves or combine with other units to extend their
meaning. These units constitute the lexicon. Constructions then specify how
such units can be combined into larger structures (e.g., phrases), and these
or other constructions can be employed repeatedly to create larger structures.
Each human language thus supports a compositional semantics whereby from
the meanings of words and phrases and the constructions that combine them,
we can infer the meaning (more or less) of the whole phrase or sentence even
when it has never before been experienced. Recursion plays a crucial role in
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that structures formed by applying certain constructions may contribute to
units to which those same constructions can again be applied. As a result, lan-
guage can express explicitly a vast diversity of propositions, providing an ex-
plicit means for description and thereby for social sharing of goal states and
action hierarchies that describe interactions between objects (both animate and
inanimate). Of course, language can support other so-called speech acts as well
as diverse social functions. Language, then, is a shared system of communica-
tion distinguished from other forms of communication by, at least, an open lex-
icon (a store of meaningful words/symbols) and a syntax with compositional
semantics at the core. Other features include phonology—building meaningful
symbols from a stock of meaningless symbols (duality of patterning)—and
prosody (see Ladd, Chapter 11). Language use obeys rules of pragmatics, and
languages have a number of design features (e.g., interchangeability, discrete-
ness, displacement) as identified by Hockett (1960b).

Language builds on a basic grounding in sensorimotor experience. Over
time (evolutionary and developmental), this capability became extended to
increasingly abstract notions, thus providing the basis for reasoning, math-
ematics, and analogical reasoning in general. This can be considered as the
linguistic bootstrapping of cognition.

Recent work on sign language—especially studies of Al-Sayyid Bedouin
Sign Language (Sandler et al. 2005; Aronoff et al. 2008) which provide evi-
dence that phonological structure emerges gradually—can inform our ideas
of language structure and the relation between language and speech. This, in
turn, will help provide insights about the possible origins of language (is it a
meaningful question to ask whether language or speech came first?) and hence
about the evolutionary links between language and music (see Arbib and Iriki,
Chapter 19, as well as Fitch and Jarvis, Chapter 20).

Language is a learned capacity. It is still a matter of debate whether we are
innately programmed to learn language per se, or whether an ability to acquire
a more limited range of praxic and communicative actions through imitation
was what, through cultural evolution, came to serve the learning of language
by humans in the last 100,000 years, long after the core genome of Homo
sapiens was in place. For Darwin, language learning consists of an instinctive
tendency to acquire an art, a design that is not peculiar to humans but seen
in other species such as song-learning birds. Humans have evolved circuitry,
termed the “phonological loop” (Baddeley 2003), which allows one to gener-
ate, maintain activated, and learn complex articulatory patterns that convey in-
creasingly elaborate messages, though one may debate whether this is “speech
first” or “manual gesture” first, or some combination thereof (Aboitiz 2012).

While some approaches to language give primacy to the speaker’s produc-
tion and hearer’s comprehension of grammatically well-formed sentences, it is
nonetheless the fact that normal language use is replete with utterances which
are at least in part ungrammatical. Yet grammaticality can serve for language a
role analogous to that which frictionless planes, massless springs, rigid bodies,
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etc., play within physics. We appeal to them, despite our awareness that they
are at variance with how the real world appears to us. We do so based on the
recognition that such idealizations, as Chomsky (2000) observes, are at the
heart of the procedure we follow in attempting to discover reality, the real
principles of nature. Insofar as they allow us to come up with real answers
and ask coherent questions with respect to the objects in question, it is reason-
able to accept their utility. Nonetheless, for non-Chomskians, the emphasis
on syntax and the downgrading of meaning may be the wrong simplification,
especially if our concern is with evolution, acquisition, or neural processes.
An alternative approach, construction grammar (Croft 2001; Goldberg 2003)
regards each construction of the grammar as essentially combining form and
meaning: combine elements in the specified way and you will derive a new
meaning from the constituent meanings in a fashion specified by the construc-
tion. It must be stressed, however, that a grammar (whether of these or other
formal classes) is a symbolic abstraction, so the question of which grammati-
cal framework (perhaps yet to be defined) is best suited to frame the search for
neural correlates of language remains open.

Some scholars observe that humans possess (nontrivial) recursive grammars
but that animals do not, and they conclude that recursion is distinctively human
and is seen as the locus of the evolutionary advance in primate evolution that
gave rise to language (Hauser et al. 2002). Others reject this view, noting that hi-
erarchical actions seen in nonhumans exhibit recursive properties, so that it is the
mapping from praxic structure to communicative structure that was essential to
the emergence of language (Arbib 2006b). Consider the discrete, multilevel, and
productive (Lashley 1951) nature of many manual actions, as exemplified, for
example, in tool use and tool making (Stout 2011), in which consistent products
are generated from inherently variable raw materials and action outcomes. This
can be seen as a precursor for language recursion if we regard different instances
of detaching a flake, which do vary in many details, as instances of the same
“thing” in the way that “noun phrases” form a category even if they comprise
different words or meanings. However, unlike language where the capacity of
embedding of constructions (as in recursion) is limited by working memory ca-
pacity, in praxis the external world provides its own “working memory,” so that
the depth of iteration may thus be very large indeed.

Language production requires action, and this also leads to theories of the
importance of the motor system in decoding speech, or other manifestations
of language (consider the parallels between movements of the limb and move-
ments of the articulators exploited in articulatory phonology; Goldstein et al.
20006). Parallels can be suggested between the types of mechanisms that must
be engaged to comprehend and execute action sequences and those that are
required to understand and produce language. There may be similar neural
costs when one views an action that violates expectations and roles (e.g., iron-
ing bread) and when one violates expectations of roles around verbs during
language comprehension. Nonetheless, having a brain capable of recursive
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planning of action does not a priori imply that one has a brain capable of em-
ploying a language-like ability for the open-ended description of such plans
and actions. In addition, there is a crucial recursive concept that is rather dif-
ferent from those just described: the concept of knowledge of other minds (de
Villiers and Pyers 2002), in particular the kind of knowledge of other minds
that is needed to formulate plans involving arbitrary numbers of cooperating
agents (Tomasello 2009).

It is clear that language is unique to humans. What is less clear is when
children become language users. The first word is often considered a sign of
language onset, but similar vocal or gestural signals would receive different in-
terpretations in the case of nonhuman species. For some scholars, word combi-
nations mark the true onset of language, but language, if we are to call it that, is
extremely limited at the two-word stage. There is increasing research aimed at
identifying so-called precursors of language. At one time, skills demonstrable
in the newborn period were considered innate, but there is abundant evidence
that newborns’ responsiveness to sound patterns, including specific languages,
is influenced by prenatal exposure. That is not to argue against innate skills,
only to illustrate the difficulty of obtaining definitive evidence of innateness.
There is every reason to believe that innate abilities and dispositions underlie
language acquisition. These abilities and dispositions may well include percep-
tual and learning biases, but social factors will probably emerge as the critical
foundation. Thus the notion of a universal grammar providing innate knowl-
edge of the general patterns that can be adopted by the syntax of any human
language seems increasingly untenable.

Music

Humans engage in music for fun, for enjoyment, for religious ceremonies, for
cure and therapy, for entertainment, for identification with social and cultural
groups, for money, and for art, to mention just a few possibilities. However,
it is very hard (if not impossible) to provide an exhaustive definition of mu-
sic, especially if one aims at a very broad definition that is not limited to, for
example, the Western tradition of tonal music. It is thus useful to distinguish
“musicality” as a natural, inborn quality that is an outcome of our biology,
from various “musics,” each of which is a culturally determined phenomenon
based on that very biology (Honing 2010, 2011b). In other words, this is a dis-
tinction between a general “musical” cognitive capacity and particular cultural
manifestations of music.

Music is a continuously updated modern form of artistic expression yet pro-
vides (at least in the view of Darwin) a prehistoric record of the original bases
of human communication through rhythmic, chanted, repetitive yet varied vo-
calization. Music is a temporally structured acoustic artifact that can within
seconds touch the human emotion system at its deepest levels, but it is not
only acoustic. How does playing a musical instrument relate to other forms of
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embodied action? How does practical action relate to or differ from musical
action? We may think of musical action in terms of gesture. Musical gesture
is a composite phenomenon made up of melodic contour, rhythmic shape, dy-
namics, tempo, and tone color. The varying contributions of these largely inde-
pendent factors make musical gesture difficult to formalize. Perhaps a theory
of dance could be developed employing tools from music analysis (e.g., the
interaction between grouping and meter, the headed hierarchy of time-span
reduction, and the rise and fall of tension in prolongational structure). Blaesing
et al. (2010) provides a number of essays which put dance in a neurocognitive
perspective.

The production of music requires the action of singing or playing a musical
instrument, and music listening may entail decoding these actions in more or
less detail. Palmer (1997) assesses music performance in terms of structural
and emotional factors that contribute to performers’ conceptual interpreta-
tions and the hierarchical and associative retrieval influences, style-specific
“syntactic” influences, and constraints on the range of planning as well as the
fine motor control evidenced in music performance. He concludes that mu-
sic performance is not unique in its underlying cognitive mechanisms. Repp
(1992) assessed the diversity and commonality in different performances of
the same piece of music, based in this case on analysis of timing microstruc-
ture in Schumann’s Trdumerei. He reported that the grouping structure, which
prescribes the location of major tempo changes, and timing function, which
represents a natural manner of executing such changes, seem to provide the
two major constraints under which pianists operate. He showed that within
these constraints, there is room for much individual variation, and there are
always exceptions to the rules.

The capacity to be emotionally aroused by rhythm is a basic property of
music (though some genres may downplay it). Music also excites us at a high-
er level, challenging learned expectations, drawing on cultural traditions, and
demanding rapid drawing and redrawing of melodic and temporal schemas.
When harmony, form, improvisation, and lyrics are added, we may even ex-
perience awe. The reliance of the emotional response at this level of higher
cortical processes makes music unique to humans. The profundity of music
shows us how unique the human brain is. Music provides one of the most
powerful ways we have to investigate the mysteries of the human brain though,
alas, most investigations are still limited to the lower reaches of musical effect
and affect.

A further distinction worth making is between the narrow musical capacity
(features that are unique to music) and the broad musical capacity (features
that music shares with other cognitive capacities). Not all musics project me-
ter, though most do; thus musical meter does not appear to be culturally uni-
versal, though responsiveness to rhythm is seen in infants and may indeed be
part of musicality. Infants are naturally equipped to engage with the music of
any culture (Trehub 2003, 2000). However, the possibility of meter, the forms
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that metrical grids can take, and most of the cognitive principles by which
meter arises all belong to musicality (and, to a lesser extent, to language readi-
ness). Aside from a few birds (notably, the cockatoo “Snowball,” Patel et al.
2009; for earlier evidence, see the closing sequence of the 1988 movie “The
Young Einstein”), nonhuman animals do not manifest metricality. Some musi-
cal genres have nothing that could be called harmony, drumming often makes
no use of melody, and for at least some musical forms it is difficult to identify
properties we might want to call rhythmic.

In modern Western society, and many others, much of music production has
become a specialized activity performed by people with specific training for
such a task, as is necessary for highly sophisticated musical art. In this sense,
the general audience has often taken a more passive position, as appreciators
of art. The materialization of devices for recording and playing music now
permits a solitary appreciation of music, but it might be argued that social in-
teraction between the (composer and) interpreter and listener is still there, but
temporally dislocated. Sloboda (2000) stresses the levels of expertise required
to perform Western art music; expert musical performance is not just a matter
of technical motor skill, it also involves the ability to generate expressively dif-
ferent performances of the same piece of music according to the nature of in-
tended structural and emotional communication. Nonetheless, we sing our fa-
vorite songs, we go dancing, we may drum rhythmically on a table top, perhaps
we sing hymns in church, so that even if we are not at a professional level, we
are nonetheless experienced (but unpolished) performers of music. We are also
expert listeners, able to recognize hundreds of pieces on the basis of just a few
initial chords: the “plink” instead of the “blink” (Krumhansl 2010). In many
non-Western cultures, however, music is generally an activity performed by
the whole group and is not related to our conception of art (see Lewis, Chapter
2). Within those cultures, music is a matter of social (and ritual) activity rather
than individual enjoyment. The collectiveness of music could be related to
interpersonal coordination (including dance) and this coherent collective be-
havior to the maintenance of group identity (Cross 2006). In any case, we may
contrast the coordination of near simultaneous performance of people engaged
together in music with the alternation of overt action of two people engaged in
that basic form of language, the conversation (Levinson, Chapter 3).

Two interesting observations from Morocco (Katherine E. Hoffman, pers.
comm.) add further perspective. First, the chant of a muezzin is not considered
by Muslims to be music, and attempts to meld such chant with explicitly musi-
cal forms are considered deeply offensive by some, but a welcome innovation
by others. Here we may contrast Gregorian chant, which is certainly considered
a musical form. Second, in the past, at Berber celebrations such as weddings,
a group of women from the village would sing traditional songs in which a
simple verse might be repeated over and over, but with variations as fun is
made of the idiosyncrasies of individual people of the village. Increasingly,
however, professional musicians are now hired for such occasions. This may
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yield more polished performances, but they no longer engage the particular
activities of the villagers, and women lose one of their few outlets for social
expression outside the home.

Is There a Language—Music Continuum?

The above discussion of musical structure and varied musics makes it clear
that we must avoid defining music too narrowly in terms of a necessary con-
Jjunction of specific properties. Rather, we can assess how different musics
coordinate their individual subset of the properties inherent in musicality, but
then we discover that many of these properties are relevant to analysis of lan-
guages. This motivates a question discussed at great length at the Forum: “Is
there a language—music continuum?” Perhaps there is. Nonetheless, it seems
that the key to being a language is the coupling of lexicon and grammar to pro-
vide a compositional semantics which (among other properties) supports the
communication of an unbounded set of propositions. By contrast, music is not
an assemblage of words, for words are abstract symbols which convey factual
meaning. As Menuhin and Davis claim: (1979:1) “Music touches our feelings
more deeply than words and makes us respond with our whole being.” Well,
this may not be true of all musics, but it does perhaps serve to anchor the “mu-
sic end” of the continuum. In any case, voice and emotion have played a cen-
tral role in the coevolution of music and language and still represent vital and
powerful elements in present-day speech communication and music making.

Merker (2002) observes that both music and language are communication
systems with the capacity to generate unbounded pattern diversity by com-
bining a relatively small set of discrete and nonblending elements into larger
individuated pattern entities and that each is a diagnostic trait of H. sapiens.
No such communication system exists in our closest relatives among the apes.
It can be debated whether birdsong is such a system and, if so, whether it
is intrinsically similar to human music in some strict sense. Merker specu-
lates that music (song) may be a necessary but not sufficient antecedent of
language; others hold to the contrary or suggest that early stages of each sup-
ported the evolution of the other. In any case, returning to the action—percep-
tion cycle, we reiterate that praxis, too, has the capacity to generate unbounded
pattern diversity by combining familiar elements into larger individuated pat-
terns. However, any communication here is a side effect, and the set of “motor
schemas” being combined is neither small nor nonblending. Another interest-
ing distinction is the way in which praxic action may depend strongly on the
currently observable state of the physical environment relative to the actor,
whereas such a linkage in language or music is located more in the realm of
social perception of other’s mental states (to simplify the relevant diversity for
the needs of the present discussion).

Emotional responses to language are generally in relation to the semantic
content rather than to the specific syntactic structuring or mechanistic details
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of delivery. Nonetheless, syntax and sensorimotor coordination indisput-
ably contribute to the aesthetics of language and comprehension. Moreover,
prosody allows the mode of delivery to change the meaning of a message
dramatically. The tone of voice in which one says, “that was a great job,” may
determine whether it is heard as a compliment or an insult. Linguistic content
modulates what listeners infer about a speaker’s emotional state; knowledge
of emotional state affects the interpretation of an utterance. However, that
does not exclude the possibility that certain nonlinguistic vocal features do
have fairly direct emotional correlates, even if those emotional correlates can
be affected by the linguistic context. Here the links to music seem particularly
relevant, as in studies indicating that certain intervals (e.g., the minor third)
or timbres (e.g., that of the xylophone) have an intrinsic emotional valence.
Low, loud, dissonant sounds evoke fear; rapid, higher, consonant sounds
evoke friendliness or joy. But why? Mothers around the world talk and sing
to infants using a cooing tone of voice and higher pitch than when interact-
ing with adults. Infants prefer these higher-pitched vocalizations and mothers
sing in different styles to help prelinguistic infants regulate their emotional
state. Across cultures, songs sung while playing with babies are fast, high, and
contain exaggerated rhythmic accents; lullabies are lower, slower, and softer.
Talking to people of all ages, we use falling pitches to express comfort; rela-
tively flat, high pitches to express fear; and large bell-shaped pitch contours
to express joy and surprise. All this suggests important bridges between mu-
sic and mechanisms for prosody that may be shared with language. Hearing
music with an unfamiliar structure, listeners base their emotional reactions
largely on such sound features. Alternation between consonance and disso-
nance is a powerful device: consonance can be very beautiful and resolution
of dissonance especially poignant.

Music and language are viewed as one in several cultures. At least in some
ways, “language” and “music” are rather different aspects of the same domain,
or two poles of a continuum. We speak with rhythm, timbre, and melody. Diane
Deutsch’s musical illusions (Deutsch 1995)—e.g., when you play the phrase
“sometimes behave so strangely” on a repeated loop, it eventually sounds as
if sung'—show that spoken language can also be perceived as song (although
we often do not hear it in our everyday lives, presumably because we are not
used to listen to speech musically, whereas babies do). Once an individual puts
emphasis into his/her utterances, the speech becomes more song-like (Martin
Luther King’s speeches are a nice example of how it is often difficult to discern
whether someone is singing or speaking). The F contour of spoken informa-
tion is important in tone languages; even in nontonal languages, phrase bound-
aries, for example, are marked by musical features such as ritardando and rise
in F(; frequency. The acoustical features that characterize spoken phonemes are

This loop can be heard on Radiolab, http://www.podtrac.com/pts/redirect.mp3/audio.wnyc.
org/radiolab/radiolab042106a.mp3
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identical to those that characterize musical timbres, and affective information
in speech is coded with such musical features.

Many art forms, such as rap music or recitatives, are both song and speech.
In many musical styles, music is structured according to a syntactic system (in-
volving phrase-structure grammar/recursion; every first movement of a sonata,
for example, fulfills these criteria). Moreover, music has not only emotional
meaning: it has extramusical meaning (i.e., meaning due to reference to an
object of the extramusical world) with all the sign qualities that we know from
language (in Charles S. Peirce’s terms “iconic,” “indexical,” and “symbolic’)
as well as intramusical meaning (i.e., meaning due to reference of one musical
element, or group of musical elements, to another musical element, or group
of musical elements).

In language, especially in speech and sign, a great deal of conveyed mean-
ing is not merely denotational for possible and actual physical aspects of the
world, but deals strongly with its interpersonal aspects. In English, these as-
pects of meaning are to a considerable extent conveyed by prosodic struc-
ture, from which various signs are conveyed by pitch contour, accent/segment
alignment, lengthening, and pausing marking various distinctions of contrast,
topic/comment status, speaker/hearer origin, and so on. (In other languages,
particularly tone languages, discourse particles do similar work, often in inter-
action with prosody.)

While the functions of music are broad, language is clearly representational,
and its sound does not have to be “appreciated” or “felt.” Language provides
the conduit through which the phenomenology of emotion can be expressed.
Verbal self-report nevertheless provides a limited account of emotion; lan-
guage offers us glimpses of another’s stream of consciousness, but its time-
scale is broad and may not capture dynamic fluctuations, and other methods
are required in conjunction with language to detect changes of which we may
not be aware.

Lerdahl (cf. Jackendoff and Lerdahl 2006) emphasizes (a) hierarchical
rhythmic structure, (b) hierarchical melodic structure, and (c) affective mean-
ing as being defining elements of human music. He considers this particular
combination to be effectively unique to humans as well as common to most ac-
tivities we might want to call “music.” A broader definition of music or “song”
as a complex, learned vocalization (Fitch 2006a) may also be useful prag-
matically in comparative studies (though we do learn to recite, e.g., poems or
memorize lines of a play). Unlike music, language does not typically involve
regular rhythm structures; the most important difference may be that linguistic
semantics is symbolic (in the sense of C. S. Peirce as elaborated by Deacon
2003) whereas the meaning of music is only secondarily symbolic (it assumes
symbolic meaning only in the context of linguistic culture). Indeed, the dif-
ference in rhythm probably also relates to this semantic difference: rhythmic
constraints would interfere with linguistic communication whereas generation
of expectation by predictable rhythms is a mechanism for communication of
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musical (especially affective) meaning. Thus many scholars posit a shared
evolutionary origin for language and music in nonsymbolic vocal signaling
(in the context of many neural “preadaptations” associated with other com-
plex, intentional behaviors) serving some important social function, followed
by subsequent divergence. Others focus more on the emergence of gestural
communication from manual praxis (for further discussion, see Cross et al.,
Chapter 21).

Emotions are related to music both intrinsically (minor keys have been as-
sociated to sadder moods compared to major keys) and extrinsically (a song
played in the background at a crucial point in our life is capable of eliciting the
feelings experiences at that moment even years later). Recently, it has been ob-
served that the tone with which sadness is expressed in speech is similar to the
minor third, which indicates that music might mimic this natural speech pitch
to convey sadness, thus pointing to the existence of a threefold association
among language, emotions, and music. Even though music can bear an objec-
tive or a subjective relationship to the emotions experienced, the detection of
musical tones is independent of cultural cues (Balkwill and Thompson 1999).

Poetic language has a number of similarities to music. They both may be
(though this is not always so) characterized by a predefined structure. In po-
etry, meter dictates the pattern of stressed and unstressed syllables, whereas
in music it determines the duration of a beat. They both display a mixture of
repetition and change or progression: in poetry, specific sounds are repeated ei-
ther at the end of words (rhyme), at the beginning of words (alliteration), along
a poetic line (assonance), or entire lines (parallelism); in music, individual
sounds (notes) or sequences of sounds are repeated either partially or entirely.

Linguistic human communication includes an articulatory (phonological)
component as well as a prosodic component. Prosody evidences emotion and
relies on factors like intensity and pitch. Songbirds have evolved what some
consider a musically based communication, precisely by manipulating pitch
and rhythm. But does this constitute “music” any more than ape calls are lan-
guage? Well, it goes beyond chicken calls, but it can be argued that the song
of the nightingale is not music until heard by a musician who reinterprets it.
Some have argued that songbirds (in this case, starlings) are the only animals
that have been shown to be able to learn recursive grammars (Gentner et al.
20006), but the tests were quite inadequate and a simple finite-state process
could explain the limited experimental data adduced to date (Corballis 2007).
In any case, this structure has no links to a compositional semantics, though
placing different timbres (types of sound) and pitches on a temporal scaffold in
humans immensely extends the cognitive—affective space in which music op-
erates. The combinatorial possibilities are sculpted to yield probabilistic struc-
tures that guide our understanding, appreciation, and emotional responsiveness
to individual sounds and their combinations. Timbres vary in their semantic
and affective connotations. Pitches can be sequenced so as to mimic vocal and
linguistic contours with affective connotations. Simultaneous combinations of
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pitch give rise to variation in consonance and/or dissonance, which in turn
forms the basis for context-dependent emotional responses. Pitches can be
combined and sequenced, forming expectations for future events whose cogni-
tive and affective impact is determined by the degree of expectancy violation
and/or fulfillment. Here we may contrast music and ambient sounds: When is
music mimetic and when is it more an abstract, or emotional, pattern rather
than figurative coloration? Unlike speech, where the communicative purpose
is often clear and explicit, in music the purpose may be more indirect or im-
plicit. Music (with and without lyrics) is a remarkably effective way to make
contact with memories and elicit a strong association between remembered
experience (declarative or episodic) and emotion.

Although some claim that music is merely a by-product of our language-
related brain machinery, the relation between music and language acquisition
in early infancy is throwing some light on this debate (Trehub 2003; Koelsch et
al. 2003; Cross 2001a, b, 2003a, 2005). In the realm of musical development,
the principal research focus is on perception rather than production. It is not
at all clear when infants differentiate the sounds of vocal music from those
of speech, especially the style of speech that is characteristically used with
infants. It is interesting, however, that caregivers seem intrinsically motivated
to enhance the musicality of their speech, which successfully gains and main-
tains infant attention. Just as infants detect subtle distinctions in foreign speech
sounds, often outperforming adults in that regard, infants do likewise with for-
eign musical rhythms. In addition, just as unsystematic exposure to a language
erodes infants’ ability to detect foreign speech contrasts, very limited exposure
to a musical system seems to have comparable consequences for foreign musi-
cal patterns. Nevertheless, infants and young children exhibit unusual percep-
tual flexibility and ease of learning foreign sound patterns, perhaps because
their knowledge is both more limited and less entrenched than that of adults.

Brain

When we speak of “the brain” in everyday conversation, we often mean no
more than “what we think with,” with the additional notion that it occupies a
large volume in the head. To go further, we must understand, at the very least,
how that volume in the head is divided into interconnected regions, and how
each region is itself made up of vastly elaborate circuits of elements called
neurons.

The brain may be viewed at many levels, both structural (e.g., brain, brain
region, layers and columns, neurons, subneural components—axons, dendrites
and synapses—and chemical machines) and functional (overall behavior, a
hierarchy of schemas, and the neural networks that implement basic subsche-
mas). Structurally, the brain consists of several substructures that are hierarchi-
cally, phylogenetically, and quasi-symmetrically organized, in great part pro-
tected by the skull. Functionally, the brain is a multilevel distributed adaptive
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embodied interactive system which serves to guide the physical body through a
lively and complex physical world. It coordinates movement, thought, percep-
tion, emotion, memory, and learning via interactions with a body embedded in
an environment which, for social animals such as humans, includes conspecif-
ics and their behavior. Every brain is individual in terms of its developmental
trajectory and in the details of its anatomical structure and connections among
its networks, which are richly sculpted by experience. We seek to understand
the brain on three timescales: learning (how neural networks adapt), develop-
mental (how cultural and environmental factors impact the basic structure of
the brain), and evolutionary (in particular, what human brains share with, and
how they differ from, the brains of other vertebrates, but especially macaques
and chimpanzees).

The basic unit of the brain (or the nervous system more broadly) is the
neuron of which there are hundreds of billions in a human brain. The nervous
system also consists of glia cells but their function in information processing,
retrieval, and storage is currently unclear. Neurons communicate through elec-
trochemical activity. Stimuli from the external world enter the neural network
through physical energies (mechanical, acoustic, light) transduced by sensory
cells. In addition to changes in internal state, the brain can affect the body by
control of hormones as well as by control of muscles, which can also serve
to effect interactions with the external world ranging from simple reflexes
to complex sequences of gestures. Synchrony of gross electrical activity of
neural networks may (but the matter is not settled) account for attention and
consciousness.

In humans, at least, the brain enables the individual to engage in mental
travel through space and time beyond the here-and-now, and to control real-
time behavior based in part on the rapid assessment of results of this virtual
travel. That is, the brain allows an individual to simulate events in the past and
the future, including the behavior of self and others, and to use the results of
these simulations to guide behavior in a more effective manner. Some brain
functions seem to be related to experience of qualia, awareness, or conscious-
ness. Cortical activity is necessary for consciousness, but interaction with sub-
cortical regions plays a critical role, and consciousness may (depending on
their localization) survive large cortical lesions. What processes and nerve nets
are involved in consciousness is still largely unknown. There is no central pro-
cessor in the brain. Competition, cooperation, and parallel processing of hier-
archical and heterarchical dynamic structures, all within a framework of ongo-
ing change (learning and memory), provide the mode or the brain’s operations.

In our present context we must ask: What is it about this brain system that
is relevant to our investigation of language and music? What aspects of the
system are shared between music and language, and how do they build on
mechanisms for action and emotion akin to those of other species? Because of
the way natural selection operates as a search for improvements in reproduc-
tive fitness resulting from random events, it is extremely hard to decide which
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aspects of neural architecture are intrinsic to properties of mind, and which
aspects are mere kludges, contingent on the undirected nature of that search.
At any moment, complex patterns of excitation and inhibition link huge popu-
lations of neurons in different regions. While “initial” anatomy (the wiring up
of the immature brain that occurs over the course of embryonic development)
provides the framework for these computations, it is learning from experi-
ence—mediated in part by plasticity of synapses (connection points between
neurons)—which determines the details of the wiring that makes these interac-
tions possible and constrains them. Perhaps surprisingly, the “initial” anatomy
can be strongly influenced by the experience of the embryo within the womb.

Thereafter, changes in cortical structure and function during infancy cloud
the interpretation of studies aimed at uncovering the neural underpinnings of
language, music, emotion, and action. Unquestionably, young brains are more
flexible than older brains, but there remain many open questions about the
trade-off between experiential and maturational factors. Recordings of event-
related potentials (ERPs) have illuminated remarkable abilities on the part of
sleeping newborns, including beat detection, the perception of pitch invariance
across timbre, and the perception of interval invariance across absolute pitch
level. Moreover, research with near-infrared spectroscopy (NIRS) has revealed
newborn sensitivity to regularities in syllable sequences. What can we make of
this apparent “knowledge” in the absence of conscious awareness? How can
we interpret such preattentive processing in immature organisms who cannot
deploy their attention voluntarily?

Returning to our discussion of emotion in relation to physiology and the
brain: in evolutionary terms, emotion emerged from the processing of inter-
nal and external information in the crudest sense as an early-warning system.
Humoral control (noradrenalin in fast-acting systems; serotonin in slow-act-
ing mood regulation over longer timescales) plays an important role (Kelley
2005). These neuromodulators are broadcast to varied targets in the brain as
part of a fast reaction system centered on the hypothalamus and the autonomic
nervous system (but invoking other systems in appetitive and consummatory
behavior) for the “primordial emotions™ or drives. These include Pribram’s 4
Fs of feeding, fighting, fleeing, and reproduction (Pribram 1960); and on this
basis we may view emotion as derived from the binding of survival-related
perceptual systems (pain, hunger, satiety, comfort, danger) to mid- and high-
level cognitive systems. Thus, emotion expresses internal states at the levels
of both perception and action (which, of course, are integrated in the action—
perception cycle), which covers a large range from primitive to abstract levels.
As we seek to expand on this basis in studying the role of, for example, the
amygdala and orbitofrontal cortex in mammals, we find it increasingly hard
to separate emotional processes from the cognitive systems that shape and are
shaped upon them, modulating compositions from the palette of bodily cor-
relates of the primordial emotions. (For a diagram of some of the regions of
the human brain of most interest to us, see Figure 8.2.) A crucial task for social
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neuroscience is to understand what networks of neural mechanisms serve to
integrate the internal and external aspects of emotion. Proceeding from the
microlevel of synapses, we move to the macrolevel as we develop the theme of
social cognitive neuroscience in relation to social schemas: the mix of genetic
and social inheritance.

Different parts of the brain have different functions, but a given schema
(perhaps based on conceptual decomposition of some externally defined be-
havioral or psychological function) may involve the interaction of many re-
gions of the brain and, conversely, any brain region may contribute to the im-
plementation of a range of schemas. Thus, when an area involved in a function
is damaged, cooperation between other areas may yield (partial) restoration of
function. From an evolutionary point of view, we find that many “old” regions
of the brain survive from those of our very distant ancestors, but that newer
centers add new functions in themselves and, through the new connections,
allow new functions to exploit activity in the older regions.

When we study certain nonhuman creatures, such as monkeys or songbirds,
we may use single cell recordings, which employ microelectrodes to see how
the firing of single neurons correlates across several tasks with various sen-
sory, motor, and other features. Cumulative studies can then form detailed hy-
potheses about how neurons work together in specific circuits. Such data can
even exhibit the short-term dynamics of working memory and the long-term
dynamics of learning and memory. By contrast, human brain imaging methods
smear activity of millions of neurons across several seconds to yield the hemo-
dynamic response. Positron emission tomography (PET) and functional mag-
netic resonance imaging (fMRI) have been interpreted mainly via “boxology,”
localization of cognitive and other functions to one or a few brain regions.
Basically, these techniques are based on the notion that when neurons are more
actively engaged in a task, more blood will flow to support their metabolism.
PET and fMRI are often used to compare blood flow across the brain when a
human subject performs task 4 and task B. Morphing different brains to some
standard and averaging across subjects can yield a three-dimensional brain
map of statistical significance of the hypothesis that a particular brain region X
is, in general, more active in task 4 than task B. The problem is that many pa-
pers interpret such data as if they imply that if the level of significance exceeds
some threshold, then “X is engaged in task 4 but not task B.” However, the
truth is more likely to be that X is a crucial part of the cooperative computation
involved in both A and B, but that the relative level of activity (and, indeed,
the engagement of different circuits within X) will vary between tasks. Where
fMRI smears the time course of neural activity but gains some precision of
spatial location (but still very crude relative to the localization of individual
neurons), ERPs yield insights into the millisecond-by-millisecond time course
of neurocognitive processing, recording the average potentials of cortical neu-
rons from various leads attached to the scalp. However, each lead is giving its
own weighted average of the whole brain’s activity, and thus localization is
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very limited. The combination of fMRI and ERP may in some cases be used to
suggest that certain components of the ERP signal correspond to, and can thus
be localized by and provide the timing of, certain peaks of fMRI activation.

Neuroscience is a vast and rich domain of study, so vast that specialists may
work in areas that remain mutually incomprehensible unless and until some
new study shows the necessity of integrating data and hypotheses from distinct
subdomains. For example, people studying “brain mechanisms” of music and
language may focus on lesion and imaging studies in a search for correlates be-
tween tasks and brain regions. Brodmann (1909) used differences in cell types
and layering to distinguish 52 areas of human cerebral cortex, with each arca
occurring in both the left and right hemisphere. Broca’s area, long seen as a
classic component of the brain’s language system, is usually taken to comprise
Brodmann areas 44 and 45 of the /eft hemisphere, though some may append
other areas in their definition (Grodzinsky and Amunts 2006). Such studies
may support notions of localization that are even coarser than this. It is rare,
then, for such studies to address “how a brain region works” by actually ad-
dressing data on how cells of different types are connected within a region, let
alone the neurochemistry of the synapses which mediate the dynamic interac-
tion of those cells. Indeed, in most cases, data on such details are unavailable
for studies of the human brain. Instead, neuroscientists use animals of very dif-
ferent species to explore fine details of neural activity which can be expected
to hold (perhaps in modified form) in humans as well. For example, our basic
insight into how one neuron signals to other neurons by propagating spikes
(transient changes of membrane potential) along its axon (“output line”’) comes
from studies of the giant axon of the squid (Hodgkin and Huxley 1952).

Eight of the chapters in this volume take the study of the brain as their
primary focus. A quick review of what data and methods each chapter uses
will help the reader assess the scope of neuroscience in relation to the study
of language and music. A principal conclusion is that much, much more needs
to be done to apply the results from animal studies if we are to extract the full
implications of high-level correlational analysis of the human brain. Let’s look
first at those chapters that focus on animal studies:

*  Chapter 4: Shared Meaning, Mirroring, and Joint Action by Leonardo
Fogassi details neurophysiology of macaque neurons, with a special
emphasis on mirror neurons, both those involved in manual and oro-
facial actions and those related to emotions; comparable fMRI studies
of humans.

*  Chapter 15: From Action to Language and Music in Models of the
Brain by Michael A. Arbib, Paul F. M. J. Verschure, and Uwe Seifert
presents computational models addressing neurophysiological data
from various mammalian species (such as rat, monkey) to show how
circuitry within and across brain regions (examples include hippocam-
pus, cerebellum, and cerebral cortex) achieves various functions.
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Chapter 19: Evolving the Language- and Music-Ready Brain by
Michael A. Arbib and Atsushi Iriki presents further neurophysiology
of macaque neurons plus data on behavior and communication of
nonhuman primates, with some attention to how new behaviors might
emerge as connections are modified by gene expression and circuit
reorganization to yield new neural systems without changing the un-
derlying genome.

Chapter 20: Birdsong and Other Animal Models for Human Speech,
Song, and Vocal Learning by W. Tecumseh Fitch and Erich D. Jarvis
discusses neurophysiology and genetic correlates of vocal learning in
songbirds, with comparative data on other vertebrate groups. (Note that
the techniques of genetic analysis are proving of increasing importance
in probing disorders of the human brain.)

The other four focus on studies of human brains:

Chapter 6: Neural Correlates of Music Perception by Stefan Koelsch
uses electroencephalography (EEG), magnetoencephalography (MEG),
galvanic skin reponse, PET and fMRI to study the time course of pro-
cessing musical “syntax” and “semantics” as well as certain emotional
correlates.

Chapter 9: The Infrastructure of the Language-Ready Brain by Peter
Hagoort and David Poeppel provides an architecture for language pro-
cessing based on ERP and fMRI data on humans but is enriched by dis-
cussion of data on the two auditory processing streams of the macaque
and by comparative neuroanatomy of the arcuate fasciculus in human,
chimpanzee, and macaque. Particular attention is paid to the possible
relevance of neural rhythms in the differential processing of music and
language in the left and right hemispheres.

Chapter 13: Neural Mechanisms of Music, Singing, and Dancing by
Petr Janata and Lawrence M. Parsons explores the relation of brain
mechanisms serving music, song, and dance using EEG, ERPs, fMRI,
and PET. They also present melodic intonation therapy for rehabilita-
tion of speech following stroke, which is based on the idea that word
representations might be accessed more easily via song. Moreover,
fMRI studies of duet percussion performances mark a start at extend-
ing brain measures from the individual to pairs and ensembles.
Chapter 14: Sharing and Nonsharing of Brain Resources for Language
and Music by Aniruddh D. Patel compares language and music pro-
cessing based primarily on ERPs and fMRI data, but appeal is made to
animal studies of the neurophysiology of auditory processing.

Of course, these themes are revisited in various combinations in the four chap-
ters based on the group discussions.
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The Architecture of the Book

With an exposition of our five themes firmly in place, we now embark on a
chapter-by-chapter tour which shows how these ideas structured the Forum
and this book.

Part 1: An Expanded Perspective

Part 1 is designed to escape the view that language is just a sound pattern made
up of words, and that music is just a different family of sound patterns that taps
more directly into our emotions (though understanding and questioning that
difference plays an important role in what follows).

Chapter 1: Five Terms in Search of a Synthesis (Michael A. Arbib)

Here the focus is on five key terms: the action—perception cycle, emotion, lan-
guage, music and brain. Its basic premise is that communicating with language
and making music are forms of action with their complementary forms of per-
ception. Thus our aim of understanding the ways in which music and language
each relate to the brain, and to each other, requires us to assess ways in which
the human brain’s capacity to support music and language relate to more gen-
eral capabilities we share with the brains of other creatures—not only action
and perception but also motivation and emotion, and various forms of learning.
In this framework, we may hope to understand music and language in a broad
action-oriented perspective: The sound patterns of vocal music integrate with
the actions of playing music and their embodiment in dance. Similarly, when
we speak, our vocal production is accompanied by facial and manual gesture,
while deaf communities have full human languages that exploit face and hands
with no role for the voice.

Chapter 2: A Cross-Cultural Perspective on the Significance of
Music and Dance to Culture and Society (Jerome Lewis)

Much of this book is rooted in studies of music and language shaped primar-
ily by the study of the English language and the Western tradition of tonal
music. This chapter serves as a primary corrective to this view. There is no
single conception of language or music that truly cuts across all cultures. All
societies have music and dance, but some have no general, separate terms for
them. Some have specific names for different performances that involve music
and dance; others use the same word for music making, singing, dancing and,
often, for ritual as well. This chapter explores, in cross-cultural perspective, the
crucial role of music (and its integration of language through song) and dance,
however named, in the self-definition of human social groups. Lewis argues
that participation in music and dance activity grounds “foundational cultural
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schemas” affecting multiple cultural domains: from cosmology to architectural
style, or from hunting and gathering techniques to political organization.

Chapter 3: Cross-Cultural Universals and Communication
Structures (Stephen C. Levinson)

Some linguists have argued that humans are endowed with an innate “uni-
versal grammar” which in some sense inscribes the essentials of language in
the infant’s brain quite apart from childhood experience. Levinson argues that
the diversity of languages makes such a hypothesis highly unlikely. Instead,
language is rooted in the capacity for vocal learning hooked up to a distinctive
ethology for communicative interaction (though we might suggest a more gen-
eral modality of learning since language extends far beyond speech). Turning
from a linguistic emphasis on isolated sentences, the chapter focuses on face-
to-face communication; here, multimodality of conversational interaction is
emphasized with the varied involvement of body, hand, and mouth. This sug-
gests (and is certainly consistent with Chapter 2) that the origins of music
should also be sought in joint action, but with the emphasis on affective quality
and simultaneous expression rather than on turn-taking. The deep connection
of language to music can best be seen in song.

Part 2: Action, Emotion, and Semantics

As song demonstrates, language and music can interact in varied ways, and
thus a continuing debate at the Forum was the extent to which language and
music are truly distinct (though sharing a limited set of resources) or whether
they are variations on a single human theme. Could music and language just be
different terms for ranges along a single continuum? We shall see much further
discussion in this book, but one agreement is that language can express propo-
sitions in a way that music-without-words cannot, and that music may con-
nect with emotions in a very different way from that elicited by words alone.
Chapters 2 and 3 have emphasized that music and language often take the form
of joint action, in which the performance of one person will be recognized and
acted upon in the performance of another.

Chapter 4: Shared Meaning, Mirroring, and Joint Action (Leonardo Fogassi)

This chapter takes up the study of the brain and shows how discoveries made
by studying the neurophysiology of the neurons of macaque monkeys led to
new insights into the human brain, as studied by imaging activity of different
brain regions. The key idea relates mirror neurons (observed in monkeys) and
mirror mechanisms (observed in humans). These are engaged not only in the
performance of some behavior but also during observation of this behavior
when performed by others. Here, Fogassi shows how different types of mirror
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systems may be engaged in social cognitive functions such as understanding
of goal-directed motor acts, intention, and emotion by providing an immedi-
ate, automatic component of that understanding based on matching biologi-
cal stimuli with internal somatomotor or visceromotor representations. Mirror
systems can cooperate with other cortical circuits which are involved when
understanding of another’s behavior requires inferential processes. The chapter
shows how this mechanism of mirroring, initially evolved for action under-
standing in nonhuman primates, could have been exploited for other functions
involving interindividual interactions, including language and music. Later
chapters, starting with Chapter 6, will look at brain correlates of a single hu-
man engaged in perception of stimuli or production of actions in the domains
of language or music, but the ideas from this chapter alert us to the search for
neural correlates of the social interactions charted in Chapters 2 and 3, when
people join together in music and dance, or engage in conversation, so that the
state of each brain is continually tuned to the behavior of the other’s.

Chapter 5: Emotion in Action, Interaction, Music,
and Speech (Klaus R. Scherer)

Scherer advocates a componential appraisal model of emotion and demon-
strates its role in understanding the relationships between action, interaction,
music, and speech, with particular emphasis on the motor expression compo-
nent of emotion. Brief nonverbal displays of emotion (affect bursts) are seen
as providing an important element in the evolution of human communication
based on speech and gesture and, probably in parallel, for singing and music.
A dynamic model of the auditory communication of emotions distinguishes
the function of expression as symptom of actor state, symbol of a message,
and appeal to the listener. Evidence is then marshaled for the similarity of the
expressive cues used to convey specific emotions in both speech and music.
Utilitarian emotions, helping to adapt to relevant events that happen to the
person, especially through speech in social interaction, are distinguished from
aesthetic emotions which are generally desired and sought out through engage-
ment with cultural practices such as music, art, or literature.

Chapter 6: Neural Correlates of Music Perception (Stefan Koelsch)

Focusing on studies of simple aspects of music processing in the human brain,
Koelsch provides an overview of neural correlates of music-syntactic and mu-
sic-semantic processing, as well as of music-evoked emotions. However, the
notion of syntax studied here is restricted to harmonic progression; a somewhat
larger-scale notion of musical syntax is offered in Chapter 10. These three
aspects of music processing are often intertwined. For example, a musical
event which is music-syntactically irregular not only evokes “syntactic analy-
sis” in the perceiver, but may also evoke processing of meaning an emotional
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response, or decoding of the producer’s intentions, etc. Since the neural cor-
relates of these processes overlap with those engaged during the perception of
language, Koelsch argues that “music” and “language” are two poles of a mu-
sic-language continuum. Experience can greatly affect the brain’s responses.
One study showed different patterns of relative activation of working memory
resources for certain language—music comparisons in musicians as compared
to nonmusicians. The results suggest that musical expertise leads to a network
comprising more structures (or new patterns of coordination/coupling between
structures) that underlie tonal working memory, which shows a considerable
overlap with the functional network subserving verbal working memory, but
also substantial differences between both systems. There may be a parallel in
the increased activation of the mirror system exhibited when dancers observe
performances in the genre in which they are expert as distinct from a genre
with which they are unfamiliar (Calvo-Merino et al. 2005).

Chapter 7: Film Music and the Unfolding Narrative (Annabel J. Cohen)

In this chapter the focus shifts from the small-scale structure in music to a
consideration of the large-scale structure of narrative, assessing the role of
music in narrative film. Unlike most other sensory information in a film (the
visual scenes, sound effects, dialog, and text), music is typically directed to
the audience and not to the characters in the film. Particular attention is given
to the interplay between the emotional experience of the audience (referred
to as internal semantics) and the external “reality” of the film (referred to as
external semantics) as a basis for assessing where music, and film music in
particular, lives with respect to these two domains. The concept of the working
narrative is introduced as the audience’s solution to the task of integrating and
making sense out of the two sources of information provided in the film situ-
ation: the sensory information (including the acoustic information of music)
and the information based on experience including a story grammar. Cohen’s
congruence-association model with the working narrative accommodates the
multimodal context of film while giving music its place.

Chapter 8: Semantics of Internal and External Worlds

(Uwe Seifert, Paul F. M. J. Verschure, Michael A. Arbib, Annabel J. Cohen,
Leonardo Fogassi, Thomas Fritz, Gina Kuperberg, Jonatas Manzolli,

and Nikki Rickard)

This group report analyzes the similarities and differences of meaning in lan-
guage and music, with a special focus on the neural underpinning of meaning.
In particular, factors such as emotion that are internal to an agent are differ-
entiated from factors that arise from the interaction with the external envi-
ronment and other agents (such as sociality and discourse). This world axis
(from internal to external worlds) is complemented by three other axes: the
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affective-propositional axis; the sensorimotor-symbolic axis; and the structure
axis (from small- to large-scale structure). Common structure—function rela-
tionships in music and language and their neuronal substrate are addressed,
with emphasis on expectation and prediction. Special emphasis is placed on
how discourse and narrative relate to emotion and appraisal. Neurocinematics
is studied for its focus on large-scale structure where music and language
strongly interact.

Part 3: Structure

It is common in linguistics to distinguish phonology (the sound patterns of a
language, or their equivalent for a signed language), syntax (e.g., the hierarchi-
cal structure that characterizes how words of various categories are assembled
into sentences), and semantics (patterns of meaning which, in many cases, per-
mit the meaning of phrases and sentences to be built up from the meanings
of words plus the constructions whereby words and larger assemblages are
combined). It remains controversial as to how these three areas can best be
characterized, and to what extent the description of one can be separated from
that of the others. What does seem uncontroversial, however, is that there is no
easy correspondence between the structures of language and the structures of
music. Thus, great care should be used when using terms like “musical syntax”
or “musical semantics” to avoid reading into them properties of language that
they do not share.

Chapter 9: The Infrastructure of the Language-Ready
Brain (Peter Hagoort and David Poeppel)

This chapter sketches the cognitive architecture of both language comprehen-
sion and production, as well as the neurobiological infrastructure that makes
the human brain language-ready. The focus is on spoken language (although
intriguing data exist on the neural correlates of using sign language), since that
compares most directly to processing the sound patterns of music (the relation
to song and dance will occupy us in Chapter 13). With this focus, language pro-
cessing consists of a complex and nested set of processes to get from sound to
meaning (in comprehension) or meaning to sound (in production). Hagoort and
Poeppel briefly present a selection of the major constituent operations, from
fractionating the input into manageable units to combining and unifying in-
formation in the construction of meaning. It then offers a partial delineation of
“brain networks” for speech—sound processing, syntactic processing, and the
construction of meaning, leaving aside for now the overlap and shared mecha-
nisms in the various processes within the neural architecture for language pro-
cessing. Finally, they highlight some possible relations between language and
music that arise from this architecture.
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Chapter 10: Musical Syntax and Its Relation to
Linguistic Syntax (Fred Lerdahl)

Music is meaningful, but there is no musical counterpart to the lexicon or
semantics of language, nor are there analogs of parts of speech or syntactic
phrases. Here, Lerdahl seeks to establish a notion of musical syntax at a more
fundamental level, starting from the view that syntax can be broadly defined as
the hierarchical organization of discrete sequential objects generating a poten-
tially infinite set of combinations from a relatively small number of elements
and principles (thereby extending not only to linguistic syntax in the usual
sense but also to a syntax of phonology). Sequences of musical events receive
three types of structure: groupings, grids, and trees. Lerdahl describes the for-
mation of successive structural levels, using a Beatles song as illustration, and
discusses issues of sequential ordering, the status of global structural levels,
contour, and the question of psychological musical universals. Intriguingly,
broad correspondences are made between musical syntax and linguistic pho-
nology, not musical syntax and linguistic syntax.

Chapter 11: An Integrated View of Phonetics,
Phonology, and Prosody (D. Robert Ladd)

To inform us about the language end of the parallel between musical syntax
and linguistic phonology offered in Chapter 10, Ladd argues that “phonetics,
phonology and prosody” do not constitute three separate subsystems of lan-
guage. Rather, linguistic sound systems have both phonetic and phonological
aspects, and there is little justification for defining prosody as some kind of
separate channel that accompanies segmental sounds. For example, one is
mistaken to think of lexical tone (as manifested in, e.g., Chinese) as prosodic.
Instead, Ladd argues, the essence of prosody is the structuring of the stream
of speech and that, rather than looking for specific local acoustic cues that
mark a boundary or a stressed syllable, we should be looking for cues that
lead the perceiver to infer structures in which a boundary or a given stressed
syllable are present. Analogs in music abound (e.g., harmonic cues to meter
mean that a note can be structurally prominent without being louder or longer
or otherwise acoustically salient), and Ladd suggests that our understanding
of music may well inform research on linguistic prosody rather than the re-
verse. Controversially, Ladd questions the view that duality of patterning—
the construction of meaningful units (e.g., words) out of meaningless ones
(e.g., phonemes)—is a central design feature of language, suggesting that the
fact that words are composed of phonemes is arguably just a special case of
the pervasive abstract hierarchical structure of language. If this view can be
upheld, the issue of whether music exhibits duality of patterning can be seen
as the wrong question, along with the question of whether birdsong is more
like phonology or more like syntax. Instead, it suggests that, evolutionarily,
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music and language are both built on the ability to assemble elements of
sound into complex patterns, and that what is unique about human language
is that this elaborate combinatoric system incorporates compositional refer-
ential semantics.

Chapter 12: Multiple Levels of Structure in Language and Music
(Sharon Thompson-Schill, Peter Hagoort, Peter Ford Dominey,
Henkjan Honing, Stefan Koelsch, D. Robert Ladd, Fred Lerdahl,
Stephen C. Levinson, and Mark Steedman)

This group report explores the notion that a central principle common to all
human musical systems and all languages, but one that is not characteristic
of (most) other domains, is their foundation in hierarchical structure. In the
end, this type of structural framework is extended to include action. Written
English and scores of Western tonal music provide key examples, but the
variation of structures between languages and genres is noted. Nonetheless,
it is argued (controversially) that the meaning representations which lan-
guages express are the same for all languages. Long-range dependencies
show a similarity in the way in which sentences and music are mapped onto
meaning, though sentence-internal semantics are very different from “intra-
musical meaning.” This leads to a discussion of ambiguity which in the case
of music may relate to assigning a note to a key, grouping of elements, and
ascription of rhythmic structure. A future challenge is to understand how ex-
trasyntactic sources of information (e.g., context, world knowledge)
play their role in disambiguation. In addition, auditory processing is as-
sessed in relation to language and music. Because the functions of language
and music are different, it is hopeless to impose one system’s labels (e.g.,
semantics, syntax, and phonology) on the other; there is overlap at the level
of analyzing what kinds of information can be extracted from the acoustic
signal, what functions each type of information supports (within language
and music), and what are the similarities and differences between the types
of information used—and the means by which they are integrated—in these
two domains. Apart from a brief mention of the possible relevance of differ-
ent neural rhythms to this process (see Chapter 9), the brain is not discussed
in this chapter.

Part 4: Integration

Although the relation of music and language is a theme that recurs throughout
the book, it is in Part 4 that we build on what we have learned in Parts 2 and 3
to offer a more explicitly integrated view of how language and music relate to
action and emotion and the brain mechanisms that support them.
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Chapter 13: Neural Mechanisms of Music, Singing, and Dancing
(Petr Janata and Lawrence M. Parsons)

Chapter 6 introduced us to the neural correlates of human processing of sim-
ple patterns of musical notes and their relation to emotion, whereas Chapter
9 reviewed key brain mechanisms related to the production and perception of
language. Extending our survey of human brain mechanisms, in this chapter
Janata and Parsons consider song (bringing together music and language) and
dance (bringing together music and bodily action). As emphasized in Chapter
2, song and dance have been important components of human culture for mil-
lennia. The chapter enumerates processes and functions of song that span mul-
tiple timescales, ranging from articulatory processes at the scale of tens and
hundreds of milliseconds to narrative and cultural processes that span minutes
to years. A meta-analysis of pertinent functional neuroimaging studies identi-
fies brain areas of interest for future studies and assesses them in terms of
perception—action cycles (what I have called, in this chapter, action—perception
cycles, but since it is a cycle, the order does not matter). To date, most research
on song has focused on the integration of linguistic and musical elements,
whether in the binding together of pitch and syllables or, at a more temporally
extended level, in the binding of melodies and lyrics, often with an eye toward
the question of whether melodic information facilitates retention of linguis-
tic information, particularly in individuals who have suffered a neurological
insult. The evidence supports a view that merging novel linguistic and me-
lodic information is an effortful process, one that is dependent on the context
in which the information is associated, with social context aiding retention.
Turning from song (music and language) to dance (music and bodily action),
Janata and Parsons chart the interacting network of brain areas active during
spatially patterned, bipedal, rhythmic movements that are integrated in dance.
The way in which BA 44 is activated in the right hemisphere (left BA 44 is part
of Broca’s area, classically associated with speech production) across contrasts
of various conditions supports a role for this region in both elementary motor
sequencing and in dance, during both perception and production. Such find-
ings may support the hypothesis that Broca’s area and its right homologue may
support supralinguistic sequencing and syntax operations (though this does not
preclude differential patterns of involvement of subregions as the task varies).

Chapter 14: Sharing and Nonsharing of Brain Resources
for Language and Music (Aniruddh D. Patel)

This chapter offers a framework for the study of language—music relations in
the brain which can address the fact that there are striking dissociations be-
tween brain mechanisms supporting language and music as well as evidence
for similar processing mechanisms. Patel proposes three distinct ways in which
language and music can be dissociated by neurological abnormalities, yet have
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closely related cortical processing mechanisms. He proposes that this relation-
ship can occur when the two domains use a related functional computation, and
this computation relies on either: (a) the same brain network, but one domain is
much more robust to impairments in this network than the other; (b) the inter-
action of shared brain networks with distinct, domain-specific brain networks;
or (c) separate but anatomically homologous brain networks in opposite cere-
bral hemispheres. These proposals are used to explore relations between lan-
guage and music in the processing of relative pitch, syntactic structure (but
recall the earlier caveat on the need to distinguish language syntax and music
“syntax”), and word articulation in speech versus song, respectively.

Chapter 15: Action, Language, and Music: Events in Time and Models of
the Brain (Michael A. Arbib, Paul F. M. J. Verschure, and Uwe Seifert)

Many accounts linking music and language to the brain represent the brain sim-
ply as a network of “boxes,” roughly corresponding to brain regions, each of
which has an active role in providing a specific resource. Once we move away
from the auditory periphery, there are even fewer models that offer finer-grain
explanations of the underlying circuitry that supports these resources and their
interaction. This chapter offers a bridge to future research by presenting a tuto-
rial on a number of models which link brain regions to the underlying networks
of neurons in the brain, paying special attention to processes which support the
organization of events in time, though emphasizing more the sequential order-
ing of events than the organization of sequential order within a hierarchical
framework. Its tour of models of the individual brain is complemented by a
brief discussion of the role of brains in social interactions. Models are offered
for the integration of cerebral activity with that in other brain regions such
as cerebellum, hippocampus, and basal ganglia. Throughout, implications for
future studies linking music and language to the brain are discussed. Particular
emphasis is given to the fact that the brain is a learning machine continually
reshaped by experience.

Chapter 16: Computational Modeling of Mind and Music
(Paul F. M. J. Verschure and Jonatas Manzolli)

This chapter assesses how the broadening of concepts of music in recent years
might assist us in understanding the brain, and vice versa. Particular atten-
tion is paid to non-Western musical traditions of group music-making and to
computer-mediated music. Computational models implemented in robots pro-
vide new ways of studying embodied cognition, including a role in ground-
ing both language and music. In particular, models of perception, cognition,
and action have been linked to music composition and perception in the con-
text of new media art where an interactive environment functions as a kind of
“laboratory” for computational models of cognitive processing and interactive
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behavior. The distributed adaptive control architecture is then introduced as an
integrated framework for modeling the brain’s neural computations, provid-
ing the integrated real-time, real-world means to model perception, cognition,
and action. Verschure and Manzolli conclude with an overview of RoBoser,
Ada, and XIM, which provide alternatives to the formalistic paradigm of music
composition by having the musical output of a computational system sonify
the dynamics of complex autonomous real-world interactions.

Chapter 17: The Neurobiology of Language, Speech, and Music
(Jonathan Fritz, David Poeppel, Laurel Trainor, Gottfried Schlaug,
Aniruddh D. Patel, Isabelle Peretz, Josef P. Rauschecker, John Halle,
Francesca Stregapede, and Lawrence M. Parsons)

To clarify the domain-specific representations in language and music and the
common domain-general operations or computations, it is essential to un-
derstand the neural foundations of language and music, including the neuro-
biological and computational “primitives” which form the basis for both at
perceptual, cognitive, and production levels. This group report summarizes
the current state of knowledge, exploring results from recent studies of in-
put codes, learning and development, brain injury, and plasticity as well as
the interactions between perception, action, and prediction. These differing
perspectives offer insights into language and music as auditory structures and
point to underlying common and distinct mechanisms as well as future re-
search challenges. The discussions summarized in this report centered on two
issues: First, how can we be precise and explicit about how to relate and com-
pare the study of language and music in a neurobiological context? Second,
what are the neural foundations that form the basis for these two dimensions
of human experience, and how does the neural infrastructure constrain ideas
about the complex relation between language and music? For example, to
what extent is neural circuitry shared between music and language and to
what extent are different circuits involved? The section on neurobiological
constraints and mechanisms focuses explicitly on some of the neural mecha-
nisms that are either reasonably well understood or under consideration, dis-
tinguishing between data pointing to domain-specific neural correlates versus
domain-general neural correlates.

Part 5: Development, Evolution, and Culture

As stressed in Part 1, languages and musics vary from culture to culture. How,
then, does a child become attuned to the music and language of a particular
culture (the developmental question)? How did brains evolve so that the hu-
man brain is language- and music-ready (the question of biological evolution)?
In particular, what “ingredients” of language and music are in some sense pre-
specified in the genome and which reflect historical patterns of sociocultural
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change (the question of cultural evolution)? This last section of the book ad-
dresses these questions and offers partial answers. Many of the open chal-
lenges concerning the evolutionary processes that underwrite the relationships
between language, music and brain are highlighted for future enquiry.

Chapter 18: Communication, Music, and Language in Infancy
(Sandra E. Trehub)

Music is considered here as a mode of communication that has particular reso-
nance for preverbal infants. Infants detect melodic, rhythmic, and expressive
nuances in music and in the intonation patterns of speech. They have ample
opportunity to use those skills because mothers shower them with melodious
sounds, both sung and spoken. Infants are sensitive to distributional informa-
tion in such input, proceeding readily from culture-general to culture-specific
skills. Mothers’ goals in child-rearing are well known, but their intuitive didac-
tic agenda is often ignored. Regardless of the amiable and expert tutoring that
most infants receive, Trehub observes that their progress from avid consumers
of music and speech to zealous producers is remarkable.

Chapter 19: Evolving the Language- and Music-Ready Brain
(Michael A. Arbib and Atsushi Iriki)

This chapter returns to the theme initiated by Chapter 4, asking what can be
learned about the human brain by comparing it to the monkey brain and plac-
ing human and monkey within an evolutionary framework. It focuses on the
evolution of the language-ready brain, offering triadic niche construction as
the framework in which to see the interaction between the environmental
niche, the cognitive niche, and the neural potential latent in the genome at
any stage of evolution. This framework enriches the presentation of the mir-
ror system hypothesis, which traces an evolutionary path from mirror neurons
for the recognition of manual actions (introduced in Chapter 4), via systems
supporting increasingly complex forms of imitation, to the emergence of pan-
tomime, protosign, and protospeech. This hypothesis is briefly contrasted with
the Darwinian musical protolanguage hypothesis, which roots the evolution
of language ability in a birdsong-like ability coupled to increasing cognitive
complexity. Arbib and Iriki stress the linkage of both language and music to
outward bodily expression and social interaction, and conclude with an all-too-
brief discussion of the evolution of the music-ready brain.

Chapter 20: Birdsong and Other Animal Models for Human Speech, Song,
and Vocal Learning (W. Tecumseh Fitch and Erich D. Jarvis)

Where Chapter 19 addresses the evolution of the language-ready brain by pon-
dering how human and monkey might have evolved from a common ancestor,



Five Terms in Search of a Synthesis 41

this chapter focuses on vocal learning as a key ingredient of both music and
language, and thus asks what we can learn about the human brain by looking at
other species which (unlike nonhuman primates) exhibit vocal learning. It fo-
cuses on the comparative biology of birdsong and human speech from behav-
ioral, biological, phylogenetic, and mechanistic perspectives. Fitch and Jarvis
claim that song-learning birds and humans have evolved similar, although not
identical, vocal communication behaviors due to shared “deep homologies”
in nonvocal brain pathways and associated genes from which the vocal path-
ways are derived. The convergent behaviors include complex vocal learning,
vocal-learning critical periods, dependence on auditory feedback to develop
and maintain learned vocalizations, and rudimentary features for vocal syntax
and phonology. They argue that to develop and maintain function of the novel
vocal-learning pathways, there were convergent molecular changes on some of
the same genes in the evolution of songbird and human, including FoxP2 and
axon guidance molecules. The unique parts of the brain pathways that control
spoken language in humans and “song” in distantly related song-learning birds
are seen to have evolved as specializations of a preexisting system that con-
trols movement and complex motor learning inherited from their (very distant)
common ancestor.

Chapter 21: Culture and Evolution (lan Cross, W. Tecumseh Fitch,
Francisco Aboitiz, Atsushi Iriki, Evich D. Jarvis, Jerome Lewis,
Katja Liebal, Bjorn Merker, Dietrich Stout, and Sandra E. Trehub)

This final group report explores the relationships between language and music
in evolutionary and cultural context. Language and music are characterized
pragmatically in terms of features that appear to distinguish them (such as lan-
guage’s compositional propositionality as opposed to music’s foregrounding
of isochronicity), and those that they evidently share. The chapter considers
those factors that constitute proximate motivations for humans to communi-
cate through language and music, ranging from language’s practical value in
the organization of collective behavior to music’s significant role in eliciting
and managing prosocial attitudes. It then reviews possible distal motivations
for music and language, in terms of the potentially adaptive functions of human
communication systems. The chapter assesses what advantages might accrue
to flexible communicators in the light of ethological and archaeological evi-
dence concerning the landscape of selection. Subsequently, the possible evo-
lutionary relationships between music and language are explored, evaluating
six possible models of their emergence. The roles of culture and of biology in
the evolution of communication systems are discussed within the framework
of triadic niche construction, and the chapter concludes by surveying compara-
tive and phylogenetic issues that might inform further research.
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A Passion for an Integrative Perspective

[You] may be very surprised to hear that the symphony is not only music, but
that it always tells a story. Which has a beginning, a middle, and an end. Except
for the unfinished symphony, which has a beginning. [Long pause] As I was
saying...(Danny Kaye, The Little Fiddle)

Like a symphony, this book tells a story. This story has a beginning (the chap-
ters which survey different domains of current research bridging between two
or three of our themes of music, language and the brain), a middle (the chapters
which each report on a group discussion building on that background). [Long
pause.] The discussions offered new bridges between our themes and opened
up novel directions for further research (though, alas, some discussants were
reluctant to see their livelier ideas committed to paper). These new directions
have no obvious end in sight but will continue to challenge and enlighten us for
many years to come. It is the task of this chapter to encourage each reader not
just to read individual chapters in isolation, but to look actively for connections
between chapters—whether to discover that a question raised by one chapter
is indeed answered by another, or to formulate a new question posed by the
juxtaposition of ideas from these and other chapters. To this end, I recount an
outstanding musical experience.

On August 4, 2012, I attended a performance of Tan Dun’s Water Passion
after St. Matthew presented for the La Jolla Music Society.? It builds on both
the Great Schema of the Bible—as Mary Hesse and I (Arbib and Hesse 1986)
called it in homage to Northrop Frye’s (1982) charting of the Bible as the
Great Code for understanding Western literature—and the Western musical
tradition, even though both were foreign to Tan Dun. He was born in 1957,
was cut off from Western music and ideas (other than a form of Marxism) by
the Cultural Revolution, and gained his spiritual foundation from his grand-
mother’s Buddhism. He first heard Bach’s music when he was twenty and
was captivated by Bach’s organ music and the chorales from the St. Matthew
Passion. His own Water Passion reflects not only these two Western traditions
(Bible and Bach) but also his experience with Peking Opera and other aspects
of Chinese music and with Buddhism.

So we are already challenged here by the confluence of four (at least) social
schemas: Christianity, Buddhism, music as related to that of Bach, and music
as related to the Peking Opera. How does the narrative (as sung by a bass tak-
ing the part of John, Jesus, Judas, and Peter; a soprano taking the part of the
Devil, Judas, and Peter [again]; and the chorus singing for the crowd, Pilate,
and more) emerge from the Gospel according to St. Matthew as reflected
through a (partially) Buddhist sensibility? Tan Dun asserted that to develop his

2 What follows is based on an interview of Tan Dun by Cho-Liang Lin prior to the performance,

the performance itself (magical), and the program notes written by Are Guzelimian, Senior
Director and Artistic Advisor at Carnegie Hall.
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narrative he viewed 43 movies based on the story of Jesus. He also read a Bible
printed in four languages, including German (his first European language),
English, and Chinese and said that reading the translations gave him a more
cross-cultural understanding of the story. So how do these multiple influences
coalesce into the final libretto? And how does the libretto shape the music, and
how does the music shape the libretto?

Tan used the sound of water as an integral element for his Passion, inspired
by the symbolism of birth, creation, and re-creation, with the water cycle (pre-
cipitation and evaporation) as a symbol of resurrection. Besides the interac-
tion of the narrative and the music (extended to include the sound of water),
there is a powerful visual image. The sloping stage is defined by a cross that
is comprised of seventeen transparent water bowls. To the left and above the
cross bar is the female chorus; to the right (as seen from the audience) is the
male chorus. At left front is the bass singer and a lone violinist; to the right is
the soprano and a cellist. And at each point of the cross (save the one closest
to the audience, near where the conductor stands), there is a percussionist. The
first words of this Passion are “a sound is heard in water” and here, barely au-
dible, the percussionists scoop water and drop it back into the nearest vessel.
As the piece proceeds, each plays a range of percussion instruments, but also
plays with the water, and with percussive sounds through the water. Much of
the singing and string playing is recognizably “Western,” yet the invocation
of the sound of water, and the occasional use of Chinese and Tibetan singing
styles and of Chinese instruments, and of the chorus as a nonvocal instrument
(clicking stones together at one time; shaking thunder sheets at another) adds
richness to a composition for just two string players and three percussionists.

At the end, the Resurrection is followed by the classic lines “a time to love,
a time of peace, a time to dance, a time of silence” from Ecclesiastes. Then,
after the last instrumental and vocal note is sounded, the stage goes dark. The
only sound heard is that of water. A performer splashes in each of the seventeen
vessels, his or her face illuminated by light shining up from below the water.

What will it take to understand what went on in the mind of the composer
that finally coalesced in this Water Passion?

What goes on in the minds of the performers as they coordinate their be-
havior with each other and with the movements of the conductor, following
the libretto and a score which allows for, even encourages, some measure of
improvisation?

And what goes on in the minds of us, the audience, as our eyes dart back
and forth between stage and libretto, and as our attention shifts from performer
to performer, and as we assimilate the words of the text, the many sounds
of a music that is Western and Oriental, vocal and instrumental, extended by
the sound of water and a strong visual structure, each of us with our varying
knowledge of the traditions that informed the composition of the piece?

Will our answers to any of these questions be any more satisfying if our talk
of “mind” is reinforced by hard data about the “brain”? To return to my guiding



44 M. A. Arbib

metaphor, how can our understanding of diverse processes be orchestrated to
enrich our understanding of each whole?

The grand answers to these questions are beyond the reach of current linguis-
tics, musicology, and neuroscience. Science must break large-scale problems
down to smaller ones amenable to precise experiments and/or clear theoretical
expression or modeling. Too often, we find ourselves focused so intently upon
a sub-sub-problem defined by the tradition of a particular research community
that we forget to look up from the workbench and assess how our work can be
linked with the work of others to begin to chart the overall territory. But being
overly focused is no worse than succumbing to a holistic approach which can
only address grand themes at the price of losing any chance of understanding
the diverse processes whose competition and cooperation make the dynamic
adaptability of the whole possible.

My hope is that—Ilike the members of Tan Dun’s audience, whose eyes
flicked back and forth between page and stage while assimilating the unfolding
soundscape—readers of the book will find here the tools to flick back and forth
between the reality of personal experience and the insights of well-focused
studies to gain an ever fuller understanding of the relationships between lan-
guage, music and the brain.



A Cross-Cultural Perspective
on the Significance of
Music and Dance to
Culture and Society

Insight from BaYaka Pygmies

Jerome Lewis

Abstract

The concepts associated with what English speakers recognize as music and dance are
not shared cross-culturally. In some societies there are no general terms for music and
dance; instead, specific names describe different performances that involve music and
dance. In other societies the same word is used to refer to music-making, singing, danc-
ing, and often to ceremony or ritual as well. Despite such differences, every social
group has its music, and this music is somehow emblematic of a group’s identity. This
chapter explores how this observation can be explained from a cross-cultural perspec-
tive: What do music and dance do for human social groups? Why are music and dance
so universally central to a group’s self-definition?

It is suggested that participation in music and dance activities provides experiences
of aesthetic principles which in turn may influence “foundational cultural schemas” af-
fecting multiple cultural domains: from cosmology to architectural style, from hunting
and gathering techniques to political organization. Such dance and musical participa-
tion inculcates culture not as a text or set of rules, but as a profound aesthetic orienta-
tion. Foundational cultural schemas may thus be better understood as aesthetic orienta-
tions that influence our everyday decisions and behavior by seducing us to conform to
them using our aesthetic sense, enjoyment of harmony, desire to cooperate, curiosity,
and pleasure-seeking propensities. Musical foundational schemas may have extraordi-
nary resilience, and this resilience is likely due to their special aesthetic, incorporative,
adaptive, and stylistic qualities that ensure continuity with change.
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A Cross-Cultural Perspective

We may say that each social group has its music.—B. Nettl (2000:465)

In isolated places where people do not have widespread contact with other
cultures, music may be fairly homogeneous across a particular society, even
though it is composed of a range of styles for different occasions. As the result
of frequent cultural contact and musical exchange between members of dif-
ferent societies, many social groups today have a range of different types of
music which they have come to call their own. The Blackfoot people of North
America, for example, say that they have Indian and white music, which Nettl
refers to as “bimusicality” (Nettl 2000). His teachers in Persian classical mu-
sic claimed proficiency in many musical traditions, just as they could speak
several foreign languages competently while still regarding them as foreign;
this Nettl refers to as “multimusicality” (Nettl 2000). In large multicultural
nation states such as the United States of America, different ethnic groups
(e.g., Native Americans, Polish Americans, Hispanic Americans, or Italian
Americans) use music and dance performances as a key marker of ethnicity.
Cutting across such ethnic identities may be other groupings, for example,
peer groups, which express themselves through musical affiliations to “rap,”
“reggae,” “hard rock,” “country,” or “punk” and their associated dance and
aesthetic styles. Between generations in the same social group there may also
be different types of music: while my parents mostly enjoy “classical,” I tend
toward “world,” but my son enjoys “jazz.” We all have our own favorite type
of music, which is somehow indicative of the sort of person we are and where
we are “at.” In this chapter I attempt to unravel how music and dance do this.

There are many kinds of music and dance, and many ways of conceptual-
izing of them. The concepts associated with what English speakers recognize
as music and dance are not shared cross-culturally. In some societies there are
no general terms for music and dance, but rather specific names for different
performances that involve music and dance. When Japanese researchers first
began to analyze dance apart from the specific repertoire to which it belonged,
they had to invent a word for “dance” (Ohtani 1991). Seeger (1994) describes
how the Suya of the Amazon forest do not distinguish movement from sound
since both are required for a correct performance. A single word ngere means
to dance and to sing because, as the Suya say, “They are one.” In Papua New
Guinea, anthropologists have struggled to talk with their informants about
dance independently of music. As in most of the local languages, the lingua
franca, 7ok Pisin, has one term singsing that is used interchangeably to refer to
singing or dancing, or both. The Blackfoot term saapup rolls music, dance, and
ceremony into one (Nettl 2000:466).

While this conflation by people in other cultures could be interpreted as
lacking sophistication, it actually offers a profound insight into the nature of
music. To appreciate why requires us to consider our ethnocentric biases. It
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helps to begin with language. Those of us who have experienced the training
required for literacy tend to prioritize words as the containers of meaning in
an act of communication. By contrast, many people with no education in lit-
eracy tend to think of words as just one part of the exchange between people
engaged in communication. To understand what is being communicated, they,
like us when we are in conversation, pay a great deal of attention to gesture,
pantomime, and body language as well as to the context of the conversation,
the social relationships between speakers as well as their personal and cultural
histories. As a result of schooling in reading and writing, we tend to ignore
these less easily documented aspects of the “message” and give priority to the
words exchanged in our representations of an act of communication.

Some researchers avoid this. Kendon, for example, uses audiovisual record-
ings of conversations to make microanalyses of the relationship between speech
and body movement (Kendon 1972, 1980). He, like others (e.g., McNeill 1985,
1992; Schegloff 1984), have found that speech and gesture are produced to-
gether and should therefore be considered as two aspects of a single process:
“Speakers combine, as if in a single plan of action, both spoken and gestural
expression” (Kendon 1997:111). Kendon further notes that gestures may have
a morphology and show, to a limited extent, at least some compositionality
(Kendon 1997:123). Furthermore, there is a tendency for the gesture phrase to
begin before the spoken phrase to which the gesture is contributing semantic
information, thereby indicating their mutual co-construction in the mind of the
speaker. While there is historical and cultural variation in the extent to which
gesture is cultivated or restrained in conversation, gesture in speech is a human
universal.

As sign languages illustrate, the language faculty is multimodal. Speech
is but one mode. Language’s “ecological niche” (see Levinson, this volume)
includes speech and gesture in a face-to-face interaction between two people
raising and lowering their voices, anticipating each other’s utterances, read-
ing subtle facial expressions and body language, attributing intentions to each
other, timing their interjections, and turn-taking. These two people have a his-
tory between them that contains cultural and ideological elements central to
interpreting the meaning that emerges from their communicative interaction.
Our focus on speech abstracted from language’s ecological niche is an artifice
of writing. Has our ability to write music or to record and listen again to the
sounds of a musical performance independently of its production blinkered us
to the full context of musical production, and has this led us to focus on the
sounds of “music” to the exclusion of other aspects?

The relationship between music and dance parallels that between speech
and gesture. Just as speech is composed of linguistic and gestural components,
music necessarily includes a gestural component—a rhythmical movement of
the body we call “dance,” or “percussion,” or the “playing” an instrument.
Music, like language, is multimodal. Many deaf people, for instance, enjoy
dancing by feeling the rhythm in their bodies. Just as there can be language
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without speech, there can be music without sound. Musical behavior can be
expressed through voice or other body movements that range from simple
swaying to dancing, or from percussive tapping, stamping, or clapping to the
skillful manipulation of purpose-built objects such as drums, flutes, violins,
or pianos. Evidence from neuroimaging shows that attentive listening to mu-
sical sounds engages, to a certain extent, aspects of the action system in the
brain (Brown and Martinez 2007; Grahn and Brett 2007; Janata et al. 2002b).
In effect, whenever we attend to music, our bodies prepare to dance. Kubik
(1979:228) put it succinctly: “Music is a pattern of sound as well as a pattern of
body movement, both in creating this sound and in responding to it in dance.”

From an anthropological perspective, musical, like linguistic, meaning
emerges from its total context—one that includes the sounds, body move-
ments, and symbols as well as the “who,” “where,” “why,” “when,” and “how”
of its performance. To understand and appreciate a musical moment, much
may be involved: the social relations of the musicians and other participants,
the staging of their performance, the choice of venue and songs, the music’s
tempo and structural characteristics, the atmosphere of the occasion, the emo-
tional entrainment that occurs between participants, the smells, the colors of
costumes or decorations, the moves of the dancers, the resonance of symbolic
connections made to myth, religious ideology, environment or ordinary life,
and so on. This wealth of information is nonetheless absent in the musical
notation that represents the music being performed and is only partially repre-
sented in audio or film recordings.

In most parts of the world, and for most of human history, music exists
only because of the social relations that enable its performance. Recorded and
written music, in conjunction with increased musical specialization in our
own society, has made the idea of musical appreciation being separate from its
performance seem normal to European or American scientists. From a cross-
cultural and historical perspective, this is an anomaly. Extracting “music” from
the social context of performance is to miss the point of music. As Levinson
(this volume) observes, “the motivation for and structural complexity of music
may have its origins in joint action rather than in abstract representations or
solitary mentation.”

29 <. 99 <.

Meaning and Function in Music

The most common Western folk theory to account for musical meaning and
function emphasizes its role in expressing sentiment and nonverbal ideals. This
view continues to underpin many of the theoretical approaches taken in studies
of music cross-culturally. Often referred to as “expressionism,” it informs both
social and cognitive accounts of the relationship between music and language
and is based on the presumed distinction between musically encoded feeling
and linguistically encoded thought.
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Reality is more nuanced. Like language, music is a universal human behav-
ior that combines gestural and sonic elements. Both are multimodal and, as
Levinson points out (this volume), expectancy, prosody, and paralanguage in
speech and song are bridges between language and music. These connections
are exploited in certain communicative styles that mix language and music to
capitalize on the range of expressive possibilities offered. For example, for-
malized political oratory, such as the Maori haka, combines speech, chant,
gesture, and dance to reinforce the statement; traditional forms of lamentation
in many societies mix distinctive gestures, dance, song, and speech in formu-
laic ways (Feld 1982; Feld and Fox 1994:39-43); storytelling, such as that of
BaYaka Pygmies, combine linguistic, mimetic dance, and musical forms into a
single communicative event.

Consider the fable Sumbu a we (chimpanzee you will die), which is found
online in the supplemental information to this volume, Example 1 (http:/
www.esforum.de/sfr10/lewis.html). To “tell” this story, some voices narrate;
others mimic the chimpanzee’s part, while still others sing the initiation songs.
For an additional example, watch as Mongemba describes an elephant hunt
by taking full advantage of a range of expressive modes, which illustrate the
importance of both speech and gesture for eliciting meaning and are sugges-
tive of the connection of gesture to dance and speech to song (Example 2,
http://www.esforum.de/sfr10/lewis.html).

There are, however, differences. Music tends to formulaicness (Richman
2000:304), since preexisting formulae—rhythms, riffs, themes or motifs—are
cyclically repeated, often with slight variation or embellishment. Music thus
tends to repeat the same utterances over and over, filled more with redun-
dancies than explicit messages. By contrast, language continually produces
novel utterances through the recomposition of words and gestures to create
new meanings. Where language is based on units with fairly restricted shared
meanings, music is constructed from units with multilayered, fluctuating, or
no meaning. While both combine implicit embodied meanings (dance and ges-
ture) and explicit sung or spoken meanings, music tends to prioritize the im-
plicit and nonverbal, whereas language prioritizes the explicit and the verbal.

In musical contexts, extracting meaning from what is predominantly non-
verbal presents a methodological problem. Using words to discuss a sequence
of mostly nonverbal sounds and actions is challenging since the meanings con-
tained within are performed nonverbally precisely because they are most effec-
tively transmitted in this way. Music and dance “generate certain kinds of so-
cial experience that can be had in no other way....Perhaps, like Levi-Strauss’s
‘mythical thought,’ they can be regarded as primary modeling systems for the
organization of social life...” (Blacking 1985:65).

Feld and Fox (1994:35) typify some of these social organizational func-
tions provided by music “as an emblem of social identity..., as a medium for
socialization..., as a site of material and ideological production..., as a model
for social understandings and evocations of place and history..., as a modality
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for the construction and critique of gender and class relations..., and as an
idiom for metaphysical experience.” Other functions could be added such as
group communication, individual and group display, sexual selection, keeping
dangerous wild animals away, infant and child socialization and learning, a
framing for ritual, or a means to mark episodes or changes of status in cer-
emonies, or the suspension of normal social behaviors as in carnival or spirit
possession. Music can also transmit meaning propositionally. For example, it
can greet or mark arrivals or departures, deaths, births, and other events, or it
can signify social status or announce changes such as a new king or a newly
married couple.

The structures, practices, and meanings of music are culturally determined
and thus the meaning, function, or significance of particular music can only
be understood in relation to its structural properties and specific cultural con-
text. While an exposition of these properties and context may permit the infer-
ence of meanings and functions to music and dance, as with any discussion
of nonverbal communication, it can rarely be complete, definitive, or certain.
The descriptions and discussion that follow must therefore be understood as
approximations.

The Stick Dance of Bhaktapur

Early functionalist understanding of music in anthropology was dominated
by Radcliffe-Brown’s theory, developed in his ethnography on the Andaman
Islanders. He argued that an orderly social existence requires the transmission
and maintenance of culturally desirable sentiments. Each generation is incul-
cated with these sentiments, which are revitalized in adults through participa-
tion in music and dance (Radcliffe-Brown 1922:233-234). Radcliffe-Brown’s
emphasis on the importance of “sentiment” echoed earlier views put forward
by Spencer in his article on the “Origins and Function of Dance” (Spencer
1857). Spencer suggested that, in addition to the verbal understandings and
representations of the ideals of a society, the highest ideals of a society are
nonverbal and that their expression is the basis of the nonverbal arts. If this is
so, then how does the repeated experience of music and dance lead people to
experience desirable sentiments and “the highest ideals” of a society?

Based on work by Maurice Bloch, the musicologist Richard Widdess
(2012) perceptively connected insights from cognitive anthropology to ethno-
musicology. Bloch (1998) argued that culture is composed of bodies of expert
knowledge and associated skills structured similarly to other knowledge-skill
complexes, such as driving a car. Such expertise is acquired, stored, and re-
covered in mainly nonlinguistic ways to be used efficiently. Drivers, for in-
stance, can chat to their passengers while remaining in full control of the car.
Here, “nonlinguistic” means that such expert knowledge is not formulated in
natural language and not governed by rules of linear succession characteristic
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of linguistic grammars (Bloch 1998:10-11). Instead, the underlying nature
of cultural knowledge is more akin to the notion of “schema” or “model” in
cognitive psychology and should thus be termed “cultural models.” Bloch ex-
plained that the Merina of Madagascar are constantly evaluating (as he now
also evaluates) whether an area of forest will make a good swidden field for
agriculture. This complex series of appraisals concerning vegetation types, hy-
drology, slope, landscape, soil, and so on takes just a few seconds. This is an
example of expertly applying a cultural “ideal model.”

Bloch questions the reliance of anthropologists on the verbal explanations
of their informants, because such statements are a transformation of nonlin-
guistic cultural models into linguistic form. Since the underlying structures of
culture may be beyond the capacity of its bearers to formulate linguistically,
Bloch suggests that what researchers are actually doing is selecting statements
that correspond to aspects of these cultural models in approximate ways. They
are able to do this because they have internalized those models not so much
by asking questions as by participant observation. Anthropology’s character-
istically long field research (1824 months) provides the investigator with the
opportunity of becoming an expert in the aspects of the new culture they are
studying.

Widdess recognized a similar process that occurs during ethnomusicologi-
cal research. Through learning to sing or play music—a complex skill normal-
ly transmitted by observation and practice, not language, and by taking part in
musical performance—the ethnomusicologist becomes aware of the range of
meanings that music elicits for people in the society concerned: “These can be
located in relation to culture-specific concepts, functions, social and political
dynamics and historical trajectories of music, as well as in embodied experi-
ence and metaphorical accounts of it” (Widdess 2012:88-89).

To illustrate this, Widdess uses his analysis of the meanings contained
within the stick dance performed annually in the Nepalese town of Bhaktapur
(Widdess 2012). He demonstrates, in particular, how the very structure of the
music is related to culturally contextual meanings. The music during the proces-
sion is composed of two sections: A and B, which are cyclically repeated, plus
a short invocation at the start, during section B, or at the end of the procession.
Section A is typified by a slow 8-beat meter, whereas B has a fast 6-beat meter.
Widdess maps these structural features of the music onto the following: The
drum rhythm at the beginning of A echoes a seasonal song whose words express
the affective meanings of the procession. The slow beat organizes a walking
dance through the narrow streets with dancers clashing sticks every 7th beat.
Once the procession of dancers reaches a square, crossroad, or open space, the
music changes from A to the fast 6-beat of B, giving the dancers the opportunity
to exhibit their energy and skill to onlookers. The invocation piece is played at
the start and end of the procession, and in front of every temple passed.

The circularity of the music (from A to B to A to B...interspersed with
invocations) mirrors the circularity of the processional route around the town.
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This, in turn, is suggestive of temple worship practices being applied to the
town itself and of Hindu-Buddhist cosmology of reincarnation and rebirth.
Other aspects of the music’s structure, particularly its elements of structural
compression, can be seen as the sonic equivalent of local architectural temple
and fountain styles, reflecting a particular concept of space as mandala-like
concentric rings, where the most powerful divinities are compressed into the
smallest central regions. The music and dance exploit this aspect of divine
power by employing similar compression and intensification in the music’s
movement between the slower, but moving Section A, and the fast, but station-
ary Section B. In the chanted invocations, the dance is explicitly dedicated to
the invocation of divine power.

The isomorphism between musical, material, visual, and conceptual pat-
terns of meanings in the music described by Widdess were never verbally ex-
pressed to him. But, according to cognitive anthropological theory, it would
be surprising if they were. Widdess argues that such flexibility in meaning in
music is characteristic of what cognitive anthropologists, such as Bloch (1998)
or Shore (1996), call “foundational cultural schemas”—cultural models that
cross the boundaries of cultural and sensory domains, rather than focus specifi-
cally on one thing—such as what makes a good swidden.

Musical performances involve a huge range of potential meanings and
functions: from the sound and structure of the music itself, to the social and
political relationships it establishes among performers, to the way it refracts
culture-specific concepts, history, or identity. As such, musical styles are prom-
ising candidates to illuminate cultural analyses since “the highly specialized,
schematic structures of music, and their realization through performance in
context...offer fertile ground for the discovery of cross-domain, nonlinguis-
tic cultural models and cultural meanings” (Widdess 2012:94). The politically
egalitarian BaYaka hunter-gatherers, whom I have studied in Northern Congo,
offer an example of how such foundational cultural schemas can be uncovered
through an analysis of musical activity, further demonstrating how music ex-
tends well beyond the realm of sound.

A Central African BaYaka Pygmy Hunter-Gatherer Perspective

When the BaYaka! discuss the extent to which other Pygmy groups are “real”
forest people, they often focus on the extent of their skill in performing ritual.
For example, in 2006 when I played some 50-year-old recordings of Mbuti
music, made by Colin Turnbull in the 1950s on the eastern border of the dense

! They are also referred to as Mbendjele and number some 15,000-20,000 individuals occupy-

ing around five million hectares of remote forest in Northern Congo and the border area of
Central African Republic. Since it is easier for English speakers to pronounce and remember
“BaYaka,” I use this more encompassing term. Mbendjele use it to refer to all Central African
hunter-gatherers in a similar way to the academic term “Pygmy.”
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forest covering the Congo Basin, to BaYaka friends over a thousand miles to
the west, they immediately exclaimed: “They must be BaYaka since they sing
just like us!” To grasp this requires a better understanding of what music means
to BaYaka people and their culture, as well as what they do with it.

To the BaYaka, music is potent and productive; it has power. When the
BaYaka set out to net-hunt, for example, women alternate a sung vowel with a
blow on a single note flute to enchant the forest. They explain that this makes
the animals feel kwaana—soft, relaxed, and tired—so that they may be more
easily caught in the nets. Before a planned elephant hunt, women sing Yele late
into the night. Extended mesmeric singing and dance styles are combined with
a secret drink to facilitate certain women to enter a trance. While in Yele trance,
these women say that their spirits travel over the forest to locate elephants, and
that they “tie the elephants’ spirits down” so that they can be later killed by the
men. In the morning, the women tell the men where to go to find the elephants
that they have tied up. The general principle implied is that music and dance
enchant sentient beings, making them relaxed, happy, and open. In the case
of animals, this makes them easier to kill; in the case of people, music makes
them more willing to give up things when asked. During large group ritual
performances, this principle is used to acquire things from other people within
the group as well as from outsiders, such as local farmers.

Such rituals are a regular feature of camp life and are called mokondi mas-
sana, literally “spirit play.” During a mokondi massana, people, and then spir-
its, dance to complex interweaving vocal melodies interlocked into a dense
yodeled and hocketed? polyphony that overlaps with a percussive polyrhythm
made by clapping and drumming. To attract forest spirits (mokondi) out of
the forest to play and dance with the human group, this music must be beauti-
fully performed. Although there are many other contexts in which people make
music, spirit plays are the most appreciated and valued musical event of the
BaYaka. Their neighbors share this appreciation and consider the BaYaka to
be the most accomplished musicians in the region. In fact, the BaYaka perform
the major life-cycle rituals for their neighbors in return for copious alcohol,
“smoke,” and food.

The BaYaka have an egalitarian social organization of the type described
by Woodburn as “immediate return” (Woodburn 1982). In a society where it
is rude to ask questions (not easy for a researcher), rude to tell someone else
what to do (men cannot order their wives, parents cannot order their children),
and there are no social statuses that carry authority, it is often difficult to under-
stand how anything gets done. Yet somehow, day after day, the camp spontane-
ously organizes itself to find sufficient food without an elder or leader direct-
ing people to act. People organize themselves sensitively in relation to what
others announce they are doing, so that their actions are complementary. This

Yodeling is a singing style that alternates between a chest and a head voice. Hocket is a tech-
nique in which singers sing alternately to complete a single melody.
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apparent spontaneity forced me to look obliquely for clues and be sensitive to
ways in which BaYaka organize themselves and transmit knowledge, without
giving special status or authority to any particular individual. Observing the
inability of egalitarian societies to judge new innovations, Brunton (1989) pro-
vocatively suggested that such societies are inherently unstable, their practices
haphazard or accidental assemblages, and their continued existence fortuitous.
Yet given the long survival of such societies in the ethnographic record, some-
thing else is clearly going on.

Elsewhere (Lewis 2008), I have examined how a taboo complex called
ekila, based on the separation of different kinds of blood (menstrual blood and
the blood of killing animals), serves to inculcate specific gendered roles and
ideological orientations without reference to authority figures. My analysis of
BaYaka music builds on this work and demonstrates another key way that the
BaYaka learn the organizational principles of their society. These principles
are rarely made explicit, yet consistently—across communities in widely dif-
ferent areas and even speaking different languages (Baka, BaAka, BaYaka,
Mikaya, Mbuti, Efe)—I have observed that many of the same organizational
practices are based on ekila-like taboos (concerning different types of blood)
as well as the common cultural institution of spirit plays (the primary site for
the interlocked polyphonic singing style).

BaYaka Musical Socialization

To understand why a musical education can be a cultural one requires eth-
nography. This musical-cum-cultural inculcation begins before birth. As of 24
weeks, a normally developing fetus hears the world around its mother. Just as
the pregnant mother regularly sings as she goes about her daily activities or
when she immerses herself in the group of women singing these intertwin-
ing melodies late into the night, so too does her unborn child (Montermurro
1996). If the endorphins that this experience produces in the mother are shared
with her fetus, as Verney and Weintraub (2002:63, 159) claim, powerful asso-
ciations between the sounds heard and pleasure are established in utero. This
prenatal acoustic and emotional reinforcement would be very effective at in-
culcating both the desire to participate in singing and the development of a
knowledge base for later use.

Regular immersion in the rhythm and melodies of BaYaka polyphony con-
tinues after birth as the baby is sung lullabies, or dances along on the moth-
er’s back, or sits in her lap when the women sing together in a tight group
of intertwined bodies as the forest spirits are enticed into camp. During per-
formances, mothers often “dance” small babies by exploiting their standing
reflex long before they can walk. The baby’s motor development for dancing
is encouraged together with its rhythmic and vocal development. Any infant
or small child that makes an attempt at musical performance is immediately
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praised and encouraged to continue regardless of the quality of their perfor-
mance. Women’s daily activities are often musically coordinated, from harmo-
nizing water baling when dam fishing, to the distinctive Yele yodels that are
sung as women move around the forest looking for food (Example 3, http://
www.esforum.de/sfr10/lewis.html). As such, these activities provide frequent
opportunities for children to engage in musical play.

Whenever babies or infants cry excessively, their caregiver begins yodeling
louder than the baby and often firmly pats a percussive rhythm on their back.
This action is surprisingly effective in quieting even the most distraught baby
and reinforces the association of the melodies with comfort and homeliness.
The frequency with which I have observed babies and infants experiencing this
intense musical involvement—Iliterally having these melodies and rhythms
drummed into the prelinguistic body—suggests that it might be an important
element of musical development. It seems to institute a process that ensures the
development of fine musical skills and a keen sense of rhythm necessary for
later participation in this sophisticated singing style.

Such implicit learning is tested as soon as infants begin to walk and par-
ticipate more independently in music making. Sitting next to its mother or
further away with other children, an infant begins to fine-tune its listening
skills as it mimics what it hears. In this manner, children progressively acquire
the repertoire of formulas that must be used to participate appropriately in
the polyphony in the absence of explicit instruction. This imitation is actively
encouraged with praise and so the infant is further stimulated to participate.
Explicit intergenerational teaching is rare, though it does happen. Instead, peer
group imitation is the major avenue for the transmission of key skills.

While there is no general word for music in BaYaka, massana encom-
passes what we would recognize as musical activities, but it also refers to
any type of cooperative, playful activity. Ritual song and dance styles are
generically referred to as eboka, each with a specific name, and BaYaka dif-
ferentiate between the verbs to sing (bo.yemba), to dance (bo.bina), and to
play/do ritual (bo.sane). Massana includes any activity that involves groups
of children cooperating to have fun and can range from casual play to struc-
tured role-play games, to spirit-play (mokondi massana) ritual performances.
During Massana, the children (or accompanying adults) summon mysterious
forest spirits into camp to bless them with joy, laughter, food, and health (for
further information, see Lewis 2002:124-195). Massana extends the social
nexus of music and dance to one that encompasses cooperation, play, mime,
speech, and ritual.

One of the most important venues for BaYaka children to learn ritual and
musical interaction is during the performance of the children’s spirit play
called Bolu (Lewis 2002:132—136). Bolu leads directly into adult spirit play.
It is like a prototype, containing all the basic elements of adult spirit plays,
including its own forest spirit (Bolu) and secret area (njanga) to which the
spirit is called from the forest by the initiates; in this case, boys between the
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ages of three to eight years old. Bolu’s secret area creates a space for sharing
secrets, which cultivates the same-sex solidarity so central to BaYaka culture
and social organization. Meanwhile, similarly aged girls dance up and down
the camp singing Bolu songs.

A successful performance requires boys and girls, as separate groups, to
cooperate and coordinate in doing different but complementary tasks. The
singing and dancing is built up until the leafy, cloth-covered spirit, called
Bolu, is attracted into camp. The dancing and singing boys must then ensure
that the girls do not dance too close to the Bolu spirit. Keeping Bolu in camp
makes people happy, and this keeps the forest open and generous so that food
will come.

Although not explicitly stated, the basic structure of spirit plays involving
both sexes (a minority are gender exclusive) mirrors the gendered division
of labor, thus reinforcing the principle that a life of plenty is best achieved
through the successful combination of gendered differences and gendered pro-
duction. Men call the spirit out of the forest to the secret njanga area and
prepare it to dance. Women entice it out of the secret area and into the human
space by their beautiful singing and seductive dancing, thus enabling all to
enjoy the euphoria that the spirit brings. This gendered pattern of interaction
resonates with gendered productive activities in diverse domains: from making
children to eating dinner (for a more detailed account, see Lewis 2008). Men
say they must repeatedly deposit semen in a woman’s womb for her to make it
into a beautiful baby, which she then returns after birth to the man and his clan,
who give it a name. Men take raw meat from dangerous forest animals and it
is cooked by women in order for it to be tasty and safely consumed to sustain
the camp. The principle seems to be that men bring things from the outside to
the inside; once inside, women transform the thing by making it beautiful and
safe for all.

Acquiring competence in the BaYaka musical style simultaneously pro-
vides the small children the context for developing competency in a particular
style of gendered coordination. As Blacking (1985:64-65) astutely observed:
“Movement, dance, music and ritual can usefully be treated as modes of com-
munication on a continuum from the non-verbal to the verbal. All four modes
can express ideas that belong to other spheres of human activity: social, politi-
cal, economic, religious and so on.” Spirit plays are perhaps the most important
cultural institution of the BaYaka, since their performance leads to familiarity
and competence in so many other domains of activity.

Mokondi Massana: Spirit Plays

The performance of spirit plays forms BaYaka persons in very particular
ways, most explicitly during the initiation ceremonies into the secret society
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responsible for each of the spirit plays.? Each has its sacred path, secret lore,
and defined group of initiates responsible for preparing the spirit play and call-
ing the spirit out of the forest. In these secret societies, hidden knowledge is
shared: among women, this involves catching the spirits of game animals so
men can kill them, using “sexiness” to control and manage men, and main-
taining fertility, childbirth, and healthy child-rearing; for men, this concerns
hunting, honey collecting, traveling in the forest (night-walking, high-speed
displacement, invisibility, etc), and making themselves “awesome” (impres-
sive, handsome, and fearsome). Only in a musical context will different groups
communicate their qualities, claims, and issues explicitly. All these point to
important ways in which participation in different spirit plays forms BaYaka
persons (Lewis 2002:124—-195 provides more detail). To support my analysis
of music as a foundational cultural schema, let us examine some of the under-
lying principles.

BaYaka are explicit about the importance of performing spirit plays and will
encourage their performance if a few days have passed without one. After an-
nouncing to the camp that such-and-such spirit play should be danced, people
are called by the initiates to assemble together in the middle of camp and “mix
themselves together” (bosanganye njo) both physically, by laying legs and arms
over each other, and acoustically, by interlocking their different sung vowel-
sound melodies. Arom (1978:24) refers to this as “pure” music since the songs
rarely have words. To get an idea of this style, a video of two young women sing-
ing Maolbe is provided (Example 4, http://www.esforum.de/sfr10/lewis.html).
Sometimes a phrase will be called out by whoever starts the song, but then the
singing proceeds without words. Sometimes several different spirit plays are
performed on the same day and, if there are enough young people in camp,
they may be performed every evening.

From time to time during the dense polyphony of spirit play, some partici-
pants (male or female) stand up to clown and dance. Often BaYaka will criti-
cize singers who are not singing energetically enough or those who sit apart
from others or who are chatting or sleeping. When things are going just right,
they might shout “Great joy of joys!” (bisengo!), “Just like that!” (o bona!),
“Again! Again!” (bodi! bodi!), “Take it away!” (fomba!), or “Sing! Dance!”
(pia massana!).

Established spirit plays have special, mostly secret, vocabularies for con-
gratulating moments of fine performance. There is much creativity and varia-
tion in the details of each spirit play, concerning who is eligible to join, the se-
cret lore, the appearance and dance of the forest spirit, the songs, rhythms, and
dance steps of participants. Structurally, however, spirit plays resemble one
another: membership is through initiation (bo.gwie) to a sacred path (njanga)

In my research area there are over 20 different spirit plays. Tsuru (1998) counted more than
50 different spirit plays (called me) among Baka Pygmies along a 200 km stretch of road in
Cameroon.
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where a forest spirit (mokondi) is called and its blessing and secret knowledge
shared in exchange for polyphonic interlocked hocketed singing and dancing
(massana).

The characteristics of this ritual system are shared across a range of Pygmy
groups that speak different languages and are dispersed over Western Central
Africa: the Baka and BaGyeli in Gabon and Cameroon; the BaAka in Central
African Republic and Northern Congo; and the BaYaka, Luma, and Mikaya in
Northern Congo. These groups form an international network of certain spirit
plays across the region.

During these rituals different groups form to animate, organize, and per-
form the spirit plays. These groups can be comprised of the children from the
camp, who sometimes use their songs to claim things (mostly desirable foods)
from adults in the camp, or the men as they express their solidarity to the
women, or the women to the men. Other performances involve establishing
communication between the camp and game animals, or the camp and the for-
est as a sentient being. Like other animists, BaYaka society includes the forest
and animals around them.

Spirit plays structure the wider society by ensuring that small camps dis-
persed throughout the forest come together to form larger communities from
time to time. This aggregation and dispersal of people is organized and moti-
vated by the social opportunities afforded by performing spirit plays. From the
smallest social unit, spirit plays regularly bring camp members together. Once
in a while they draw neighboring camps together for a special event, such as to
celebrate an elephant kill. In the dry season, commemoration ceremonies (ebo-
ka) bring people together in greater numbers than any other event. These eboka
are the most important social events of the year: marriages are arranged, news
from across the forest is exchanged, old friends meet, and so do old enemies.
How, and in which spirit plays, you participate defines your age and gender,
as well as the specialist skills you may have, such as animal spirit catcher or
elephant hunter. Only during spirit plays (and particularly in their sacred areas)
do BaYaka publicly offer each other advice or elaborate on the particular quali-
ties and strengths of the group brought together by the forest spirit.

BaYaka songs often begin with a phrase or sentence to indicate which rep-
ertoire of melodies can be used, but then proceed entirely based on hocketed
vowel sounds. There is an initial message followed by an embodied message.
During the women-only spirit play of Ngoku, the united body of the singing
women dances arm-in-arm up and down the central area of camp. As they
begin a new song, whoever stopped the last song sings out a line—such as,
“you are all our children!,” “let’s fuck!,” “we like young men!” or “the va-
gina always wins, the penis is already tired!”—to tell the other women which
melodies to sing. Asserting themselves to their husbands individually in this
way could be misunderstood, but as a united group of beautiful, sexy, but un-
available women they speak as “Woman” to the men (Finnegan 2009 expands
on this theme). These rude songs do embarrass men and are a key way in
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which women demonstrate and impose their power in relation to men. Men,
on the other hand, speak as “Man” to the women during spirit plays, such as
Sho or Ejengi, by emphasizing brawn—male dances are strong, mysterious,
and awesome. As they stamp up and down the camp, bound together as one,
they frighten but also attract, making themselves desired but respected.* This
process of assertion and counter-assertion is central in maintaining egalitarian
relations between the gender groups.

In these spirit plays, different groups in society are able to define and ex-
press themselves as a group to the rest of society. Individuals passing through
these institutions explore what these identities mean as they move through
life. By singing as one, no individual can be held responsible for what is sung.
A large group of people trying to speak as one tends to produce “a speaker”;
otherwise what they say is difficult to hear. By singing as one, the corporate
body speaks and is understood. BaYaka take full advantage of the possibilities
for group communication that musical performance affords.

BaYaka explicitly use spirit plays to enchant those who witness them. They
say that the beauty of it makes an onlooker “go soft.” Sharing sound with the
forest establishes a relationship of care and concern between the human group
and the forest. Since persons who care for each other share on demand, sharing
song with the forest legitimates any demands people make, so that the forest
can be expected to share its bounty (e.g., pigs or elephants) with people. Such
singing is not considered as spiritual but as instrumental—like a hunting tech-
nique. Similarly, music is used by the Mbendjele to enchant and make their
Bilo farmer neighbors generous. All the Bilo’s key ceremonies are conducted
for them by the Mbendjele, who extract huge amounts of goods for doing so.
A full description would be lengthy. The key point is that BaYaka use music to
establish communication between groups across ethnic and species boundar-
ies, as well as within their own society.

The implicit principle is that when many people speak at once, their mes-
sage is incoherent and the language may not even be understood. If, however,
many sing together, their message is reinforced. In speech, one body commu-
nicates; in music, many bodies can do so. Spirit plays happen often, but the
experience is quite different to, for example, the listening of music on your
stereo player at home after work. Spirit plays involve energetic, intense, full-
bodied participation (Figure 2.1) that requires you to contribute as best you
can, and in distinctive ways that relate to both the spirit play being performed
and the music’s structure.

4 Watching football fans chanting in unison, or soldiers singing as they march, activates a similar

principle. I know this is well appreciated in conflict situations as reflected in popular stereo-
types of “war dances.” The key point is that forms of group dance are very much about com-
municating as groups not individuals.



Figure 2.1 After fourteen hours of performance these young women are still going
strong. They use their hands to clap out polyrhythms that accompany their hocketed and
yodeled polyphony to attract forest spirits into camp. Pembe, Congo-Brazzaville 2010.
Photo by Jerome Lewis.

The Role of Musical Structure in Inculcating Culture

Ethnomusicologist Simha Arom (1978, 1985) analyzed this distinctive and
complexly organized style to show that its structure is based on repeated inter-
locked “melodic modules.” When listening to the wealth of sound and melody
this style produces, it is easy to think that each voice sings randomly, but a
sophisticated underlying musical organization constrains and directs innova-
tion and creativity. Each participant’s life-long musical apprenticeship has
ensured that this musical deep structure is so effectively inculcated that each
singer knows how variations can be executed and when to integrate them into
the song.

More recently, Kisliuk (2001) built on this to emphasize how creative
BaYaka music is despite this rigorous organization. She describes how BaAka
Pygmies in the Lobaye forest (Central African Republic) use musical perfor-
mance as a way to explore modernity, by adopting missionary songs and other
music. Over time, Kisliuk notes (2001:188) that new songs, such as hymns,
are transformed by “elaborating on a theme until eventually it is engulfed in
a flurry of kaleidoscopic improvisations, countermelodies, and elaborations,”
effectively becoming increasingly BaAka in style. This constant embellish-
ment, variation, and recombination of the “melodic modules” occurs within
their own music as well, creating huge potential for variation each time a song
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is performed and leading to the creation of new musical repertoires and the
extension of existing ones. Kisliuk refers to this underlying pattern as a dis-
tinctive BaAka “socio-aesthetic” that encourages people to engage with new
environmental stimuli in a dialogic way. Through the performance process,
Pygmies “colonize” the new, first exploring it in its own terms, then succes-
sively incorporating it or discarding it.

What is fascinating is that the music’s deep structure enables, even encour-
ages, great variation and creativity in its surface manifestations—the performed
spirit play or song being sung—while respecting a coherent deep pattern that
remains mostly below the surface. In this sense it manages to be conservative,
yet hugely creative and innovative. This freedom within constraint enables
each individual to interpret the deep structure according to their current predis-
positions, experience, and needs. It is not a rigid or dogmatic imposition but an
aesthetic orientation that drives sound into increasing complexity in a uniquely
Pygmy way. I am not attributing causality to either the individual or the mu-
sical deep structure, but rather to the interaction of the two in particular life
circumstances. Music does not dictate cultural orientations, but rather familiar-
izes participants with these culturally specific ways of organizing themselves,
shows them to be effective, and then leaves it up to the individual and group to
make them relevant to the current moment, or not. With these caveats in mind
I will illustrate how singing an interlocked, hocketed polyphony has certain
phenomenological consequences on people who do so.”

Participating appropriately in a song composed of different parts sung by
different people simultaneously involves musical, political, psychological, and
economic training. Anyone can start or stop a song, though there are particular
conventions to follow. There is no hierarchy among singers, no authority orga-
nizing participation; all must be present and give of their best. All must share
whatever they have. Each singer must harmonize with others but avoid singing
the same melody; if too many sing the same part, the polyphony dissolves.
Thus each singer has to hold their own and resist being entrained into the melo-
dies being sung around them. Learning to do this when singing cultivates a
particular sense of personal autonomy: one that is not selfish or self-obsessed,
but is keenly aware of what others are doing and seeks to complement this by
doing something different.

3 Interestingly, Blacking provides evidence from the Venda that the Zshikona polyphonic “na-

tional song,” which is sung by all, played on 20 pipes, and accompanied by four drummers,
“is valuable and beautiful to the Venda, not only because of the quantity of people and tones
involved, but because of the quality of the relationships that must be established between
people and tones whenever it is performed...[T3hikona creates] a situation that generates the
highest degree of individuality in the largest possible community of individuals. Zshikona pro-
vides the best of all possible worlds, and the Venda are fully aware of its value...of all shared
experiences in Venda society, a performance of Zshikona is said to be the most highly valued”
(Blacking 1973/2000:51).
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Musical skill could be understood as priming participants to culturally ap-
propriate ways of interacting with others, so that the choices each makes do
not need explicit justification, since they are instinctive, based on an aesthetic
feeling of what one ought to do. This aesthetic sense wills a person to do it,
even though there is no force obliging them to do so. This is a key aspect of
the unspoken grammar of interaction, which is a central dynamic organizing
daily camp life in a society where no one, not even parents to their children,
can oblige others to do their will.

Recognizing melodic modules in the music, then deciding where to fit your
particular module into the interlocked rhythm is an aesthetic decision that has
similarities with the types of decisions people make when hunting and gather-
ing. I have observed how people, as they walk down a forest path, take great
pleasure in discussing what they see and what it means. In particular, people
remarked on regularly occurring conjunctions of features that indicated a re-
source to extract from the forest. No one ever said this to me, but being suc-
cessful in identifying these conjunctions utilizes decision-making skills that
are similar to those used when successfully applying a melodic module at the
right time in a particular song.

A criss-crossing of narrow animal trails in leafy but relatively open un-
dergrowth, for example, indicates the presence of small, tasty antelope-like
animals called duikers. In such an “environmental melody,” the melodic mod-
ule to choose is to squat down and mimic a duiker’s call, so that the duikers
come out of the undergrowth to within reach of your spear! Such cross-domain
similarities between the application of musical knowledge and the application
of subsistence knowledge are suggestive. Though the apprenticeship required
for each activity is different and leads to the acquisition of different areas of
knowledge (musical melodies or hunting strategies), the manner in which
this knowledge is deployed in daily decision making has a striking structural
resemblance.

These resemblances go further. The musically acquired aesthetic predispo-
sition to sing a melodic line different from your neighbor (if too many sing the
same melody the polyphony is lost) makes for efficient hunting and gathering
when transformed into an economic aesthetic: do something different from
others. If everyone goes hunting in the same area of forest, there is a risk that
there would be nothing to eat.

Modes of musical participation are so intimately integrated into everyday
life in these Pygmy communities that each person’s physical and social devel-
opment has been profoundly influenced by music. In such an egalitarian cul-
tural context, where explicit teaching is rare, these modes of music and dance
participation are one of the major avenues for learning the cultural grammars
of interaction. By learning how to join in the song appropriately, each person
is also learning how to behave appropriately in a range of other contexts. By
regularly repeating this same process during performances over a lifetime, a
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particular BaYaka way of doing things is repeatedly inculcated, almost sub-
liminally, to each generation without recourse to authority figures.

In summary, musical participation requires the cultivation of special skills
that are useful in a range of other domains of cultural activity, such as politics
and economics. Indeed, the organizational similarities between activities in
these different domains confirm music as a truly central foundational cultural
schema, since it is the primary source for propagating this particular Pygmy
cultural aesthetic.

This explains why music and ritual are so preoccupying for the BaYaka
and other hunter-gatherers, and important when they want to know how like
themselves other hunter-gatherers are. In the BaYaka case, they implicitly
seem to recognize that performing these rituals and their accompanying musi-
cal repertoires has pedagogic, political, economic, social, and cosmological
ramifications that serve to reproduce key cultural orientations they consider
central to BaYaka personhood and cultural identity. Music and ritual involve
an interactive, creative process. The deep structure interacts with the natural/
social environment and people’s characters/experiences to produce an aesthet-
ic negotiation that manifests as a unique sound and corresponding series of
body movements, as well as a particular cultural approach to ritual, politics,
and economy. This is why the BaYaka, listening to Mbuti singing their songs
over 1000 miles away and in a different language, could immediately hear the
structural similarity, and explains what led them to exclaim that the Mbuti must
also be BaYaka.

Conclusion

Dance and musical performance offer a privileged window into the structure
of foundational cultural schemas® and their influence on people’s everyday
decisions and behavior. They do so by seducing us to conform to them using
our aesthetic sense, enjoyment of harmony, desire to cooperate, curiosity, and
pleasure-seeking propensities.

Such foundational cultural schemas have the potential to resonate with
multiple meanings. This, in turn, enables them to continue to be applicable
and useful when things change. Flexibility is crucial for foundational cultural
schemas to be relevant over long periods of time, adapting to changing circum-
stances and new situations, providing guidance but not direction, continuity
despite variation, and a means of ordering and making sense out of novelty.

Perhaps the combination of constancy in structure and style with creativ-
ity in output offers a partial account of why musically organized foundational

®  The extent to which Pygmies represent a special case of this is unclear. Pygmies are clearly

very sophisticated musicians so it is not surprising that culture is so musically influenced. In
less musical societies, culture may be less influenced by music. Further research is clearly
required.
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cultural schemas can be so resilient. If they are to be meaningful for each
generation, they must be able to adapt flexibly to new contexts and resonate
across different domains. They must be able to frame the way people act and
think rather than determine what they do or say; otherwise they will not cope
with change and may be abandoned because irrelevant. A distinctive musical
style does this very effectively, by being able to adapt to new circumstances
without losing relevance or continuity. Meanings can be held within music
propositionally (e.g., the ringing of church bells to announce a newly married
couple, or their silence indicating something went wrong) and implicationally
or structurally (e.g., expressing the joy and happiness of the event, or the quiet
shame of public rejection). The key is that musical meaning is diverse, interac-
tive, situated, multilayered, and wonderfully stretchy.

Music’s role in the cultural transmission of enduring aesthetic, economic,
social, and political orientations is remarkable. The dense interlocked hocket-
ing of the BaYaka’s and other Pygmy’s vocal polyphony is probably many
thousands of years old. Upon hearing Mbuti music, the BaYaka immediately
recognized that the Mbuti were “real forest people” like themselves, even
though genetic studies suggest that they last lived together around 18-20 thou-
sand years ago (Bahuchet 1996). Victor Grauer takes this even further: He
suggests that this unique and distinctive style, shared only by San Bushman
groups and Central African Pygmies,’ extends back to the time when they were
both the same people. According to the genetic studies he quotes (Chen et al.
2000), this was between 75-100 thousand years ago (Grauer 2007).

These studies imply that musical foundational schemas may have extraor-
dinary resilience. I argue that this resilience is due to their special aesthetic,
incorporative, adaptive, and stylistic qualities which ensure continuity despite
change. As the recognition of Mbuti by BaYaka attests, the schemas survive,
even when language, technology, and geographical location all change.

If, as Patel as well as Fitch and Jarvis (this volume) suggest, many of the
same brain resources are used for language, music performance, and percep-
tion, then the claim that language and music are at either end of a human com-
municative continuum seems plausible. There are, however, also important
differences; most notably, the way that language makes greater use of the left
hemisphere of the brain and music the right. From the material presented here,
one might speculate that music, because of its aesthetic qualities, may have
special significance for understanding the way culture is held in human brains
and transmitted down the generations. Language, by contrast, is more con-
cerned with the immediate contingencies of current human interaction; music
is adapted to long-term orientations that determine the aesthetics or cultur-
ally appropriate forms that this interaction can take. Though both are based on
similar brain resources, music and language have adapted to provide human
beings with different cognitive advantages: one set is biased toward long-term

7" This connection is disputed by Olivier and Furniss (1999).
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interaction and cohesion of social groups, the other to the specifics of indi-
vidual interactions.
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Cross-Cultural Universals and
Communication Structures

Stephen C. Levinson

Abstract

Given the diversity of languages, it is unlikely that the human capacity for language
resides in rich universal syntactic machinery. More likely, it resides centrally in the
capacity for vocal learning combined with a distinctive ethology for communicative
interaction, which together (no doubt with other capacities) make diverse languages
learnable. This chapter focuses on face-to-face communication, which is character-
ized by the mapping of sounds and multimodal signals onto speech acts and which
can be deeply recursively embedded in interaction structure, suggesting an interactive
origin for complex syntax. These actions are recognized through Gricean intention
recognition, which is a kind of “mirroring” or simulation distinct from the classic
mirror neuron system. The multimodality of conversational interaction makes evident
the involvement of body, hand, and mouth, where the burden on these can be shifted,
as in the use of speech and gesture, or hands and face in sign languages. Such shifts
having taken place during the course of human evolution. All this suggests a slightly
different approach to the mystery of music, whose origins should also be sought in
joint action, albeit with a shift from turn-taking to simultaneous expression, and with
an affective quality that may tap ancient sources residual in primate vocalization. The
deep connection of language to music can best be seen in the only universal form of
music, namely song.

Introduction

To approach the issues surrounding the relationship between language and mu-
sic tangentially, I argue that the language sciences have largely misconstrued
the nature of their object of study. When language is correctly repositioned as
a quite elaborate cultural superstructure resting on two biological columns, as
it were, the relationship to music looks rather different.

This chapter puts forth the following controversial position: Languages vary
too much for the idea of “universal grammar” to offer any solid explanation
of our exclusive language capacity. Instead we need to look directly for our
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biological endowment for language, communication, and culture. Part of this
may involve the neural circuitry that is activated in language use (see Hagoort
and Poeppel, this volume), although the innate nature of this is still unresolved,
since it apparently develops in part parallel to the learning of language (Brauer
et al. 2011b). Two systems, however, clearly contribute to our native language-
ready capacities: (a) an evolved set of interactive abilities, which makes it pos-
sible to learn the cultural traditions we call languages, and (b) a specialized vo-
cal-learning system (an auditory-vocal loop). These two systems have distinct
neurocognitive bases and different phylogenetic histories. Judging from traces
of parallel material culture, system (a) is well over 1.5 million years old—a time
period when system (b) was not yet in place. Here I concentrate on system (a),
our interactive abilities, because its contribution to linguistic capacity has not
been properly appreciated. I begin with a brief description of this story and then
explore its implications for language, music, and their interrelation.

Language Diversity and Its Implications

Let us begin with the observation that human communication systems are
unique in the animal world in varying across social groups on every level of
form and meaning. There are some 7000 languages, each differing in sound
systems, syntax, word formation, and meaning distinctions. New information
about the range of language diversity and its historical origins has undercut
the view that diversity is tightly constrained by “universal grammar” or a
language-specialized faculty or mental module (Evans and Levinson 2009).
Common misconceptions, enshrined in the generative approach to language
universals, are that all languages use syntactic phrase structure as the essential
foundation for expressing, for example, grammatical relations, or that all lan-
guages use CV syllables (a Consonant followed by a Vowel), or have the same
basic set of word classes (e.g., noun, verb, adjective). Instead, some languages
make little or no use of surface phrase structure or immediate constituents, not
all languages use CV syllables, and many languages have word classes (like
ideophones, classifiers) that are not found in European languages. The entire
apparatus of generative grammar fails to have purchase in languages that lack
phrase structure (e.g., the so-called “binding conditions” that control the dis-
tribution of reflexives and reciprocals). Nearly all language universals posited
by generative grammarians have exceptions in one set of languages or another.

The other main approach to language universals, due to Greenberg (1966),
escapes this dilemma by aiming for strong statistical tendencies rather than
exceptionless structural constraints. The claim would then be that if most lan-
guages follow a tendency for specific structures, this reflects important biases
in human cognition. Greenberg suggested, for example, that languages tend to
have “harmonic” word orders, so that if a language has the verb at the end of
the clause, it will have postpositions that follow the noun phrase (rather than
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prepositions that precede the noun phrase). Dryer (2008) has recently tested a
great range of such predictions, with apparently good support. These general-
izations rely on sampling many languages, both related and unrelated; one can
hardly avoid related languages because a few large language families account
for most of the languages of the world. One problem that then arises is that re-
lated languages may be similar just because they have inherited a pattern from
a common ancestor. One recent solution has been to control for relatedness
by looking at, for example, word order wholly within large language families.
It turns out that the Greenbergian generalizations about harmonic word order
do not hold: language change within language families often does not respect
the postulated strong biases, and language families show distinctly different
tendencies of their own (Dunn et al. 2011).

The upshot is that although there are clear tendencies for languages to have
certain structural configurations, much of this patterning may be due entirely to
cultural evolution (i.e., to inheritance and elaboration during the processes of
historical language change and diversification). All the languages of the world
outside Africa ultimately derive (judging from genetic bottlenecks) from a very
small number that left Africa at the time of the diaspora of modern humans not
later than ca. 70,000 years ago, with the possible proviso that interbreeding
with Neanderthals and Denisovans (now known to have occurred) could have
amplified the original diversity (Dediu and Levinson 2013).!

There are three important implications. First, we have underestimated the
power of cultural transmission: using modern bioinformatic techniques we can
now show that languages can retain strong signals of cultural phylogeny for
10,000 years or more (Dunn et al. 2005; Pagel 2009). Consequently, language
variation may tell us more about historical process than about innate constraints
on the language capacity. Those seeking parallels between music and language
be warned: in neither case do we have a clear overview of the full range of
diverse cultural traditions, universal tendencies within each domain, and in-
trinsic connections across those tendencies. Over the last five years, linguists
have made significant progress in compiling databases reflecting (as yet still
in a patchy way) perhaps a third of the linguistic diversity in the world, but no
corresponding database of ethnomusicological variation is even in progress.?

Second, the observed diversity is inconsistent with an innate “language ca-
pacity” or universal grammar, which specifies the structure of human language
in anything like the detail imagined, for example, by the “government and
binding” or “principles and parameters” frameworks in linguistics (Chomsky

U The recently discovered Denisovans were a sister clade to Neanderthals, present in eastern

Eurasia ca. 50 kya; they contributed genes to present-day Papuans, just like Neanderthals did
to western Eurasians.

Useful leads will be found in Patel (2008:171ff), who points out that cultural variability in scale
structure (numbers from 2-7 tones, differently spaced) and rhythm (2008:971f) makes strong
universals impossible. See also Nettl (2000), who quotes approvingly Herzog’s title “Musical
Dialects: A Non-Universal Language.”
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1981; Baker 2001). Even the scaled-back Minimalist program makes claims
about phrase structure that are ill-fitted to the diversity of languages. There is
no doubt a general “language readiness” special to the species, but this does
not seem well captured by the major existing linguistic frameworks. We seem
to be left with general architectural properties of languages (e.g., the map-
ping of phonology to syntax, and syntax to semantics), abstract Hockettian
“design features,” and perhaps with stronger universals at the sound and mean-
ing ends (i.e., phonology and semantics, the latter pretty unexplored) than in
morphosyntax.

Third, since the diversity rules out most proposed linguistic universals, we
need to look elsewhere than “universal grammar” for the specific biological
endowment that makes language possible for humans and not, apparently, for
any other species. Apart from our general cognitive capacities, the most obvi-
ous feature is the anatomy and neurocognition of the vocal apparatus, and our
vocal-learning abilities, rare or even unique among the primates.® These input/
output specializations may drive the corresponding neurocognition, the loop
between motor areas and the temporal lobe. They may even, during human
development, help build the arcuate fasciculus (the fiber bundle that links the
frontal lobes with the temporal lobes, i.e., very approximately, Broca’s and
Wernicke’s areas; Brauer et al. 2011b).* The neural circuitry involved in lan-
guage processing may thus have been “recycled,” rather than evolved, for the
function (Dehaene and Cohen 2007).

Only slightly less obvious is a set of abilities and propensities that are the es-
sential precondition for language: advanced theory of mind (ToM) and coopera-
tive motivations and abilities for coordinated interaction, which together form
the background to social learning and makes possible both culture in general and
the learning of specific languages. These aspects of cognition and, in particular,
the grasp of Gricean communication (meaning, ) seem to have their own neural
circuitry, distinct from vocal circuitry and mirror neuron circuitry (Noordzij et
al. 2010).> These interactional abilities are much more central to language than
previously thought; together with vocal learning, they provide the essential plat-
form both for cultural elaboration of language and for infants to bootstrap them-
selves into the local linguistic system. Correspondingly, they may play some

3
4

See, however, Masataka and Fujita (1989) for monkey parallels.

The crucial experiment—checking on the development of these structures in deaf children and
home-signers—has not to my knowledge been done.

Gricean signaling (producing a noninstrumental action whose sole purpose is to have its inten-
tion recognized) is a kind of second-order mirror system: perception (decoding) depends on (a)
seeing the noninstrumental character of the signal, and (b) simulating what effect the signaler
intended to cause in the recipient just by recognition of that intention. Consider my signaling
to you at breakfast that you have egg on your chin just by energetically rubbing my chin: a
first-order mirror interpretation is that I have, say, egg on my chin; a second-order one is that
I’m telling you that it is on your chin.
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parallel role in musical learning and performance. They have preceded modern
language in both ontogeny and phylogeny, which we turn to next.

The Timescale of the Evolution of Speech and Language

In a metastudy drawing on the most recent discoveries, we have argued that
the origins of these vocal abilities can be traced back over half a million years
to Homo heidelbergensis, who exhibited a modern human vocal tract, mod-
ern breathing control, modern audiograms, and the FOXP2 variants inherited
in common by his descendants: Neanderthals, Denisovans, and modern hu-
mans (Dediu and Levinson 2013). At 1.6 mya, H. erectus lacked these vocal
specializations but exhibited control of fire and complex tool traditions (the
Acheulian or Mode 2 type), arguing for a communication system able to sup-
port advanced cultural learning. Such a system presupposes the cooperative
interaction style of humans, which in turn relies on advanced ToM capacities.
Therefore, H. erectus (or H. ergaster as some prefer to call the African vari-
ant) had some quite advanced form of language that was less vocally special-
ized than that used by H. heidelbergensis. H. erectus, in turn, is the presumed
descendant of H. habilis, who already used a varied stone tool kit at 2.5 mya,
with the first stone tools in use as early as 3.4 mya. Thus social learning and
cooperative communication have deep phylogenetic roots.

Speech and language, as we know them, evolved in the million years time
between 1.5 mya—0.5 mya (Dediu and Levinson 2013). Modern language is
thus of a much greater antiquity than usually assumed (Klein 1999; Chomsky
2007, 2010 presume the last 50-100 kya). Nevertheless, from a geological or
genetic time perspective, a million years pales in comparison to the 50 million
years existence of birdsong or bat echolocation: language has been able to de-
velop so fast because much of its complexity was outsourced to cultural evolu-
tion. There is, however, a deep biological infrastructure for human language:
the vocal-auditory system, on the one hand, and the cooperative communica-
tive instincts, on the other, on which cultural elaboration is based.

Most importantly, a fully cooperative communication system and interac-
tion style evolved gradually in our line over the three million years of tool use
leading up to H. heidelbergensis. Judging from the development of material
culture, ToM capacities and advanced cooperative abilities are very ancient,
tied to increasing encephalization and group size. They are the crib for lan-
guage in both phylogeny and ontogeny.

Two controversial issues should be raised here. First, the Darwinian view
that speech evolved not for language but for musical use, with songbirds as
the animal model, has recently been revived, for example, by Mithen (2005)
and Fitch (2009b). This view is, to my mind, a nonstarter. As just explained,
our speech system evolved after at least a million years of functional com-
munication geared to handing on cultural learning and tool traditions. The
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preconditions for culture involved prolonged infancy, intensive cooperative
social interaction, and the large social groups that motivated increased en-
cephalization. It is not plausible that all this developed without some kind of
protolanguage. Thus language (perhaps in gestural form) preceded speech, not
the other way around as Darwin had imagined. Thus, songbirds probably do
not provide the right analogy; vocal learners among more social species (e.g.,
sea mammals) may provide a better animal model (for a contrary view, see
Fitch and Jarvis, this volume).

The second controversial issue is indeed the possible gestural origin of lan-
guage (cf. Arbib 2005a, b). If language was carried by a medium other than
fully articulate and voluntarily controlled speech for a million years or more,
gesture is a prime candidate. Call and Tomasello (2007) make a good case
for gesture being the voluntary, flexible medium of communication for apes,
with vocal calls being more reflex. On phylogenetic grounds, then, one might
indeed argue for gestural precursors to language. However, first, there is no
specialization of the hand for communication that parallels the evolution of
the vocal system, which one would expect if it played such a crucial role.
Second, the human communication system is properly thought of as based on
hand + mouth, allowing greater loading of the hand (as in sign languages) or of
the mouth (as in spoken languages), but always involving both. It is therefore
likely that this joint system has great antiquity. What seems plausible is that
during the million years preceding H. heidelbergensis (by which time speech
was fully formed), the burden of communication was shifted relatively from
hand to mouth. More generally, human communication is intrinsically multi-
modal, as reflected, for example, in the general purpose nature of Broca’s area
(Hagoort 2005).

The Interactive Niche

Every language is learned in face-to-face interaction in a special context that
is unique to the species. Most animals avert gaze except in aggression; in con-
trast, within restrictions, mutual gaze is tolerated or even required in many
kinds of human interaction (for a cross-cultural study, see Rossano et al. 2009).
This is a token of the presumption of cooperation which operates (again with
limitations) in intragroup human interaction—a persistent puzzle from an evo-
lutionary point of view (Boyd and Richerson 2005). Under this cooperative
envelope, interaction consists of a sequenced exchange of actions, following
specific turn-taking rules geared to the structure of minimal contributions (e.g.,
clauses in spoken communication), and which permit one action at a time (see
Sacks et al. 1974). The expectation is that each such action unit is tied to the
prior one by a “logic” of action: a request is met with a compliance or denial;
a greeting by a greeting; a question with an answer or evasion; a pointing by a
gaze following; and so forth. The structure of action sequences can be complex,
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arguably as or more complex than anything seen in natural language syntax, as
we shall see. Yet an elementary system of this kind is visible in the earliest pre-
linguistic mother—infant interaction (“proto-conversation,” Bruner 1975; for
resonances in the musical domain, see Malloch and Trevarthen 2009).

This interactional envelope is the context in which the great bulk of lan-
guage use occurs; monologue is the exception, and in some societies hardly
occurs at all. Narrative, likewise, plays a small role, statistically speaking, in
the use of language. The basic niche for language is the tit-for-tat of informal
conversation: action—response, action—response, and so on. It is intriguing to
wonder what the equivalent natural ecological niche for music might be; per-
haps Western music, with its division of performers and audience, is entirely
misleading, like comparing lecturing to the natural niche for language use.

Two aspects of this interactional envelope are much more complex and in-
tricate than meets the eye. The first is turn-taking. The fact that turns at talking
alternate seems at first quite trivial, but consider this: the gap between turns is
on average 200 ms across a wide variety of languages (and the mode offset be-
tween turns is 0 ms, without any gap at all, in all languages tested; Stivers et al.
2009). Since it takes at least 600 ms to crank up the speech production system,
speakers must be anticipating the last words of their interlocutors’ turns; they
must also predict the content in order to respond appropriately (direct EEG
measurement suggests actual launch of production is quite a bit earlier than
this on average). The whole system is built on predicting what the other will
say part way through the saying of it, and since what is said has all the open-
endedness that syntax delivers, this is no mean feat. This system exerts tremen-
dous cognitive demands: comprehension and production must run in parallel,
at least part of the time (see Figure 3.1). It is perhaps not fanciful to imagine
that this universal pace or fixed metabolism of the turn-taking system was set
up early in the phylogeny of protolanguage, so that we inherit a system ill-
adapted to the complexity of the structures we now thrust into these short turns.

The second complexity is action sequencing: questions expect answers, re-
quests compliance, offers acceptances, etc. This requires recognizing a turn
as a question, early enough in its production to allow time to formulate the
response. This recognition might be imagined to be based on syntax or lexical
cues, but corpus work shows, for example, that most questions in English are
yes-no questions, and most of these are in declarative form with falling intona-
tion. So, most questions are recognized by means other than direct linguistic

- — = = = = = = — >

A’s turn 200 ms gap Time
<>

B’s production planning B’s turn

600-1200 ms

Figure 3.1 Overlap of comprehension and production processes in conversation.



74 S. C. Levinson

cues, for example by noting that B is making a statement about a subject for
which he knows I have more knowledge (e.g., “You’ve had breakfast”). The
same holds for most kinds of speech acts: they don’t come wrapped in some
canonical flag. This problem of “indirect speech acts” has been neglected since
the 1970s, but it is the fundamental comprehension problem: the speech act is
what the hearer needs to extract to respond in the tight temporal frame required
by the turn-taking system. Likewise, the whole function of language is often
misconstrued: the job of language is not to deliver abstract propositions but to
deliver speech acts.

Since the job of language is to deliver actions explains, of course, why
speech comes interleaved with nonverbal actions in any ordinary interchange:
I say “Hi”; you smile and ring up my purchases saying, “You know you can
get two of these for the price of one”; I explain that one will do and hand you
a bill; you say “Have a good day.” Words and deeds are the same kind of inter-
actional currency, which is why language understanding is just a special kind
of action understanding. In cooperative interaction, responses are aimed at the
underlying action goals or plans. Consider the telephone call in Example 3.1
(Schegloff 2007:30):

1. Caller: Hi.

2. Responder: Hi.

3. Caller: Whatcha doin’?

4. Responder: Not much. 3.1
5. Caller: Y’wanna drink?

6. Responder: Yeah.

7. Caller: Okay.

Line 3 might look like an idle query, but it is not treated as one: the response
“Not much” clearly foresees the upcoming invitation in line 5 and makes clear
that there is not much impediment to such an invitation, which is then naturally
forthcoming. Conversation analysts call turns like line 3 a “pre-invitation,”
and show with recurrent examples that such turns have the character of condi-
tional offers. Just as the caller can hardly say at line 5 “Oh just asking,” so the
responder will find it hard to refuse the invitation she has encouraged by giv-
ing the “go-ahead” at line 4 (although a counterproposal might be in order at
line 6). The underlying structure of such a simple interchange, translated into
hierarchical action goals, might look something like the sketch in Figure 3.2,
where Whatcha doin’ acquires its pre-invitation character from a projection of
what it might be leading to.

Action attribution thus plays a key role in the use of language and is based
quite largely on unobservables, like the adumbrated next action if I respond
to this one in such a way. The process is clearly based on advanced ToM
capacities, and beyond that on the presumption that my interlocutor has de-
signed his turn precisely to be transparent in this regard. This, of course, is
Grice’s insight, his theory of meaning: human communicative signals work
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Go out
with Clara

L

Check Dnvite

availability

“Y’'wanna

“Whatcha doin’?” €Q | + Pre-invite drink?”

i
Be available

Go out
with
Nelson

Figure 3.2  Action assignment based on plan recognition (see Example 3.1). Arrows
indicate direction of inference from what is said to what is likely to come up next, which
then “colors” the interpretation of the present turn.

by presenting an action designed to have its intention recognized, where that
recognition exhausts the intention. In recent work, we have tried to isolate the
neural circuitry involved in just this process and find it distinct from either
the language circuitry or the mirror neuron circuits (Noordzij et al. 2010): we
find overlapping areas of activation in the posterior superior temporal sulcus,
in mirror-like fashion, in both signaler and receiver, interpreted as signaler’s
simulation of recipient’s inferencing.®

The inferential character of action ascription makes it a complex process.
However, an unexpected further order of complexity is that it has a quasi

As a way to generalize over these observations and the classic mirror neuron system, it may be

helpful to think (in a slightly different way than Arbib 2005b) of a hierarchy of action—percep-

tion mirror loops, as follows:

degree 0 (intra-organism): Action—perception feedback, as in proprioception or auditory feed-
back of one’s own production, allows cybernetic feedback. Highly evolved systems include
echolocation in bats and cetaceans.

degree 1 (cross-organism): Classic mirror neuron system: other’s action recognition and self-
action use overlapping neural resources. This can be further distinguished into degree 1.1
instinctive systems and degree 1.2 learned systems. Mouth mirror neurons might offer a
route to vocal learning (Arbib 2005b:118).

degree 2 (cross-organism): Gricean simulation systems. applies to actions that self-advertise
that they are signals (noninstrumental actions), so discounting mirror neuron systems of
degree 1. Works by the recipient simulating what the signaler calculated the recipient would
think/feel (that being the noninstrumental intention).
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syntax (Levinson 1981). Consider the following simple exchange in Example
3.2 (Merritt 1976):

A Q “May I have a bottle of Mich?”

B: Q, “Are you twenty one?”

Ar A, “No” 3.2)
B: A, “No.”

This has a pushdown stack character: Q, is paired with A, but Q,~A, inter-
venes. Many further levels of embedding are possible, and they can be charac-
terized, of course, by the phrase-structure-grammar in Example 3.3:

Q&A 2 Q (Q&A)A

Q&A> QA 3.3)

What is interesting is that this kind of center embedding has been thought to
be one of the pinnacles of human language syntax. An exhaustive search of all
available large language corpora has yielded, however, the following finding:
the greatest number of recursive center embeddings in spoken languages is
precisely 2, whereas in written languages the number is maximally 3 (Karlsson
[2007] has found exactly 13 cases in the whole of Western literature).”

In contrast, it is trivial to find examples of center embeddings of 3 or great-
er depth in interaction structure. Example 3.4 (abbreviated from Levinson
1983:305) shows one enquiry embedded within another, and a “hold-OK” se-
quence (labeled 3) within that:

C: .. I ordered some paint... some vermillion... And [ wanted to order some
more, the name’s Boyd

—- R: .. Yes how many tubes would you like sir?

C: .. What’s the price now with VAT?

R: I'1l just work that out for you
C: Thanks

-
1
1
1
1
1
i
1 (10.0) 34
: [1 R: Three pounds nineteen a tube sir (3.4
[(:):l C: Three nineteen is it=
: R: Yeah
1 I:C: That’s for the large tube?
' R: Well yeah it’s the 37 ccs
i & C:T1ljust eh ring you back I have to work out how many I’ll need

Examples 6 deep or more can arguably be found in conversation. When one
finds a domain in which a cognitive facility is most enhanced, it is reasonable
to assume that this is the home in which it originally developed. The implica-
tion is that core recursion—as expressed in center embedding—has its origin

More precisely, Karlsson (2007) calls one center embedding “degree 1,” a center embedding
within a center embedding “degree 2,” and shows that degree 2 is the maximal attested depth
for spoken languages, degree 3 for written texts.
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in interaction systems, not in natural language syntax. Exactly parallel argu-
ments can, [ believe, be made for so-called cross-serial dependencies, vanish-
ingly rare in syntax but exhibited recurrently in conversational structure.® Why
exactly it is so much easier to keep track of discontinuous dependencies in
joint action than in solitary performance remains unclear; the mental registers
required would seem to be the same, but the distributed production clearly
helps cognition in some way.

More generally, the implication is that we have minds engineered for ex-
traordinary coordination in joint action (see Fogassi, this volume). It may be
interesting to reconsider music in this light: not as, in origin, a solitary enter-
prise or a performance to a passive audience, but as an interchange between
actors, where guessing the next phrase is crucial to coming in on time, where
one performer “answers” another, where the basic units are seen as “actions”
rather than formal objects, and where extremes of coordination carry a deep
satisfaction of their own (see Janata and Parsons, this volume). This suggests
improvisational jazz as the model, not the sonata or the Iullaby.

Language and Music

Sixty years ago the great anthropologist Levi-Strauss pointed out that music is
the central mystery of anthropology.” Nothing has changed since. Contrary to
the Chomskyan idea that language is a late evolutionary freak, a spandrel from
some other evolutionary development, the fossil and archaeological record
actually shows a steady, slow accumulation of culture which was only made
possible by some increasingly sophisticated mode of communication, already
essentially modern and primarily in the vocal channel by 0.5 million years ago
(pretty much as Pinker and Bloom 1990 imagined on more slender evidence).
But what is the story for music?

To what extent could music be parasitic on language, or more broadly on
our communicative repertoire? First, some basic points. In small-scale soci-
eties with simple technology, music often equals song: that is to say, music
only occurs with language. It is often imagined that music always involves
instruments, but again small-scale societies often have no instruments, in some
cases also avoiding any form of ancillary percussion (as in the elaborate, but
purely vocal, range of song styles of Rossel Island, Papua New Guinea).!”
Phoneticians often distinguish language, prosody, and paralanguage, where the
latter two are suprasegmental properties of speech (roughly tonal and wide

8 Cross-serial dependencies have the form A1-B1-A2-B2 where the linkages cross over. Ex-

ample 3.1 contains such a pattern, but I leave that as an exercise for the reader.

Compare Darwin (1871:333) “As neither the enjoyment nor the capacity of producing musical
notes are faculties of the least direct use to man in reference to his ordinary habits of life, they
must be ranked amongst the most mysterious with which he is endowed.”

10" The Rossel Island observations come from my own ethnographic work.
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timbre qualities, respectively), only partially bound into the linguistic system
in rule-governed ways (see Ladd, this volume). Song is in a sense just lan-
guage in a special, marked suprasegmental register or style or genre. Rossel
Islanders, for example, do not have a category of “music” that would place
each of their named types of song style (e.g., tpile we, “operetta”; ntamé, “‘sa-
cred chants”; yaa, “laments”) in opposition to speech of other types (e.g., wii,
“fast-declaimed poetry”). It is thought-provoking to realize that “music” seems
to be an ethnocentric category (Nettl 2000:466).

We are hampered, as mentioned, by having no ethnomusical databases that
cover the world, but it is likely that song is in the unmarked case not a solo
performance, but a joint activity involving a chorus (Nettl 2000).!"' Most of the
song styles on Rossel Island, for example, are joint performances sung in uni-
son, with the exception of laments (yaa) which are composed and sung by in-
dividuals, typically at funerals. This contrasts with normal conversation, which
is composed from individual, short turns with rapid alternation. Song is thus a
marked genre, in being predominantly jointly performed in unison (which is a
rare, but observable occurrence in conversation, as in greetings or joint laugh-
ter). In some circumstances, but not all, song is like speech-giving, a perfor-
mance by a set of performers with a designated audience. Linguistic systems
make a lot of distinctions between speakers, addressees, auditors, and the like,
originally explored by Goffman (1981, Chapter 3). For example, when I say,
“The next candidate is to come in now,” the syntax projects a second speech
event, indicating that I am instructing you to go and ask the candidate on my
behalf (see Levinson 1988). The same distinctions are relevant for song: both a
song and a speech may be authored by one individual on behalf of another (the
principal) and performed by a third (as in the praise songs of West Africa; see
Charry 2000). In Rossel Island laments, author, principal, and mouthpiece are
identical; sacred hymns (ntamé), however, are composed by the gods and sung
by elder males to a precise formula, to a male-only audience.

Song, surely the original form of music,'? makes clear the possibly parasitic
nature of music on language: the tonal and rhythmic structure must to some ex-
tent be fitted to the structure of the language. The language of the lyrics deter-
mines both aspects of the fine-grained structure, the affectual quality matched
to the words, and the overall structure, for example, the timing of subunits and
nature of the ending (e.g., the number of verses).

The perspective adopted here, emphasizing the role of language in its pri-
mordial conversational niche, also suggests a possible take on the cultural
(and possibly biological) evolution of music. The motivation for and structural
complexity of music may have its origins in joint action rather than in abstract
representations or solitary mentation. It may also rely on Gricean reflexive

11
12

Patel (2008:371), however, reports one Papuan society where song is largely private and covert.

The assumption makes the prediction that no cultural system of musical genres will be found
without song genres (see Nettl 2000).
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mirroring or simulation to achieve the empathy that seems to drive it,'* to-
gether with the apparently magical coordination through prediction which is
one source of the pleasure it gives. The rhythmic properties may owe at least
something to the rapidity of turn-taking, the underlying mental metabolism,
and the interactional rhythms that are set up by turn-taking. The multimodality
of human communication allows the natural recruitment of additional chan-
nels, whether multiple voices or instrumental accompaniments, and of course
dance (Janata and Parsons, this volume).

Still, few will be satisfied with the notion that music is, even in origin, just
a special kind of speech (see Wallin et al. 2000; Morley 2011). They will point
to the existence of (largely) independent cultural traditions of instrumental
music, to the special periodic rhythms of music, and to its hotline to our emo-
tions (Patel 2008). One speculation might be based on the Call and Tomasello
(2007:222) argument that in the Hominidae, with the sole exception of hu-
mans, vocal calls are instinctive, reflex, and affectual (“Vocalizations are typi-
cally hardwired and used with very little flexibility, broadcast loudly to much
of the social group at once—who are then infected with the emotion;” see also
Scherer, this volume), in contrast to the gestural system which is more inten-
tionally communicative and socially manipulative. If language began in the
gestural channel and slowly, between 1.5-0.5 million years ago, moved more
prominently into the vocal channel, it is possible that the vocal channel retains
an ancient, involuntary, affective substrate. Note, for example, how laughter
and crying exhibit periodic rhythms of a kind not found in language and are
exempt from the regular turn-taking of speech. It could be this substrate to
which music appeals, using all the artifice that culture has devised to titillate
this system. Drugs—culturally developed chemicals—work by stimulating
some preexisting reward centers. The ancient affective call system could be
the addiction music feeds.'*

Conclusion
The theory of language, properly reconstructed, yields much of the com-

plexity of linguistic structure over to cultural evolution, seeking biological
roots primarily in the auditory-vocal system and the species-special form of

13 . .o . . . . .
Gricean reflexive intentions may play a larger role in music than is obvious: Performers “work”

an audience, intending to induce a feeling partly by affective evocation, but partly by getting
the audience to realize that is what they are trying to do. This accounts for the difference
between a recording and a live performance—the performer tries to persuade the particular
audience to adopt the affective state intended. Thus all three types of action—perception loop
mentioned in footnote 6 may apply equally well to music.

A recent study of musical “chills” shows striking similarity with cocaine highs, providing
“neurochemical evidence that intense emotional responses to music involve ancient reward
circuitry” (Salimpoor et al. 2011).
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communicational abilities in cooperative interaction. What is peripheral in cur-
rent linguistic theory (speech and pragmatics) should be central; what is central
in much theory (syntax) may be more peripheral. Syntaxes are, I have suggest-
ed, language-specific cultural elaborations with partial origins in the interac-
tional system, within bounds set by aspects of general cognition (Christiansen
and Chater 2008). Viewed in this light, the relation of language to music shifts.
The vocal origins of music may ultimately be tied to the instinctual affective
vocal system found in apes, while the joint action and performance aspects
may be connected to the interactional base for language. Just as syntaxes are
artifacts honed over generations of cultural evolution, so are the great musical
traditions.
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Shared Meaning, Mirroring,
and Joint Action

Leonardo Fogassi

Abstract

Mirroring the behavior of others implies the existence of an underlying neural system
capable of resonating motorically while this behavior is observed. This chapter aims to
show that many instances of “resonance” behavior are based on a mirror mechanism
that gives origin to several types of mirror systems, such as those for action and inten-
tion, understanding, and empathy. This mechanism provides an immediate, automatic
kind of understanding that matches biological stimuli with internal somatomotor or
visceromotor representations. It can be associated with other cortical circuits when an
understanding of others’ behavior implies inferential processes.

Properties of the mirror system are described in monkeys, where it was originally
discovered, as well as in humans. Discussion follows on how the system can be in-
volved in social cognitive functions such as understanding of goal-directed motor acts,
intention, and emotions. The possible involvement of this system/mechanism in mir-
roring language and music is then discussed, and it is suggested that it initially evolved
for action understanding in nonhuman primates and could have been exploited for other
functions involving interindividual interactions.

Introduction

The capacity to mirror others applies to several types of behaviors. Overtly, it
can simply be manifested as a kind of automatic resonance, such as in conta-
gious behavior, mimicry, or in the chameleon effect. Perhaps the most diffuse
and adaptively relevant mirroring behavior is imitation. This term, if used
in a broad sense, includes several types of different processes, ranging from
true imitation (i.e., to copy the form of an action; see Whiten et al. 2009)
to action facilitation (e.g., an increase in frequency of an observed behavior
that belongs to the observer’s repertoire) to emulation, which consists in re-
producing the goal of an observed behavior independent of the means used
to achieve it. Depending on the situation or context, one or more of these
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imitative processes may be involved. For example, to extract an object from
a closed container that can be opened in different, equally efficient ways,
it is not necessary to adopt the exact same strategy used by a demonstrator
(Whiten 1998). However, to learn a new guitar chord, the exact finger posture
and sequence shown by the expert must be reproduced. While imitative pro-
cesses such as action facilitation or neonatal imitation have been observed in
nonhuman primates, instances of true imitation in nonhuman primates have
been described mainly in apes. Monkeys show a very limited imitative capac-
ity (Visalberghi and Fragaszy 2001).

These examples suggest that mirroring others involves very different be-
haviors, although the underlying neural capacity of “resonating” motorically
in them all can be recognized (Rizzolatti et al. 2002). This motor resonance
could consist of at least two different neural mechanisms: one related to simple
movements or meaningless gestures, the other to meaningful and transitive
motor acts. The neural mechanisms underlying these different types of motor
resonance have been examined over the last twenty years at the single neuron
and population levels. At the single neuron level, many studies in monkeys
have demonstrated that the capacity to resonate during the observation of oth-
ers’ actions is provided by a peculiar category of visuomotor neurons (mirror
neurons), which play an important role in enabling monkeys to understand the
actions of others. A similar system has been demonstrated in humans, mainly at
the population level. Here, action understanding is not only enabled, it appears
to be (possibly as a result of new evolutionary pressures) involved in manifest-
ing the result of the neural resonance mechanism, as in imitation.

I begin with a description of the basic features of the mirror system in mon-
keys and humans. I specifically address the role of the system in intention
and emotion understanding and discuss the mirroring function in language and
music, including its possible neural substrate.

The Mirror System in Monkeys

For a long time, it was assumed that the motor cortex (i.e., the posterior part
of the frontal lobe) could be divided into two main subdivisions: Brodmann’s
area 4 and area 6 (Brodmann 1909). From a functional perspective, these areas
correspond to the primary motor and premotor cortex, respectively. However,
the premotor cortex itself can be subdivided into a mosaic of areas, as shown
by parcellation studies (Figure 4.1; see also Matelli et al. 1985, 1991).
Accordingly, the ventral part of monkey premotor cortex (PMV) is composed
of two areas: F4, caudally, and F5, rostrally (Figure 4.1a).

Area F4 controls goal-directed axial and proximal movements (Fogassi et
al. 1996), whereas area F5 controls both hand and mouth goal-directed move-
ments, such as grasping, manipulation, biting, etc. (Rizzolatti et al. 1988).
In addition to the purely motor neurons in area F5, there are two classes of
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Figure 4.1 (a) Lateral view of the monkey brain showing the parcellation of the
agranular frontal and posterior parietal cortices. Agranular frontal areas are defined ac-
cording to Matelli et al. (1985, 1991). F1 corresponds to Brodmann’s area 4 (primary
motor cortex), F3 and F6 to the mesial part of Brodmann’s area 6 (supplementary and
pre-supplementary motor cortex), F2 and F7 to the dorsal part of Brodmann’s area 6
(dorsal premotor cortex, PMD), F4 and F5 to the ventral part of Brodmann’s area 6
(ventral premotor cortex, PMV). All posterior parietal areas (labeled “P” followed by a
letter) are defined according to Pandya and Seltzer (1982) and Gregoriou et al. (2006).
Areas PF, PFG, PG, and Opt constitute the inferior parietal lobule (IPL), PE and Pec the
superior parietal lobule. Al: inferior arcuate sulcus; AS: superior arcuate sulcus; C: cen-
tral sulcus; IP: intraparietal sulcus; L: lateral fissure; P: principal sulcus; STS: superior
temporal sulcus. (b) Schematic of cortical areas that belong to the parietofrontal mirror
system. Yellow indicates transitive distal movements; purple depicts reaching move-
ments; orange denotes tool use; green indicates intransitive movements; blue denotes a
portion of the STS that responds to observation of upper-limb movements. IFG: inferior
frontal gyrus; IPS: intraparietal sulcus; SPL: superior parietal lobule. Modified from
Cattaneo and Rizzolatti (2009).

visuomotor neurons. One class is made up of canonical neurons that respond
to object presentation and grasping of the same object (Murata et al. 1997;
Raos et al. 2006). The other consists of mirror neurons that activate both when
the monkey executes a goal-directed motor act (e.g., grasping) and when it
observes another individual (either a human being or a conspecific) performing
the same act (Figure 4.2; see also Gallese et al. 1996; Rizzolatti et al. 1996).
The response of these neurons is very specific; they do not respond to the
presentation of a simple object or to an observed act that is mimicked without
the target. Visual response is also independent of several details of the observed
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Figure 4.2 Response of a mirror neuron during observation and execution of a hand-
grasping motor act. (a) The neuron shows a visual response when an experimenter
grasps a piece of food in front of the monkey and when the monkey grasps the same
piece of food from the experimenter’s hand. The silence between the visual and motor
response corresponds to the time in which the experimenter approaches the monkey
with the plate of food before the monkey grasps it. (b) The experimenter extends a piece
of food using pliers to the monkey who then grasps it. Here there is no visual response,
because the observed act is performed with a nonbiological effector. In both (a) and (b)
the rasters and histograms are aligned to the moment in which the experimenter’s hand
or the pliers touches the food, respectively. Abscissae: time; ordinates: spikes per bin;
bin width: 20 ms (after Rizzolatti et al. 1996).

motor act: the type of object that is the target of the observed motor act, the
location in space and direction of this act, the hand used by the observed agent
(see, however, Caggiano et al. 2009). Mirror neurons also discharge when the
final part of the observed act is not visible to the observing monkey, but the
animal knows in advance that there is an object behind the obstacle which pre-
vents it from seeing the consequences of the observed motor act (Umilta et al.
2001). This latter finding is considered one of the crucial demonstrations that
mirror neurons do not simply code the visual features of a biological move-
ment, but are instead relevant for the comprehension of the goal-relatedness
of the motor act. As an additional demonstration of this concept, it has been
shown that a particular class of mirror neurons responds not only during obser-
vation of a motor act but also during listening to the sound produced by this act
(Kohler et al. 2002). Some mirror neurons, for example, activate both when the
monkey observes the act of breaking a peanut and when it only hears the noise
produced by the act. As expected, these “audiovisual” mirror neurons activate
during execution of the same, noisy, motor act.
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From these examples it is clear that the most important property of mirror
neurons is to match the observation or hearing of a motor act belonging to the
monkey motor repertoire with its execution. It has been proposed that when the
input related to the observed or listened motor act has access (in the observer)
to the internal motor representation of a similar motor act, this input achieves
its meaning. In other words, the internal motor knowledge of an individual
constitutes the basic framework for understanding the motor acts of others. I
use the term “internal motor knowledge” because this knowledge is not built
through the hierarchical elaboration of sensory input but rather through the
motor system. Of course, we can “recognize” motor acts by simply using the
visual or auditory representations of the biological objects that are observed
or heard. However, we do not “internally” understand the meaning of these
stimuli.

As is typical of other types of functions that require visuomotor integration,
mirror neurons are the result of a process based on a specific anatomical cir-
cuit. The main areas belonging to this circuit are the anterior part of the supe-
rior temporal sulcus (STSa), the rostral part of inferior parietal cortex, and the
PMYV. STSa contains neurons that discharge during the observation of biologi-
cal actions and, more specifically, of hand motor acts, but they are not endowed
with motor properties (Perrett et al. 1989). This region is anatomically linked
with area PFG (Figure 4.1) of the inferior parietal lobule (IPL), which in turn
is connected to area F5 (Bonini et al. 2010; Rozzi et al. 2006). These two links
allow the matching, observed in mirror neurons, between the visual representa-
tion of a hand motor act and its motor representation. Remarkably, mirror neu-
rons have also been found in area PFG (Fogassi et al. 2005; Gallese et al. 2002;
Rozzi et al. 2008) and have properties very similar to those of premotor mirror
neurons. This similarity is not surprising for two reasons: First, because of the
reciprocal connections between the two areas, neurons belonging to them share
several properties. Second, evidence that neurons of IPL also have strong mo-
tor properties (see Rozzi et al. 2008) suggests that the matching between visual
representations (of observed acts) and motor representations (of the same acts)
may, in principle, also occur in this area.

All of the evidence reviewed above shows that mirror neurons activate in
relation to goal-directed motor acts. These acts can also be defined as transitive
movements because they are directed toward a target, in contrast to intransitive
ones which lack a target. Is there any evidence for neural mechanisms under-
lying other types of mirroring that involve intransitive movements? As dis-
cussed, mirror neurons in the monkey do not respond to mimicked motor acts.
Even when mimicking evokes their activation, this is normally weaker than
when it is obtained during observation of the same act interacting with a target
(Kraskov et al. 2009). There is, however, an exception: among mirror neurons
that respond to the observation of mouth motor acts, there is a class that is
selectively activated by the observation and execution of monkey communi-
cative gestures (Ferrari et al. 2003; see also below). Thus, from the evidence
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collected in monkeys, it can be concluded that mirror neurons respond to the
observation of meaningful movements, where the word “meaningful” includes
both transitive movements (goal-directed motor acts) and gestures endowed
with meaning. The fact that mirror neurons for intransitive movements con-
cern only the orofacial motor representation could be related to their role in
communication.

In summary, the presence of mirror neurons responding—even when the
motor act is hidden or the sound of it is heard—is a strong indication for sug-
gesting that monkey mirror neurons underpin the understanding of goal-related
motor acts. However, whether their discharge also has a role in triggering so-
cial interactions is not known. Recent data suggest, albeit indirectly, that the
modulation of the response of mirror neurons to visual cues could be related
to the behavioral reaction of the observing individual. Caggiano et al. (2009)
studied mirror neuron response while monkeys observed an experimenter per-
forming a grasping act that took place within the monkey’s reaching space
(peripersonal space) or outside of it (extrapersonal space). Their results show
that 50% of the mirror neurons recorded with this paradigm were sensitive to
the distance at which the agent performed the observed motor act; half of these
responded more strongly when the observed motor act was performed close to
the monkey (peripersonal neurons), the other half when it was performed far
from the monkey (extrapersonal neurons). This modulation has been proposed
to be related to the possible subsequent interaction of the observer with other
individuals whose behavior takes place inside or outside the observer’s reach-
ing space.

Mirroring and Shared Attention

Shared attention involves the interaction between two individuals and can be
instrumental in achieving joint activity between individuals. One mechanism
that may contribute to the capacity for shared attention is gaze following (i.e.,
orienting one’s eyes and head in the same direction in which another indi-
vidual is looking). Gaze-following behavior has been described in both apes
and monkeys (Ferrari et al. 2000; Tomasello et al. 1998). What could be the
neural underpinning of it?

Similar to the visual recognition of effectors, such as the forelimb or the
body, the observation of eye position is known to activate neurons in the STS
(Perrett et al. 1992). Recently, however, the presence of mirror neurons for eye
movements in the lateral intraparietal area (LIP) has been demonstrated. This
area, located inside the intraparietal sulcus, is part of a circuit involving the
frontal eye field; it plays a crucial role in organizing intended eye movements
(Andersen and Buneo 2002). Most LIP neurons have a visual receptive field
and discharge when the monkey gazes in the direction of the receptive field. A
subset has also been found to discharge when a monkey observes the picture
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of another monkey looking at the neuron-preferred direction (Shepherd et al.
2009), although their discharge is weaker when the observed monkey gazes
in the opposite direction. Interestingly, in this study, the picture is presented
frontally, outside the neuron-preferred spatial direction. This means that the
signal elicited by gazing at the other monkey is processed by high-order visual
areas and fed to LIP, which in principle could use it to orient the eyes toward
the same direction that the observed monkey is looking. This finding suggests
that a system involved in the control of eye movements toward spatial targets
is endowed with a mirror mechanism. Just as the mirror system for hand and
mouth motor acts, this system is goal-related; in this case, the goal is a given
spatial location. Shepherd et al. (2009), however, did not investigate whether,
as in the hand and mouth mirror system, the coded goal can be broad (e.g., left
or right) or more specific (e.g., in relation to a given gaze amplitude).

Thus, shared attention may be partly subserved by a cortical mechanism
that is strongly involved in the control of voluntary eye movements. Although
the gaze-following reaction allows an individual to share the same target
with another, it can only partly explain joint attention. Other factors are re-
quired, in particular the capacity of the two individuals to share intentional
communication.

The Mirror System in Humans and a Comparison
between Monkeys and Humans

Electrophysiological and neuroimaging studies have demonstrated the exis-
tence of a mirror system in humans: when the action of others are observed,
a cortical network becomes active when the same motor acts are executed
(Rizzolatti and Craighero 2004). This network is made up of two main nodes:
the frontal node includes the premotor cortex and the posterior part of the in-
ferior frontal gyrus (IFG); the caudal node is formed by the inferior parietal
cortex and, in part, the superior parietal cortex (Figure 4.1b). On the basis of
anatomical and other functional considerations, the ventral premotor/IFG and
inferior parietal areas belonging to this system can be considered homologous
to area F5 and area PFG of the monkey, respectively. Finally, in agreement with
the findings on STS in the monkey, a sector of STS is activated when motor
acts are observed, but not during the execution of the same motor acts. When
comparing monkey and human data, one must be cautious because it is difficult
to record from single neurons in humans. This is only possible in neurosurgical
patients, and only for a very limited time (for a single neuron study on mirror
properties, see Mukamel et al. 2010). Furthermore, it is important to note that
while the most commonly employed neuroimaging technique, fMRI, basically
reveals a presynaptic activity, single neuron data express neuronal output (i.e.,
the outcome of presynaptic integration). Therefore, although the resolution of
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electrophysiological and neuroimaging techniques is progressively improving,
these methods primarily support inferences at the population level.

Mirroring Intransitive Movements in Monkeys and Humans

Information about mirror responses to intransitive movements in monkeys is
very restricted. Just as in the response to transitive motor acts, mirror neurons
that respond to the observation of mimed motor acts have only been recorded
in area F5 (Kraskov et al. 2009). Note, however, that the monkeys used for
this study were previously trained to use a tool to catch food that was out of
reach. Umilta et al. (2008) have demonstrated that F5 neurons code grasping
that is performed with tools, both during observation and execution, once the
monkeys are trained to use those tools; this confirms the capacity of motor and
mirror neurons to code the goal at an abstract level. Thus, it is possible that the
mirror responses to mimed motor acts are due to a high abstraction capacity of
the premotor cortex. To date, during observation of mimed motor acts, strong
mirror responses have not been reported in the parietal area PFG, but it is pos-
sible that the sample did not include this type of neuron. This may be because
mirror neurons are distributed more sparsely in PFG than in F5.

Although the proportion of neurons responding to intransitive motor acts or
orofacial gestures in F5 is small (Ferrari et al. 2003 and previous section), one
can hypothesize that from this area, neurons capable of coding goal-directed
acts evolved to assign goal-directedness to pantomimes as well as to “ritual-
ize” such acts, thus transforming the original meaning of their discharge (see
Arbib 2005a).

In contrast to monkey studies, human data have revealed that cortical acti-
vation can be elicited through the observation of meaningful as well as mean-
ingless movements. For example, transcranial magnetic stimulation (TMS)
studies' show that the observation of meaningless movements elicits a reso-
nance in the motor cortex, and that this activation corresponds somatotopically
to that of the effector performing the observed movements (Fadiga et al. 1995).
In neuroimaging studies, observation of meaningless movements appears to
activate a dorsal premotor-parietal circuit that is different from the circuit ac-
tivated by observing goal-directed motor acts (Grézes et al. 1998). In contrast,

' TMS is carried out by giving magnetic pulses through a coil located on the subject’s scalp,

which produces an electrical field in the cortex underlying the coil, thus modifying the excit-
ability of the neuronal population of this cortical sector. When applied to the motor cortex,
pulse delivery at a given intensity elicits overt movements (motor evoked potentials, MEPs),
so that it is possible to map, on the scalp, the motor representation of the activated effector.
When used in research, the intensity of magnetic pulses is often kept at threshold level to
study the enhancement produced by a specific task performed by the subject. For example, if
a subject is asked to imagine raising his index finger, the contemporaneous TMS stimulation,
at threshold, of the motor field involved in this movement will induce a MEP enhancement,
whereas stimulation of the field involved in the opposite movement will determine a MEP
decrease.
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observation of pantomimed motor acts activates the same premotor and IFG
regions as those activated by the same act when directed to a target (Buccino
et al. 2001; Grezes et al. 1998; for more on the importance of pantomime in
human evolution, see Arbib and Iriki, this volume, and Arbib 2005a). As far
as the inferior parietal cortex is concerned, miming of functional motor acts
activates the same sectors of the parietal cortex that are active during the ob-
servation of goal-related motor acts. In particular, the observation of symbolic
gestures appears to activate both the ventral premotor and the inferior parietal
cortex; however, the latter involves more posterior sectors than those activated
by the observation of goal-directed motor acts (Lui et al. 2008). These reports
indicate that the observation of intransitive movements may partly activate the
same regions that belong to the classical “mirror system”; however, different
regions of frontal and parietal cortices may be involved, depending on whether
these movements are meaningless or meaningful.

For intransitive gestures, we need to consider those belonging to sign
language. Neuroimaging studies have shown that the basic linguistic cir-
cuit is activated by the production and comprehension of sign language (see
MacSweeney et al. 2008). In two single-case neuropsychological studies in
deaf signers (Corina et al. 1992; Marshall et al. 2004), a dissociation was found
between a clear impairment in the use of linguistic signs and a preserved use
of pantomime or nonlinguistic signs. Although in normally hearing nonsigners
there is overlap between some of the cortical sectors activated by observation
of pantomime and those involved in language, it may well be possible that,
in deaf signers, a cortical reorganization could have created clearly separate
circuits for signing and pantomiming, due to the need to use forelimb gestures
for linguistic communication.

Mirroring Implies the Retrieval of “First-Person” Knowledge

A fundamental aspect of the mirror mechanism is that the resonance of the
motor system, during observation of motor acts, normally occurs when the
observed actions are already present in the observer’s motor repertoire. That is,
the observer has “first-person” knowledge of observed acts. Motor acts which
do not belong to the observer’s motor repertoire should thus not activate the
motor system. Precisely this has been observed in an fMRI study by Buccino
et al. (2004a). Here, participants were presented with video clips of mouth
gestures performed by a man, a monkey, and a dog. Two types of gestures
were shown: the act of biting a piece of food and oral silent communicative
gestures (e.g., speech reading, lip smacking, barking). Results showed that in-
gestive gestures performed by an individual of another species (e.g., a dog or a
monkey) activate the human mirror system. For communicative gestures, those
performed by a human activated the mirror system (particularly the IFG); those
performed by non-conspecifics only weakly activated it (monkey gesture) or
did not activate it at all (silent barking). In the case of silent barking, only
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higher-order visual areas showed signal increase. These findings indicate that
while all observed acts activate higher-order visual areas, only those that are
known motorically by an individual—either because the acts were learned or
already part of the innate motor repertoire—enter their motor network. Visual
areas, such as STS, only provide the observer with a visual description of the
observed act.

In summary, Buccino et al.’s study suggests that what we call “understand-
ing” can be related to different mechanisms. The kind of automatic under-
standing of actions that I have described until now is based on a pragmatic,
first-person knowledge. Other types of understanding, including that which
results as an outcome of inferential reasoning (discussed below), are based on
mechanisms that may allow discrimination between different behaviors, but
which are not related to motor experience.

Intention Coding and Emotion Understanding

Actions are organized as sequences of motor acts and are aimed at an ulti-
mate goal (e.g., eating). Motor acts that make up an action sequence, however,
have subgoals (e.g., grasping an object). The ultimate goal of an action is thus
achieved when fluently linked motor acts are executed (see Jeannerod 1988).
The action’s final goal corresponds to the motor intention of the acting agent.
Although there has been rich evidence for the existence of neurons coding the
goal of motor acts, the neural organization underlying action goals has, until
recently, been poorly investigated.

It has now been shown that monkey premotor and parietal motor neurons
play an important role in coding the intention of others (Bonini et al. 2010;
Fogassi et al. 2005). During the execution of grasping for different purposes,
neuronal discharge varies depending on the final goal of the action in which
the grasping is embedded (e.g., grasping a piece of food for eating purposes vs.
grasping an object on which to place food). Interestingly, during the observa-
tion of a grasping motor act that is embedded in different actions, the visual
discharge of mirror neurons is also modulated according to the action goal.
These data suggest that when the context in which another’s actions unfold
is unambiguous, mirror neurons may play an important role in decoding the
intentions of others. A long-standing debate exists, however, as to the level
and type of neural mechanisms involved in coding the intentions of others
(see Gallese and Goldman 1998; Jacob and Jeannerod 2005; Saxe and Wexler
2005). The main theoretical positions are:

1. The so-called theory theory: ordinary people understand others’ inten-
tions through an inferential process that allows the observer to link
internal states with behavior, thus enabling the observer to forecast the
mental state of the observed individual.
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2. The simulation theory: individuals are able to decode intentions of oth-
ers because, by observing their behavior, they can reproduce it inter-
nally, as if they were simulating that specific behavior.

Only the second theory implies a role of the motor system in this mental func-
tion; the first implies the involvement of other cognitive circuits. While many
have argued for the exclusive truth of one theory or another, it is possible that
both processes are involved under certain situations. For example, when ob-
serving someone struggling with a door, we may “automatically” assume that
the immediate intention is to open it (simulation theory). If, however, the door
is the front door of our house and we do not know this person, we might infer
that he is planning to burglarize our house (theory theory), since burglary is
not part of our own action repertoire (Arbib 2012). The data described here on
mirror neurons provide evidence for neural mechanisms and support the simu-
lation theory part of this scenario; that is, showing how actions of others may
be internally reproduced by the activity of the observer’s motor system which
codes his own intentions. In other words, the parieto-premotor mirror neuron
circuit may involve a primitive form of intention understanding that occurs
automatically without any type of inference process. This function requires
both the activation of mirror neurons specific to a given motor act as well
as contextual and mnemonic information. Note, however, that before action
execution, contextual and mnemonic information per se is not enough to elicit
the differential discharge of mirror neurons. In fact, this discharge is present
only when the observed agent executes a specific motor act capable of eliciting
a Mirror neuron response.

A similar basic process of intention understanding has been shown in hu-
man subjects as they observe motor acts performed within different contexts
(Tacoboni et al. 2005). In this study, participants were presented with different
video clips showing:

e Two different contexts: one shows an array of objects arranged as if
a person is just about to have tea; the other shows the same objects
arranged as if a person has just had tea.

e Two ways of grasping a cup (motor act) without context (empty
background).

e Two ways of grasping a cup but this time within one of the two con-
texts (intention condition).

lacoboni et al.’s hypothesis was that if the mirror system is modulated by the
observed motor act as well as by the global action in which this act is embed-
ded, the presentation of the same act within a cueing context should produce
a higher activation than when the context is absent and, possibly, a different
activation when viewing the grasping actions in the two contexts. Independent
of whether participants were simply asked to observe the video clips or to
observe them to figure out the intention underlying the grasping act within the
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context, results showed that the “intention condition” selectively activated the
right IFG, when compared with the other two conditions. This suggests that
decoding motor intention in humans can occur automatically, without the need
for inferential reasoning. This automatic form of intention understanding oc-
curs frequently in daily life; however, as mentioned above, there are situations
in which a reasoning process is necessary to comprehend the final goal of the
observed behavior of another individual. This is typical of ambiguous situa-
tions. For example, in an fMRI study by Brass et al. (2007), participants had
to observe unusual actions performed in plausible and implausible situations.
Here, activation, which resulted from the subtraction between implausible and
plausible situations, occurred in the STS and, less reliably, in the anterior front-
omedian cortex. These two regions, together with the cortex of the temporo-
parietal junction, are considered to belong to a “mentalizing” system involved
in inferential processes, based on pure visual elaboration of the stimuli. Thus,
one can hypothesize that during observation of intentional actions, when the
task specifically requires inferences to understand the agent’s intentions, an
additional network of cortical regions, besides the mirror system, may activate
(Figure 4.3).

Figure 4.3 Anterior mesial (a) and lateral view (b) of the human brain. The colored
regions indicate the approximate cortical sectors that belong to the mirror system (red
and yellow ovals) as well as to the so-called “mentalyzing” circuit (green and light
blue circles). aMPC: anterior part of the medial prefrontal cortex; C: central sulcus; ifs:
inferior frontal sulcus; IPL: inferior parietal lobule; ips: inferior parietal sulcus; M1:
primary motor cortex; pcs: precentral sulcus; PMV: ventral premotor cortex; PMD:
dorsal premotor cortex; sfs: superior frontal sulcus; SPL: superior parietal lobule; STS:
superior temporal sulcus; TPJ: temporoparietal junction. Area 40 corresponds to the
supramarginal gyrus, that is the rostral half of the human inferior parietal lobule, area
44 constitutes the posterior part of Broca’s area.
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Representation of Other and Self by the Motor System

The discharge of mirror neurons appears to represent others’ actions and inten-
tions through a matching process that occurs at the single neuron level. The
reason why an observer can recognize another’s action is because the same
neural substrate is activated, regardless of whether the observer thinks of per-
forming (or actually do perform) an action or whether he sees another person
perform this same action. Activation of the mirror system alone does not allow
the observer to discriminate between his and the other’s action. One explanation
may be that a difference in the intensity or timing exists between the visual and
motor response of mirror neurons, thus providing the observer with information
on sense of agency. To date, however, this has not been demonstrated. There
are sensory cues, however, that tell the observer who is acting. For example,
proprioceptive and tactile signals are only at work when the observer is acting,
whereas non-egocentric visual information reaches the observer only during
observation. In joint actions, the observer’s motor representations are activated
by his own as well as the other’s actions. Thus, one can predict that the visual
discharge of mirror neurons of the observer could come first, activating the cor-
responding motor representation; thereafter, a motor activation related to his
behavioral reaction should follow, accompanied by proprioceptive, tactile, and
egocentric visual feedback. This process is not as simple as it appears. Usually,
humans internally anticipate the consequences of motor acts so that the two neu-
ronal populations—mirror neurons and purely motor neurons involved in the
motor reactions—could be active almost at the same time. Furthermore, when
considering the capacity of mirror neurons to predict the intentions of others, we
need to account for the comparison that takes place between the predicted con-
sequences of another’s behavior and the actual performance. These processes
have not been thoroughly investigated at the single neuron level. Interestingly,
a recent study, which used a multidimensional recording technique, found that
both premotor and parietal cortex neuronal populations can show some distinc-
tion of self action from that of the other (Fujii et al. 2008).

In humans, studies that used different paradigms (e.g., reciprocal imitation,
taking leadership in action, or evaluation of observed actions performed by
themselves or others) came to the conclusion that, beyond a shared neural re-
gion (mirror system), other cortical regions are selectively activated for the
sense of agency. Among these, the inferior parietal cortex, the temporoparietal
junction, and the prefrontal cortex seem to be crucial structures for distinguish-
ing between own versus others’ action representations (Decety and Chaminade
2003; Decety and Grézes 20006).

Mirror System and Emotions

The mirror-matching mechanism appears to be most suitable in explaining
the basic human capacity for understanding the emotions of others. In his
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fascinating book, The Expression of the Emotions in Man and Animals, Darwin
(1872) described, in a vivid and detailed way, the primary emotional reactions
and observed how similar they are among different species as well as, in the
human species, among very different cultures.

Emotions are crucial for our behavioral responses. They are controlled by
specific brain structures belonging to the limbic system and involving many
cortical and subcortical sectors, such as cingulate and prefrontal cortex, amyg-
dala, hypothalamus, medial thalamic nucleus, and orbitofrontal cortex (Figure
4.4a; see also LeDoux 2000; Rolls 2005b; Koelsch this volume). Although
very much linked to the autonomous nervous system, the skeletomotor system
is also involved in the expression of emotions. A good example, emphasized
by Darwin, is the association between facial expressions (and also some other
body gestures) and specific emotions. This link is so strong in humans that we
recognize immediately the type of emotion felt by another individual, just by
viewing facial expressions. This highlights the importance of signals about oth-
ers’ emotions for our own behavior. These signals are advantageous because
they allow us to avoid danger, to achieve benefits, and to create interindividual
bonds. Therefore, the mechanisms that underlie the understanding of others’
emotions—the core of empathy—constitute an important issue for research.

There are different theories about how we understand the feelings of others,
and most are based on the decoding of facial expressions. One theory main-
tains that the understanding of others’ emotions occurs through inferential
elaboration, based on emotion-related sensory information: a certain observed
facial expression means happiness, another sadness, and so on. Another, very
different theory holds that we can understand emotions because emotion-re-
lated sensory information is directly mapped onto neural structures that, when
active, determine a similar emotional reaction in the observer. This theory im-
plies a “mirroring” of the affective state of the other individual and involves a
partial recruitment of the visceromotor output associated with specific facial
expressions. In fact, the neural structures related to affective states are also re-
sponsible for visceromotor outputs (i.e., motor commands directed to visceral
organs).

Results from several studies suggest that a neural mechanism similar to
that used by the mirror system for action understanding is also involved in
the understanding of emotions. For example, in subjects instructed to observe
and imitate several types of emotional facial expressions, Carr et al. (2003)
demonstrated that the IFG and the insular cortex were activated. Frontal ac-
tivation would be expected on the basis of the motor resonance (discussed
above). Regarding the insular cortex (see Figure 4.4b), this region is the target
of fibers that convey information about an individual’s internal body state
(Craig 2002), in addition to olfactory, taste, somatosensory, and visual inputs.
With respect to the motor side, according to older data in humans (Penfield
and Faulk 1955; Showers and Lauer 1961; for a recent demonstration, see
Krolak-Salmon et al. 2003), it has been reported (Caruana et al. 2011) that
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Figure 4.4 (a) Location of the main regions forming the limbic circuit (dark gray)
overimposed on a transparent lateral view of the left human hemisphere. Most of these
regions lay close to the hemispheric midline. (b) Lateral view of a human hemisphere
showing the insular cortex after removal of the ventral part of frontal and parietal cor-
tex, which normally covers it. Note that the insula is subdivided in several lobules (I1
to I5). The green oval indicates the approximate location of the anterior part of the in-
sula, where fMRI shows overlap of activation during observation and feeling of disgust
and pain. (c¢) Mesial view of a human hemisphere. The yellow oval indicates the ap-
proximate location of the cortical sector where fMRI shows overlap of activation during
observation and feeling of disgust and pain. This sector encompasses the cingulate and
paracingulate gyrus. Modified after Pinel (2006) and Umilta (1995).

microstimulation of the monkey insula can produce both somatomotor and
visceral responses (e.g., change in heart and respiration frequency, effects on
the gastroenteric system).

The relevance of the insular cortex for the understanding of emotions has
been further elucidated in various fMRI studies. One of these (Wicker et al.
2003) investigated areas activated by disgust. Here, participants had, in one
condition, to smell pleasant or disgusting odorants and, in another, to observe
video clips of actors smelling disgusting, pleasant, and neutral odorants and
expressing the corresponding emotions. The most important result was that
the same sectors of the anterior insula and (to a lesser degree) anterior cingu-
late cortex (see Figure 4.4c) were activated when a participant was exposed
to disgusting odorants and when disgust was observed. No such overlap was
found, however, in the insula for pleasant stimuli. Interestingly, clinical studies
show that insular lesions produce deficits in recognizing disgust expressed by
others (Adolphs et al. 2003; Calder et al. 2000). As far as the cingulate cortex
is concerned, this phylogenetically old region is subdivided (a) along its rostro-
caudal axis into a posterior, granular and an anterior, agranular sectors and (b)
along its dorso-ventral axis into four sectors, from that adjacent to the corpus
callosum to the paracingulate gyrus. Whereas the ventral part (area 24) is more
endowed with motor functions, the anterior dorsal part is activated by painful
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stimuli; it contributes to the processing of aversive olfactory and gustatory
stimuli. During a neurosurgical operation, Hutchison et al. (1999) report that a
single neuron in this cortical sector responded both when the patient received
a painful stimulus to his finger as well as when he saw the surgeon receive the
same stimulus.

An fMRI study by Singer et al. (2004) investigated empathy for pain:
Participants were couples. Female partners were scanned while their male part-
ners stood just outside the scanner, with only their hands visible to the female
partner. Two different cues informed the female partner whether she was going
to receive a light painful stimulus (“self” condition) or whether her partner
was going to receive it (“other” condition). Among the areas activated in the
two conditions, the anterior insula and anterior cingulate cortex (Figure 4.4b
and 4.4c) showed overlapping activations. The empathic scales constructed
with the subjects’ responses to specific questionnaires revealed that there was
a significant positive correlation between the degree of empathy and intensity
of activation in these cortical regions. In a similar, subsequent study (Singer
et al. 2006), both male and female participants were scanned while they ob-
served another individual receiving a painful stimuli, similar to the experiment
described above. The observed individual was one of two actors who, before
scanning, had played a game with subjects (one acted as a fair player, the other
as unfair). For female participants, the results of this study replicated the previ-
ous study. For male participants, however, insula activation was present only
when a fair player was observed to feel pain. When an unfair player was ob-
served to experience pain, the nucleus accumbens, a reward-related area, was
activated. This activation correlates with a desire for retaliation, as assessed in
a post-scanning interview.

Altogether, these findings suggest that humans understand disgust (and
most likely other emotions) through a direct mapping mechanism that recruits
a first-person neural representation of the same feelings. These feelings are
normally associated with precise visceromotor reactions. Intensity of activa-
tion can vary, however, depending on how the observed emotion is embodied.
It can also be modulated by other cognitive factors, thus involving the activa-
tion of other areas not directly related to the observed emotion. Thus, it can be
concluded that a mirror system, different from the one activated by actions but
working in a similar way, may come into play during the understanding of oth-
ers’ emotions. This kind of mechanism is very likely a necessary prerequisite
for establishing empathic relations with others, but per se is not sufficient. To
share an emotional state with another does not always elicit the same reactions.
If, for instance, we see a person expressing pain, this does not mean that we
automatically feel compassion. Compassion may occur with higher probability
if the person in pain is a friend or a relative. However, it is much less likely to
happen if the other person is not known to us or is an enemy, as demonstrated
by Singer et al. (2006).
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Mirroring and Language

Many anatomical and functional data indicate a possible homology between
human Broca’s area (a crucial component of the language system), or part of
it, and the ventral premotor area F5, although there is debate over which sector
of F5 is the true homologue of Broca’s area (Petrides et al. 2005; Rizzolatti
and Arbib 1998). Coupled with these findings, the property of the motor sys-
tem to code goals and the presence of mirror neurons in it prompted the idea
that these basic functions could be good candidates for explaining how dyadic
communication, and then language, evolved. However, whether this evolution
was originally grounded in gesture (Rizzolatti and Arbib 1998) or vocalization
(Fogassi and Ferrari 2004, 2007) is a matter of debate (for a discussion on
gesture, see Arbib and Iriki, this volume).

In terms of vocalization, consider the following: As reported above, in mon-
key area F5, there is a category of mirror neurons that is specifically activated
when motor acts performed with the mouth—some of which respond to com-
municative monkey gestures—are observed or executed (Ferrari et al. 2003).
Second, a subset of F5 motor neurons has been recently reported that activate
during the production of trained calls (Coudé et al. 2011). For many years, call
production was considered an attribute of emotionally related medial cortical
areas. However, the data of Coudé¢ et al. suggest that PMV (already endowed
with a neural machinery for the control of voluntary hand and mouth actions)
could also be involved in the voluntary control of the combination of laryn-
geal and articulatory movements to produce vocalizations that are not simply
spontaneously driven by a stimulus. These findings, together with the known
capacity of PMV to control laryngeal movements (Hast et al. 1974; Simonyan
and Jirgens 2003), suggest that this cortical sector could constitute a proto-
type for primate voluntary vocal communication. It has still to be established
whether this neuronal activity related to call production is paralleled by the
presence of mirror activity for the perception of these same calls. While mirror
neurons related to orofacial communicative gestures are already present at the
phylogenetic monkey level, neurons endowed with the property to produce and
perceive vocalizations may have appeared later in evolution.

Interestingly, as reported in chimpanzees, vocalizations can be combined
with meaningful gestures (Leavens et al. 2004a). This suggests the possibility
that the “gestural” and “vocal” theories of language evolution could, at some
level, converge. In fact, in the hominin lineage, the frequency of combined
vocalizations and gestures could have increased and, as the orofacial articula-
tory apparatus became more sophisticated, this apparatus may have achieved
a leading role in communication. Note, however, that the link between spoken
language and gestures is still present in our species and that a reciprocal influ-
ence between these modalities has been clearly demonstrated (McNeill 1992;
Gentilucci et al. 2004b; Gentilucci and Corballis 2006).
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Unlike the language frontal area, there is presently no clear evidence for a
possible homologue of Wernicke’s area (for some possibilities, see Arbib and
Bota 2003). In addition to the anatomical location of Broca’s area (which is
similar to that of F5 in the monkey precentral cortex), fMRI experiments show
that this cortical sector becomes active when subjects perform complex finger
movements and during imitation of hand motor acts (Binkofski et al. 1999;
Buccino et al. 2004b; Iacoboni et al. 1999). This indicates that this area, beyond
controlling mouth motor acts, contains a hand motor representation as well.
Other fMRI studies show that Broca’s area activates when hand and mouth mo-
tor acts are observed (Binkofski et al. 1999; Buccino et al. 2004b; Iacoboni et al.
1999). This indicates that, beyond controlling mouth motor acts, this area also
contains a hand motor representation. Other fMRI studies show that Broca’s
area activates during the observation of hand and mouth motor acts (Buccino
et al. 2001) or listening to the noise produced by some of these acts (Gazzola
et al. 2006). This is reminiscent of the presence of audiovisual mirror neurons
in macaque F5, which are activated by sound produced by the observed motor
act (Kohler et al. 2002). Because of all these activations, Broca’s area has been
included in the frontal node of the mirror system. In addition, Broca’s area is
known to activate while listening to words (Price et al. 1996).

This evidence leads to the hypothesis that if a mirror mechanism is involved
in speech perception, the motor system should “resonate” during listening to
verbal material. This is exactly the finding of a TMS study (Fadiga et al. 2002)
in which motor evoked potentials (MEPs) were recorded from the tongue
muscles of normal volunteers who were instructed to listen to acoustically pre-
sented words, pseudo-words, and bitonal sounds. In the middle of words and
pseudo-words there was either a double “/” or a double “#”’: “f” is a labiodental
fricative consonant that, when pronounced, requires virtually no tongue move-
ments; “r” is a linguo-palatal fricative consonant that, in contrast, requires the
involvement of marked tongue muscles to be pronounced. TMS pulses were
given to the left motor cortex of the participants during stimulus presentation,
exactly at the time in which the double consonant was produced by the speaker.
The results show that listening to words and pseudo-words containing the dou-
ble “r” determined a significant increase in the amplitude of MEPs recorded
from the tongue muscles with respect to listening to words and pseudo-words
containing the double “f” and bitonal sounds. Furthermore, activation during
word listening was higher than during listening to pseudo-words. This strong-
ly suggests that phonology and, perhaps, (partly) semantics are processed by
the motor system. These findings appear to be in line with Liberman’s motor
theory of speech perception (Liberman and Mattingly 1985), which maintains
that our capacity to perceive speech sounds is based on shared representations
of speech motor invariants between the sender and the receiver. While it is still
being debated whether semantic attributes of words are understood directly
through this mechanism or whether this mirror activity is not necessary for
this function, the possibility that a mirror-matching mechanism is fundamental
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for phonological perception is quite compelling. Other theoretical approaches
contrast with this view (see, e.g., Lotto et al. 2009). Among the arguments,
there are data in Broca’s aphasics which show that these patients can be as
good as normal in word comprehension or, although impaired in speech dis-
crimination, can be good in speech recognition. Furthermore, there are lesions
involving the left frontoparietal system that leave speech recognition intact.

Interestingly, a strict link between language and the motor system has been
provided by studies in which subjects had to listen to sentences containing
action verbs—/ grasp a glass or I kick a ball—contrasted with abstract sen-
tences—/ love justice (Tettamanti et al. 2005). The subtraction between action-
related sentences and abstract sentences produced a somatotopic activation of
premotor areas, in sectors corresponding to the activation of the effectors in-
volved in the listened sentence. Thus, verbal material related to action verbs
activates not only Broca’s area but also the corresponding motor representa-
tions in the whole premotor cortex. It is worth noting that words related to
nonhuman actions do not elicit activation of the motor cortex (Pulvermiiller
and Fadiga 2009).

In addition to phonology and semantics, the other fundamental property of
human language is syntax (Hagoort and Poeppel, this volume). Lesion studies
demonstrate that Broca’s area and the left perisylvian cortex play an important
role in grammar processing (Caplan et al. 1996). Patients with lesions to the
inferior frontal cortex also have difficulty in ordering pictures into well-known
sequences of actions (Fazio et al. 2009). Neuroimaging investigations show
that Broca’s region (BA 44 or pars opercularis and BA 45 or pars triangula-
ris) in the inferior frontal cortex and Wernicke’s region in the superior tempo-
ral cortex are more strongly active in response to complex sentences than to
simple control sentences. Furthermore, these areas are active when listening
to hierarchically nested sequences (Bahlmann et al. 2008). Sequential orga-
nization is typical of actions, and various aspects of it are coded by several
cortical regions (Tanji 2001; Tanji and Hoshi 2008; Bonini et al. 2010; Bonini
et al. 2011; also discussed below). It is not clear whether and how the struc-
ture of sequential motor organization could have been exploited for linguistic
construction. One hypothesis holds that during evolution, the more the motor
system became capable of flexibly combining motor acts to generate a greater
number of actions, the more it approximated a linguistic-like syntactic sys-
tem. Such a capability could have extended to the combination of larynx and
mouth movements in phono-articulatory gestures for communicative purposes
(Fogassi and Ferrari 2007).

Mirroring in Dance and Music

For the mirror-matching mechanism to occur, motor representations (either of
acts or sounds) must be part of the observer’s internal motor repertoire. This
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repertoire allows us to understand many goal-directed actions and meaningful
gestures. Dance gestures constitute one type that is easily recognized. Although
many of the observed motor synergies performed by an expert dancer can be
represented in the observer’s motor system, the steps specific to a given type
of dance are unknown to naive observers. Thus, motor resonance should be
higher when an observer is also an expert dancer. In fact, neuroimaging stud-
ies have demonstrated that during the observation of dance steps, activation of
the observer’s motor system is higher when the observed steps belong to the
observer’s own motor experience (Calvo-Merino et al. 2005). Furthermore, the
observation and imagination of rehearsed dance steps produce higher motor
activation than steps that are not rehearsed (Cross et al. 2006). Activation of
the mirror system is thus greater when the observing subject has more motor
experience in the observed motor skills. This result is important because it
demonstrates a mirror activation not only for actions, but also for meaningful
gestures (e.g., dance steps), which are probably derived from goal-directed ac-
tions through a process of ritualization (Arbib 2005a).

The issue of the relation between dance recognition and the structure of
the motor system underlying this recognition involves not only the capacity to
“resonate” during observation of single gestures but also the capacity to rec-
ognize sequences of gestures. This issue has been partly addressed above for
the understanding of intentional actions and language. How, though, does the
motor system build and, as a consequence, recognize this sequence? A similar
question is also valid for dance. It is very likely that we recognize the single
gestures that form dance steps using our mirror system; however, a process is
then needed to allow the appropriate sequence to be internally reconstructed.
Studies on imitation learning of playing instruments may further our under-
standing of the neural circuitry involved in this process. The basic neural or-
ganization for encoding and programming motor acts or meaningful gestures
is represented by the parietofrontal circuits, and this organization comes into
play both during execution and observation. However, when individuals are re-
quired, for instance, to imitate a guitar or a piano chord, neuroimaging studies
indicate that there is also a strong involvement of prefrontal cortex (Buccino
et al. 2004b). Prefrontal cortex has been classically considered to have a major
role in action planning. When it is necessary to build sequences of motor acts,
however, its role becomes crucial (Figure 4.5).

Music is another function that may imply mirroring. Although music can-
not be strictly considered as a kind of dyadic communication, it can involve
a sender and a receiver of a message. Music can, of course, be experienced
alone. However, music is often shared with other people. When we attend a
concert, for example, both our auditory and visual systems become deeply en-
gaged. The sensory inputs elaborated inside our cortex activate several higher-
order neural structures: high-order sensory and motor areas as well as the emo-
tional system. Because of the presence of mirror neurons, the motor system
comes into play as we observe the motor acts of musicians as they perform on
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Figure 4.5 Lateral view of a human hemisphere. The gray oval indicates the approxi-
mate prefrontal sector involved in action planning and organization. This part of the
cortex appears to be important in organizing the sequence of motor acts composing an
action. Abbreviations as in Figure 4.3. Area 44 and 45 constitute Broca’s area.

their instruments while concurrently listening to the auditory outcome of these
gestures. It is quite obvious that this observation-listening process may activate
hand or mouth mirror neurons as well as audiovisual mirror neurons; thus we
resonate motorically even while remaining still. In addition, we often tap our
fingers or toes to the rhythm of the music, which in turn is the result of repeated
motor acts. As discussed for dance, sequential behavior in music is fundamen-
tal. The same circuitry that is involved in sequential actions and gestures may
also be involved in music production and perception.

A specific case of production or perception in music is denoted by musi-
cians themselves, who must synchronize many elements to produce a perfect
musical piece. As discussed for joint actions, to play music with others we
require:

e aneural mechanism that permits the same motor representations (mir-
ror mechanism) to be shared with co-players,

e amechanism(s) to distinguish our own actions from those of the oth-
ers, and

e a mechanism that allows coordination (see also Levinson, this
volume).

Several studies have demonstrated a retrieval of the motor system while lis-
tening to sounds. For example, participants listening to both familiar and un-
familiar sounds show (when activation from the latter is subtracted from the
former) an activation of the superior temporal cortex as well as the supple-
mentary motor area and [FG (Peretz et al. 2009). Listening to and reproducing
isochronous or complex rhythms activate several areas of the premotor cortex
(pre-SMA, SMA proper, premotor cortex) and subcortical structures (basal
ganglia, cerebellum) (Chen et al. 2009). The role of PMD seems to be more
related to the use of the metric structure of sound for movement organization,
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whereas PMV may transform known melodies into movement. This has also
been described in an area between PMD and PMYV, recruited during passive
listening.

It is common knowledge that music can evoke several different emotions
(for a review, see Juslin and Vastfjall 2008b; see also Scherer and Koelsch,
both this volume). Sound intensity, fluctuation of timing, and timbre, for ex-
ample, may elicit emotions such as happiness, sadness, and fear. The issue here
is whether music can evoke emotional mirroring.

Gestures of players may elicit a kind of mirroring. One would expect this
effect to be stronger in accomplished players. This mirroring, in turn, may
evoke emotional feeling in a listener that draws upon the listener’s own past
experiences of playing. Postural gestures of the player during performance em-
phasize musical message and may elicit a contagion in the observer/listener.
Molnar-Szakacs and Overy (2006) have proposed that while listening to ex-
pressive music, the mirror system for actions will be activated and relayed to
the limbic system through the insular cortex, which, as described above, is a
crucial structure for the representation of subjective states. Other authors make
a parallel between acoustic features of music and emotional speech, suggesting
that in the listener there is a mechanism that mimics the perceived emotion in-
ternally, in response to specific stimulus feature (Juslin 2001). In line with this
theory, Koelsch et al. (2006) found that listening to music activates brain areas
related to a circuitry that serves the formation of premotor representations for
vocal sound production. They conclude that this could reflect a mirror function
mechanism, by which listeners may mimic the emotional expression of the
music internally. All of these considerations suggest that listening to music and
observing performers produce both an activation of the motor system and an
emotional mirroring, involving the insula and areas of the limbic system, such
as cingulate cortex and amygdala.

Another important aspect of music that is strongly related to the motor
system is represented by song. In animals studies, song production has been
investigated in birds (see Fitch and Jarvis, this volume), although birdsong
is different from a human song with words. The presence of mirror neurons
activated by both the production and listening of the species-specific song was
recently demonstrated in a telencephalic nucleus of a swamp sparrow (Prather
et al. 2008). These mirror neurons, however, do not appear to code the goal of a
motor act, as in phonological resonance; instead, they map sequences of heard
notes onto the brain motor invariants used to produce them. Interestingly, dis-
rupting auditory feedback does not alter this singing-related neuronal activity,
which clearly indicates its motor nature. The fact that these neurons innervate
striatal structures that are important for song learning suggests their possible
role in vocal acquisition.

The presence of mirror neurons in song suggests that resonance mecha-
nisms are probably parsimonious solutions which have evolved in the verte-
brate brain several times to process complex biological information. Indeed,
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Fitch and Jarvis (this volume) view birdsong and human vocal learning as
convergently evolved systems.

Another interesting aspect of birdsong is that it, like speech, is sequentially
organized. Since sequential organization is typical of actions, speech, and mu-
sic, it would be interesting to elucidate better the neural mechanisms that un-
derlie both production and recognition of motifs in singing birds. In particular,
it would be helpful to understand whether the structure of birdsong is more
comparable to the syntax or phonology of language (Yip 2006).

Action Sequence Organization and Language
Structure: A Comparison

Sequential organization is a typical feature of motor actions. Motor acts en-
dowed with a meaning (the motor goal) form the basis for action (Jeannerod
1988; Bernstein 1996; Rosenbaum et al. 2007). A similarity of this organiza-
tion with that typical of language can be suggested at two different, but not mu-
tually exclusive, levels. At the first level, motor acts seem to play the role of the
words within a phrase. As the motor acts, words are the first minimal element
of language endowed with a meaning. The meaning of a sentence is given by
the sequential organization of words. By changing the position of the words,
the meaning of the sentence changes or is missing. Similarly, if the order of the
motor acts in an action sequence is changed, the action goal may also change.

At a second, more motoric, level, syllable production is the result of the ex-
ecution of orofacial motor acts in combination with the appropriate contraction
of larynx muscles. The higher-level neural control, underlying this combina-
tion, intervenes to organize a fluent link between syllables, exactly as occurs
in the neural control of forelimb or mouth actions. The apparent difference
between syllables and motor acts is that the former are devoid of meaning.
However, one could always argue that the achievement of the specific configu-
ration necessary to pronounce a syllable represents a goal per se.

While we do not know the neural mechanism that underlies the organiza-
tion of syllables into words, and of words into phrases, the issue of sequential
organization in the monkey motor system at the single neuron level has been
addressed in two main series of studies. The first assessed the responses of neu-
rons in mesial (SMA/F3, pre-SMA/F6) and prefrontal cortex, while monkeys
executed sequences of movements (Tanji 2001; Tanji and Hoshi 2008), such
as turning, pulling, pushing, or traversing trajectories in a maze. These stud-
ies show that the neurons of these cortical sectors were activated for different
aspects of the task. Some categories of neurons code the type of sequence;
others denote the order of a movement within a sequence; still others code the
final location of the movement series. The second series of studies (Fogassi et
al. 2005; Bonini et al. 2010; Bonini et al. 2011) assessed the responses of pari-
etal and premotor neurons during execution and observation of natural action
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sequences. Results show that motor and mirror neurons from these areas can
be differently activated depending on the specific action sequence in which the
motor act they code is embedded.

Together, these two series of studies suggest that sequential actions are or-
ganized under the control of the premotor-parietal motor system and prefrontal
cortex. Part of this neural substrate has a major role in linking motor acts for
the achievement of an action goal, while part is involved in coding the order in
which various motor elements can appear in a sequence. The mechanisms used
by these cortical circuits could have been exploited during the evolution of the
organization for syntactic structure. Note that the above described activation
of motor structures during language and music production and perception is a
good, although indirect, confirmation of this hypothesis.

Relation between Aphasia, Amusia, and Apraxia

Many human neuroimaging studies report an activation of Broca’s area and its
right homologue during the processing of syntax in both language and music
(Chen et al. 2008a; Maess et al. 2001; Patel 2003). Patients with damage to
Broca’s area can, however, show both aphasia and amusia (Alajouanine 1948;
Patel 2005). Interestingly, many Broca’s patients can also show limb apraxia,
although aphasia and apraxia are not necessarily associated (De Renzi 1989).
A recent study showed that such patients, unlike another group of apraxic pa-
tients with parietal damage, present a deficit in gesture recognition (Pazzaglia
et al. 2008). The presence of three possible syndromes with a lesion to the
same region raises the question of whether there is a shared common mecha-
nism or structure (see Fadiga et al. 2009). A possible sharing of similar circuits
between language and music comes also from some rehabilitation studies. It
has been reported that dyslexic children and nonfluent aphasic patients can
benefit from music therapy, as demonstrated not only by an improvement in
behavioral scores but also by a change in the white matter of corticocortical
connections between superior temporal cortex and premotor cortex/inferior
frontal gyrus, in particular the arcuate fasciculus (Schlaug et al. 2009).

In conclusion, it is possible that language and music may partially share
neural circuits, due to a possible common motor substrate and organization.
The fact that cortical regions included in the mirror system for actions are also
activated during the processing of language and music-related gestures lends
further support to this hypothesis.
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Emotion 1n Action, Interaction,
Music, and Speech

Klaus R. Scherer

Abstract

This chapter highlights the central role of emotion in understanding the relationships
between action, interaction, music, and speech. It is suggested that brief nonverbal dis-
plays of emotion (affect bursts) may have played an important part in the evolution of
human communication based on speech and gesture, and, probably in parallel, sing-
ing and music. After a brief account of the evolutionary development of emotion, the
nature and architecture of the emotion system is discussed, advocating a componential
appraisal model. Particular emphasis is given to the component of motor expression. A
dynamic model of emotion communication distinguishes the function of expression as
symptom (of actor state), symbol (of a message), and appeal (to the listener), highlights
the role of distal and proximal cues in the process, and describes the differential types
of coding (biological push vs. sociocultural pull) of the expressive signs. A brief over-
view of research on vocal emotion expression in speech and music provides evidence
for the similarity of the expressive cues used to convey specific emotions. A distinction
is proposed between utilitarian emotions, which help adaptation to relevant events that
happen to a person, especially through speech in social interaction, and aesthetic emo-
tions, which are generally desired and sought out through engagement with cultural
practices such as music, art, or literature. In conclusion, some evidence supporting the
proposal that affect bursts might have been the starting point for the joint evolution of
language and music is reviewed.

Introduction

Music is nothing else but wild sounds civilized into time and tune. Such is the
extensiveness thereof, that it stoopeth as low as brute beasts, yet mounteth as
high as angels. (Thomas Fuller, 1640)

There are many theories on the origin of language and music, postulating a
large variety of possible mechanisms. As these different accounts are not mu-
tually exclusive, the safest position might be that many factors contributed to
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the development of what we now know as speech and music. In many of these
accounts, the expression of emotion is seen as a precursor to these pinnacles
of human evolution. This is not surprising as emotion is an evolutionarily old
system, shared with many animal species, that plays a major role in behavioral
adaptation and social interaction. Many of the pioneering scholars who ad-
vocated this view—Rousseau and Herder in the 18th century (see Moran and
Gode 1986) and later Helmholtz (1863/1954), Darwin (1872/1998; see also
Menninghaus 2011), and Jespersen (1922)—have also assumed strong links
between the development of music and language through protospeech and pro-
tosinging. Thus, it seems fruitful to examine the role of emotion in the evolu-
tion of these communication systems, and of the brain that controls them, to
understand their mysterious relationship. Music encompasses an enormous va-
riety of sound combinations that carry extremely subtle emotional meanings.
As for language, although it has evolved abstract syntactic and semantic rule
systems to represent meaning, much of the communicative power of speech
is linked to its capacity to express moment-to-moment changes of extremely
subtle affective states. Most likely, the evolution of the complex human brain
accounts for both the wide range and subtlety of human emotionality and the
sophisticated control systems that allow the social communication of emotion
through an intrinsic connection of the systems of language and vocal music to
their carrier: the human voice.

This chapter aims at providing a foundation for further exploration of these
relationships. First, the nature and function of emotion are discussed, followed
by the description of a probable architecture of the human emotion system in
the form of a component process model. Special emphasis is placed on emo-
tional expression, and the pertinent interdisciplinary research on the commu-
nication of emotion via speech prosody and music is reviewed. Finally, it is
proposed that multimodal affect bursts might be reasonably considered as a
starting point for the joint evolution of speech and language, and the plausi-
bility of this hypothesis is discussed on the basis of selected evidence. While
there are occasional references to the neural underpinnings of the phenomena
discussed, I cannot do justice in this chapter to these complex issues, and the
reader is thus referred to more appropriate sources: recent neuroscience ap-
proaches to speech and music are addressed by Hagoort and Poeppel, Parsons
and Janata, Koelsch, and Patel, all this volume; details on work concerning the
brain circuits of emotion can be found in Davidson et al. (2003:Part 1; see also
LeDoux 2000).

Function and Evolution of Emotion

Many early theorists have emphasized that emotion can disrupt or interrupt
coordinated behavior sequences leading to a redirection of behavior. This is
particularly true for strong emotions which can engender sudden motivational
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shifts. However, milder emotions, such as pleasure or anxiety, can be super-
imposed on plans and behavior sequences without necessarily interrupting
them. This point is important in discussing music-induced emotions, which
only rarely produce violent emotions or interrupt and redirect the listener’s
behavior. Consequently, we need to consider the functions of a wide variety of
emotional processes.

Emotion can be seen as an interface between the organism and its environ-
ment, mediating between constantly changing situations and events and the
individual’s behavioral responses (Scherer 1984). The major aspects of this
process are threefold:

1. Evaluation of the relevance of environmental stimuli, events, or con-
straints for the organism’s needs, plans, or preferences in specific
situations.

2. Preparation, both physiological and psychological, of actions that are
appropriate for dealing with these stimuli.

3. Communication of reactions, states, and intentions by the organisms to
the social surroundings.

It is the last of these aspects—communication—that is most relevant to lan-
guage and music.

In evolutionary history, emotions have replaced rigid reflex-like stimulus
response patterns with a greater flexibility of behavioral inventories, support-
ing cognitive evaluation processes to assess stimuli and events. This decou-
pling of stimulus and response also makes it possible to constantly reevaluate
complex stimuli and/or situations without much time delay, since preparation
of the behavioral reaction is part of the emotion process (Scherer 1984, 2001).

In socially organized species, emotions are often visible in rudimentary pat-
terns of motor expression to communicate both the reaction and the behavioral
intention of the individual to the social surroundings. This allows other organ-
isms to predict the most likely behavior of the person expressing the emotion
and to plan their own behavior accordingly. In turn, this provides feedback
about the likely reaction of others to the intentional movement or expression,
allowing appropriate changes in the behavioral plans of the individual express-
ing emotion.

Darwin (1872/1998) emphasized that particular types of functional expres-
sion of emotion in the form of intention movements seem to have been se-
lectively developed in the course of evolution for purposes of communica-
tion, and may have laid the building blocks for the development of speech and
music. This coevolutionary process was made possible by the continuously
increasing complexity of the human central nervous system and the accompa-
nying changes in the peripheral nervous system underlying emotional expres-
sion (see Hebb’s [1949] suggestion of a positive correlation between cognitive
sophistication and emotional differentiation across species).
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The preceding account focuses mainly on the behavioral flexibility afforded
by the emotion system and the important communicative functions in social
interaction which guide the action tendencies of interaction partners and oth-
er group members. Of course there are many more factors involved in the
evolution of the emotion mechanism (see Arbib and Fellous 2004; Nesse and
Ellsworth 2009; Tooby and Cosmides 1990).

What, then, is an emotion? Frijda and Scherer (2009) propose a functional
approach to answer this question, pointing out that most scholars seem to agree
with the following constituents:

1. Emotions are elicited when something relevant happens to the organ-
ism that has a direct bearing on its needs, goals, values, and general
well-being. Relevance is determined by the appraisal of events on a
number of criteria; in particular their novelty or unexpectedness, their
intrinsic pleasantness or unpleasantness, and their consistency with
current motivations.

2.  Emotions prepare the organism to respond to important events in its life
and thus have a strong motivational force, producing states of so-called
action readiness.

3. Emotions engage the entire organism by preparatory tuning of the so-
matovisceral and motor systems and thus involve several components
and subsystems of the organism. These tend to cohere to a certain de-
gree in emotion episodes, sometimes to the point of becoming highly
synchronized.

4. Emotions bestow what is called control precedence. This means that
the states of action readiness which emotions have prepared can
claim (not always successfully) priority in the control of behavior and
experience.

Thus, “an emotion” is defined here as a bounded episode characterized by an
emergent pattern of synchronization between different components that pre-
pare adaptive responses to relevant events as defined by the four criteria out-
lined above (cf. Scherer 2005). In this generality, the definition covers a wide
variety of very different forms of emotion, including proto-emotions shared by
many animals, thus constituting a very early achievement in evolution. Many
ethologists and biologists do not like to talk about emotions in animals, as
they often assume that emotions imply conscious feelings. This is not true for
the minimal definition given above. Reducing the mechanisms involved to the
essentials (e.g., in analyzing the emotions of an “organismus simplicissimus”;
see Scherer 1984:299-301) illustrates the evolutionary continuity of the emo-
tion system.

The phylogenesis of a highly sophisticated emotion system building on the
functional characteristics described above, but adding the ability to self-reflect
and report on experiential feelings, has required major evolutionary changes
in brain organization from protohominids to Homo sapiens, particularly in the
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Table 5.1 Design features of emotion and required evolutionary changes for the de-
velopment of the complex human emotion system.

Design features

Necessary evolutionary changes

Rapid detection of relevant events and
evaluation of expected consequences
(often in the absence of sufficient
information)

Preparation of highly synchronized
response organization in the service of
adaptive action

Connected multimodal signaling of
reactions and intentions to the social
environment

Constant recursive monitoring through
reappraisal, response adaptation, and
emotion regulation

More powerful analysis and evaluation
mechanisms (with respect to memory,
learning, association, inference, and pre-
diction), particularly the development of
more fine-grained appraisal checks (e.g.,
attribution of causality, compatibility
with social norms and values).

More flexible motor control systems for
exploration and manipulation responses.

Complex circuitry for sending and
receiving socio-emotional messages,
especially a high degree of voluntary
control of vocal and facial expression for
the purpose of strategic communication.

Integrative brain representation of
appraisal results and somatosensory
feedback of bodily reactions, acces-

sible as conscious feeling, for regulation
purposes.

Development of the capacity of categori-
zation and labeling of feelings for social
sharing.

context of complex social organization and interaction. Table 5.1 illustrates some
of the necessary evolutionary changes required for the human emotion system.

The Architecture of the Emotion System

Despite a growing convergence toward a functional view of emotion, as out-
lined above, there are appreciable differences in currently proposed emotion
theories. The following discussion provides a brief overview.

Basic or discrete emotion theories have their roots in Darwin’s (1872/1998)
description of the appearance of characteristic expressions for eight families
of emotions and the functional principles underlying their production (service-
able associated habits). Thus, Tomkins (1962) and his disciples Ekman (1972)
and Izard (1977) developed theories which suggest that a specific type of event
triggers a specific “affect program” corresponding to one of the universal basic
emotions and produces characteristic patterns of expressions and physiological
responses.
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Dimensional/constructivist emotion theories often invoke the proposal by
James (1884/1968:19) that “the bodily changes follow directly the perception
of the exciting fact, and that our feeling of the same changes as they occur is
the emotion.” Current proponents of this position generally interpret this in the
sense that no specific determinants for emotion differentiation are required, so
an individual feeling bodily arousal is free to construe situational meaning. This
position is frequently adopted by dimensional emotion theorists. Thus, Russell
(2003) proposes that “core affect,” defined as a position in a valence x arousal
affect space, can be construed as a felt emotion on the basis of motivational or
contextual factors. Constructivist accounts have also been proposed by scholars
concerned with the social role of emotion and the influence of culture.

Appraisal theories of emotion date back to Aristotle, Descartes, Spinoza,
and Hume, who assumed that the major emotions (as indexed by the respective
words in the language) are differentiated by the type of evaluation or judg-
ment a person makes of the eliciting event. However, the term appraisal was
first used in this specific sense in the 1960s and only saw active theoretical
development in the early 1980s (see the historical review by Schorr 2001).
Appraisal theories assume that emotions are elicited and differentiated by peo-
ple’s subjective evaluation of the significance of events for their well-being
and goal achievement. While critics have misrepresented the appraisal process
as requiring effortful, conscious, and conceptual analysis, theorists in this tra-
dition have consistently emphasized that appraisal processes often occur in an
automatic, unconscious, and effortless fashion. Leventhal and Scherer (1987)
have suggested that the type of processing with respect to content (types of
appraisal) and level of processing (sensorimotor, schematic, and conceptual) is
determined by the need to arrive at a conclusive evaluation result (yielding a
promising action tendency). If automatic, effortless, unconscious processes do
not produce a satisfactory result, more controlled, effortful, and possibly con-
scious mechanisms are brought into play. For example, “biologically prepared”
stimuli such as snakes (Ohman and Mineka 2001) or baby faces (Brosch et al.
2007) can be processed in a rapid, effortless fashion by subcortical circuitry.
In contrast, more complex, novel stimuli are likely to be processed at a higher
conceptual level, involving propositional knowledge and underlying cultural
meaning systems that most probably involve the prefrontal cortex. This archi-
tecture, reminiscent of the superposition of different levels of brain structure
in evolution, allows us to apply the model to many different species as well as
different developmental stages of organisms.

Appraisal theories highlight the dynamic character of the emotion process
(an episode rather than a state), producing a rich variety of changing experi-
ences which can ultimately be bounded, categorized and labeled, especially
when the emotional experience is shared via verbal communication (Scherer
2004a, 2009).

Despite differences with respect to detail, there is now wide agreement
among most emotion researchers on the central role of appraisal in eliciting
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and differentiating emotion episodes and on multicomponential response
structures including subjective experience (Frijda 2007; Moors et al. 2013).
The component process model (CPM) is one of the earliest and most elaborated
models proposed in this tradition (Scherer 1984, 2001, 2009) and will serve
here as an illustration of the general approach.

Figure 5.1 shows the architecture of the CPM, which generates dynamic
emotion processes following events that are highly pertinent to the needs,
goals, and values of an individual. The model is dynamic in that all of its
components are subject to constant change given the various feedforward and
feedback inputs. This is also true for the triggering “event” (a term used as a
placeholder for objects encountered, consequences of one’s own behavior or
that of others, as well as naturally occurring phenomena), since events gener-
ally unfold over time and may thus require frequent reappraisal. Even without
changes in the event itself, appraisals will constantly change given the sequen-
tial processing of different criteria on different levels of brain organization,
leading to frequent reappraisal. Most importantly, the processes described by
the model are recursive; that is, the results of later processing stages are fed
back to earlier stages where they may produce modifications of prior outcomes.
For example, if I appraise the behavior of a stranger as insulting, resulting in a
tendency toward aggression, the feedback of the respective motor preparatory
changes to the appraisal module may lead to reappraisal with respect to the
appropriateness of the response to the nature and strength of the provocation.
These recursive processes will continue until the system has reached a new
equilibrium and no more major changes are occurring, ending the particular
emotion episode.

The timescale of these recursive processes is highly variable depending on
the nature and temporal organization of the event structure and the internal
appraisal and response processes. Generally, however, emotion episodes, by
definition, are expected to be relatively brief, a matter of minutes rather than
hours. In particular dramatic circumstances, different emotion episodes that
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Figure 5.1 Schematic view of the component process model (after Scherer 2009).
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have different objects, may enchain an event to the emotion episode, as for
example in the course of a competitive football match.

The event and its consequences are appraised using a set of criteria with
multiple levels of processing (the appraisal component). The result will gener-
ally have a motivational effect (often changing or modifying the motivational
state that existed before the event occurred) as well as effects in the autonomic
nervous system (e.g., in the form of cardiovascular and respiratory changes)
and in the somatic nervous system (in the form of motor expression in face,
voice, and body). The neural correlates of all these component changes are
constantly fused in a multimodal integration between the participating brain
areas (with continuous updating as events and appraisals change), thus giv-
ing rise to distributed representations. Parts of these representations are likely
to become conscious and subject to assignment to fuzzy emotion categories,
which may then lead to labeling with emotion words, expressions, or meta-
phors (Scherer 2009:1322—-1324).

The central module of the model represents the appraisal of a set of funda-
mental criteria (stimulus evaluation checks) on different levels of brain organi-
zation in a parallel processing fashion. Figure 5.2 shows the processes within
the gray-shaded panel in Figure 5.1 in detail. In particular, the horizontal panel
labeled “Appraisal processes” shows the different groups of appraisal criteria
(with the stimulus evaluation checks within respective groups), organized in
the theoretically expected sequence (see Scherer 2001, 2009), together with
the respective cognitive structures that are recruited in these appraisal process-
es (downward arrows represent the input of the different cognitive structures
into the appraisal process, e.g., retrieval of past experiences of a similar kind
from memory; upward arrows represent modification of the current content
of these structures by the appraisal results, e.g., attention being redirected by
a relevance appraisal). The horizontal panels below the appraisal level show
three response components and the final integration of all changes in the feel-
ing component. The bold downward arrows illustrate the central assumption of
the model in each phase of the process: the appraisal results sequentially and
cumulatively affect all response domains. The dotted upward arrows represent
the changes induced in this fashion (which are fed back to the appraisal module
and the cognitive structures subserving and regulating the appraisal process).

Based on phylogenetic, ontogenetic, and microgenetic considerations (see
Scherer 1984:313-314; Scherer et al. 2004), the CPM predicts that appraisal
occurs in sequence, following a fixed order (a claim that has been supported
by strong experimental evidence based on brain activity, peripheral measures,
and expression patterns; for an overview, see Scherer 2009). Thus, Grandjean
and Scherer (2008) showed that both the nature and the timing of the emotion-
constitutive appraisal processes can be experimentally examined by objective
measures of electrical activity in the brain. The method of choice is the use of
the encephalographic (EEG) recordings of brain activity using topographical
map and wavelet analysis techniques for optimal temporal resolution (which
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would be impossible to attain with standard fMRI techniques). This approach
allows theory-guided investigation of the nature of appraisal-generated emo-
tion elicitation, both for automatic, unconscious processing as well as for high-
er, controlled levels of processing, in much greater detail than has previously
been the case. The results of two separate experiments on the timing of the
different, experimentally manipulated checks (shown in Figure 5.3) show that
the different appraisal checks (a) have specific brain state correlates, (b) that
occur rapidly in a brief time window after stimulation, and (c) that occur in se-
quential rather than parallel fashion. Furthermore, the results shown in Figure
5.3 suggest that the duration of processing of different checks varies, as they
do not achieve preliminary closure at the same time, strongly supporting model
predictions. The results also imply that early appraisal checks, including novel-
ty and intrinsic pleasantness detection, can occur in an automatic, unconscious
mode of processing, whereas later checks, specifically goal conduciveness,
may rely on more extensive, effortful, and controlled processing. As shown in
Figure 5.2, the appraisal mechanism requires interaction between many cogni-
tive functions to compare the features of stimulus events to representations in
memory, the self-concept, as well as expectations and motivational urges (see
Grandjean and Scherer 2008 for details). Given the complexity of these inter-
actions and the lack of focused neuroscience research on appraisal processes,
the underlying neural circuits cannot yet be specified.

The motivational change produced by the appraisal of an event mediates the
changes in the other components. If, for example, you are peacefully strolling
through a forest, the sudden appearance of a bear will immediately produce a
host of changes in physiological symptoms (to prepare for rapid motor action)

Appraisal sequence
Intrinsic ~ Relevance ‘

pleasantness

| Event onset | l l

~100-200 ms ~130 ms

Goal conduciveness
~500-800 ms

Figure 5.3 Onset and duration of major early appraisal checks based on topographical
map and wavelet analysis of brain activity (high-resolution EEG data) from two studies
in which appraisal checks were experimentally manipulated (after Scherer 2009).
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and motor expression, which will be experienced as fear. (Note that this cor-
responds to the order proposed by James [1884/1968], if one considers that
he meant only the feeling component when proposing to define “emotion”;
see Scherer 2005:696). However, action tendencies do not necessarily imply
gross motor behavior. Many appraisal results, such as novelty, may generate
information search as a new action tendency, whereas experiencing pleasure
from engaging in an intrinsically agreeable activity, such as basking in the sun
on the beach, yields a desire to continue this pleasant activity.

Contrary to basic emotion theories (see review in Scherer and Ellgring
2007), the CPM does not assume the existence of a limited set of discrete emo-
tions, but considers the possibility of an infinite number of different types of
emotion episodes. This is important to understand the many subtle differentia-
tions between members of an emotion family (e.g., the generic term anger may
stand for any one of the following: annoyance, exasperation, fury, gall, indig-
nation, infuriation, irritation, outrage, petulance, rage, resentment, vexation,
etc.), as well as the fact that the very same event can make one person happy
and another sad, depending on goals and values (e.g., winners and losers in a
tennis match). However, certain so-called modal emotions (Scherer 1994b),
such as anger, do occur more frequently and engender more or less stereotypi-
cal responses to a frequently occurring type of event or stimulus (the detailed
CPM predictions for the some modal emotions—that largely correspond to
basic emotions—are shown in Scherer 2009:Table 1).

Here it is important to reiterate that the term “feeling” should be used to
denote a component of emotion but it should nof be used as a synonym for
the term “emotion” (the latter having led to major confusion, as shown by the
century-old debate concerning the James-Lange theory; Scherer 2005). The
feeling component serves to monitor and regulate the component process in
emotion and enables the individual to communicate their emotional experi-
ence to others (as mentioned above, this is particularly developed in the human
emotion system and may have no, or only a rudimentary, equivalent in nonhu-
man species). This could be instrumental in language and music since it allows
the organism to regulate and adjust its communication depending on its own
emotional experience, which in turn can reflect that of others. If it is to serve a
monitoring function, subjective experience needs to be based on an integrated
brain representation of the continuous patterns of change in the components
and their coherence or synchronization. As schematically shown in Figure 5.4,
the CPM conceptualizes this notion (and the role of consciousness, categoriza-
tion, and verbalization) with the help of a Venn diagram. Figure 5.4 is not a
process chart with input and output functions but rather serves to illustrate the
fact that only parts of the component changes in an emotion situation become
conscious, and only parts of these can be verbalized. Circle A illustrates the
integrated brain representation of changes in all components of an emotion
episode in some form of monitoring structure. Circle B represents the part
of this integrated representation that becomes conscious and corresponds to
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Figure 5.4 Schematic illustration of the brain representation of synchronized mental
and bodily changes during an emotion episode and the relationships to emotion regula-
tion, consciousness, and verbalization (from Scherer 2004a, reprinted with permission
from Cambridge University Press).

nonverbal “feelings” or qualia. Circle C denotes the categorization and verbal-
ization (labeling) of feelings (e.g., in social sharing of emotional experiences).
As shown in Figure 5.4, verbal labels may often cover only a small part of the
underlying emotion process in a particular case, as we may not find appropri-
ate words to cover all aspects of our experience (the nonoverlapping part of
the circle represents surplus meaning). Also, the choice of a label or category
may be influenced by nonconscious aspects of the integrated representation
of component changes (which explains why C intersects with A even in its
nonconscious parts). In addition, other factors (e.g., social constraints or stra-
tegic considerations) may determine the choice of a label. This is of particular
importance for labeling music-induced emotions, which often proves difficult
due to the dearth of highly differentiated sociocultural labeling conventions in
this domain.

Regulation is part and parcel of the emotion process. Any change in one of
the components of the process is immediately fed back into the appraisal mod-
ule and reevaluated, resulting in a regulation of the process. This can occur at
any of the levels of processing discussed above (see also Figure 5.4), and the
criteria for regulation can be based on simple homeostatic processes at very
low levels of automatic processing or in voluntary efforts to change an emotion
or its expression on the level of conscious value judgments.

The Motor Expression of the Emotion Process

Because production of speech and music generally involves a high degree of
affective expressivity, let us turn our attention to the component of motor ex-
pression. Much of the human fascination with emotion has been fueled by the
ubiquity and dramatic nature of emotional expression in face, voice, gesture,
and posture. Unless it is suppressed, controlled, or strategically manipulated
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(Scherer 2000), emotional expression externalizes and signals internal emotion
processes, and this is of paramount importance in social interaction.

As discussed above, adaptive behavioral responses require coordination at the
physiological and motor level, and emotional processes are believed to achieve
such coordination (Scherer 2009). Coordination at the motor level involves the
synchronization of different muscle systems resulting in specific behavioral pat-
terns aimed at modifying physical environmental conditions (like running away
from danger) or stimulating another’s perceptual system (social signaling).
Coordination of the different muscles can have effects on multiple expressive
modalities (e.g., voice, face, and gestures), producing so-called multimodal sig-
nals. Multimodality has evolved to make signals more efficient by adapting to
the constraints imposed by transmission in variable physical environments and
by the receiver’s psychobiological makeup (Guilford and Dawkins 1991; Rowe
1999). If a conspecific is threatening me and I am willing to fight, the credibility
of'this expressed intention may lead the antagonist to withdraw. Much of animal
communication is based on this principle of prevention and “behavioral nego-
tiation,” for example in dominance fights (Hauser 1996).

While many of the constituent components of the emotion process remain
invisible to the outside observer, as soon as there are such external manifes-
tations, these become sign vehicles (Morris 1971) that can be interpreted as
symptoms of the actor’s reactions, feelings, and behavioral intentions. This, in
turn, motivates the expressor to manipulate or fake these signals for strategic
purposes. The complex relationship between true and false signals has been
hotly debated in ethology (Hauser 1996; Scherer 1985).

Indeed, expression of any kind is only one half of communication, with per-
ception being the other. Here, in extension of the CPM, a new synthetic model
of emotion communication is proposed: the dynamic tripartite emotion expres-
sion and perception (TEEP) model, based on a modified Brunswikian lens mod-
el (Brunswik 1956; Scherer 2003). The model, shown in Figure 5.5, illustrates
how the sender continuously expresses ongoing emotion processes through a
multitude of distal cues to the observer, who perceives these as proximal cues
and probabilistically attributes the emotion processes unfolding in the sender.
The degree to which the proximal cues capture the information content of the
distal cues depends on the quality of the transmission channel and the response
characteristics of sensory organs. The model is dynamic as it reflects the process
nature of the underlying emotion episodes (a fundamental architectural property
of the CPM, as described above). In contrast to the general assumption in the
literature that a stable emotional “state” is expressed and recognized, the model
assumes that the event, the appraisals, and the consequent response patterns
continuously change (as do, in consequence, the observer attributions).

The model is “tripartite” as it calls attention to the fact that any sign has
three functions (Biihler 1934/1988; Scherer 1988):

1. It provides symptoms of an ongoing emotional process in the sender.
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2. It signals the emotion and thus appeals to the observer.

3. It symbolizes or represents meaning in the respective species or group
(due to the ritualization of the link between symptom and appeal, or the
existence of a shared code for encoding and decoding).

It should be noted that the respective elliptic shapes in Figure 5.5 are not active
elements of the dynamic model but serve to highlight these three functions.
This is particularly important in the case of the symbolic function, which is
obvious for language signs for which Biihler developed his model, but is also
essential to understand the communication process in the case of nonverbal
emotion expressions (reminding us of the importance of the sociocultural con-
text and the existence of shared codes, even in music or speech prosody).

The TEEP model highlights the fact that the production of the distal expres-
sive cues and their proximal interpretation are determined both by psychobio-
logical mechanisms and the rules or expectations generated by the sociocul-
tural context. In consequence, the model distinguishes between push and pull
effects on the production side and schematic recognition and inference rules on
the perception side (Scherer 1988; Scherer and Kappas 1988). Push effects are
motor response patterns due to physiological changes within the individual and
to the preparation of motor actions as a consequence of appraisal. They usually
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Figure 5.5 The tripartite emotion expression and perception (TEEP) model showing
the communication of emotion through nonverbal cues in face, voice, body, or musical
instruments. TEEP provides a framework to empirically assess cue validity and observ-
er perception capacity. The shaded panel in the lower part represents neurophysiologi-
cal mechanisms reflecting biological adaptation; the upper panel depicts sociocultural
prescription for cue production (see text).
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have a rapid onset and are direct and uncontrolled externalizations of internal
processes. They are “pushed” into existence by internal changes. Examples of
expressions exclusively due to push effects are affect bursts (i.e., brief, dis-
crete, sudden expressions as a consequence of emotionally charged events;
Scherer 1994a) or infant grunts. Push effects are supposed to occur universally,
but their concrete appearances are relatively idiosyncratic, and thus subject to
individual differences. On the perception side, it can be assumed that organ-
isms have, in the course of evolution, developed schematic recognition mecha-
nisms (the extreme form being the innate releasing mechanisms of Lorenz; see
Hauser 1996) for the quasi-automatic detection of meaningful patterns in the
behavior of others.

By comparison, pull effects are expressive configurations that are part of a
socially shared communication code serving as socio-communicative signals
used to inform or influence other group members. The distal cue character-
istics are “pulled” into the shape required by the social context. Individuals
learn through socialization to employ specific patterns of responses for com-
municating effectively, or deceptively, their internal processes and behavioral
intentions to other people. In this sense, pull effects mainly reflect cultural
and linguistic rules and expectations. Examples of pure pull effects are con-
ventionalized emotion expressions and “affect emblems” (expressions having
a shared cultural meaning), such as “yuk” and “ouch” (similar to visual em-
blems; Ekman and Friesen 1969). As a consequence of their highly conven-
tionalized form, pull effects show little interindividual variation but a large
degree of intercultural variability. These responses can be decoded effectively
only if they respect social rules and adhere to the fixed socially shared code. In
consequence, on the perception side we expect mechanisms built on sociocul-
tural inference rules.

These aspects of the TEEP model reflect the specific evolution of speech
and music in humans, as compared to the more basic psychobiological pro-
cesses, which are likely to be at least partially shared with nonhuman species.
This is particularly obvious in the case of the social embedding of the commu-
nication processes (e.g., different people in different groups interiorizing dif-
ferent registers, which may be invoked in different contexts, or different musi-
cal genres and rule systems having developed in different cultures). So far, due
to lack of space, the view proposed here has centered on the individual and his/
her internal representation of social factors, but as many other chapters in this
book demonstrate, a more integrated view of the different systems needs to be
adopted, given their interaction in conversation (language) or shared musical
performance (e.g., singing hymns, dancing together, playing in an orchestra),
including the interesting phenomenon of interpersonal entrainment of emotion
processes (see chapters by Levinson, Fogassi, Cross et al., all this volume).

The TEEP model allows us to compare systematically the role that speech
and music play in the communication of emotion by the two expression sys-
tems. Table 5.2 illustrates some of the hypotheses that can be entertained with
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Table 5.2 Comparison of the emotion communication functions in speech and music.

Situation/
Orientation

Symptom
orientation

Symbol
orientation

Appeal
orientation

Speech: Social
interaction (gener-
ally spontaneous
speech)

Music: Perfor-
mance (generally
scripted reproduc-
tion of a musical
score)

Speaker: real
emotional arousal
(push) expressed in
voice or strategic
faking (pull)

Listener: tries to
infer authentic state
of speaker

Performer: real
emotional arousal
due to identifica-
tion with character
or composer (push)
expressed in perfor-
mance or following
scripted emotional
expression (pull)

Listener: is af-
fected by evidence
of symptoms for
authentic affect

Speaker: may

use established
pragmatic codes
for emotional mes-
sages (pull)

Listener: tries to
decode intended
message

Performer: uses
prototypically
scripted emotional
expressions to
render composer’s
intentions (pull)

Listener: attempts
to decode the
intended emo-
tional meaning

on the basis of
established musical
conventions

Speaker: may want
to produce specific
effect in listener
(e.g., thetoric)

Listener: emotional
contagion or em-
pathy (or adverse
reactions), action
tendencies
Performer: at-
tempts to produce
intended affective
reactions in listen-
ers

Listener: generally
seeks to experience
the emotional mood
of specific pieces or
procure enjoyment
feelings

respect to the similarities and differences. Although the production of distal
cues (and the perception of the respective proximal cues) may share many
similarities, due to the assumed coevolution of music and speech (see below),
both the situational functions and the interests of senders and receivers appear
to be somewhat different. Thus, brief overviews on the expression and percep-
tion of emotion in voice and speech, on the one hand, and emotional effects of
music, on the other, will now be provided.

The Vocal Communication of Emotion in Speech

Expression of emotion in the face has been an extremely popular subject for re-
search ever since Darwin’s pioneering volume (Darwin 1872/1998), and there
is an extraordinary amount of evidence showing that emotions are differen-
tially expressed by specific patterns of facial muscle movements. Furthermore,
there is overwhelming evidence that observers can recognize these expressions
with an accuracy that is far better than chance, even across cultural boundar-
ies (although there seems to be a slight in-group advantage; see Scherer et al.
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2011). Furthermore, bodily movements, gestures, or posture are also major
modes of emotion communication (Dael et al. 2012).

While there has been less work on vocal expression, there is ample ev-
idence that the major emotions are also differentially expressed and recog-
nized in voice and speech. Many studies have measured the acoustic voice
cues that characterize the expressions of different emotions (for reviews, see
Scherer 2003; Scherer et al. 2003; Juslin and Laukka 2003; Juslin and Scherer
2005). Recently, we have extended this research to more subtle emotions than
the small set basic emotions, as well as identifying the acoustic parameters
which index the affective dimensions of arousal, valence, and potency/control
(Goudbeek and Scherer 2010).

Mainstream linguists and phoneticians have tended to avoid the study of
what has been called “non-, para- or extralinguistic communication,” referring
to those parts of communication that do not involve structural elements of the
language code, often with the justification that such “emotional” or “attitudi-
nal” aspects of speech (including phenomena such as voice quality, intonation,
rhythm, or tempo) did not fall into the research domain of speech scientists
(some notable exceptions notwithstanding, e.g., Bolinger 1964; Crystal 1974;
Crystal and Quirk 1964; Wennerstrom 2001). Much of the recent work on pros-
ody and intonation (see Ladd, this volume) has focused on genuinely linguistic
or phonetic issues such as tone contrast or the syntactic function of intonation
(Gussenhoven 2004; Ladd 2008). There have been some promising early stud-
ies exploring the links between phonology, linguistics, and pragmatics, on the
one hand, and psychological studies on emotion expression, on the other (Ladd
et al. 1985; Frick 1985), and it would seem most useful to continue in this vein.
Bénziger and Scherer (2005) have reviewed the literature on the influence of
emotions on intonation patterns (more specifically fundamental frequency [F ]
or pitch contours). A number of authors claim that specific intonation patterns
reflect specific emotions, whereas others have found little evidence to support
this claim and thus argue that F/pitch and other vocal aspects are continu-
ously, rather than categorically, affected by emotions and/or emotional arousal.
Using a new, quantitative coding system for the assessment of F,, contours, the
authors found that in actor-portrayed emotional expressions, mean level and
range of F in the contours vary strongly as a function of the degree of activa-
tion of the portrayed emotions. In contrast, there was comparatively little evi-
dence for qualitatively different contour shapes for different emotions.

How well are the vocal cues identified in this research recognized by ob-
servers, allowing accurate inference of the target emotions? A recent review
(Scherer et al. 2011) shows that recognition accuracy is much higher than
chance, although somewhat lower than for facial expression (except in the case
of anger, which is better recognized in the voice).

There is renewed interest in nonlinguistic vocalizations. Schroder (2003)
showed that affect bursts (as defined by Scherer 1994a; see below), present-
ed without context, can convey a clearly identifiable emotional meaning. In
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addition, Hawk et al. (2009) found that accuracy scores for nonlinguistic af-
fective vocalizations and facial expressions were almost equivalent across nine
emotions and that both were generally higher than the accuracy for speech-
embedded prosody. Simon-Thomas et al. (2009) found higher accuracy scores
when using only iconic vocal expressions or vocal bursts. Sauter et al. (2010)
examined the recognition of nonverbal emotional vocalizations, such as
screams and laughs, across two widely different cultural groups (Western par-
ticipants and participants from isolated Namibian villages). Vocalizations that
communicated the so-called basic emotions (anger, disgust, fear, joy, sadness,
and surprise) were bidirectionally recognized. Patel et al. (2011) analyzed
short affect bursts (sustained /a/ vowels produced by ten professional actors
for five emotions) and found three components that explain acoustic variations
due to emotion: “tension,” “perturbation,” and “voicing frequency.” Focusing
on voice production mechanisms, Sundberg et al. (2011), showed that each
of the emotions studied in this corpus appears to possess a specific combina-
tion of acoustic parameters reflecting a specific mixture of physiological voice
control parameters.

Communication of Emotion through Music

A similar analysis can be made for music; the major difference is that distal
cues have been produced by a composer, although the issue to what extent
performers need to develop some of the appropriate emotional feeling to per-
form a piece convincingly is very complex and hotly debated (Roach 1985).
Although the scope of this chapter does not allow a review of this literature,
the reader is referred to Ball (2010) for an overview. Evidence for the claim
that emotion expression in speech and music is rather similar was reported in
a meta-analysis of emotion—expression studies on voice and music reproduced
by Juslin and Laukka (2003). Table 5.3 shows the distal cue patterns that were
found in their analysis, showing a remarkably large overlap in the results be-
tween voice and music studies. The likelihood that a common code underlies
these similarities is reinforced by the fact that these patterns correspond rather
well to the predictions made by Scherer (1986) for vocal emotion expression
on the basis of the CPM (see Juslin and Laukka 2003:801).

This large scale meta-analysis of the results in the pertinent literature on
emotional expression in speech and music supports the claim that human
listeners tend to make very stable emotion attributions to a number of ba-
sic acoustic parameters, even in meaningless sound sequences. Scherer and
Oshinsky (1977) electronically synthesized tone sequences with systematic
manipulation of amplitude and pitch variation, pitch level and contour, tempo,
envelope, and filtration rated on emotional expressiveness; tone sequences
were then presented either as filtered speech or musical melodies. The results
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Table 5.3 Summary of cross-modal patterns of acoustic cues for discrete emotions
(after Juslin and Laukka 2003, with permission from the Psychological Bulletin).

Emotion

Acoustic cues (vocal expression/music performance)

Anger

Fear

Happiness

Sadness

Tenderness

Fast speech or rate tempo

High voice intensity or sound level

Much variability in voice intensity or sound level
Much high-frequency energy

High F/pitch level

Much F /pitch variability

Rising F /pitch contour

Fast voice onsets or tone attacks

Microstructural irregularity

Fast speech or rate tempo

Low voice intensity or sound level (except in panic fear)
Much variability in voice intensity or sound level
Little high-frequency energy

High F /pitch level

Little F /pitch variability

Rising F /pitch contour

A lot of microstructural irregularity

Fast speech rate or tempo

Medium high voice intensity or sound level
Medium high-frequency energy

High F /pitch level

Much F /pitch variability

Rising F/pitch contour

Fast voice onsets or tone attacks

Very little microstructural regularity

Slow speech rate or tempo

Low voice intensity or sound level

Little variability in voice intensity or sound level
Little high-frequency energy

Low F /pitch level

Little F /pitch variability

Falling F /pitch contour

Slow voice onsets or tone attacks
Microstructural irregularity

Slow speech rate or tempo

Low voice intensity or sound level

Little variability in voice intensity or sound level
Little high-frequency energy

Low F /pitch level

Little F /pitch variability

Falling F /pitch contours

Slow voice onsets or tone attacks
Microstructural regularity
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showed that two-thirds to three-quarters of the variance in the emotion attri-
butions can be explained by the manipulation of the acoustic cues. Table 5.4
shows the attributions that were significantly associated with the respective
levels of the manipulated parameters (which generally correspond to the pat-
terns shown in Table 5.3). The assumption is that the interpretation of acous-
tic cues in simple tone sequences and in composed music correspond to the
way in which different emotions are expressed in human and animal behav-
ior—through iconic coding based on sound and dynamic movement (see also
Bowling et al. 2010).

Whether the same explanation holds for the emotional effects of more
music-specific features such as tonality is not immediately apparent. Thus,
Bowling et al. (2010:491) cite many references showing that “other things be-
ing equal (e.g., intensity, tempo, and rhythm), music using the intervals of the
major scale tends to be perceived as relatively excited, happy, bright, or mar-
tial, whereas music using minor scale intervals tends to be perceived as more
subdued, sad, dark, or wistful.” Scherer and Oshinsky (1977) also manipulated
major and minor mode, in addition to the acoustic parameters shown in Table
5.4, and found that the major mode was associated with pleasantness and hap-
piness, the minor mode with disgust and anger. Bowling et al. (2010) examined

Table 5.4 Emotion attributions significantly associated with acoustic parameters
(after Scherer and Oshinsky 1977:Table V, with permission from Springer Science +
Business Media).

Acoustic parameters Direction of Emotion rating scales listed in de-
of tone sequences effect creasing order of associative strength
Amplitude variation ~ Small Happiness, pleasantness, activity
Large Fear
Pitch variation Small Disgust, anger, fear, boredom
Large Happiness, pleasantness, activity, surprise
Pitch contour Down Boredom, pleasantness, sadness
Up Fear, surprise, anger, potency
Pitch level Low Boredom, pleasantness, sadness
High Surprise, potency, anger, fear, activity
Tempo Slow Sadness, boredom, disgust
Fast Activity, surprise, happiness, pleasant-
ness, potency, fear, anger
Envelope Round Disgust, sadness, fear, boredom, potency
Sharp Pleasantness, happiness, surprise, activity
Filtration cutoff Intermediate Pleasantness, boredom, happiness,

(few harmonics) sadness

High (many Potency, anger, disgust, fear, activity,
harmonics) surprise
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the hypothesis that major and minor tone stimuli elicit different affective reac-
tions because their spectra are similar to the spectra of voiced speech uttered in
different emotions. Comparing the spectra of voiced segments in excited and
subdued speech (using fundamental frequency and frequency ratios as mea-
sures), they found that the spectra of major intervals are indeed more similar
to spectra found in excited speech, whereas the spectra of particular minor
intervals are more similar to the spectra of subdued speech. They conclude
that the characteristic affective impact of major and minor tone collections
arises from associations routinely made between particular musical intervals
and voiced speech.

The similarity between the acoustic structure of speech vocalizations and
musical sounds is further underlined by recent results reported by Gill and
Purves (2009). These authors asked why humans employ only a few of the
enormous number of possible tone combinations to create music. They report
evidence that the component intervals of the most widely used scales through-
out history and across cultures are those with the greatest overall spectral simi-
larity to a harmonic series, suggesting that humans prefer tone combinations
that reflect the spectral characteristics of human vocalizations.

While the emphasis in this chapter has thus far been on the parallelism be-
tween emotion expression in speech and music, there are of course differences
(as shown in Table 5.2). Although vocal expressions generally occur during
the actual unfolding of an emotion process in the individual (with the emotion
preceding and often preparing an appropriate action tendency, often in a social
interaction), emotional expressiveness is constructed in music by a composer
and realized by a performer with the explicit purpose of achieving a certain ef-
fect in the listener. A further difference (due to the function of emotion percep-
tion) is that in normal social interactions, an observer of a particular expression
will attempt to infer the underlying emotion to adapt his/her own behavior in
the interaction accordingly, generally without feeling the same emotion as the
expresser. In some cases, an observer may feel an emotion that is diagonally
opposed to the one perceived (e.g., a menacing anger expression may produce
a feeling of fear). In contrast, while a music listener may attempt to infer what
emotion being represented by music, this is rarely the explicit aim of listen-
ing to music, rather it is to feel an emotional effect (using emotion in a very
wide sense of affective arousal). These differences in function might lead to
different types of emotions being communicated by speech and music. Thus,
certain emotions might be more frequently and more powerfully expressed
(and evoked) by music whereas others might be better and more frequently
expressed in speech. If this is indeed the case, there might be special mecha-
nisms whereby certain types of emotions are elicited in the listener by music.
These two issues will be briefly discussed below. Note that the focus here is on
passive listening to recorded or live music rather than on active performances
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of music in social settings and for social occasions. These forms of music mak-
ing and the emotional consequences are described elsewhere (see Lewis, and
Cross et al., this volume).

What Types of Emotion Does Music Evoke?

In trying to disentangle the role of emotion in the evolutionary process, with
special emphasis on music, it is important to consider the potential differences
between different kinds of emotions. One option is to distinguish between util-
itarian and aesthetic emotions (Scherer 2004b). The former are those usually
studied in emotion research (e.g., such as anger, fear, joy, disgust, sadness,
shame, or guilt). These are utilitarian in the sense of having major functions in
the adaptation and adjustment of individuals to events that have important con-
sequences for their well-being by preparing action tendencies (fight, flight), re-
covery and reorientation (grief work), enhancement of motivation (joy, pride),
and social obligations (reparation), etc. Generally, such utilitarian emotions are
relatively high-intensity reactions, often involving a synchronization of many
subsystems, including changes in the endocrine, hormonal, and autonomous
nervous systems as well as in the somatic nervous system, which are driven by
the appraisals in the central nervous system. Because of this strong involve-
ment of different bodily systems, it has become fashionable to consider emo-
tions as “embodied states.”

Goal relevance and coping potentially play a much less important role in
aesthetic emotions. An aesthetic experience is one where the appreciation of
the intrinsic qualities of a piece of visual art or a piece of music is of par-
amount importance. This corresponds in many ways to Kant’s (1790/2001)
well-known definition of aesthetic experience as interesseloses Wohlgefallen
(disinterested pleasure), or William James (1884/1968) attempt to grapple with
the distinction between “coarse” and “subtle” or “refined” emotions. Frijda and
Sundararajan (2007) suggest that refined emotions tend to occur in situations
in which goals directly relevant to survival or fundamental well-being are not
at the center of the individual’s attention, proposing that such emotions are
more felt than acted upon, do not show strong physiological arousal, and can-
not be appropriately described by basic emotion labels. Unfortunately, these
brief remarks cannot do justice to the complexity of the issues involved in the
discussion of the aesthetics of music (see Scruton 2009).

Nonetheless, music (and other forms of art) can produce physiological and
behavioral changes (for reviews, see Hodges 2010; Vistfjall 2010). These
changes seem to serve the behavioral readiness or preparation of specific, adap-
tive action tendencies (Frijda 1986), mostly with respect to attention, sharpen-
ing of sensory perception, and arousal regulation (stimulation vs. relaxation)
rather than fight/flight reactions. They are not proactive but rather diffusely re-
active. For example, the most commonly reported bodily symptoms for intense
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aesthetic experiences are goose bumps, shivers, tingling of the spine, or moist
eyes. The greater intensity of the subjective feeling and the potential embodi-
ment distinguish aesthetic emotions from simple preferences (see Scherer
2005), which consist of brief judgments about achieving behavioral goals. In
other words, compared to preferences, aesthetic emotions are based on more
comprehensive appraisal, including outward-facing reactions.

Music-induced emotions are special because (a) these emotions are de-
sired and actively sought out rather than endured, (b) the appraisal criteria are
weighted differently, (c) there are different types of goals, including aesthetic
goals (see Hargreaves and North 2010), and (d) there is less system synchro-
nization in the sense described by the CPM (see above) and a predominance
of diffusely reactive behavioral and physiological responses. Finally, listen-
ing to music is likely to generate, more frequently and more consistently, the
type of emotions glossed as aesthetic in comparison to that of basic emotions
(see Zentner and Eerola 2010b; Sloboda 2010). However, emotions relating to
nostalgia, love, wonder, and transcendence are experienced equally as often
in nonmusical everyday life contexts as in musical contexts (Zentner et al.
2008:515).

Ball (2010:262) cites multiple sources which suggest that the emotions elic-
ited by music cannot ever be put into words because they have a quality of their
own for which we have no words. The CPM model of emotion proposed here
fits nicely with this ideographic notion of a multitude of ineffable feelings,
because it allows for an infinity of different emotions as a result of the integra-
tion of appraisal results and response patterns, only very few of which can be
expressed by words (Scherer 1984). This would seem to make a taxonomy of
musically induced emotions impossible. Yet, as shown in Figure 5.4, we often
use existing labels from the vocabulary to refer to our emotions (especially to
share them), even if only part of the underlying processes are reflected. Both
this empirical fact and the need for scientific description require attempts to
study the words most suitable to describe music-induced feelings.

What words do people use to describe what they actually feel when listen-
ing to music (as compared to what they think the music expresses)? Based
on extensive empirical work (identifying which labels listeners to different
kinds of music prefer to use to refer to their emotional experiences), we have
developed and validated the Geneva Emotional Music Scale (GEMS), which
consists of nine scales: wonder, transcendence, tenderness, nostalgia, peaceful-
ness, power, joyful activation, tension, and sadness. In a study in which listen-
ers evaluated their emotional reactions to a set of standard musical stimuli in
the laboratory as well as in a free-listening task in their homes, using basic
emotion scales, dimensional ratings, and the GEMS, we were able to show that
the listeners preferred to report their emotional reaction on the GEMS scale,
that they agreed more with their judgments on the GEMS scale, and that the
GEMS ratings more successfully discriminated the musical excerpts (Zentner
et al. 2008).
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Recent experience using short forms of GEMS (see Zentner and Eerola
2010b:206) in different contexts (e.g., at a festival for contemporary music)
suggests that the range of eligible emotions may depend on the type of music,
even though Zentner et al. (2008) showed validity of GEMS for classical jazz,
rock, and pop music. Responses of habitual listeners to contemporary music
suggest that we need to include more epistemic (knowledge and insight re-
lated) emotions in the tools used to study the emotional effect of music.

In conclusion, it seems plausible that voice quality and prosody in speech
may communicate utilitarian emotions more frequently or more efficiently
(given that speech is often the means of pursuing goals in social interaction),
whereas (apart from the special cases of poetry and theater) aesthetic emotions
might be more readily elicited by vocal and instrumental music. A further dif-
ference might be that the major aim in the vocal communication of emotion is
the recognition of the emotion encoded by the speaker, whereas in the case of
vocal and instrumental music, the target might be the elicitation of a specific
set of emotions intended to be felt by the listener, irrespective of the emotions
expressed in the music. Thus, the furor in a Handel aria does not necessarily re-
quire the identification of the exact emotion of the character (let alone the pro-
duction of this emotion in the listener); its intent is to produce enjoyment and
fascination in the listener. In addition to utilitarian and aesthetic emotions, one
might wish to distinguish another class of social or relational emotions such
as love and tenderness. These emotions might be well served by both speech
and music (it may be no accident that Juslin and Laukka’s [2003] comparison
included tenderness in addition to the four major basic emotions).

How Does Music Generate Emotion?

Utilitarian emotions generally occur because something important happens to
the person. When we experience an emotion while listening to music, there is
also something that happens to us, but the underlying elicitation mechanisms
tend to be somewhat different. Scherer and Zentner (2001) have attempted
to identify the production rules that underlie this process, arguing that, gen-
erally, a multitude of factors interact to produce the emotional effect. They
distinguish structural (e.g., tones, intervals, chords, melodies, fugues, rhythm),
performance (e.g., physical appearance, expression, technical and interpreta-
tive skills, current affective and motivational state), listener (e.g., musical ex-
pertise, stable dispositions, current motivational and mood state), and context
(e.g., location and event) features.

These features all concern aspects of a composer’s score that the performer
needs to make audible. They can be subdivided into segmental and supraseg-
mental types. Segmental features consist of the acoustic characteristics that are
the building blocks of musical structure, such as individual sounds or tones
produced by the singing voice or specific musical instruments (for a review
of musical acoustics, see Benade 1990). Suprasegmental features consist of
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systematic changes in sound sequences over time, such as intonation and am-
plitude contours in speech. In music, comparable features are melody, tempo,
rhythm, harmony, and other aspects of musical structure and form. While iconic
coding (e.g., tempo, rising/falling contours) plays an important role, supraseg-
mental features seem to transmit emotional information primarily through sym-
bolic coding, which is based on a process of historically evolved, sociocultural
conventionalization (see Kappas et al. 1991; Scherer 1988; Sloboda 1992).

Music can evoke emotion like any other event that serves or interferes with
an individual’s goal. One gets angry when neighbors play Mozart on their pow-
erful sound system at 2 a.m. Yet it is not the music that produces the emotion,
but rather the inconsiderate behavior of the neighbors. What we are interested
in is the way in which the nature and quality of music as such elicits specific
emotions; that is, as argued above, aesthetic emotions. In addition to the pro-
duction rules referred to above, Scherer and Zentner (2001) identified a num-
ber of routes whereby music can elicit such musical emotions:

Specific types of appraisal (such as novelty, unexpectedness, pleasantness).
Music-related memory associations.

Contagion and empathy.

Entrainment and proprioceptive feedback.

Facilitation of preexisting emotions.

kW=

For a similar proposal, see Juslin and Vistfjéll (2008a). Scherer and Coutinho
(2013) provide detailed examples of how the different appraisal checks in the
CPM model can apply to emotion generation in listening to music and extend
the original proposal by Scherer and Zentner.

Coevolution of Speech, Singing, and Music
Based on Affect Expression

After this overview of the architecture of the emotion system and the nature
of emotional expression and communication through speech and music, we
can now turn to the issue that was briefly sketched out in the introduction and
which has discussed by many pioneering scholars: the assumption that there
is a close link between the evolution of music and language. This hypothesis
seems very plausible as there are, as shown above, many vital and powerfully
shared elements between these expressive systems in present-day speech com-
munication and music making (see also Brown 2000; Mithen 2005). Music
has developed sophisticated structures and tools (such as instruments) for the
production of a virtually limitless variety of sound combinations, together with
the invention of elaborate systems for composing and annotating music. As for
language, complex syntactic and semantic rule systems have evolved for the
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representation of meaning, and various nonvocal means as has the production
and transmission of language. During the past decades, most scientific analy-
ses of language and music have focused on these formal systems, but interest
in the voice as a carrier of meaning in speech and music (singing) is growing,
particularly with respect to the voice as a medium of emotional expression.

As proposed earlier (Scherer 1991), the vocal expression of emotion may
play a major role in this coevolution. Elaborating on the original proposal, it
is suggested here that affect bursts may have been a major precursor in the
parallel evolution of speech and music. Affect bursts are defined as very brief,
discrete, nonverbal expressions of emotion, coordinated between body, face,
and voice, triggered by clearly identifiable events (Scherer 1994a). This evo-
lutionary relic, shared with many animal species, is still with us. Consider, for
example, a facial/vocal expression of disgust upon seeing a hairy black worm
emerge from an oyster shell that one is about to bring close to one’s mouth.
While reactions may differ, for most people there will be a brief burst of facial
and vocal activity that is directly triggered by the visual information and the
evaluation of the significance of the worm’s appearance.

Affect bursts may involve facial and bodily movement as well as vocaliza-
tion; the following discussion will, however, focus on the vocal channel. It is
instructive to consider animal vocalizations, the large majority of which are
affective or motivational in nature. Ever since the pioneering work by Darwin
(1872/1998), students of animal communication have demonstrated the impor-
tant role of vocalization in the expression of affect (Marler and Tenaza 1977;
Morton 1977; Scherer 1985; Tembrock 1975; Hauser 1996). While the struc-
ture of vocal call systems in animal species studied to date have also evolved
into much more sophisticated systems involving complex patterning, syntax-
like sequential structures, and representational reference (e.g., reliably indicat-
ing certain types of predator; see Seyfarth et al. 1980a; Scherer 1988; Jarvis
and Fitch, this volume), it is not impossible for the origin of animal vocaliza-
tion to also be traced to affect burst vocalizations. (This does not exclude the
potential involvement of other factors; see Fogassi, and Arbib and Iriki, both
this volume).

Empirical research has found a high degree of evolutionary continuity in vo-
cal affect expression. Morton (1977) has suggested a system of motivational-
structural rules that seem to hold across many species of mammals. According
to these rules, the fundamental frequency (F) of vocalizations increases with
diminishing size and power of the animal, and tonality of the sounds increas-
es with increasing fear and tendency toward flight. Translating these rules to
emotional aspects of human utterances, we would expect F, level to depend
on submission/fear and spectral noise on aggression/anger. Morton does not
make predictions for intonation contours except for rise-fall or fall contours
in the case of moderate anger. He emphasizes the need to distinguish differ-
ent degrees of anger and fear because the effect on vocalization may change
dramatically. This is very much in line with the insistence of appraisal theorists
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to allow for many different varieties of emotion beyond the basic emotions,
including important the distinctions between different family members—hot
and cold anger, anxiety and panic fear, or sadness and despair—each of which
have very different vocal signatures (Banse and Scherer 1996).

In human speech we still find the rudiments of nonlinguistic human affect
vocalizations, often referred to as “interjections,” such as “aua,” “ai,” “oh,” and
“i1,” which are quite reminiscent of animal vocalizations. These may have been
more or less “domesticated” by a specific phonological system (see Scherer
1994a; Wundt 1900); however, as shown in the oyster worm example, they can
occur as purely push-based affect bursts. Affect bursts constitute the extreme
push pole of the continuum of Figure 5.5; they are exclusively determined by
the effects of physiological arousal and are thus the closest to a purely psycho-
biological expression of emotion.

In the case of the oyster worm, “raw” disgust sounds are “pushed out” dur-
ing the initial appearance of the worm. In public settings, this will probably be
quickly superseded by a predominance of pull effects, especially in a commu-
nal setting of oyster eating (particularly in “good” company). The term vocal
affect emblem refers to brief vocal expressions, representing the extreme pull
pole of the push-pull continuum, that are almost exclusively determined by so-
ciocultural norms (for an explanation of push and pull effects, see the descrip-
tion of the TEEP model above). One would expect a large number of interme-
diate cases that show at least some degree of direct physiological effect, but
which at the same time are subject to sociocultural shaping. Between these two
extremes there are a large number of intermediate cases (i.e., nonverbal vocal
expressions) that are spontaneously triggered by a particular affect-arousing
event and which show at least some degree of componential synchronization,
but are at the same time subject to shaping by control and regulation pull ef-
fects (Scherer 1994a, 2000). Affect emblems constitute an especially fertile
ground for examining how behavior that originated as spontaneous affect
bursts acquired shared, symbolic character. Ekman and Friesen (1969) have
postulated the following requirements for the status of an emblem:

Existence of a verbal “translation.”

Social agreement on its meaning.

Intentional use in interaction.

Mutual understanding of the meaning.

Sender assumes responsibility in emblem production.

ARl

Thus, the evolutionary path from affect bursts to vocal emblems may provide
a rudimentary account of the establishment of referential meaning starting
with pure emotion expressions. The details of these evolutionary processes
will need to be worked out, including the adaptive pressures that drove this
evolutionary process (for suggestions in this direction, see Smith et al. 2010).
But clearly, the advantages of referential communication through stable, well-
defined shared sign systems for social interaction and collaboration, largely
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independent of individual differences and situational contexts, are such that it
is easy to imagine the advantages that the adoption of ever more sophisticated
code systems engenders, fueling the evolutionary pressure for further develop-
ment. It should be noted that, as suggested above, most affect bursts are mul-
timodal and thus have facial, vocal, gestural, and postural components. This
multicomponentiality obviously reinforces the potential for the development
of referential meaning (e.g., deictic functions of eye movements or gestures).
As always, other factors are likely to have contributed, such as bipedalism and
opposable thumbs facilitating praxic action and thereby deictic gesturing (see
Arbib and Iriki, this volume).

Affect bursts generally consist of single sounds or repeated sounds. In pro-
tohuman and human species, these have evolved into more complex sound
sequence patterns, showing the rudiments of syntax, and melody-like intona-
tion patterns (with singing possibly predating speech and a subsequent paral-
lelism in development, at least, with respect to the pragmatic functions such
as emotion signaling). Of particular interest in this respect is the evolution of
rhythm and rhythm perception to ever more complex forms (Bispham 2006;
Fitch 2011). Mithen (2005) has hypothesized that Neanderthals possibly used a
form of protomusical language (the “Hmmmmm communication system”) that
was (a) holistic, because it relied on whole phrases rather than words, rather
like music; (b) manipulative, because it focused on manipulating behavior of
others rather than the transmission of information; (¢) multimodal, because it
used the body as well as the voice; (d) musical, because it used the variations
in pitch, rhythm, and timbre for emotion expression, care of infants, sexual
display, and group bonding; and (e) mimetic, because it involved a high degree
of mime and mimicry of the natural world. Similarly, Brown (2000) has argued
for what he calls a “musilanguage” model of music evolution. Nonetheless, all
this is subject to debate given that the origin of language and of music is still
shrouded in mystery (see Cross et al., this volume, and reviews by Johansson
2005; Patel 2008).

As mentioned at the outset, there is a strong likelihood that several mecha-
nisms have contributed to the evolutionary development of speech and music
(see Fitch and Jarvis, Arbib and Iriki, Lewis, and Cross et al., this volume).
Considering the way that humans use even today affect vocalizations as a
means of communication (i.e., in cases of lack of speech ability or language
differences), and that certain songs resemble conventionalized affect vocal-
izations (e.g., wailing patterns in mourning rituals), one of these mechanisms
might well have been the use of affect vocalizations as building blocks for
more sophisticated communication systems that extend referentially beyond
the iconic signaling of the sender’s emotion. As mentioned, ethologists have
shown that expression and impression are closely linked (see Andrew 1972).
Thus, Leyhausen (1967) has shown that evolutionary pressure for “impres-
sion” (e.g., signal clarity) can affect expression patterns, and Hauser (1996)
reviews extensive evidence showing that animals often manipulate their
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expressive behavior to produce a certain impression (pull effects). In the pro-
cess of conventionalization and ritualization, expressive signals may be shaped
by the constraints of transmission characteristics, limitations of sensory organs,
fostering the evolution of more abstract language and music systems. Just as
newer neocortical structures with highly cognitive modes of functioning have
been superimposed on older “emotional” structures such as the limbic system
and modified them in the process, the evolution of human speech and singing
has made use of the more primitive, analog vocal affect signaling system. A
central requirement for this process is the ability to control finely the produc-
tion of vocalization and permit voluntary elicitation (Scherer 2000). Jiirgens
(2009) shows that the production of innate vocal patterns, such as the nonver-
bal emotional vocal utterances of humans and most nonhuman mammalian
vocalizations (which are generally linked to motivation and emotion), seems to
be generated by the reticular formation of pons and medulla oblongata. In con-
trast, the control structures for learned vocalization patterns, probably devel-
oped later, involve the motor cortex with its feedback loops. The fact that these
dual-pathway control structures are shared across mammalian species suggests
an evolutionarily old biphasic development with primitive vocal affect burst
mechanisms being complemented by more sophisticated control structures for
the production of complex sounds and sounds sequences.

The control of vocal sequences seems to have also developed rather early
in mammalian evolution. Ouattaraa et al. (2009) have demonstrated the re-
markable capacity of Campbell’s monkeys to concatenate vocalizations into
context-specific call sequences, providing an extremely complex example of
“protosyntax” in animal communication. Finally, as to the control of articu-
lation, Kay et al. (1998), studying the mammalian hypoglossal canal which
transmits the nerve that supplies the muscles of the tongue, present evidence
which suggests that the vocal capabilities of Neanderthals may have been the
same as those of humans today—at least 400,000 years ago. This implies that
human vocal abilities may have appeared much earlier in time than the first
archaeological evidence for symbolic behavior.

To date, we have little insight into the factors that might have fostered the
acquisition of complex control structures for vocalization. One interesting ap-
proach would be to examine the possibility that this process has occurred in
coevolution with the control and regulation of emotion itself. Thus, Porges
(1997, 2001) has argued that a more advanced form of the brainstem regula-
tory centers of the vagus and other related cranial nerves is directly linked to
an expanded ability to express emotions, which in turn may determine proxim-
ity, social contact, and the quality of communication. These in turn, together
with the ability to regulate emotion in general, required for smooth social in-
teraction and collaboration, are part and parcel of the development of a social
engagement system. Porges maintains that the somatomotor components of
the vagal system contribute to the regulation of behaviors involved in explo-
ration of the social environment (e.g., looking, listening, ingesting) as well
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as behaviors involved in acknowledging social contact (e. g., facial and head
gestures, vocalizing).

In making use of vocalization, which continued to serve as a medium for
emotion expression as the production system for the highly formalized systems
of language and music, the functions of the two systems became by necessity
strongly intermeshed. Thus, in speech, changes in fundamental frequency (F)
contours, formant structure, or characteristics of the glottal source spectrum
can, depending on the language and the context, serve to communicate phono-
logical contrasts, syntactic choices, pragmatic meaning, or emotional expres-
sion. The strongest pull factor for vocal paralinguistics is, of course, language
itself. The intonation contours proscribed by language serve as pull factors for
any kind of speech.

In addition, the existence of marking in an arbitrary signal system like lan-
guage adds the possibility of using violations for communicative purposes.
In the evolution of protospeech, coding rules may have changed or new rules
added. Thus, Scherer et al. (1984) suggested two general principles underlying
the coding of emotional information in speech: covariation and configuration.
The covariation principle assumes a continuous, but not necessarily linear,
relationship between some aspect of the emotional response and a particular
acoustic variable. For example, Ladd et al. (1985) suggested that the F, range
shows an evolutionarily old covariance relationship (based on push effects)
with attitudinal and affective information such that a larger range communi-
cates more intense emotional meaning. They used vocal resynthesis to show
that a narrow F range was heard as a sign of sadness or of absence of specific
speaker attitudes whereas wide F range was consistently judged as express-
ing high arousal, producing attributions of strong negative emotions such as
annoyance or anger (see also Scherer and Oshinsky 1977). In contrast, almost
all linguistic descriptions assume that intonation involves a number of cat-
egorical distinctions, analogous to contrasts between segmental phonemes or
between grammatical categories. In consequence, the configuration principle
implies that the specific meaning conveyed by an utterance is actively inferred
by the listener from the total prosodic configuration, such as “falling intonation
contour,” and the linguistic choices in the context. Arguing that the pragmatic
use of intonation follows configurational rules, which occur later in evolution,
Scherer et al. (1984) empirically showed that rising and falling contours take
on different pragmatic meaning in Y/N and WH questions.

While a number of authors have claimed that specific intonation patterns
reflect specific emotions (e.g., Fonagy 1983), others have found little evi-
dence supporting this claim and argue that F/pitch and other vocal aspects
are continuously, rather than categorically, affected by emotions and/or emo-
tional arousal (Pakosz 1983). The results reported in the study by Bénziger and
Scherer (2005) mentioned above (mean level and range of F vary as a function
of arousal—possibly a continuously coded push effect—but little evidence for
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qualitatively different contour shapes) suggest that intonation cues are configu-
rational and that they may at least partly be determined by pull effects.

Similarly, in music, melody, harmonic structure, or timing may reflect so-
phisticated configurational principles used by composers, depending on spe-
cific traditions of music, to communicate specific emotional meaning (Huron
2006; Meyer 1956; Seashore 1938/1967). Yet, at the same time, in all tradi-
tions of music, we find copious evidence for direct covariance relationships
with emotional expression (Scherer 1995). Informal observation suggests that
some early forms of music (with some rudiments apparently surviving in the
folk music of certain cultures) contain elements of nature sounds and vocal
interjections that sound very much like affect burst representations. Most im-
portantly, the meta-analysis performed by Juslin and Laukka (2003) shows
that many of the patterns of emotional impact on acoustic parameters also hold
for the expression of emotion in music. Similarly, Ilie and Thompson (2006;
2011), focusing on the valence, energy, and tension dimensions of emotion,
provided evidence that experiential and cognitive consequences of acoustic
stimulus manipulations in speech and music segments are overlapping (but not
completely identical), suggesting that music and speech draw on a common
emotional code. It can be argued that this evidence is more plausibly explained
by the assumption of a common precursor than by the idea of a convergence of
independently evolved systems, given that spontaneously spoken language and
music are generally used in different contexts.

Much of the emotion mechanism and its important expression component
have evolved in the context of utilitarian functions of adaptive preparation of
responses, in particular in social contexts that require face-to-face interaction
and communication. It should be noted that motor expression is only one com-
ponent of emotion and that the different behavioral consequences of different
emotions may well have produced adaptive pressures. Thus, being afraid may
yield an immense variety of behaviors that are not only different emotions
but also different ways of acting out that emotion, whether freeze, or flight, or
fight; the latter two involve an infinite variety when taking into account the na-
ture of the current environment. In the course of biological and cultural coevo-
lution, other functions of emotional expression and impression appeared, par-
ticularly in the domain of social empathy and bonding, magic/religious ritual,
play and pleasure, as well as the pursuit of beauty and knowledge, which may
be responsible for the elicitation of aesthetic and epistemic (knowledge-relat-
ed) emotions. The work reported in the literature (e.g., Wallin et al. 2000; and
Brown 2000) and other chapters in this volume (see Lewis, Fitch and Jarvis,
Cross et al., Arbib and Iriki) reveal many different factors that may have served
as potential starting points for the development of language and music from af-
fect bursts. For example, gesture and dance, the rule structure of birdsong, the
need for social interaction across distances, communication with herding ani-
mals, social festivities and rituals, magic effects and incipient religion, and the
need for affect control—including of motor expression—for social regulation
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and strategic signaling are all important factors. These explanations are not
necessarily mutually exclusive; many of the factors mentioned may have in-
fluenced the coevolution of language, speech, and music at different points in
evolutionary history.

Conclusion and Outlook

This chapter has seconded early proposals that music and language share a
common evolutionary predecessor in the form of the primitive nonverbal ex-
pressions of emotion called affect bursts. Based on a componential appraisal
theory of emotion, it has been proposed that emotions have a highly adap-
tive purpose in terms of preparing the individual for appropriate behavioral
responses to an event or stimulus. When considering the evolution of music,
the most important of these components is motor expression—a multimodal
process that is highly synchronized between the different channels, both in
speech and music performance.

Starting from these theoretical assumptions, it is suggested that speech,
singing, music, and dancing share a similar functional architecture for the ex-
pression of emotion. A distinction is made between utilitarian and aesthetic
emotions, where the former constitute the “garden variety” of emotions (e.g.,
anger, fear, or disgust) and the latter are those elicited by art, music, films
or literature. Aesthetic emotions differ in that they are generally desired and
actively pursued; the responses they elicit are not motivated by central goals
for safety, achievement, or dominance, nor are they dependent on the coping
potential of the individual. Although they may generate bodily responses like
utilitarian emotions, this is not so much to prepare the individual for action
readiness but a diffusive reaction linked to sharpening the sensorium, allo-
cate attention, or regulate arousal. Aesthetic emotions are reactive rather than
proactive.

Although quite a bit of research has been done to explore the expression of
emotion through music and the emotional response to music, there are many
areas in need of theory and empirical research, some of which have been brief-
ly identified in this chapter. Closer examination of the role of affect burst in
music is needed which could include the study of its historical use in music as
well as comparisons of affect bursts in different genres of music and cultures.
There is also an overall need to compare the expression of emotion in speech
and music to determine similarities and differences between underlying pro-
duction mechanisms, acoustic characteristics, and their impact on the listener.
A new model of emotion communication, the TEEP model, is suggested as a
promising theoretical framework for this purpose. Such efforts will provide
further insight into the role of affect bursts in the evolution of language/speech
and music and possibly help identify at what point they became distinct from
each other. Research on the expression of emotion has tended to focus on the
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face, with much less study on expression via body movements, voice gestures,
or posture. To understand the emotional expression of music, there is a need
for better techniques to explore multimodal expression. These should have a
strong theoretical grounding and specify the hypothesized mechanisms of pro-
duction they are seeking to investigate.

In the past, most scientific analyses of language and music have focused
on formal systems, stressing competence rather than performance. Greater re-
search effort is needed on the voice as the primary human instrument for lan-
guage and music production and as a medium of emotional expression. This
should include the study of previously neglected elements of vocal expres-
sion such as prosody and segmentation. Finally, there is a need to explore the
relative importance of the different structural features of music as originally
proposed by Scherer and Zentner (2001) and the possible interaction between
these features in the emotional impact of music (for an interesting example of
an experimental approach, see Costa et al. 2004).

The consideration of the evolution and current architecture of emotion, and
its function in action and social interaction, provides an important contribution
to the exploration of the mysterious relationship between language, music, and
the brain. The central argument is that the link between language and music
is essentially the pragmatic aspect of expressing emotions, moods, attitudes,
and rhetoric intentions through the means of segmental features like timbre
and suprasegmental features like timing, rhythm, and melody. The origin of
this relationship in evolutionary history can be sought in the appearance of
an externalization of the synchronization of organismic subsystems at a stage
in which the priority of prepared response mechanisms was replaced by an
emphasis on system regulation to allow for social engagement and interaction.
Affect bursts have been identified as “living fossils” of such early expressions
encouraging the idea that speech, singing, music, and dancing evolved in par-
allel, and probably in close interaction with the evolution of appropriate brain
structures, from this early precursor. Although other factors described in this
volume have most certainly contributed to these evolutionary processes, the
evidence briefly outlined above suggests granting a special role to affective
expression for the following reasons: As an innate mechanism for spontaneous
expression in face, voice, and body, affective expression may have been the
earliest communicative mechanism in place, rapidly followed by control struc-
tures for learned behaviors. Both affect bursts and controlled vocalizations are
widely shared across many species. Finally, the production mechanisms, at
least for spontaneous expressions, are located in the subcortical regions of the
mammalian brain.






Neural Correlates of
Music Perception

Stefan Koelsch

Abstract

This chapter provides an overview of neural correlates of music-syntactic and music-
semantic processing, as well as of music-evoked emotions. These three aspects of mu-
sic processing are often intertwined. For example, a music-syntactically irregular musi-
cal event does not only evoke processes of syntactic analysis in the perceiver, but might
also evoke processing of meaning, an emotional response, decoding of the producer’s
intentions, etc. In addition, it becomes clear that the neural correlates of these processes
show a strong overlap with the processes engaged during the perception of language.
These overlaps indicate that “music” and “language” are different aspects, or two poles,
of a single continuous domain: the music—language continuum.

Musical Syntax

The regularity-based arrangement of musical elements into sequences is re-
ferred to here as musical syntax (see also Riemann 1877; Patel 2003; Koelsch
2005; Koelsch and Siebel 2005). It is not useful, however, to conceptualize
musical syntax as a unitary concept because there are different categories of
syntactic organization. Such syntactic organization can emerge from regulari-
ties based on local dependencies, from regularities involving long-distance de-
pendencies, from regularities established on a short-term basis that do not re-
quire long-term knowledge, and from regularities that can only be represented
in a long-term memory format, etc. Therefore, different cognitive processes
have to be considered when thinking about (different categories of) musical
syntax. In this section, I begin with a discussion of the cognitive processes that
can be involved in the processing of musical syntax and then describe neural
correlates of some of these processes.
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Cognitive Processes

What are the cognitive (sub)processes involved in processing different cat-
egories of musical syntax? Below I briefly enumerate such processes, mainly
referring to tonal music (other kinds of music do not necessarily involve all of
these features; see Fritz et al. 2009). The ordering of the enumerated processes
does not reflect a temporal order of music-syntactic processing; the processes
may partly happen in parallel:

1.

Element extraction: Elements such as tones and chords (or phonemes
and words in language) are extracted from the continuous stream of
auditory information. In homophonic and polyphonic music, represen-
tation of a current melodic and harmonic event is established (with the
harmonic event coloring the melodic event). With regard to the tempo-
ral structure, a tactus (or “beat”) is extracted. (The tactus is represented
by the most salient time periodicity with which musical elements occur,
corresponding to the rate at which one might clap, or tap to the music.)
Knowledge-free structuring: Representation of structural organization
is established online (on a moment-to-moment basis) without obliga-
tory application of long-term knowledge. For example, in auditory
oddball paradigms, with sequences such as ....—... —....—....—. etc., it
is possible to establish a representation where “.” is a high-probability
standard and “—” is a low-probability deviant without any prior knowl-
edge of any regularity underlying the construction of the sequence.
Likewise, listening to a musical passage in one single key, an indi-
vidual can establish a representation of the tones of a key and detect
out-of-key tones (thus also enabling the determination of key member-
ship) based on information stored in the auditory sensory memory: In-
key tones become standard stimuli, such that any out-of-key tone (e.g.,
any black piano key producing a tone within a sequence of C major)
represents a deviant stimulus (“auditory oddball”’). These auditory odd-
balls elicit a brain-electric response referred to as the mismatch nega-
tivity (MMN). The processes that underlie the establishment of models
representing such regularities include grouping and Gestalt principles.
With regard to the melodic structure of a piece, grouping is required
to assemble single tones to a melodic contour. In terms of temporal
structure, grouping serves to extract the meter of a piece, as well as
of rhythmic patterns. For a discussion on the establishment of a tonal
“hierarchy of stability” of tones and chords based on Gestalt principles,
see Koelsch (2012).

Musical expectancy formation. The online models described in Pt. 2
are based on a moment-to-moment basis without long-term knowl-
edge of rules or regularities. By contrast, music-syntactic processing
may also involve representations of regularities that are stored in a
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long-term memory format (e.g., probabilities for the transition of mu-
sical elements such as chord functions). Such representations can be
modeled computationally as fragment models: n-gram model, Markov
model, chunking, or PARSER models (for details, see Rohrmeier and
Koelsch 2012).

The important difference between knowledge-free structuring and
musical expectancy is that the former is based on psychoacoustic prin-
ciples and information stored in the auditory sensory memory, whereas
the latter is based on long-term memory (this does not exclude that
during the listening to a piece, experience based on knowledge-free
structuring is immediately memorized and used throughout the musi-
cal piece). With regard to tonal music, Rohrmeier (2005) found, in a
statistical analysis of the frequencies of diatonic chord progressions
occurring in Bach chorales, that the supertonic was five times more
likely to follow the subdominant than to precede it (Rohrmeier and
Cross 2008). Such statistical properties of the probabilities for the tran-
sitions of chord functions are learned implicitly during the listening
experience (Tillmann 2005; Jonaitis and Saffran 2009) and stored in a
long-term memory format.

Importantly, with regard to major-minor tonal music, the interval
structure of a chord function (e.g., whether a chord is presented in root
position or as a sixth [first inversion] or six-four [second inversion]
chord) determines the statistical probabilities of chord transitions. For
example, six-four chords often have dominant character: a dominant
that does not occur in root position is unlikely to indicate the arrival
of a cadence; a tonic presented as a sixth chord is unlikely to be the
final chord of a chord sequence; the same holds for a tonic in root po-
sition with the third in the top voice (for details, see Caplin 2004). In
this sense, a chord function parallels a lexeme, a chord in root position
parallels a lemma, and the different inversions of a chord parallel word
inflections.

On the metrical and tonal grid that is established due to knowledge-
free structuring, musical expectancies for subsequent structural ele-
ments are formed on the basis of implicit knowledge. Note that such
musical expectancies are different from the expectancies (or predic-
tions) formed as a result of knowledge-free structuring, because the
latter are formed on the basis of acoustic similarity, acoustic regularity,
and Gestalt principles; long-term memory representations of statistical
probabilities are not required. Importantly, making predictions based
on the processes of knowledge-free structuring and musical expectancy
can only represent local dependencies—not long-distance dependen-
cies, which is discussed next.

Structure building: Tonal music is hierarchically organized (for an ex-
ample of music that does not have a hierarchical structure, see Fritz
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et al. 2009). Such hierarchical organization gives rise to building and
representing structures that involve long-distance dependencies on a
phrase-structure level (i.e., structures based on context-free grammar).
Such hierarchical structures may involve recursion, and they can best
be represented graphically as tree structures. The processing and repre-
sentation of such structures requires (auditory) working memory. Two
approaches have so far developed systematic theoretical accounts on
hierarchical structures of music: Lerdahl’s combination of the gen-
erative theory of tonal music and his tonal pitch space theory (TPS;
see Lerdahl, this volume), and Rohrmeier’s generative syntax model
(GTM; Rohrmeier 2011). To date, no neurophysiological investigation
has tested whether individuals perceive music cognitively according to
tree structures. Similarly, behavioral studies on this topic are extremely
scarce (Cook 1987a, b; Bigand et al. 1996; Lerdahl and Krumhansl
2007). Whether tree structures have a psychological reality in the
cognition of listeners of (major-minor tonal) music remains an open
question.

Structural reanalysis and revision: During the syntactic processing of
a sequence of elements, perceivers often tend to structure elements in
the most likely way, for example, with regard to language, based on
thematic role assignment, minimal attachment, and late closure (for
details, see Sturt et al. 1999). However, a listener may also recognize
that an established hierarchical model needs be revised; that is, with
regard to the representation of a hierarchical organization using a tree
structure, the headedness of branches, the assignment of elements to
branches, etc., may have to be modified. To give an example with re-
gard to language comprehension, the beginning of “garden-path” sen-
tences (i.e., sentences which have a different syntactic structure than
initially expected) suggests a certain hierarchical structure, which turns
out to be wrong: “He painted the wall with cracks” (for further ex-
amples, see Townsend and Bever 2001). Note that while building a
hierarchical structure, there is always ambiguity as to which branch a
new element might belong: whether a new element belongs to a left- or
a right-branching part of a tree, whether the functional assignment of a
node to which the new element belongs is correct, etc. However, once a
branch has been identified with reasonable certainty, it is represented as
a branch, not as a single element. If this branch (or at least one node of
this branch), however, subsequently turns out not to fit into the overall
structure (e.g., because previously assumed dependencies break), the
structure of the phrase, or sentence, must be reanalyzed and revised.
Syntactic integration: As mentioned above, several syntactic features
constitute the structure of a sequence. In tonal music, these include
melody, harmony, and meter. These features must be integrated by a
listener to establish a coherent representation of the structure, and thus
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to understand the structure. For example, a sequence of chord functions
is only “syntactically correct” when played on a certain metric grid,;
when played with a different meter, or with a different rhythm, the
same sequence might sound less correct (or even incorrect), because,
for example, the final tonic no longer occurs on a heavy beat.

In many listeners, the simultaneous operation of melody, meter,
rhythm, harmony, intensity, instrumentation, and texture evokes feel-
ings of pleasure. After the closure of a cadence, and particularly when
the closure resolves a previous breach of expectancy and/or previous
dissonances, the integrated representation of the (simultaneous) opera-
tion of all syntactic features is perceived as particularly pleasurable and
relaxing.

7. Large-scale structuring: The cognitive processes described above are
concerned with the processing of phrase structure (i.e., processing of
phrases that close with a cadence). Musical pieces, however, usual-
ly consist of numerous phrases, and thus have large-scale structures:
verse and chorus in a song, the A-B—A(’) form of a Minuet, the parts
of a sonata form, etc. When listening to music from a familiar musical
style with such organization, these structures can be recognized, often
with the help of typical forms and transitions. Such recognition is the
basis for establishing a representation of the large-scale structuring of
a piece.

Neural Correlates of Music-Syntactic Processing

To date, neurophysiological studies on music-syntactic processing have uti-
lized the classical theory of harmony, according to which chord functions are
arranged within harmonic sequences according to certain regularities. Here |
describe neural correlates of music-syntactic processing that have been ob-
tained through such studies. These studies show a remarkable similarity be-
tween neural correlates of music- and language-syntactic processing.

In major-minor tonal music, chord functions (Figure 6.1a) are arranged
within harmonic sequences according to certain regularities. Chords built on
the tones of a scale fulfill different functions. A chord built on the first—scale
tone is called the tonic (I), the chord on the fifth-scale tone is the dominant (V).
Normally, a chord constructed on the second scale tone of a major scale is a mi-
nor chord; however, when this chord is changed to be major, it can be interpret-
ed as the dominant of the dominant (V/V or secondary dominant) (see square
brackets in Figure 6.1a). One example for a regularity-based arrangement of
chord functions is that the dominant is followed by the tonic (V-I), particularly
at a possible end of a chord sequence; a progression from the dominant to the
dominant of the dominant (V-V/V) is less regular (and seen as unacceptable
as a marker of the end of a harmonic sequence). The left sequence in Figure
6.1b ends on a regular dominant-tonic (V-I) progression; in the right sequence
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Figure 6.1 Neural correlates of music-syntactic processing. (a) Chord functions are
created from the chords built on the tones of a scale. (b) The left sequence ends on a
regular dominant-tonic (V-I) progression. The final chord in the right-hand sequence
(see arrow) is a dominant of the dominant; this chord function is irregular, especially
at the end of a harmonic progression (sound examples are available at www.stefan-
koelsch.de/TC_DD). (c) Electric brain potentials (in uV) elicited by the final chords of
the two sequence types presented in (b) (recorded from a right frontal electrode site,
F4, from twelve subjects). Both sequence types were presented in pseudorandom order
equiprobably in all twelve major keys. Brain responses to irregular chords clearly differ
from those to regular chords. The first difference between the two black waveforms is
maximal at about 0.2 s after the onset of the chord (this is best seen in the red differ-
ence wave, which represents regular, subtracted from irregular chords) and has a right
frontal preponderance. This early right anterior negativity (ERAN) is usually followed
by a later negativity, the N5. (d) With MEG, the magnetic equivalent of the ERAN
was localized in the inferior frontolateral cortex. (¢) fMRI data obtained from twenty
subjects using a similar chord sequence paradigm. The statistical parametric maps show
areas that are more strongly activated during the processing of irregular than during the
processing of regular chords. Reprinted with permission from Koelsch (2005).
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of Figure 6.1b, the final chord is the dominant to the dominant (arrow). (Sound
examples of the sequences can be downloaded from www.stefan-koelsch.de.)

Figure 6.1c shows electric brain potentials elicited by the final chords of
the two sequence types presented in Figure 6.1b recorded from a right frontal
electrode site (F4) from twelve subjects (for details on how to obtain such po-
tentials, see Koelsch 2012). Both sequence types were presented in pseudoran-
dom order equiprobably in all twelve major keys. Brain responses to irregular
chords clearly differ from those to regular chords. The first difference between
the two black waveforms is maximal at about 0.2 s after the onset of the chord
(this is best seen in the red difference wave, which represents regular, sub-
tracted from irregular chords) and has a right frontal preponderance. This early
right anterior negativity (ERAN) is usually followed by a later negativity, the
NS5 potential (short arrow; for details about the polarity of evoked potentials,
see Koelsch 2012).

With magnetoencephalography (MEG), the magnetic equivalent of the
ERAN was localized in the inferior frontolateral cortex: Figure 6.1d shows
single-subject dipole solutions (indicated by striped disks), and the grand av-
erage of these source reconstructions (white dipoles); the grand average data
show that sources of the ERAN are located bilaterally in inferior Brodmann
area (BA) 44 (see also Maess et al. 2001); the dipole strength was nominally
stronger in the right hemisphere, but this hemispheric difference was not statis-
tically significant. This region is in the left hemisphere and is usually referred
to as part of “Broca’s area,” although it is presumed that music-syntactic pro-
cessing also receives additional contributions from the ventrolateral premotor
cortex and the anterior superior temporal gyrus (i.e., the planum polare) (dis-
cussed below; see also Koelsch 2006).

Results of the MEG study (Koelsch 2000; Maess et al. 2001) were support-
ed either by functional neuroimaging studies using chord sequence paradigms
reminiscent of that shown in Figure 6.1b (Koelsch et al. 2002a, 2005; Tillmann
et al. 2006) or studies that used “real,” multipart music (Janata et al. 2002b)
and melodies. These studies showed activations of inferior frontolateral cortex
at coordinates highly similar to those reported in the MEG study (Figure 6.1¢).
Particularly the fMRI study by Koelsch et al. (2005; Janata et al. 2002a) sup-
ported the assumption of neural generators of the ERAN in inferior BA 44: In
addition, ERAN has been shown to be larger in musicians than in nonmusi-
cians (Koelsch et al. 2002b), and, in the fMRI study by Koelsch et al. (2005),
effects of musical training were correlated with activations of inferior BA 44,
both in adults as well as children.

Moreover, data recorded from intracranial grid electrodes from patients with
epilepsy identified two ERAN sources: one in the inferior frontolateral cortex
and one in the superior temporal gyrus (Sammler 2008). The latter was incon-
sistently located in anterior, middle, and posterior-superior temporal gyrus.

Finally, it is important to note that inferior BA 44 (part of Broca’s area) is
involved in the processing of syntactic information during language perception
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(e.g., Friederici 2002), in the hierarchical processing of action sequences (e.g.,
Koechlin and Jubault 2006), and in the processing of hierarchically orga-
nized mathematical formulas (Friedrich and Friederici 2009). Thus, Broca’s
area appears to play a role in the hierarchical processing of sequences that
are arranged according to complex regularities. On a more abstract level, it is
highly likely that Broca’s area is involved in the processing of hierarchically
organized sequences in general, be they musical, linguistic, action-related, or
mathematical.

In contrast, the processing of musical structure with finite-state complexity
does not appear to require BA 44. Instead, it appears to receive main contribu-
tions from the ventral premotor cortex (PMCv). Activations of PMCv have
been reported in a variety of functional imaging studies on auditory process-
ing—using musical stimuli, linguistic stimuli, auditory oddball paradigms,
pitch discrimination tasks, and serial prediction tasks—which underlines the
importance of these structures for the sequencing of structural information, the
recognition of structure, and the prediction of sequential information (Janata
and Grafton 2003; Schubotz 2007) (Figure 6.1d). With regard to language,
Friederici (2004) reports that activation foci of functional neuroimaging stud-
ies on the processing of long-distance hierarchies and transformations are lo-
cated in the posterior inferior frontal gyrus (with the mean of the coordinates
reported in that article being located in the inferior pars opercularis), whereas
activation foci of functional neuroimaging studies on the processing of local
structural violations are located in the PMCv (see also Friederici et al. 2006;
Makuuchi et al. 2009; Opitz and Kotz 2011). Moreover, patients with a lesion
in the PMCv show disruption of the processing of finite-state, but not phrase-
structure, grammar (Opitz and Kotz 2011).

In terms of the cognitive processes involved in music-syntactic process-
ing (see above), the ERAN elicited in the studies mentioned was probably
due to a disruption of musical structure building as well as the violation of
a local prediction based on the formation of musical expectancy. That is, it
seems likely that, in the studies reported, processing of local and (hierarchi-
cally organized) long-distance dependencies elicited early negative potentials,
and that the observed ERAN effect was a conglomerate of these potentials.
The electrophysiological correlates of the formation of musical expectancy, on
one hand, and the building of hierarchical structures, on the other, have not yet
been separated. It seems likely, however, that the former may primarily involve
the PMCyv, whereas Broca’s area may be involved in the latter.

Interactions between the Syntactic Processing of Language and Music

The strongest evidence for shared neural resources in the syntactic processing
of music and language stems from experiments that show interactions between
both (Koelsch et al. 2005; Steinbeis and Koelsch 2008b; for behavioral studies



Neural Correlates of Music Perception 149

see Slevc et al. 2009; Fedorenko et al. 2009; see also Patel, this volume).!
In these studies, chord sequences were presented simultaneously with visu-
ally presented sentences while participants were asked to focus on the lan-
guage-syntactic information, and to ignore the music-syntactic information
(Figure 6.2).

Using EEG and chord sequence paradigms reminiscent of those described in
Figure 6.1b, two studies showed that the ERAN elicited by irregular chords in-
teracts with the left anterior negativity (LAN), a component of an event-related
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Figure 6.2 Examples of experimental stimuli used in the studies by Koelsch et al.
(2005) and Steinbeis and Koelsch (2008b). (a) Examples of two chord sequences in C
major, ending on a regular (upper row: the tonic) and an irregular chord (lower row:
the irregular chord, a Neapolitan, is indicated by the arrow). (b) Examples of the three
different sentence types (English translations of the German sentences used in the ex-
periment). Onsets of chords (presented auditorily) and words (presented visually) were
synchronous. Reprinted with permission from Steinbeis and Koelsch (2008b).

It is a logical fallacy to assume that one could provide empirical evidence for resources that
are “distinctively musical” vs. “distinctively linguistic,” because it is not possible to know
with certainty what the musical analog for a linguistic phenomenon is (and vice versa). For
example, if I do not know the musical analog of a verb inflection, then I can only arbitrarily
pick, out of an almost infinite number of musical phenomena, one by which to compare the
processing of such musical information with the processing of verb inflections. If the data
point to different processes, then there is always the possibility that I just picked the wrong
musical analog (and numerous studies, published over the last two decades, have simply made
the wrong comparisons between musical and linguistic processes, ostensibly showing distinct
resources for music and language). Only if an interaction between processes is observed, in the
absence of an interaction with a control stimulus, can one reasonably assume that both music
and language share a processing resource.
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potential (ERP) elicited by morphosyntactic violations during language per-
ception. Using German sentences, Koelsch et al. (2005) and Steinbeis and
Koelsch (2008b) showed that morphosyntactically irregular (gender disagree-
ment) words elicited an LAN (compared to syntactically regular words; Figure
6.3a). In addition, the LAN was reduced when the irregular word was pre-
sented simultaneously with a music-syntactically irregular chord (compared
to when the irregular word was presented with a regular chord, Figure 6.3b).

No such effects of music-syntactically irregular chords were observed for
the N400 ERP, when words that were syntactically correct, but which had a
low semantic cloze probability (e.g., “He sees the cold beer”), were elicited
compared to words with a high semantic cloze probability (e.g., “He drinks
the cold beer”)? (Figure 6.3¢). The final words of sentences with low semantic
cloze probability elicited a larger N400 than words with high semantic cloze
probability. This N400 effect was not influenced, however, by the syntactic
regularity of chords; that is, the music-syntactic regularity of chords specifical-
ly affected the syntactic (not the semantic) processing of words (as indicated
by the interaction with the LAN).

(a) (b) Syntax x Chords

—— Correct syntax Incorrect—correct syntax

- Incorrect syntax (both on regular chords)

Difference wave Incorrect—correct syntax
(incorrect—correct syntax) (both on irregular chords)

Figure 6.3 Total average of ERPs elicited by the stimuli shown in Figure 6.2. Par-
ticipants ignored the musical stimulus, concentrated on the words, and, in 10% of the
trials, answered whether the last sentence was (syntactically or semantically) correct or
incorrect. (a) Compared to regular words, morphosyntactically irregular words elicit a
LAN, best seen in the difference wave (thin line, indicated by the arrow). The LAN had
a left anterior scalp distribution and was maximal at the electrode F5. All words were
elicited on regular chords. (b) LAN effects (difference waves) are shown for words
presented on regular chords (thick line is identical to the thin difference wave in (a) and
irregular chords (dotted line). The data show that the morphosyntactic processing (as
reflected in the LAN) is reduced when words have to be processed simultaneously with
a syntactically irregular chord.

The semantic cloze probability of the sentence “He drinks to cold beer” is higher than the
cloze probability of the sentence “He sees the cold beer”: after the words “He sees the cold...”
anything that is cold and can be seen is able to close the sentence, whereas after the words “He
drinks the cold...” only things that are cold and that one can drink are able to close the sentence.
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In the study by Koelsch et al. (2005), a control experiment was conducted
in which the same sentences were presented simultaneously with sequences of
single tones. The tone sequences ended either on a standard tone or on a fre-
quency deviant. The physical MMN elicited by the frequency deviants did not
interact with the LAN (in contrast to the ERAN), indicating that the processing
of auditory oddballs (as reflected in the physical MMN) does not consume
resources related to syntactic processing (Figure 6.3d). These ERP studies in-
dicate that the ERAN reflects syntactic processing, rather than detection and
integration of intersound relationships inherent in the sequential presentation
of discrete events into a model of the acoustic environment. The finding that
language-syntactic deviances—but not language-semantic deviances or acous-
tic deviances—interacted with music-syntactic information suggests shared
resources for the processing of music- and language-syntactic information.

(c) Semantics x Chords (d) Syntax x Tones
N400

Low—high cloze probability Incorrect—correct syntax

(both on regular chords) (both on standard tones)
““““ Low—high cloze probability . Incorrect—correct syntax

(both on irregular chords) (both on deviant tones)

Figure 6.3 (cont’d) (c) shows the analogous difference waves for the conditions in
which all words were syntactically correct, but in which ERPs elicited by words with
high semantic cloze probability (e.g., “He drinks the cold beer””) were subtracted from
ERPs elicited by words with low semantic cloze probability (e.g., “He sees the cold
beer”). The solid line represents the condition in which words were presented on regular
chords, the dotted line represents the condition in which words were presented on ir-
regular chords. In both conditions, semantically irregular (low-cloze probability) words
elicited an N400 effect. The N400 had a bilateral centroparietal scalp distribution and
was maximal at the electrode PZ. Importantly, the N400 was not influenced by the
syntactic irregularity of chords (both difference waves elicit the same N400 response).
(d) ERP waves analogous to those shown in (b) are shown. Here, however, tones were
presented (instead of chords) in an auditory oddball paradigm (tones presented at posi-
tions 1-4 were standard tones, and the tone at the fifth position was either a standard
or a deviant tone, analogous to the chord sequences). As in the chord condition, mor-
phosyntactically irregular words elicit a clear LAN effect (thick difference wave). In
contrast to the chord condition, virtually the same LAN effect was elicited when words
were presented on deviant tones. Morphosyntactic processing (as reflected in the LAN)
is not influenced when words have to be processed simultaneously with an acoustically
deviant tone. Thus, the interaction between language- and music-syntactic processing
shown in (b) is not due to any acoustic irregularity, but rather to specific syntactic ir-
regularities. The scale in (b) to (d) is identical to the scale in (a). Data are presented in
Koelsch et al. (2005). Reprinted with permission from Koelsch et al. (2000).
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These ERP findings have been corroborated by behavioral studies: In a
study by Slevc et al. (2009), participants performed a self-paced reading of
“garden-path” sentences. Words (presented visually) occurred simultaneously
with chords (presented auditorily). When a syntactically unexpected word oc-
curred together with a music-syntactically irregular (out-of-key) chord, par-
ticipants needed more time to read the word (i.e., participants showed stronger
garden-path effect). No such interaction between language- and music-syn-
tactic processing was observed when words were semantically unexpected,
or when the chord presented with the unexpected word had an unexpected
timbre (but was harmonically correct). Similar results were reported in a study
in which sentences were sung (Fedorenko et al. 2009). Sentences were either
subject-extracted or object-extracted relative clauses, and the note sung on the
critical word of a sentence was either in-key or out-of-key. Participants were
less accurate in their understanding of object-related extractions compared to
subject-extracted extractions (as expected), because the object-extracted sen-
tence constructions required more syntactic integration compared to subject-
extracted constructions. Importantly, the difference between the comprehen-
sion accuracies of these two sentence types was larger when the critical word
(the last word of a relative clause) was sung on an out-of-key note. No such in-
teraction was observed when the critical word was sung with greater loudness.
Thus, both of these studies (Fedorenko et al. 2009; Slevc et al. 2009) show that
music- and language-syntactic processing specifically interact with each other,
presumably because they both rely on common processing resources.

The findings of these EEG and behavioral studies, showing interactions be-
tween language- and music-syntactic processing, have been corroborated by
a recent patient study (Patel 2008). This study showed that individuals with
Broca’s aphasia also show impaired music-syntactic processing in response
to out-of-key chords occurring in harmonic progressions. (Note that all pa-
tients had Broca’s aphasia, but only some of them had a lesion that included
Broca’s area.)

In conclusion, neurophysiological studies show that music- and language-
syntactic processes engage overlapping resources (in the frontolateral cor-
tex). The strongest evidence that show these resources underlie music- and
language-syntactic processing stems from experiments that demonstrate in-
teractions between ERP components reflecting music- and language-syntactic
processing (LAN and ERAN). Importantly, such interactions are observed (a)
in the absence of interactions between LAN and MMN (i.e., in the absence of
interactions between language-syntactic and acoustic deviance processing, re-
flected in the MMN) and (b) in the absence of interactions between the ERAN
and the N400 (i.e., in the absence of interactions between music-syntactic and
language-semantic processing). Therefore, the reported interactions between
LAN and ERAN are syntax specific and cannot be observed in response to
any kind of irregularity. However, whether the interaction between ERAN and
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LAN is due to the processing of local or long-distance dependencies (or both)
remains to be determined.

Musical Meaning

To communicate, an individual must utter information that can be interpreted
and understood by another individual. This section discusses neural correlates
of the processing of meaning that emerge from the interpretation of musical
information by an individual. Seven dimensions of musical meaning are de-
scribed, divided into the following three classes of musical meaning:

1. Extramusical meaning can emerge from the act of referencing a musi-
cal sign to a (extramusical) referent by virtue of three different types of
sign quality: iconic, indexical, and symbolic.

2. Intramusical meaning emerges from the act of referencing a structural
musical element to another structural musical element.

3. Musicogenic meaning emerges from the physical processes (such as
actions), emotions, and personality-related responses (including prefer-
ences) evoked by music.

Thus, in contrast to how the term meaning is used in linguistics, musical mean-
ing as considered here is not confined to conceptual meaning; it can also refer to
nonconceptual meaning. In language, such nonconceptual meaning may arise,
for example, from the perception of affective prosody. Moreover, I use the term
musical semantics in this chapter (instead of simply using the terms “musical
meaning” or “musical semiotics”) to emphasize that musical meaning extends
beyond musical sign qualities: For example, with regard to intramusical mean-
ing, musical meaning can emerge from the structural relations between suc-
cessive elements. Another example, in terms of extramusical meaning, is that
during the listening of program music, the processing of extramusical meaning
usually involves integration of meaningful information into a semantic con-
text. Note, however, that the term musical semantics does not refer to binary
(true-false) truth conditions. I agree with Reich (2011): no musical tradition
makes use of quantifiers (e.g., “all,” “some,” “none,” “always”), modals (e.g.,
“must,” “may,” “necessary’’), or connectives (e.g., “and,” “if...then,” “if and
only if,” “neither...nor”) unless music imitates language (such as drum and
whistle languages; Stern 1957). Hence, the term “musical semantics” should
not be equated with the term “propositional semantics” as it is used in linguis-
tics. Also note that during music listening or music performance, meaning can
emerge from several sources simultancously. For example, while listening to a
symphonic poem, meaning may emerge from the interpretation of extramusi-
cal sign qualities, from the processing of the intramusical structure, as well as
from music-evoked (musicogenic) emotions.
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Extramusical Meaning

Extramusical meaning emerges from a reference to the extramusical world. It
comprises three categories:

1.

Iconic musical meaning: Meaning that emerges from common pat-
terns or forms, such as musical sound patterns, that resemble sounds or
qualities of objects. This sign quality is reminiscent of Peirce’s “iconic”
sign quality (Peirce 1931/1958); in language, sign quality is also re-
ferred to as onomatopoeic.

Indexical musical meaning: Meaning that arises from the suggestion
of a particular psychological state due to its resemblance to action-
related patterns (such as movements and prosody) that are typical for
an emotion or intention (e.g., happiness). This sign quality is reminis-
cent of Peirce’s “indexical” sign quality (for a meta-analysis compar-
ing the acoustical signs of emotional expression in music and speech,
see Juslin and Laukka 2003). Cross and Morley (2008) refer to this
dimension of musical meaning as “motivational-structural” due to the
relationship between affective-motivational states of individuals and
the structural-acoustical characteristics of (species-specific) vocaliza-
tions. With regard to intentions, an fMRI study (Steinbeis and Koelsch
2008b), which will be discussed later in detail, showed that listeners
automatically engage social cognition as they listen to music, in an
attempt to decode the intentions of the composer or performer (as indi-
cated by activation of the cortical theory of mind network). That study
also reported activations of posterior-temporal regions implicated in
semantic processing, presumably because the decoding of intentions
has meaning quality.

Symbolic musical meaning: Meaning due to explicit (or conven-
tional) extramusical associations (e.g., any national anthem). Peirce
(1931/1958) denoted this sign quality as symbolic (note that the mean-
ing of the majority of words is due to symbolic meaning). Symbolic
musical meaning also includes social associations such as between mu-
sic and social or ethnic groups (for the influence of such associations
on behavior, see Patel 2008). Wagner’s leitmotifs are another example
of symbolic extramusical sign quality.

Extramusical Meaning and the N400

The processing of extramusical meaning is reflected in the N400. As described
earlier in this chapter, the N400 component is an electrophysiological index of
the processing of meaning information, particularly conceptual/semantic pro-
cessing or lexical access, and/or post-lexical semantic integration. Koelsch et
al. (2004) showed that the N400 elicited by a word can be modulated by the
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meaning of musical information preceding that word (see Figure 6.4). Further
studies have revealed that short musical excerpts (duration ~ 1 s) can also
elicit N400 responses when presented as a target stimulus following meaning-
fully unrelated words (Daltrozzo and Schon 2009). Even single chords can
elicit N400 responses, as shown in affective priming paradigms using chords
as targets (and words as prime stimuli) or chords as primes (and words as tar-
gets; Steinbeis and Koelsch 2008a). Finally, even single musical sounds can
elicit N400 responses due to meaningful timbre associations (e.g., “colorful,”
“sharp”; Grieser Painter and Koelsch 2011).

Language
(a) Trial g Rl W _
Prime: Die Blicke schweifen in die Ferne

(The gaze wandered into the distance)

Non-prime: Die Fesseln erlauben wenig Bewe?ung

""""""""" (The manacles allow only little movement)
Weite

(wideness)

ane. R. Strauss: from Op. 54 (Salome)

T bl —

Figure 6.4 Examples of the four experimental conditions preceding a visually pre-
sented target word. Top left: sentence priming (a) and not priming (b) the target word
Weite (wideness). Top right: Total-averaged brain electric responses elicited by target
words after the presentation of semantically related (solid line) and unrelated prime
sentences (dotted line), recorded from a central electrode. Compared to the primed tar-
get words, unprimed target words elicited a clear N400 component in the ERP. Bottom
left: musical excerpt priming (c) and not priming (d) the same target word (excerpts had
similar durations as sentences). Bottom right: Total-averaged ERPs elicited by primed
(solid line) and non-primed (dotted line) target words after the presentation of musical
excerpts. After the presentation of sentences, target words presented after unrelated
musical excerpts elicited a clear N400 component compared to target words presented
after related excerpts. Each trial was presented one time; conditions were distributed
randomly, but in counterbalanced order across the experiment. Each prime was used
in another trial as a non-prime for a different target word (and vice versa); thus, each
sentence or musical excerpt was presented twice (half were first presented as primes,
the other half as non-primes). Audio examples are available on www.stefan-koelsch.de.
Reprinted with permission from Koelsch et al. (2004).
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Intramusical Meaning

Musical meaning can also emerge from intramusical references; that is, from
the reference of one musical element to at least one other musical element
(e.g., a G major chord is usually perceived as the tonic in G major, as the domi-
nant in C major, and, in its first inversion, possibly as a Neapolitan sixth chord
in F# minor). The following will illustrate that the so-called N5 appears to be
an electrophysiological correlate of such processing of intramusical meaning.

NS was described first in reports of experiments using chord sequence para-
digms with music-syntactically regular and irregular chord functions (see also
Figure 6.1b). As described above, such irregular chord functions typically elic-
it two brain-electric responses: an early right anterior negativity (the ERAN,
which is taken to reflect neural mechanisms related to syntactic processing)
and a late negativity, the NS5. Initially, N5 was proposed to reflect processes of
harmonic integration, reminiscent of the N400 reflecting semantic integration
of words. N5 was therefore proposed to be related to the processing of musical
meaning, or semantics (Koelsch et al. 2000). N5 also shows some remarkable
similarities with the N400.

Harmonic Context Buildup

NS5 was first observed in experiments using paradigms in which chord se-
quences (each consisting of five chords) ended either on a music-syntactically
regular or irregular chord function. Figure 6.5 shows ERPs elicited by regular
chords at positions 1 to 5; each chord elicits an N5 (see arrow in Figure 6.5),
with the amplitude of the N5 declining toward the end of the chord sequence.
Amplitude decline is taken to reflect the decreasing amount of harmonic in-
tegration required with progressing chord functions during the course of the
cadence. The small N5 elicited by the (expected) final tonic chord presumably
reflects the small amount of harmonic integration required at this position of a
chord sequence. This phenomenology of the N5 is similar to that of the N400
elicited by open-class words (e.g., nouns, verbs): as the position of words in
a sentence progresses, N400 amplitude declines toward the end of a sentence
(Van Petten and Kutas 1990). In other words, during sentence processing, a
semantically correct final open-class word usually elicits a rather small N400,
whereas the open-class words preceding this word elicit larger N400 potentials.
This is due to the semantic expectedness of words, which is rather unspecific
at the beginning of a sentence, and which becomes more and more specific
toward the end of the sentence (when readers can already guess what the last
word will be). Thus, a smaller amount of semantic integration is required at the
end of a sentence, reflected in a smaller N400. If the last word is semantically
unexpected, then a large amount of semantic processing is required—reflected
in a larger amplitude of N400.
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In-key chords:
— First
- Second
=== Third
=== Fourth
—— Fifth

Figure 6.5 Total-averaged ERPs elicited by regular chords, separately for each of
the regular chords (first to fifth position) of a five-chord cadence. Amplitude of the N5
(indicated by the arrow) is dependent on the position of the chords in the cadence: am-
plitude of the N5 decreases with increasing harmonic context buildup. Reprinted with
permission from Koelsch (2012).

Harmonic Incongruity

Compared to regular chord functions, irregular chord functions typically elicit
an ERAN, which is taken to reflect neural mechanisms related to syntactic
processing. In addition, irregular chords elicit an N5 with a larger amplitude
than the N5 elicited by regular chord functions (see Figure 6.2¢) (for stud-
ies on N5 effects for melodies, see Miranda and Ullman 2007; Koelsch and
Jentschke 2010). This increase of the N5 amplitude is taken to reflect the in-
creased amount of harmonic integration, reminiscent of the N400 reflecting
semantic integration of words (Figure 6.4). That is, at the same position within
a chord sequence, N5 is modulated by the degree of fit with regard to the pre-
vious harmonic context, analogous to the N400 (elicited at the same position
within a sentence), which is modulated by the degree of fit with regard to the
previous semantic context (see also Figure 6.4). Therefore, N5 is proposed to
be related to the processing of musical meaning, or semantics, although the
type of musical meaning is unclear (Koelsch et al. 2000). Further evidence
for the notion that the ERAN reflects music-syntactic and N5 music-semantic
processes is reported next.

N5 and N400

We have seen (Figure 6.2) that LAN elicited by morphosyntactic violations in
language is influenced by the music-syntactically irregular chord functions,
whereas the N400 is not affected by such irregularities. In addition, Steinbeis
and Koelsch (2008a) found that ERAN was smaller when elicited on syntacti-
cally wrong words compared to the ERAN elicited on syntactically correct
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words (cf. Figure 6.3a). This lends strong support to the notion that ERAN
reflects syntactic processing.’

Moreover, and most importantly with regard to the processing of musical
meaning, results of Steinbeis and Koelsch (2008a) study also show an interac-
tion between the N5 and the semantic cloze probability of words (in the ab-
sence of an interaction between the N5 and the syntactic regularity of words;
Figure 6.3b, c): N5 was smaller when elicited on words with a semantic low
cloze probability (e.g., “He sees the cold beer””) than on words with a semantic
high cloze probability (e.g., “He drinks the cold beer”). Importantly, N5 did not
interact with the syntactic processing of words, indicating the N5 potential can
be modulated specifically by semantic processes; namely by the activation of
lexical representations of words with different semantic fit to a previous con-
text. This modulation indicates that N5 is related to the processing of meaning
information. Note that the harmonic relation between the chord functions of a
harmonic sequence is an intramusical reference (i.e., a reference of one musi-
cal element to another musical element, but not a reference to anything belong-
ing to the extramusical world). Therefore, there is reason to believe that N5
reflects the processing of intramusical meaning. The fact that irregular chord
functions usually elicit both ERAN and N5 potentials suggests that irregular
chord functions evoke syntactic processes (as reflected in the ERAN) as well
as semantic processes (as reflected in the N5). In addition, as will be discussed
later, irregular chord functions may also evoke emotional effects.*

Musicogenic Meaning

In musicogenic meaning (Koelsch 2011b), listeners not only perceive the
meaning expressed by the music, they process the musical information indi-
vidually in terms of (a) physical activity, (b) emotional effects, and (c) person-
ality-related effects. This, in turn, adds quality to the meaning for the perceiver.

Physical

Individuals tend to move to music. For example, they may sing, play an instru-
ment, dance, clap, conduct, nod their heads, tap, or sway to music. In short,
individuals tend to display some sort of physical activity in response to, and

3 The fact that an interaction between language-syntactic irregularity and the ERAN was ob-

served in the study by Steinbeis and Koelsch (2008a) but not in the study by Koelsch et al.
(2005) is probably due to the task: participants in the study by Steinbeis and Koelsch (2008a),
but not in the study by Koelsch et al. (2005), were required to attend to the chords. For details
see Koelsch (2012).

See Koelsch (2012) for further intramusical phenomena that give rise to musical meaning,
including meaning that emerges from the buildup of structure, the stability and extent of a
structure, the structure following a structural breach, resolution of a structural breach, and
meaning emerging from large-scale musical structures.
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in synchrony with, music. The mere fact that an individual shows such activ-
ity carries meaning for the individual. In addition, the way in which an indi-
vidual moves is in itself an expression of meaning information. Movements are
“composed” by the individual. Thus they need to be differentiated from motor
effects that may result as an emotional effect of music, such as smiling during
emotional contagion when listening to joyful music.

In a social situation, that is, when more than one individual moves to or
plays music, meaning also emerges from joint, coordinated activity. For ex-
ample, an action-related effect that becomes apparent in music based on an
isochronous pulse—a pulse to which we can easily clap, sing, and dance—is
that individuals synchronize their movements to the external musical pulse.
In effect, in a group of individuals, this leads to coordinated physical activity.
Notably, humans are one of the few species that are capable of synchronizing
their movements to an external beat (nonhuman primates apparently do not
have this capability, although some other species do; for a detailed account,
see Fitch and Jarvis, this volume). In addition, humans are unique in that they
can understand other individuals as intentional agents, share their intentional-
ity, and act jointly to achieve a shared goal. In this regard, communicating and
understanding intentions as well as interindividual coordination of movements
is a prerequisite for cooperation. Cross stated that, in a social context, musical
meaning can emerge from such joint performative actions and referred to this
dimension as “socio-intentional” (Cross 2008:6).

Emotional

Musicogenic meaning can also emerge from emotions evoked by music. This
view considers that feeling one’s own emotions is different from the recogni-
tion of emotion expressed by the music (Gabrielson and Juslin 2003), the latter
usually being due to indexical sign quality of music. The different principles
by which music may evoke emotions are discussed elsewhere (e.g., Gabrielson
and Juslin 2003; Koelsch 2012); here, the meaning that emerges from (music-
evoked) emotions is discussed.

The evocation of emotions with music has important implications for the
specificity of meaning conveyed by music as opposed to language. In com-
municating emotions, language faces several problems: In his discussion about
rule following and in his argument against the idea of a “private language,”
Wittgenstein (1984) demonstrates that “inner” states (like feelings) cannot be
directly observed and verbally denoted by the subject who has these states. His
argument shows that the language about feelings functions in a different mode
to the grammar of words and things. Wittgenstein argues that it is not possible
(a) to identify correctly an inner state and (b) to guarantee the correct language
use that is not controlled by other speakers. This means (c) that it is impossible
for the speaker to know whether his or her use corresponds to the rules of the
linguistic community and (d) whether his or her use is the same in different
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situations. According to Wittgenstein, correct use of the feeling vocabulary is
only possible in specific language games. Instead of assuming a direct interac-
tion of subjective feelings and language, Gebauer (2012) proposed that feel-
ing sensations (Wittgenstein’s Empfindungen) are reconfigured by linguistic
expressions (although reconfiguration is not obligatory for subjective feeling).
This means that there is no (direct) link or translation between feelings and
words, thus posing fundamental problems for any assumption of a specific-
ity of verbal communication about emotions. However, affective prosody, and
perhaps even more so music, can evoke feeling sensations (Empfindungen)
which, before they are reconfigured into words, bear greater interindividual
correspondence than the words that individuals use to describe these sensa-
tions. In other words, although music seems semantically less specific than
language (e.g., Slevc and Patel 2011; Fitch and Gringas 2011), music can be
more specific when it conveys information about feeling sensations that are
difficult to express in words, because music can operate prior to the reconfigu-
ration of feeling sensations into words. Note that in spoken language, affective
prosody also operates in part on this level, because it elicits sensational pro-
cesses in a perceiver that bear resemblance to those that occur in the producer.
I refer to this meaning quality as a priori musical meaning. The reconfiguration
of a feeling sensation into language involves the activation of representations
of a meaningful concept, such as “joy,” “fear,” etc. Zentner et al. (2008) re-
port a list of 40 emotion words typically used by Western listeners to describe
their music-evoked feelings. Such activation presumably happens without con-
scious deliberation, and even without conscious (overt or covert) verbalization,
similar to the activations of concepts by extramusical sign qualities, of which
individuals are often not consciously aware.

Personal

Feeling sensations evoked by a particular piece of music, or music of a par-
ticular composer, can have a personal relevance, and thus meaning, for an in-
dividual in that they touch or move the individual more than feeling sensations
evoked by other pieces of music, or music of another composer. This is in part
due to interindividual differences in personality (both on the side of the recipi-
ent and on the side of the producer). Because an individual has a personality
(be it a receiver or producer of music), and personalities differ between indi-
viduals, there are also interindividual differences among receivers in the pref-
erence for, or connection with, a particular producer of music. For example,
one individual may be moved more by Beethoven than by Mozart, while the
opposite may be true for another. Music-evoked emotions may also be related
to one’s inner self, sometimes leading to the experience that one recognizes
oneself in the music in a particular, personal way.
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Music-Evoked Emotions

Unexpected Harmonies and Emotional Responses

Astudy by Steinbeis et al. (2006) tested the hypothesis that emotional responses
can be evoked by music-syntactically unexpected chords. In this study, physi-
ological measures including EEG, electrodermal activity (EDA, also referred
to as galvanic skin response), and heart rate were recorded while subjects lis-
tened to three versions of Bach chorales. One version was the original version
composed by Bach with a harmonic sequence that ended on an irregular chord
function (e.g., a submediant). The same chord was also rendered expected (us-
ing a tonic chord) and very unexpected (a Neapolitan sixth chord). The EDA
to these three different chord types showed clear differences between the ex-
pected and the unexpected (as well as between expected and very unexpected)
chords. Because the EDA reflects activity of the sympathetic nervous system,
and because this system is intimately linked to emotional experiences, these
data corroborate the assumption that unexpected harmonies elicit emotional
responses. The findings from this study were later replicated in another study
(Koelsch et al. 2008), which also obtained behavioral data showing that ir-
regular chords were perceived by listeners as surprising, and less pleasant, than
regular chords.

Corroborating these findings, functional neuroimaging experiments using
chord sequences with unexpected harmonies (originally designed to investi-
gate music-syntactic processing; Koelsch et al. 2005; Tillmann et al. 2006)
showed activations of the amygdala (Koelsch et al. 2008), as well as of orbital
frontal (Tillmann et al. 2006), and orbital frontolateral cortex (Koelsch et al.
2005) in response to the unexpected chords. The orbital frontolateral cortex
(OFLC), comprising the lateral part of the orbital gyrus (BA 11) as well as the
medial part of the inferior frontal gyrus (BA 47 and 10), is a paralimbic struc-
ture that plays an important role in emotional processing: OFLC has been im-
plicated in the evaluation of the emotional significance of sensory stimuli and
is considered a gateway for preprocessed sensory information into the medial
orbitofrontal paralimbic division, which is also involved in emotional process-
ing (see Mega et al. 1997; Rolls and Grabenhorst 2008). As mentioned above,
the violation of musical expectancies has been regarded as an important aspect
of generating emotions when listening to music (Meyer 1956), and “breaches
of expectations” have been shown to activate the lateral OFC (Nobre et al.
1999). Moreover, the perception of irregular chord functions has been shown
to lead to an increase of perceived tension (Bigand et al. 1996), and percep-
tion of tension has been linked to emotional experience during music listening
(Krumhansl 1997).

These findings show that unexpected musical events do not only elic-
it responses related to the processing of the structure of the music, but also
emotional responses. (This presumably also holds for unexpected words in
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sentences and any other stimulus which is perceived as more or less expect-
ed.) Thus, research using stimuli that are systematically more or less expected
should ideally assess the valence and arousal experience of the listener (even if
an experiment is not originally designed to investigate emotion), so that these
variables can potentially be taken into account when discussing neurophysi-
ological effects.

Limbic and Paralimbic Correlates

Functional neuroimaging and lesion studies have shown that music-evoked
emotions can modulate activity in virtually all limbic/paralimbic brain struc-
tures—the core structures of the generation of emotions (see Figure 6.6 for an
illustration). Because emotions include changes in endocrine and autonomic
system activity, and because such changes interact with immune system func-
tion (Dantzer et al. 2008), music-evoked emotions form an important basis for
beneficial biological effects of music as well as for possible interventions using
music in the treatment of disorders related to autonomic, endocrine, and im-
mune system dysfunction (Koelsch 2010; Koelsch and Siebel 2005; Quiroga
Murcia et al. 2011).

Using PET, Blood et al. (1999) investigated brain responses related to the
valence of musical stimuli. The stimuli varied in their degree of (continuous)
dissonance and were perceived as less or more unpleasant (stimuli with the
highest degree of continuous dissonance were rated as the most unpleasant).
Increasing unpleasantness correlated with regional cerebral blood flow (rCBF)
in the (right) parahippocampal gyrus, while decreasing unpleasantness cor-
related with rCBF in the frontopolar and orbitofrontal cortex, as well as in the
(posterior) subcallosal cingulate cortex. No rCBF changes were observed in
central limbic structures such as the amygdala, perhaps because the stimuli
were presented under computerized control without musical expression (which
somewhat limits the power of music to evoke emotions).

However, in another PET experiment, Blood and Zatorre (2001) used natu-
ralistic music to evoke strongly pleasurable experiences involving “chills” or
“shivers down the spine.” Participants were presented with a piece of their own
favorite music using normal CD recordings; as a control condition, participants
listened to the favorite piece of another subject. Increasing chills intensity cor-
related with rCBF in brain regions thought to be involved in reward and emo-
tion, including the ventral striatum (presumably the nucleus accumbens, NAc;
see also next section), the insula, anterior cingulate cortex (ACC), orbitofrontal
cortex, and ventral medial prefrontal cortex. Blood and Zatorre also found de-
creases of rCBF in the amygdala as well as in the anterior hippocampal for-
mation with increasing chills intensity. Thus, activity changes were observed
in central structures of the limbic/paralimbic system (e.g., amygdala, NAc,
ACC, and hippocampal formation). This was the first study to show modula-
tion of amygdalar activity with music, and is important for two reasons: First,
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Figure 6.6 Illustration of limbic and paralimbic structures. The diamonds represent
music-evoked activity changes in these structures (see legend for references, and main
text for details). Note the repeatedly reported activations of amygdala, nucleus accum-
bens, and hippocampus, which reflect that music is capable of modulating activity in
core structures of emotion (see text for details). Top left: view of the right hemisphere;
top right: medial view; bottom left: anterior view; bottom right: bottom view. Reprinted
with permission from Koelsch (2010).

the activity of core structures of emotion processing was modulated by mu-
sic, which supports the assumption that music can induce “real” emotions,
and not merely illusions of emotions (for details, see Koelsch 2010). Second,
it strengthened the empirical basis for music-therapeutic approaches for the
treatment of affective disorders, such as depression and pathologic anxiety,
because these disorders are partly related to dysfunction of the amygdala. In
addition, depression has been related to dysfunction of the hippocampus and
the NAc (Drevets et al. 2002; Stein et al. 2007).

An fMRI study conducted by Koelsch et al. (2006) showed that activity
changes in the amygdala, ventral striatum, and hippocampal formation can
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be evoked by music even when an individual does not have an intense “chill”
experiences. This study compared brain responses to joyful instrumental tunes
(played by professional musicians) with responses to electronically manipu-
lated, continuously dissonant counterparts of these tunes. Unpleasant music
elicited increases in blood oxygenation level-dependent (BOLD) signals in
the amygdala, hippocampus, parahippocampal gyrus, and temporal poles; de-
creases of BOLD signals were observed in these structures in response to the
pleasant music. During the presentation of the pleasant music, increases of
BOLD signals were observed in the ventral striatum (presumably the NAc)
and insula (in addition to some cortical structures not belonging to limbic or
paralimbic circuits, which will not be further reported here). In addition to the
studies from Blood and Zatorre (2001) and Koelsch et al. (2006), several other
functional neuroimaging studies (for reviews, see Koelsch 2010; Koelsch et al.
2010) and lesion studies (Gosselin et al. 2007) have showed involvement of
the amygdala in emotional responses to music. Most of these studies reported
activity changes in the amygdala in response to fearful musical stimuli, but it
is important to note that the amygdala is not only a “fear center” in the brain.
The amygdala also plays a role for emotions that we perceive as pleasant (for
further details, see Koelsch et al. 2010).

Compared to studies investigating neural correlates of emotion with stimuli
other than music (e.g., photographs with emotional valence, or stimuli that
reward or punish the subject), the picture provided by functional neuroimaging
studies on music and emotion is particularly striking: The number of studies
reporting activity changes within the (anterior) hippocampal formation is re-
markably high (for reviews, see Koelsch 2010; Koelsch et al. 2010). Previously
it was argued (Koelsch et al. 2010) that the hippocampus plays an important
role in the generation of tender positive emotions (e.g., joy and happiness), and
that one of the great powers of music is to evoke hippocampal activity related
to such emotions. The activity changes in the (anterior) hippocampal formation
evoked by listening to music are relevant for music therapy because patients
with depression or posttraumatic stress disorder show a volume reduction of
the hippocampal formation, associated with a loss of hippocampal neurons and
blockage of neurogenesis in the hippocampus (Warner-Schmidt and Duman
20006), and individuals with flattened affectivity (i.e., a reduced capability of
producing tender positive emotions) show reduced activity changes in the
anterior hippocampal formation in response to music (Koelsch et al. 2007).
Therefore, it is reasonable to assume that music can be used therapeutically to:
(a) reestablish neural activity (related to positive emotion) in the hippocam-
pus, (b) prevent death of hippocampal neurons, and (c) stimulate hippocampal
neurogenesis.

Similarly, because the amygdala and the NAc function abnormally in pa-
tients with depression, studies showing modulation of activity within these
structures motivate the hypothesis that music can be used to modulate activ-
ity of these structures (either by listening to or by making music), and thus
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ameliorate symptoms of depression. However, the scientific evidence for the
effectiveness of music therapy on depression is surprisingly weak, perhaps
due to the lack of high-quality studies and the small number of studies with
randomized, controlled trials (e.g., Maratos et al. 2008).

An Evolutionary Perspective: From Social Contact to
Spirituality—The Seven Cs

As discussed, music can evoke activity in brain structures involved in reward
and pleasure (e.g., the NAc) as well as changes in the hippocampus, possibly
related to experiences of joy and happiness. Here I will summarize why music
is so powerful in evoking such emotions and relate these explanations to the
adaptive value of music.

Music making is an activity involving several social functions. These func-
tions can be divided into seven different areas (see also Koelsch 2010). The
ability and the need to practice these social functions is part of what makes
us human, and the emotional effects of engaging in these functions include
experiences of reward, joy, and happiness; such effects have important impli-
cations for music therapy. Disengagement from these functions represents an
emotional stressor and has deleterious effects on health (e.g., Cacioppo and
Hawkley 2003). Therefore, engaging in these social functions is important for
the survival of the individual, and thus for the human species. Below, I provide
an outline of the seven different dimensions of social functions:

1. When we make music, we make contact with other individuals. Being
in contact with others is a basic need of humans, as well as of numer-
ous other species (Harlow 1958). Social isolation is a major risk factor
for morbidity as well as mortality (e.g., Cacioppo and Hawkley 2003).
Although no empirical evidence is yet available, I hypothesize that so-
cial isolation will result in hippocampal damage and that contact with
other individuals promotes hippocampal integrity.

2. Music automatically engages social cognition (Steinbeis and Koelsch
2008a). As individuals listen to music, they automatically engage pro-
cesses of mental state attribution (“mentalizing” or “adopting an inten-
tional stance”), in an attempt to understand the intentions, desires, and
beliefs of those who actually created the music. This is often referred
to as establishing a “theory of mind” (TOM). A recent fMRI study
(Steinbeis and Koelsch 2008a) investigated whether listening to mu-
sic would automatically engage a TOM network (typically comprising
anterior frontomedian cortex, temporal poles, and the superior tempo-
ral sulcus). In this study, we presented nontonal music from Arnold
Schonberg and Anton Webern to nonmusicians, either with the cue
that they were written by a composer or with the cue that they were
generated by a computer. Participants were not informed about the
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experimental manipulation, and the task was to rate after each excerpt
how pleasant or unpleasant they found each piece to be. A post-imag-
ing questionnaire revealed that during the composer condition, partici-
pants felt more strongly that intentions were expressed by the music
(compared to the computer condition). Correspondingly, fMRI data
showed during the composer condition (in contrast to the computer
condition) a strong increase of BOLD signals in precisely the neu-
roanatomical network dedicated to mental state attribution; namely,
the anterior medial frontal cortex (aMFC), the left and right superior
temporal sulcus, as well as left and right temporal poles. Notably, the
brain activity in the aMFC correlated with the degree to which partici-
pants thought that an intention was expressed in the composed pieces
of music. This study thus showed that listening to music automatically
engages areas dedicated to social cognition (i.e., a network dedicated
to mental state attribution in the attempt to understand the composer’s
intentions).

Music making can engage “co-pathy” in the sense that interindividual
emotional states become more homogenous (e.g., reducing anger in
one individual, and depression or anxiety in another), thus decreas-
ing conflicts and promoting cohesion of a group (e.g., Huron 2001).
With regard to positive emotions, for example, co-pathy can increase
the well-being of individuals during music making or during listen-
ing to music. I use the term co-pathy (instead of empathy) because
empathy has many different connotations and definitions. By using the
term co-pathy we not only refer to the phenomenon of thinking what
one would feel if one were in someone else’s position, we also refer to
the phenomenon that one’s own emotional state is actually affected in
the sense that co-pathy occurs when one perceives (e.g., observes or
hears), or imagines, someone else’s affect, and this evokes a feeling in
the perceiver which strongly reflects what the other individual is feel-
ing (see also Singer and Lamm 2009). Co-pathy should be differenti-
ated from:

e Mimicry, which is a low-level perception action mechanism that
may contribute to empathy.

*  Emotional contagion, which is a precursor of empathy (e.g., chil-
dren laughing because other children laugh); both mimicry and
emotional contagion may occur outside of awareness and do not
require a self/other concept.

*  Sympathy, empathic concern, and compassion, which do not
necessarily involve shared feelings (e.g., feeling pitiful for a
jealous person, without feeling jealous oneself) (see Singer and
Lamm 2009).
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Thus, co-pathy requires self-awareness and self/other distinction (i.e.,
the capability to make oneself aware that the affect may have been
evoked by music made by others, although the actual source of one’s
emotion lies within oneself).

Music always involves communication (notably, for infants and young
children, musical communication during parent—child singing of lul-
labies and play songs is important for social and emotional regulation,
as well as for social, emotional, and cognitive development; Fitch
2006a; Trehub 2003; see also Trehub, this volume). Neuroscience and
behavioral studies have revealed considerable overlap between the
neural substrates and cognitive mechanisms that underlie the process-
ing of musical syntax and language syntax (Koelsch 2005; Steinbeis
and Koelsch 2008b). Moreover, musical information can systemati-
cally influence semantic processing of language (Koelsch et al. 2004;
Steinbeis and Koelsch 2008b). It is also worth noting that the neural
substrates engaged in speech and song strongly overlap (Callan et al.
2006). Because music is a means of communication, active music ther-
apy (in which patients make music) can be used to train skills of (non-
verbal) communication (Hillecke et al. 2005).

Music making also involves coordination of actions. This requires syn-
chronizing to a beat and keeping a beat, a human capability that is
unique among primates (Patel et al. 2009). The coordination of move-
ments in a group of individuals appears to be associated with plea-
sure (e.g., when dancing together), even in the absence of a shared
goal (apart from deriving pleasure from concerted movements; see
also Huron 2001). Interestingly, a recent study from Kirschner and
Tomasello (2009) reported that children as young as two and a half
years of age synchronized more accurately to an external drum beat in
a social situation (i.e., when the drum beat was presented by a human
play partner) compared to nonsocial situations (i.e., when the drum
beat was presented by a drumming machine, or when the drum sounds
were presented via a loudspeaker). This effect might originate from the
pleasure that emerges when humans coordinate movements between
individuals (Overy and Molnar-Szakacs 2009; Wiltermuth and Heath
2009). The capacity to synchronize movements to an external beat
appears to be uniquely human among primates, although other mam-
mals and birds might also possess this capacity. A current hypothesis
(e.g., Patel 2006) is that this capacity is related to the capacity of vocal
learning (e.g., as present in humans, seals, some song birds, but not in
nonhuman primates), which depends (in mammals) on a direct neural
connection between the motor cortex and the nucleus ambiguus, which
is located in the brainstem and which contains motor neurons that in-
nervate the larynx; the motor cortex also projects directly to brainstem
nuclei innervating the tongue, jaw, palate, and lips (e.g., Jiirgens 2002).
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6. A sound musical performance by multiple players is only possible if
it also involves cooperation between players. Cooperation implies a
shared goal, and engaging in cooperative behavior is an important po-
tential source of pleasure. For example, Rilling et al. (2002) reported
an association between cooperative behavior and activation of a reward
network including the NAc. Cooperation between individuals increases
interindividual trust as well as the likelihood of further cooperation
between these individuals. It is worth noting that only humans have the
capability to communicate about coordinated activities during coopera-
tion to achieve a joint goal (Tomasello et al. 2005).

7. Music leads to increased social cohesion of a group (Cross and Morley
2008; Lewis, this volume). Many studies have shown that humans have
a “need to belong” and a strong motivation to form and maintain endur-
ing interpersonal attachments (Baumeister and Leary 1995). Meeting
this need increases health and life expectancy (Cacioppo and Hawkley
2003). Social cohesion also strengthens the confidence in reciprocal
care (see also the caregiver hypothesis; Fitch 2005) and the confidence
that opportunities to engage with others in the mentioned social func-
tions will also emerge in the future.

Although it should clearly be noted that music can be used to manipulate other
individuals as well as to support nonsocial behavior (e.g., Brown and Volgsten
2006), music is still special—although not unique—in that it can engage all
of these social functions at the same time. This is presumably one explana-
tion for the emotional power of music (for a discussion on the role of other
factors, such as sexual selection, in the evolution of music, see Huron 2001;
Fitch 2005). Music, therefore, serves the goal of fulfilling social needs (e.g.,
our need to be in contact with others, to belong, to communicate). In addition,
music-evoked emotions are related to survival functions and other functions
that are of vital importance for the individual.

It is worth mentioning that the experience of engaging in these social func-
tions, along with the experience of the emotions evoked by such engagements,
can be a spiritual experience (e.g., the experience of communion; the use of
“spiritual” and “communion” is not intended to infer religious context). This
may explain why many religious practices usually involve music.

Engaging in social functions during music making evokes activity of the
“reward circuit” (from the lateral hypothalamus via the medial forebrain
bundle to the mesolimbic dopamine pathway, and involving the ventral teg-
mental area with projection to the NAc) and is immediately perceived as fun.
Interestingly, in addition to experiences of mere fun, music making can also
evoke attachment-related emotions (due to the engagement in the mentioned
social functions), such as joy and happiness. This capacity of music is an im-
portant basis for beneficial biological effects of music, and thus for the use of
music in therapy.
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A Multilevel View of Language and Music:
The Music-Language Continuum

The above discussion has illustrated some overlaps of the cognitive operations
(and neural mechanisms) that underlie music- and language-syntactic process-
ing, as well as the processing of meaning in music and language. These over-
laps indicate that “music” and “language” are different aspects, or two poles,
of a single continuous domain. I refer to this domain as the music—language
continuum. Several design features (Fitch 2006a; Hockett 1960a) of “music”
and “language” are identical within this continuum: complexity, generativity,
cultural transmission, and transposability. Complexity means that “musical
signals (like linguistic signals) are more complex than the various innate vo-
calizations available in our species (groans, sobs, laughter and shouts)” (Fitch
2006a:178). Generativity means that both “music” and “language” are struc-
tured according to a syntactic system (usually involving long-distance depen-
dencies). Cultural transmission means that music, like language, is learned by
experience and culturally transmitted. Transposability means that both “mu-
sic” and “speech” can be produced in different keys, or with different “starting
tones,” without their recognition being distorted.

Two additional design features that could be added to this list are universal-
ity (all human cultures that we know of have music as well as language) and
the human innate learning capabilities for the acquisition of music and lan-
guage. Even individuals without formal musical training show sophisticated
abilities with regard to the decoding of musical information, the acquisition
of knowledge about musical syntax, the processing of musical information ac-
cording to that knowledge, and the understanding of music. The innate learn-
ing capability for the acquisition of music indicates that musicality is a natural
ability of the human brain; it parallels the natural human ability to acquire
language. Perhaps this natural human ability is a prerequisite for language ac-
quisition, because it appears that an infant’s first step into language is based
on prosodic features: Infants acquire considerable information about word and
phrase boundaries (possibly even about word meaning) through different types
of prosodic cues (i.e., of the musical cues of language such as speech melody,
meter, rhythm, and timbre). With regard to production, many cultures do not
have concepts such as “musician” and “nonmusician” let alone “musical” and
“unmusical” (Cross 2008). This indicates that, at least in some cultures, it is
natural for everyone to participate actively in cultural practices involving mu-
sic making. Even in Western cultures, which strongly distinguishes between
“musicians” and “nonmusicians,” it is natural for everyone to participate in
singing (e.g., during religious practices or while at rock concerts).

Beyond these design features, there are also design features that are typical
for either “music,” at one end of the continuum, or “language,” at the other,
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but which overlap between language and music in transitional zones, rather
than being clear-cut distinctive features for “music” or “language” in general.
These features are scale-organized discrete pitch, isochrony, and propositional
semantics.

Pitch information is essential for both music and speech. With regard to lan-
guage, tone languages rely on a meticulous decoding of pitch information (due
to tones coding lexical or grammatical meaning), and both tonal and nontonal
languages use suprasegmental variations in F, contour (intonation) to code
structure and meaning conveyed by speech (e.g., phrase boundaries, questions,
imperatives, moods, and emotions). Music often uses sets of discrete pitches,
whereas discrete pitches are not used for speech. However, pitches in music
are often less discrete than one might think (e.g., glissandos, pitch bending),
and many kinds of drum music do not use any scale-organized discrete pitches.
On the other hand, the pitch height of different pitches produced during speak-
ing appears not to be arbitrary, but rather to follow principles of the overtone
series, which is also the basis of the pitches of many musical scales (e.g., Ross
et al. 2007). In particular, emphatic speech (which borders on being song) of-
ten uses discrete scalelike pitches (in addition to more isochronous timing of
syllables). This illustrates that discrete pitches (such as piano tones) are at the
musical end of the music—language continuum and that a transitional zone of
discrete pitch usage exists in both “music” and “language” (for the use of pitch
in music and language, see Ladd, this volume).

The isochronous tactus (or “beat”), on which the musical signals are built
in time, is at the “musical” end of the continuum. Though such an isochronous
pulse does not appear to be a characteristic feature of spoken language, it can
be found in poetry (Lerdahl 2001a), ritualistic speech, and emphatic speech.
Still, not all kinds of music are based on a tactus (in particular, pieces of con-
temporary music). Thus, like discrete pitches, isochronous signals are more
characteristic of the musical end of the music—language continuum, and the
transitional zone from isochronous to non-isochronous signals is found in both
music and speech. As mentioned above, emphatic speech borders on song and
often uses discrete scale-like pitches as well as more isochronous timing of syl-
lables. Art forms such as poetry, rap music, or recitatives represent transitional
zones from speech to song.

With regard to the language end of the continuum, I have already men-
tioned in the discussion on musical meaning that no musical tradition makes
use of propositional semantics unless music imitates language, as in drum and
whistle languages (Stern 1957). Nevertheless, music can prime representations
of quantifiers (such as “some” and “all”’) and possibly also evoke at least vague
associations of some modals (such as “must” in passages conveying strong
intentionality) or connectives (by establishing dependency relations between
musical elements, such as the pivot chord in a tonal modulation that either
belongs to one or to another key). In Western music, such capabilities can be
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used to convey narrative content, but clearly there is no existence of (or neces-
sity for) a full-blown vocabulary of propositional semantics of language. On
the other hand, quantifiers, modals, or connectives are often used imprecisely
in everyday language (think of the “logical and,” or the “logical or”’). The mere
existence of the two words “propositional” and “nonpropositional” leads easily
to the illusion that there is a clear border between these two concepts or that
one is the opposite of the other. However, although propositional semantics is
characteristic of the language pole of the music—language continuum, a transi-
tional zone of propositionality overlaps both language and music. Fitch noted
that “lyrical music, which because it incorporates language, thus automatically
inherits any linguistic design features (Fitch 2006a:176). Therefore, anyone
interested in what listening to music with propositional semantics feels like,
just has to listen to a song with lyrics containing propositional semantics (for
the hypothesis that true-false conditions are not required in music to be made
mutually explicit, see Cross 2011; Koelsch 2011a).

Meaning specificity is another design feature that is often taken as char-
acteristic for language. Language appears to be more suitable to refer to ob-
jects of the extra-individual world; that is, objects which can be perceived by
different individuals, and whose existence and qualities can thus be verified,
or falsified, by others. However, although they possess a limited vocabulary,
musical cultures have extramusical sign qualities that can also convey such
meaning; the symbolic sign quality of music, for example is, by definition,
just as specific as the symbolic sign quality of words (although such a lexicon
is not comparable quantitatively to the lexicon of language). Similarly to the
terms “propositional” and “nonpropositional,” the terms “communication” (in
the sense of conveying specific, unambiguous information with language) and
“expression” (in the sense of conveying rather unspecific, ambiguous informa-
tion with music) are normally used as if there were two separate realms of con-
veying meaningful information (communication and expression) with a clear
border between them. However, this notion is not accurate, because there is a
continuous degree of specificity of meaning information, with “expression”
being located toward one end and “communication” toward the other.

More importantly, music can communicate states of the intra-individual
world; that is, states which cannot be perceived by different individuals, and
whose existence and qualities can thus not be falsified by others; they can,
however, be expressed in part by facial expression, voice quality, and prosody
(Scherer 1995; Ekman 1999): Music can evoke feeling sensations which bear
greater interindividual correspondence with the feeling sensations of the pro-
ducer than the words that an individual can use to describe these sensations
(see discussion of a priori musical meaning in the section on musical meaning).
In this sense, music has the advantage of defining a sensation without this defi-
nition being biased by the use of words. Although music might seem to be “far
less specific” (Sleve and Patel 2011) than language (in terms of semantics),
music can be more specific when it conveys sensations that are problematic to
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express in words. Importantly, in spoken language, affective prosody operates
in part on this level because it elicits sensational phenomena in a perceiver
that resemble those that occur in the producer. This notion is supported by the
observation that affective information is coded with virtually identical acousti-
cal features in speech and music (Scherer 1995; Juslin and Laukka 2003). For
the design feature of translatability, see Patel (2008); for the design features of
performative contexts and repertoire, see Fitch (2006a).

The description of the design features illustrates that the notion of clear-cut
dichotomies of these features, and thus of clear-cut boundaries between music
and language, is too simplistic. Therefore, any clear-cut distinction between
music and language (and thus also any pair of separate definitions for language
and music) is likely to be inadequate, or incomplete, and a rather artificial
construct. Due to our “language games” (Wittgenstein), the meaning of “mu-
sic” and “language” is sufficiently precise for an adequate use in everyday
language. For scientific language, however, it is more accurate to consider the
transitional nature of the design features and to distinguish a scientific use of
the words “music” and “language” from the use of these words in everyday
language. Using the term music—language continuum acknowledges both the
commonalities between music and language and the transitional nature of the
design features of music and language.
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Film Music and the
Unfolding Narrative

Annabel J. Cohen

Abstract

This chapter focuses on the role of music in narrative film. Unlike most other sensory
information in a film (i.e., the visual scenes, sound effects, dialog, and text), music is
typically directed to the audience and not to the characters in the film. Several examples
will familiarize the reader with some of the subtleties of film music phenomena. Two
aspects of film music are introduced: congruence, which focuses on purely structural
aspects, and association, which focuses on the associative meaning of the music. The
nature of and interplay between the emotional experience of the audience (referred
to as internal semantics) and the external “reality” of the film (referred to as external
semantics) are discussed, and an assessment is made as to where music (in particular,
film music) resides with respect to these two domains. Because the two dimensions of
structure and association are orthogonal to the internal—external semantic dimensions,
they define four quadrants for describing the relation between music (structure and
associations) and film narrative’s internal and external semantics. Finally, the concept
of a working narrative (WN) is introduced as the audience’s solution to the task of in-
tegrating and making sense out of the two sources of information provided in the film
situation: sensory information (including the acoustic information of music) as well as
information based on experience including a story grammar. The author’s congruence-
association model with the working narrative construct (CAM-WN) accommodates the
multimodal context of film, while giving music its place.

The Curious Phenomenon of Film Music: What Is It Doing There?

Music serves many roles in film (Copland 1939; Cohen 1999; Cross 2008;
Levinson 1996), from masking extraneous noise in the theater (in the days of
silent film, the noise of the film projector), to establishing mood, interpreting
ambiguity, providing continuity across discontinuous clips within a montage,
furnishing music that would naturally appear in the film’s diegesis or story,
directing attention, and engaging the viewer. Some of these roles have been
submitted to empirical investigation, but most have not.
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During the silent film era, directors hired composers to create original music
(e.g., Eisenstein worked with Prokofiev), although more rarely, some directors,
like Charles Chaplin, composed their own film music. Creating original music is
standard practice in modern film-making (e.g., John Williams composed for Star
Wars); however, directors often choose to use precomposed music as well. For
example, in the film The Social Network (Fincher and Spacey 2010), composers
Trent Reznor and Atticus Ross adapted Edvard Grieg’s Hall of the Mountain
King for the Henley Race rowing competition scene. Many films, including The
Social Network, employ a mixture of appropriated and original music.

Sometimes a film score has large segments that are coherent in the absence
of visuals and can well stand alone on a soundtrack album. Many film scores
employ a musical phrase or repeating motif.! Others may sometimes simply
employ a long tone, which by itself could have little appeal. Using The Social
Network as an example (Sony Pictures Digital 2010), the opening titles entail
the drone of a low note slowly and unobtrusively embellished by its higher
or lower octave over a four-minute period; a simple, otherwise unaccompa-
nied melody unfolds intermittently. In contrast to these uncomplicated con-
figurations and instrumentation, complex orchestral works (e.g., those of John
Williams or Michael Kamen) are also used in film. Simple or complex, sound
patterns all fall into the category of music—music that serves the film audi-
ence, not the characters in the film drama. Imagine a (nonhuman) computer
trying to determine what acoustical information is meant for the audience and
what is intended as part of the on-screen action. Such a thought experiment
reflects the remarkable human ability to integrate mentally the musical infor-
mation in a film with the other information of the film so as to arrive at an
engaging film narrative.

The successful use of original music composed or adapted for a particular
film relies, at least in part, on the composer’s understanding of the director’s
goals in conveying a message and engaging the audience. Directors commu-
nicate their guidelines to a composer in various ways: they may provide a
temp track (examples that the director has chosen from songs or compositions
familiar to him or her), talk with the composer, or request examples from the
composer for consideration. Temp tracks sometimes end up in the film. For
example, composer Alex North’s complete score for 2001: A Space Odyssey
(1968) was rejected in favor of the classical selections that director Stanley
Kubrick had originally chosen as temp tracks (Karlin and Wright 2004:30).
A similar fate befell composer Wendy Carlos’ work for Kubrick’s (1989) The
Shining. Sometimes however, composers, such as Aaron Copland for the film
Of Mice and Men (Milestone 1939), are given freer rein. The significance of a

U A motif is analogous to a meaningful phrase in language—a musical concept distinct from

other musical concepts arising from a small number of sounded elements, distinctively differ-
ent from other sequences of notes.

Theoriginalscoreisavailableonline: http://www.thesocialnetwork-movie.com/awards/#/music.
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meeting of minds between the director and composer is underlined by a num-
ber of director—composer partnerships: Sergei Eisenstein and Sergei Prokofiev,
Alfred Hitchcock and Bernard Hermann, James Cameron and James Horner,
Steven Spielberg and John Williams, David Cronenberg and Howard Shore,
David Fincher and Trent Reznor. Seasoned composers would perhaps argue
that what is essential about film scoring is an innate sense of what is right for
the film.

In terms of “what is right for the film,” a first thought might be that the
music sets the mood of the film. However, music serves many purposes in a
film which collectively bridge the gap between the screen and the audience.
Decades ago, Aaron Copland (1940:158) quoted composer Virgil Thompson
as saying it best:

The score of a motion picture supplies a bit of human warmth to the black-and-
white, two-dimensional figures on the screen, giving them a communicable sym-
pathy that they otherwise would not have, bridging the gap between the screen
and the audience. The quickest way to a person’s brain is through his eye but
even in the movies the quickest way to his heart and feelings is still through
the ear.

This implies that music quickly and effectively adds an emotional dimension
to film, allowing an audience to relate more fully to it and engage in it, linking
the internal world of the audience to the external world represented by two-
dimensional moving images and a soundtrack. Emotional information can, of
course, be conveyed without music via other visual and auditory media chan-
nels; consider, for example, a visual image of children playing in a garden
on a sunny day, words in a subtitle description “happy children at play,” the
sound effects of laughter of children playing, or their fanciful spoken dialog.
Film music, unlike these other four media channels—scenographic, textual,
sound effects, or speech—has a direct route to the audience’s “heart and feel-
ings,” or so it was thought by Copland and Thompson (see above quotation)
and no doubt by many directors and audiences alike. Such a description is, of
course, hardly scientific (for a model of various component processes that in-
teract in “direct” feelings of emotion, see Scherer, this volume). Nonetheless,
the notion of supplying warmth to a two-dimensional figure implies that music
makes the film more compelling and engages empathy (though perhaps by
overlapping with mirror mechanisms; see Fogassi, this volume). This further
implies that when music accompanies film, it prompts emotional associations
and responses of listeners and adds emotional dimensions. Some examples are
provided by horror films like Psycho (Hitchcock 1960) and Jaws (Spielberg et
al. 1988), where a short musical motif played at particular scary times in the
film becomes associated with a particular kind of fear (Cross and Woodruff
2009). Excerpts that take on meaning through their association with events or
characters in a drama are referred to as leitmotifs, a term applied for similar use
in the operas of Wagner (Cooke 2008:80—83). The explanation of the leitmotif
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rests on developing a conditioned reflex, although understanding what exactly
is conditioned, and the time course involved, is not a simple matter (Cohen
1993). Focusing on these leitmotifs alone belies the complexity of music per-
ception and cognition as well as the fact that music engages so much of the
brain (Overy and Molnar-Szakacs 2009; Koelsch, this volume; Janata and
Parsons, this volume). The perceived unity of a piece of music suggests that
music is a singular thing. However, music is comprised of many components:
from a single pitch, to relations between pairs of notes and among groups of
notes, timbre, loudness and timing patterns, harmony, and patterning on vari-
ous hierarchical levels, etc.

When discussing the role music in film, I find it useful to distinguish two
aspects of music: congruence and association. Congruence focuses on the
structure of music, which can overlap with structures in other sensory do-
mains. It is exemplified by cartoon music, which matches music to an action.
Known somewhat pejoratively as “Mickey Mousing,” congruence is readily
employed in narrative film. Kim and Iwamiya (2008) studied perception of
auditory patterns and moving letter patterns (telops) as might be seen in televi-
sion commercials. Their studies, which involved rating scales, revealed sensi-
tivity to similar patterns of motion across visual and audio modalities (see also
Lipscomb 2005; Kendall 2008). Distinct from congruence (i.e., the structural
properties of film music), association focuses on the meanings that music can
bring to mind. The concept of a leitmotif belongs here as one example.

To date, research on film music has focused primarily on association; that
is, how music contributes to the meaning of a film (Cohen 2010). Studies
have shown that music influences meaning regardless of whether it precedes
or foreshadows (Boltz et al. 1991), accompanies (Boltz 2004; Shevy 2007),
or follows a film event (Tan et al. 2008). Several experiments by Thompson,
Russo, and Sinclair (1994) indicate that music can evoke a sense of closure.
This interpretative or modifying role arises primarily when a scene is ambigu-
ous (Cohen 1993). The direction of the modifier seems to be typically audio
to visual, and is consistent with the view that vision is the dominant sense. An
unambiguous visual image can, however, enforce interpretation of music that
has neutral meaning (Boltz et al. 2009; Spreckelmeyer et al. 2006). Film music
has also been shown to affect memory of a film (Boltz 2004; Boltz et al. 1991).
However, the complex issue of explaining the role of music considered part of
the scene versus the same music intended solely for the audience has only been
the focus of two investigations (Fujiyama et al. 2012; Tan et al. 2008).

The Diegetic World of the Film

Whether for a feature film of several hours or for a commercial as short as
15 seconds, twenty-first century audiences typically take the presence of film
music for granted (i.e., they find it acceptable and ordinary). Yet, even if all
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other aspects of the film scene evince utmost realism, most music that accom-
panies a depicted scene would not belong in the film world’s acoustic reality.
The life and world of film characters is referred to, in film theory, as the di-
egesis. Information outside the world of the film is referred to as nondieget-
ic. Typically, film music plays no part in the diegesis. Consider a scene from
the film Road House (Herrington and Silver 1989), where the villain (played
by Ben Gazzara) displays his “king of the road” effrontery in a comic light,
swerving down the road in his convertible to the accompaniment of the 1950s
hit rock and roll song Sh-Boom. The music, if noticed at all, seems nondiegetic:
its regular rthythm and undulating contour of the melody mirrors the almost
sine-wave contour of the car’s back-and-forth trajectory across the highway’s
midline. However, as the scene continues, we discover that Gazzara is singing
along to the music (Figure 7.1), thus conferring a diegetic role for the music.
Most film music is, however, nondiegetic; that is, it is not meant to be heard
by the film characters, unless for comic effect. In Blazing Saddles (Brooks and
Hertzberg 1974), for example, the background big band music April in Paris is
heard nondiegetically as the jazzy sheriff begins his gallant ride on horseback
across the desert (Figure 7.2). However, when the Sheriff surprisingly comes
across Count Basie and his band performing visibly in the desert, the music im-
mediately becomes diegetic. The jazzy associations of the music, consistent with
the super-cool personality of the sheriff, fool the audience into ignoring the mu-
sic as an audible phenomenon. The appearance of Count Basie and his band in
the film summons attention to the music as a performance (e.g., that the sounds
are played by musicians, and that one cannot hear this music played any better).
It is generally agreed by film theorists that much film music is largely unheard,
as captured by the title of Gorbman’s (1987) book Unheard Melodies: Narrative
Film Music; that is, film music is not heard as music. Instead, the audience at-
tends to second-order information provided by the structure of the music or the
ideas and emotions associated with the music. This second-order information,
in turn, directs attention either to other visual or auditory patterns in the film or
to the meanings conveyed by the music which help interpret the meaning of the

Figure 7.1 Scene from the Road House (Herrington and Silver 1989): the antagonist
(played by Ben Gazzara) careens down the road singing to Sh-Boom, demonstrating the
diegetic nature of the music. (http://www.youtube.com/watch?v=xLdyuwqik4Q)
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diegetic role of the film music (April in Paris) changes abruptly when the main char-
acter, Sheriff Bart, encounters Count Basie and his band in the desert playing the very
tune being heard by the audience. The joke is on the audience, who most likely assumed
(if they assumed anything at all) that what they were hearing was “just film music.”
(http://www.youtube.com/watch?v=7cLDmgU2Alw&feature=player detailpage)

film. Characters in the film are unaware of the music, unless, for example, the
narrative includes such events as a live concert, or someone practicing saxo-
phone, or a band visibly playing in the desert, as in Blazing Saddles. The audi-
ence is often unaware of the music as well but, unlike the film characters, it is
affected by the music. In a pilot study in which film excerpts were shown without
music, Tan et al. (2007:171) report that approximately two-thirds of the partici-
pants appeared to believe “that the images were accompanied by a film score
even when there was no music at all.” Just as people can speak without explicitly
knowing grammar, so can they enjoy a film without appreciating all the compo-
nents of its narrative structure.

In the silent film era, music was primarily nondiegetic, serving to establish
moods or interpretive contexts. After 1915, film distributors often included
guidelines for music selections. Collections of music suited for various film
contexts were specifically developed and published for use in silent film.
There were exceptions: the Eisenstein films in Russia had scores composed
by Prokofiev (Alexander Nefsky, 1938; Ivan the Terrible, 1944/1958) and
by Edmund Meisel (Battleship Potemkim, 1925); shorter avant works, such
Entra’acte (1924), directed by René Clair in France commissioned music by
Camille Saint-Saens. Some of these full scores have survived or been restored.
Occasionally live performances of the film and score are mounted in concert
halls around the world.

When the talkies arrived in 1926, film directors temporarily retired the non-
diegetic use of music, reclaiming it gradually by the mid 1940s. From the late
1920s to the early 1940s, music typically was only included in films when
the plot called for it (Prendergast 1992:23). Directors, however, liked to have
music in the film, and thus plots were contrived to include it. Eventually, such
forced plots were found to be less than effective. Similarly, the capacity for
sound recording led to the birth of the movie musical, which became very
popular during this time. That the majority of directors, even Hitchcock, were
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long in rediscovering the nondiegetic function of film music underlines that the
presence of music in a realistic film is counterintuitive. Why would film audi-
ences need music to make the film more compelling, when the music is not part
of the depicted action and all the actual sound of the scene can be represented
through sound recordings?

Based on her comparisons of deaf and hearing audiences as they viewed
films from the silent era, Raynauld (2001) emphasizes that sound has always
played a role in films, even before the advent of talkies. It was just that si-
lent film audiences had to imagine the sounds. Thus, although films produced
between 1895 and 1929 were silent from a technical standpoint, they were
not silent “from the vantage point of narrative” (Raynauld 2001:69). Actors
and actresses spoke the words in the script even though they could not be
heard, and title slides bridged some of the gaps. Consistent with the audience’s
“hearing” of the speech track of silent films, the first talking pictures often led
to audience disappointment when the speech of the characters did not match
how the audience had imagined them. This disappointment provided a key
plot point in the twenty-first century “silent film” The Artist (Hazanavicius and
Langmann 2011). Here, the protagonist cannot make the transition to the talk-
ies due to his accent, a point revealed only in the last few minutes of the film.
In retrospect, as nondiegetic music had a place in these “silent” films, it might
follow that its role would be retained in talking films. However, the 1920s in-
vention of the talking film heralded the demise of the robust silent film music
industry, an industry that had supplied work to the vast majority of all perform-
ing musicians. In the United Kingdom, for example, 80% of all professional
musicians lost their livelihoods at that time (Cooke 2008:46). As mentioned,
directors now assumed that music for the talkies must be part of the diegesis;
however, their contrived plots or films without music soundtracks were found
lacking. Eventually the industry of film music returned under the new guise
of the full prerecorded film score to replace the live music performance of the
nondiegetic music of the silent film era.

The acceptance of and need for film music in talkies (i.e., the sound film)
can be explained by considering the audience member as an active rather than
passive receiver of the sensory input of the film (Bordwell 1996:3; see also
the approach to narrative by Abbott 2008). While narrative approaches have
been applied to the analysis of music on its own (Levinson 1997:167-169),
the film as story obviously demands such consideration (Bordwell 2006).
Levinson (1996:252) argues for three levels of narrative within a film: (a) the
fictional story, (b) the perceptual enabler, who presents “the story’s sights and
sounds,” and (c) the filmmaker, who is not on the same plane as the diegesis.
He suggests that film music can be revealing on each of these levels. In his
view, the contribution of music to the fiction is fairly obvious, for example,
in the case of disambiguating context. The setting of mood in the composed
film score may be linked more with the enabler, whereas the establishment of
specific association to borrowed music (e.g., known popular music) reveals
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much about the filmmaker. Levinson challenges the accepted view that film
music is unheard (Gorbman 1987) and argues instead that it is by necessity
heard so as to help the audience understand the position of the narrator and
the filmmaker, although one might still argue that music may be heard more
or less unconsciously. He does not believe that the audience is responsible for
creating the film, but rather that it is the job of the audience to understand how
the narrative, as created by the narrator and filmmaker, is to be understood. It
is important to keep Levinson’s view in mind while considering the simpler
view of the audience as creator of the narrative (and of the higher-order levels
of narrator, and filmmaker, should information in the film be sufficient to allow
this aspect).

The very presence of nondiegetic music in a film challenges cognitive sci-
ence, film theory, and musicology for an explanation. I have addressed this
issue in previous articles (e.g., Cohen 1990, 2013). The phenomena, however,
demand continuing attention and exploration. Robin Stilwell (2007) has re-
ferred to the “fantastical gap” between the world of the film and the world of
the audience. When we read a book, we construct the story; we do not construct
music imagery to accompany the narrative. No music score attaches itself to
our day-to-day existence, although some of us may imagine music throughout
the day, and such music may be appropriate to our moods. Sometimes such
music is merely an earworm that we cannot get out of our heads. When we
dream, a music soundtrack is not usually part of our dreams. In contrast to
these examples of narrative in our lives, in which music soundtracks play no
role, in film, a director uses music to make a scene more compelling. Realistic
details down to a car’s license plate command a film director’s attention, and
music is used when it would not normally occur as part of such details. Why,
then, is there a place for music? The situation is puzzling. The brain needs mu-
sic in order for film to work, in order to engage fully in a scene. What gap, then,
does music fill? What part of music fills the gap? Is all of the music necessary?
Can the brain choose what part it needs and ignore the rest?

Film Score Examples: Opening Runs in Chariots
of Fire, The Social Network, and Jaws

Film music does more than create an auditory shortcut to a mental emotion
center. The power of music in film can be attributed to its unique musical fea-
tures; that is, the capacity of patterns of notes in melodies and harmonies to
connect to emotions via musically induced tension and relief (Meyer 1956),
musical implications and realizations (Narmour 1991), and musical motifs
and meanings. In addition, music contributes to film through structural fea-
tures shared with or in counterpoint to other aspects of film: visual scenes and
objects, sound effects, speech, or even visual text (Cohen 2009; Fahlenbrach
2008). Whereas the contribution of music to film has been appreciated since
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the time of Copland and even earlier by Hugo Miinsterberg (1916/1970)—the
first psychologist to direct attention to film—the scientific knowledge acquired
in recent years about brain function, music perception, and cognition may help
reveal music’s contribution in not one but in many different ways to an audio-
visual presentation.

Let us consider examples of music from the openings of three well-known
films. Each scene involves one or more characters in relentless motion toward
a goal that is significant to the film. Chariots of Fire (Hudson and Putnam
1981) opens with a group of runners training on a seacoast in England (Figure
7.3). The music begins with quickly repeating (sixteenth) notes in the bass,
which establish a reference note (keynote, main note, or tonic) for the entire
piece. The persistent repeating note might be regarded as reflecting the de-
termined action of the runners. The higher-pitched soprano line introduces a
two-note motif reminiscent of a military bugle call: the second note is higher
than the first (the distance from do to sol, also known as a rising perfect fifth).
Soon a simple melody that entails triplets (three notes to a beat, as in the word
won-der-ful) contrasts with the low repeating sixteenth notes (four notes to a
beat, as in mo-tion-pic-ture) and imparts an additional layer of meaning to the
characters and situation. As with the different temporal patterns in the music,
there are different temporal patterns in the visual scene: the rolling waves and
the runners. For some audience members, the triplet patterns may relate to the
rolling waves while the sixteenth notes connect with the runners. The music
seems to add to the film but, of course, the music is absent in the diegetic world
of the actors: the runners do not hear the music.

Let us compare this to the opening of The Social Network (Fincher and
Spacey 2010). After being rejected by his girlfriend at the Thirsty Scholar
pub, the main character, Mark Zuckerberg, emerges from a subway stop and
pensively navigates across the Harvard campus to his dorm (Figure 7.4). The
accompanying music signifies that this is no ordinary “walk in the park”: an
unrelenting low bass note (actually just a semitone away from the keynote of
Chariots of Fire) is introduced, which segues into its octave (its nearest har-
monic neighbor, from the point of view of physical acoustics) and then back

Figure 7.3 Opening scene from the Chariots of Fire (Hudson and Putnam 1981).
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Figure 7.4 Opening scene from The Social Network (Fincher and Spacey 2010).

again to the bass note. The change might metaphorically signify that some-
thing is unstable; something is brewing. This unrelenting bass note line almost
becomes attached to the central moving Zuckerberg character: sometimes he
is a speck far less visible than other passersby on his route, but we do not lose
sight of him. As in the opening of Chariots of Fire, a simple higher melody
is presented. The path of Zuckerberg can be likened to the audiences’ melody
line, the figure against the background harmony of the visual scene. His foot-
steps contribute to the sound effects. Sometimes there are other sound effects:
rustling belonging to a passerby, or music played by a street-musician violinist.
The violin music, however, sounds like the violinist is tuning up, though visu-
ally the violinist appears to be engaged in a demanding, presumably classical,
work. The audible violin music and the violinist that is visualized do not fit
together in any realistic way, but the audience likely ignores this due to the
focus placed on Mark, the main character—a character who will design the
social network through his superior quantitative and leadership skills, and who
will suffer through a lack of social intelligence. These contrasting aspects of
his character are made clear in the first scene at the Thirsty Scholar Pub, and
the music, with its contrasting soprano and bass lines, help reinforce this: the
simple childlike melody and the brooding baseline of cold pragmatic reality
(as described by the director, David Fincher, on the DVD additional tracks).
Again, the music in no way distracts from the storyline and is not part of Mark
Zuckerberg’s world—other than the violinist, whose sound is not faithfully
represented.

Now consider the opening scene from Jaws: a hippy beach party. Faint re-
alistic music comes from a harmonica here, a guitar player there. The camera
focuses on a male eyeing a girl at a distance. The music and sounds of the party
are almost inaudible. He approaches the girl; she is delighted and wordlessly
beckons him to follow her. She, like the protagonists of the two previous films,
begins a determined run along the beach, with the boy following, somewhat
in a drunken stupor (Figure 7.5). She gallops ahead, and her silhouette depicts
her disrobing piece by piece, until she arrives presumably naked at the water’s
edge and plunges in. What is different in this example is that there is no music
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Figure 7.5 Opening scene from Jaws (Spielberg et al. 1988).

during the determined run. In fact, there is no music at all until she enters the
water. At that point, a repeating bass rhythm of the Jaws theme begins and
develops in conjunction with the screams and thrashing motions of the woman
fighting against the shark, depicted by the music.

Each of these films received awards for their film scores. In general, they all
open with a repeating low pitch, signifying a protagonist with a driven nature,
but there are differences. Chariots of Fire and The Social Network use music
to underscore the act of running; in The Social Network, music defines the
protagonist whereas in Chariots of Fire it depicts a group of runners. In Jaws,
however, the onset of music foreshadows the entry of the shark, the primary
protagonist of the film; the preceding scene of running lacks music altogether.
In none of these examples is the music complex, although many films scores
do use more complex music from the start, and these three films all use more
complex music elsewhere. The simplicity of these backgrounds helps explain
the influence of the congruence and associationist aspects of the music on the
audience’s interpretation of and engagement in the film narrative. Before dis-
cussing this further, let us first consider the internal and external worlds of film.

Internal and External Semantics and
Unfolding the Narrative of the Film

Film music provides a unique perspective on the semantics of internal and
external worlds (see Seifert et al., this volume). By internal semantics, I am
referring to the emotional perspective of the perceiver: how the audience mem-
ber feels while watching a film, and how the audience member feels about
the characters and events depicted in the film. By external semantics, I mean
the regularities of nature and cultural conventions of human interaction and
human—environment interaction: the rules of language grammar and the prag-
matics of discourse, the natural phenomena of climate, geography, and the rise
and fall of the sun, the customs of dress and behavior, as well as the systems
of social value of various historical times. All of these events can be learned
from experience of the physical and social worlds. As the quote earlier from
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Copland and Virgil Thompson implies, film music bridges the internal world of
the audience member and the information provided by the screen. Film music
thus provides an opportunity to study the relation between internal and exter-
nal semantics, potentially contributing to the cognitive scientific understand-
ing of how individuals make sense and personal meaning out of the cues that
nature and social reality provide. Film music helps with this complex problem
because of some essential differences from, as well as some less obvious simi-
larities with, other media channels of the multimodal display. As pointed out
earlier, film music, in contrast to the speech and sound effects in a film, is typi-
cally to be heard only by the audience, not by the film characters; yet most of
the other sounds and sights in the film are audible or visible to both audience
and actor.

Consider the audience member in a public or home theater presented for
about two hours with a large rectangle of moving images, and sometimes print-
ed text, as well as sounds from audio speakers, typically while sitting in a dark-
ened room, often in the midst of other viewer-listeners. Each viewer-listener
faces a two-hour task of organizing the presented information in an engaging
and enjoyable manner, justifying the time spent and the financial costs of the
movie ticket or, if in the case of home theater, the investment in audiovisual
equipment. How does the music facilitate the task? A clue lies in the distinc-
tion between internal and external worlds in the film music context because,
unlike the other light and acoustic media components of film which depict the
external world (i.e., the scenography, the printed text, the sound effects and the
spoken dialog), music typically exists in both inner and outer worlds, although,
as will be suggested, only a part of the music functions within the internal
semantics. As will be shown, music can play on emotions (the internal world)
while directing attention to the information in the external world. Music may
add unity to the experience of film, because music, even in its simplest form,
operates in both amodal structural (i.e., not specific to sound or vision) and
associative (meaning) realms, both of which connect to external and internal
semantics (see Table 7.1).

Table 7.1 aims to represent how the structural and associationist aspects of
various musical elements affect the internal and external meaning of a film.
Elements of the film score (left-hand column) are deconstructed into structural
congruence and association. The top panel focuses on the structural aspects
of these musical elements: how they change over time (e.g., increasing or de-
creasing intensity or loudness), or how two aspects relate to each other (e.g.,
the consonant or dissonant relation of tones). The bottom left panel focuses on
associations of various musical elements (e.g., what is associated with a low
tone as opposed to a high tone, or consonance as opposed to dissonance). The
musical elements in the upper and lower panels overlap but their structural and
association aspects differ. Thus we find in the list the analysis of the pitch, tem-
po, and metric relations (temporal patterning), direction of the pitch (whether it
ascends or descends), absolute intensity (soft/loud), pattern of intensity change
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Table 7.1 Representation of how music structure and music associations impact
the interpretation of the unfolding film narrative with respect to internal and external
semantics.

Internal Semantics of Film

External Semantics of Film

Music Structure (Congruence)

Cross-domain structural congruencies
produce an aesthetic response (e.g.,
musical triplets to the ocean waves in
Chariots of Fire)

A low repeating pulsating pitch (e.g.,
the drone in The Social Network or
Chariots of Fire) engages subcortical
processing and higher brain levels
Parallel music/scenographic figure/
ground direction of attention (e.g.,
Zuckerberg figure as a musical stream
across the Harvard campus)

Parallel temporal structures may com-
pete for and share syntactic resources
(Broca’s area)

Bypass acoustics (sounds)

Congruencies between real (diegetic)
music heard by a film character and
activities of the character provide in-
formation about the character (musi-
cality, human-ness of the character;
e.g., Gazzara singing and driving in
Road House)

Degree of synchrony between music
and some other film modality conveys
information about the real world of
the film (e.g., oscillating path of the
car in Road House)

e Acoustics included in diegetic music
e Acoustics audible

Music Meaning (Associations)

Metaphoric, embodied parallels (e.g.,
rising pitch) give meaning to events
eliciting a mirror neuron system (e.g.,
motor system to raise pitch of the
voice, or raise a limb)

Sounds pulsed at the heart rate engage
deep emotions (e.g., Jaws semitone
motif)

Tension release and increase support
personal emotional interpretation and
involvement

Bypass acoustics

Learned associations and conventions
(national anthems, funerals, wed-
dings) convey information about era
and other context and establish mood
Acoustics may be bypassed if only as-
sociations contribute (specific music
is not recognized, as it plays no role)

Repeated music-film contingencies
create leitmotifs and further plot
development

Diegetic music that fits the story is
heard as music (e.g., dance music; a
performance; Count Basie’ s band in
Blazing Saddles); acoustics enters
consciousness

(increasing/decreasing), triad relations (major, minor, diminished, augmented
triads), chord analysis, chord progression, and phrase repetition. The list is not
meant to be exhaustive; the various dimensions and elements identified are
amenable to variation on hierarchical levels not represented here and would
connect with various psychomusicological theoretical stances (the generative
theory of tonal music by Lerdahl and Jackendoff 1983; see also Lerdahl, this
volume; Huron 2006; Narmour 1991). Lipscomb (2005) has identified timing
pattern (rhythm) as a structural feature whereas Cohen (2005) focuses on the
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highness and lowness of pitch and slow or fast tempo for its impact on happy—
sad meaning. To the best of my knowledge, no empirical study has varied both
structural and association aspects together; such a study begs to be conducted.

In Table 7.1, the two right-hand columns refer to the internal and external
semantics of the film. The former focuses on the audience’s feelings about the
characters or situations and engagement in the plot, whereas the latter refers to
acquisition of knowledge portrayed by the film: information about the charac-
ters, the time period, and setting.

Below I discuss each quadrant of Table 7.1 in turn so as to explain how
musical structure and musically inspired multimodal structural congruence can
affect the internal and external semantics in the listening/viewing experience
of a film and, likewise, how the associations of, or perhaps to, music can affect
the internal and external semantics of a film.

Music Structure (Congruence) and Internal Semantics of Film

Music can create attentional focus to aspects of the scenography with which it
shares structure (i.e., temporal patterning). To provide a mechanism for this, I
propose that aspects of the structure of the music which match the structure of
other nonmusical elements of the film produce similar neural excitation pat-
terns of system-specific (i.e., auditory or visual system) cell networks in the
brain. The resonance of these similar excitation patterns brings to attention
(i.e., to consciousness) those components in the film that embody these shared
characteristics. This view is consistent with a recent review by Kubovy and
Yu (2012:254), who argue that “the strongest relation between perceptual or-
ganization in vision and perceptual organization in audition is likely to be by
way of analogous Gestalt laws.” As an example, consider the motion pattern
of the runners in Chariots of Fire, which matches the low-note rhythm of the
music, or the melodic motif of The Social Network theme that depicts a moving
speck (to which the audience’s attention is drawn), which we know to be Mark
Zuckerberg wending his way back to his dorm. It can be argued (though yet to
be empirically tested) that similar music—visual structure draws attention to the
visual information which gives rise to that shared structure. Although Gestalt
psychology does not refer to a principle of multimodal similarity, the notion
is a simple extension of the rather amodal principle of grouping by similarity
within a sensory modality. Also consistent with Gestalt theoretic notions is
the aesthetic satisfaction that arises from the registration of good form—an
aspect of the internal semantics of the film. Such a response, which engages
an audience member from an aesthetic standpoint, would also provide a focus
of attention.

Even pitch analysis admits to consideration from the perspectives of struc-
ture, though in a completely auditory realm. All melody and harmony require
pitch. The study of psychoacoustics tells us that the representation of pitch itself
entails complex pattern recognition. The physical basis of pitch is a repeating



Film Music and the Unfolding Narrative 187

pattern of air pressure. At a rate of between 30-20,000 times per second, any
repeating air pressure pattern will produce the perception of pitch in the normal
human auditory system. The sensation of pitch, as distinct from noise, requires
the mental registration of approximately six cycles (Boomsliter et al. 1970).
Recent evidence provided by Bidelman and Krishnan (2011) shows that all
levels of the auditory system follow individual cycles of the waveform begin-
ning with lower brain centers. When two tones are presented simultaneously,
simpler ratio relations (like the octave 2:1) are represented most clearly, and
the rank ordering of the faithfulness of the representation of these relations
matches the ordering of the perceived consonance. While Western tonal music
scales generally exploit small ratios or their approximation, certain music ex-
ploits the simpler relations more than others. Many so-called good soundtracks
(e.g., Chariots of Fire, The Social Network, and Jaws) exploit these simple
relations, thus giving processing precedence in both lower and higher brain
centers, as compared to music that exploits more complex (more dissonant)
musical relations. The engagement of the sensation of pitch (as opposed to
noise) may serve to engage the audience member due to the establishment of
(possibly large-scale) coherent brain activity entailed by pitch representation.

Low pitches characterize the music of the three award-winning scores high-
lighted above. My speculation is that low sounds may have special relevance
for their ability to command engagement without calling attention to them-
selves as music per se. Interestingly, low pitch (40-130 Hz) in the audible
frequency range is high frequency in brain wave EEG patterns, and it has been
suggested that this gamma range of EEG may be significant in the establish-
ment of consciousness (John 2003; Edelman and Tononi 2000). John (2003)
has reviewed research that indicates how endogenously (self-) generated
rhythms can suppress exogenous (automatically evoked) information. Such a
principle may account for the many anecdotes and reports that the acoustic
information of film music does not reach consciousness as it normally would
outside the film context. Boomsliter et al. (1970) likened John’s basic notion
of endogenous processing of flicker to the processing of pitch versus noise. It
is not suggested that electrical gamma waves would simply arise from physi-
cal acoustic energy waves of the same frequency; however, a possible relation
between the two and the effect on consciousness necessitates further study (cf.
John 2002:5).

A good example of structural congruence can be found in Kubrick’s The
Shining. Toward the climax of the film, the child, Danny, retrieves a butcher
knife from the bedside table near his sleeping mother (Figure 7.6). With the
knife held up in his left hand, the child’s right-hand fingers move up toward
the tip of the blade just as an ascending dissonant sequence of three tones
sound from Penderecki’s De Natura Sonoris No. 2; the audience’s attention
is drawn to the blade, its sharpness and danger. When Danny’s fingers de-
scend, the movement is accompanied by two more notes which add further
emphasis; as Danny places his fingers lower on the blade, a lower note sounds
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Figure 7.6 Scene from The Shining (Kubrick 1989), where Danny senses the sharp-
ness of the knife. His finger motion up and down the blade parallels the direction and
timing of the accompanying music—a dissonant melody from Penderecki’s de Natura
Sonoris No. 2. (http://www.youtube.com/watch?v=4iwK2jwqFfk)

and becomes a drone. In addition, immediately prior to and after this short
episode, Danny repeats, in a low croaky voice, the word “redrum”—murder
spelled backward—which functions as a type of musical ostinato (a repeating
melodic fragment), in counterpoint with the discordant instrumental music of
Penderecki. This functions much like the background motif of the Jaws semi-
tone theme, the repeating rhythm of the Chariots of Fire theme, and the repeat-
ing bass note of The Social Network introduction.

Assuming that watching an action elicits the same neural activity as enact-
ing the action oneself, the engagement of the mirror neuron system is likely
to be a major contribution to the internal semantics of the film experience.
Watching Danny move his fingers up and down the knife blade may engage
an audience member in representing this same activity personally. Because the
direction of the melody can also engage the same mirror neuron system (Overy
and Molnar-Szakacs 2009), film music can reinforce the empathetic effect.
Any ascending pattern of notes will parallel Danny’s fingers moving up the
knife blade, allowing the audience member more readily to identify directly
with the action and empathize with the character. Once attention is directed
by visual information, which shares structure with the music, other associative
and metaphorical components of the music can connect to the internal seman-
tics, as will next be described. It is important to note, however, that none of
the music phenomenon above requires that sounds be heard. The impact of the
sound arises from its structure not the sound per se.

Music Meaning (Associations) and Internal Semantics of Film

In addition to the motoric, gestural information described in the example of
Danny from The Shining, music brings with it emotions that can be ascribed
to the experience. Blood et al. (1999) have shown that different regions of the
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brain are affected by consonant and dissonant music passages. Thus, we would
expect the discordant notes of Penderecki in The Shining example to increase a
personal sense of unpleasantness and danger associated with the sharp object,
as compared to the associations that an ascending consonant passage from a
Mozart concerto might bring. In the example of Ben Gazzara driving his con-
vertible to the music of Sh-Boom, the jaunty melody brings with it carefree
associations and old-fashioned coolness. The music helps the audience to be-
come Ben Gazzara, the King of the Road, or to perceive the sharpness of the
knife, as Danny’s fingers run up and down the knife’s blade, like a discordant
musical arpeggio. These are no longer cardboard characters; the amodal musi-
cal properties of ascending and temporal pitch patterns coupled with embod-
ied motion plus the associations that come with the music enable an audience
member to identify more easily with or, in a sense, become the characters on
the screen.

Sounds pulsing at the heart beat or breath rate (as in Jaws) may bring as-
sociations of life and death. The random modulations of the repeating tone in
The Social Network mirror anxiety and uncertainty—something is about to
happen. These associations support personal interpretation and involvement
in the drama. As in the structural analysis described earlier, these association
effects are independent of actually registering the music as sound. By analogy,
readers are typically oblivious to the letters on the page as they extract the
meaning of the words.

Music Structure (Congruence): External Semantics of Film

Mental analysis of film music, carried out on various hierarchical levels, may
lead to the identification of the music, if it is a known piece, or to the recogni-
tion of its style. As discussed, film music may be, or can become, part of the
story, the diegesis. In the Road House example discussed earlier, the music
begins in the seemingly nondiegesis, but as the camera pans in for a close-
up of Ben Gazzara, we realize that he is singing along with the music—the
music has thus crossed the “fantastical gap” (Stilwell 2007). In this example,
the source of music can be attributed to the convertible’s radio. Of particular
interest to the consideration of music-visual congruence is the synchrony of the
music structure and actions of Ben Gazzara, the driver. He sings along with the
music. The congruence indicates his musicality. His bass voice is distinct from
that of the tenor range of the recording. His voice and mouth are synchronized
with the music, as are the movements of his head. He embodies the music, and
he imparts that embodiment to his steering wheel and the undulating motion
of his vehicle. This music-visual structural congruence contributes informa-
tion about the external reality of the film narrative, in particular about the Ben
Gazzara character. The audience does not give this a second thought, but a very
different personality would be portrayed by a driver who sings off pitch, out
of synchrony, without embodying the music. Synchrony adds a dimension to
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this character. It is also a source of humor and drama in the film as the world of
abstract structure—that of a dance with a car—clashes with an object that also
inhabits the real world; specifically, a driver coming in the opposite direction,
quite out of phase with the ongoing congruent audiovisual pattern. This addi-
tion to the communication of the external reality of the film world arises by
virtue of the structural congruence of the music with other nonmusical struc-
ture in the film. The phenomenon requires that music be part of the diegesis
and that the music is heard.

Music Meaning (Associations): External Semantics of Film

The style of the music provides associations that contribute to the external
semantics. Diegetic music provides information about the world of the film in
a very obvious way. It is the way in which directors, in the early days of talk-
ies, thought film music should work. The old rock and roll tune Sh-Boom helps
represent the character of Ben Gazzara, telling the viewer his tastes in music,
characterizing his age, providing a sense of the complexities of his personality,
and appearing in a fairly human light in some respects.

Some films incorporate music performances within the drama to showcase a
potential hit song for the film. Some background music may be used to set the
scene and provide information about the context of the film through associa-
tion. If new associations are formed between the music and events or charac-
ters in the film (i.e., if leitmotifs are created by the pairing of music and film)
and these serve to further the plot and provide information about the reality of
the film (e.g., a shark is nearby), this can also be considered as a musical con-
tribution to the external semantics of the film. At the same time, the emotional
impact of this cue could be regarded as an associative effect with implications
on the internal semantics of the film. In some cases, the music contributing to
the external semantics of film may be the focus of consciousness, but this is
not necessary, as in the case when music associations set the historical period
or general setting.

Summary

The relationships between the structural and associationist dimensions and
semantic (internal and external) dimensions of a film, outlined in Table 7.1,
show how the music from a film score can contribute to the impact of the film,
from both personal emotional and external meaning perspectives. This struc-
tural-associationist analysis can also be applied to any physical dimension of
the film: scenography, the text, the sound effects, the spoken dialog, or music.
For example, Danny’s repetition of the pseudo-word “redrum” (murder back-
wards) has a structural component quite apart from any other meaning that it
might have: this repeating pattern, spoken in a croaky low pitch, draws atten-
tion to Danny and his eerie extrasensory perception.
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The Structure of Film

A few general observations about narrative are in order. Let us first note its
roots in our embodied interactions with the physical and social world. It “is
found in all activities that involve the representation of events in time” (Abbott
2008:xii). Narrative or story appears in many guises. The most obvious is
through written text: fiction books and stories that are a natural part of lives
from birth through to old age. Developmental psychologist Katherine Nelson
(2005) identifies the development of narrative understanding and generation
as the fifth stage in the development of consciousness, and states that it occurs
between the ages of three and six years.

Historically, stories have a much earlier origin than texts; stories have been
told since the earliest civilizations and are exemplified by myths. Storytelling
remains an everyday skill—one that can be developed to an extraordinary
level of expertise. In film, stories are told visually through scenography and
typically, due to technical advances in cinema technology, with added text and
talking voices. Sound effects help to tell stories and so, curiously, does music.
Each of these domains makes specific demands on the brain, and it is a puzzle
to determine whether additional domains (language, sound effects, and music)
make it easier or harder for the brain to process the narrative.

Regardless of the medium of presentation, as in everyday perception and
cognition, audiences of a film have two sources of information (Figure 7.7):
(a) the lower-order multimodal physical/sensory input (i.e., the patterns of
light that hit the retina as well as the patterns of sound waves received at the
ear) and (b) their higher-order knowledge, based on their own remembered or
stored experience. The latter includes the rules and conventions about social
norms, the grammar of story construction, and memory of one’s own reactions
to such information. Long-term memory includes all of the information that an
individual can draw on to make sense of the world based on experience. From
this arises the capacity for narrative, developed early in life. Both of these
sources might be regarded as coming from the external world, but in differ-
ent ways. Multimodal physical information (Figure 7.7a), which impacts the
sensory receptors of the eye and ear, leads to automatic (exogenous) sensory
processing, whereas memory (Figure 7.7b), prompted by fast preprocessing of
the sensory information, leads to elicited (endogenous) generation of higher-
order hypotheses and expectations about the reality represented at the sensory
receptors. The output of the top-down endogenous processes (Figure 7.7b)
may or may not find a match in the slower bottom-up exogenous processes
(Figure 7.7a). Following the concepts of many theorists (Edelman and Tononi
2000; Grossberg 1995, 2007; John 2003; Kintsch 1998a), the best match leads
to consciousness and, in my model for the role of music in film (Cohen 2005,
2009, 2010, 2013), to the working narrative (Figure 7.7c¢).

The effect of music on the interpretation of film has often been shown to be
additive; for example, happy music plus neutral scene leads to happier scene
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(b) Long-term memory

Rules and conventions about social norms
Grammar of story construction
Memory of one’s own reactions and information

Endogenous
hypotheses
about the
meaning of (a)

(c) Working narrative

Exogenous
perceptual
analysis

(a) Multimodal (audio/visual/tactile) physical/sensory information

from the world around us including the world within our bodies
(sensations of heartbeat)
impinging on
eye, ear, kinesthetic receptors

Figure 7.7 Two sources of information are available to the film audience member
and lead to the working narrative.

(Cohen 2005). In addition, if camera technique directs attention to a particular
visual focus (e.g., to highlight the main character in a film), the associations
from the music would also be so focused. However, music itself may offer its
own means of directing attention (Table 7.1). The role of congruent music-
visual structure on visual attention may modulate an otherwise general asso-
ciative or semantic effect of film music such that the meaning of the music is
ascribed to a particular visual focus of attention (Cook 1998; Marshall and
Cohen 1988; Cohen 2010). Thus the emotional associations of the music plus
the other narrative elements internal to the scene would link together for a cu-
mulative effect. Recall, for example, the scene from The Shining, where Danny
retrieves the butcher knife that his mother has placed on her bedside stand as
she naps. Emphasizing how sharp it is, he glides his fingers up its edge. As his
fingers ascend toward the tip, the background music runs through a discordant
high pitch arpeggio. The association of discordance and the ascension of the
arpeggio add to the ominous nature and danger of the scene. The shared amo-
dal property of ascension, common to the visual action and the music pattern,
form a hinge that binds together an audiovisual Gestalt to which now addi-
tional associations of the music and the scene can be integrated. The audience
member can empathize with this up and down motion along the blade, and the
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discordance can be ascribed to this focus of attention. This particular motif, or
simply the last sustaining low note of the passage, may be linked to the scene
or to the knife.

The process described above may be further considered as two stages: (a)
focus attention through temporal congruence and (b) ascribe meaning of music
to the focus. While there is no evidence that these processes occur in this order,
there is evidence for both independently, but not yet in the same study. The
anecdotal impression of music and film “going well together” is compelling,
as in the example of the knife clip in The Shining. The scene from Road House
previously described provides another. Here the evil city tycoon (Ben Gazzara)
drives from his mansion in his convertible singing Sh-Boom. As far as he is
concerned, he owns not only the city but the highway too, and as the contour
of the melody undulates up and down, his vehicle outlines an undulating con-
tour above and below the highway midline. The audio and visual are bound by
their amodal similarity, and the jauntiness of the music funnels through to add
to the personality of the tycoon. However, the visual and musical trajectories
(i.e., their up and down patterns) are, in fact, not exactly in phase, and thus
the phenomenon under discussion requires a variety of conditions for testing
if we are to understand the relative contributions of the coordinated melodic
and visual motion and the ascription of the meaning of the music to the visual
focus of attention.

The narrative and multimedia context of film emphasize the ability of the
brain to integrate multiple sources of information. This ability, however, is
simply what the brain does in most waking minutes. Hasson et al. (2008b)
have been exploring the intersubject correlation in brain activity as measured
with fMRI across groups of viewers of the same film for more than ten min-
utes. Their study shows a systematic increase in correlated brain activity as a
function of the degree of structure of the film: from a (low-structure) segment
of reality video of New York City, to a sophisticated TV comedy Curb Your
Enthusiasm by Larry David, to The Good, the Bad and the Ugly directed by
Serge Leone, and finally to a TV thriller directed by Hitchcock, represent-
ing increasing levels of aesthetic control. The correlations or cortical activity
across audiences (different for the four presentations) range from less than
.05 to over .65, respectively. The technique looks promising for application
to music variables, provided that the noise of the magnet is not so loud as
to disrupt the impact of the music. Hasson et al. (2008b) also review related
work, comparing responses to video (silent film) and audio story, which show
strong differences in response. In addition, repeated viewings of intact versus
scrambled versions of films led to different degrees of correlation.

Film places a boundary on audiovisual stimulus conditions, and this control
is helpful in understanding how music and language work within the larger
sensory context. With the additional context from other sources of information
of visual scenes, text, and sound effects, individual and overlapping contri-
butions of music and speech become apparent. The concept of language and
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grammar may apply similarly to all five of the domains of visual text, visual
scenes, music, sound effects, and speech. By viewing the task of the brain ex-
posed to film as one of integrating information from many sources, it may be
suggested that the brain (at least sometimes) does not care where it gets infor-
mation. It will take it from anywhere as long as it helps to get the story right.
Getting the story right is the topic of a larger discussion, but for the present,
the criteria would assume Grice’s (1975) cooperative principle that informa-
tion is narrated with the aim of creating meaning and entertainment. However,
Grice’s principles apply to discourse not to art, and thus additional principles
are at stake (e.g., the audience is owed not simply a message but a nice experi-
ence, one which might take the scenic rather than the most direct route). There
is a host of features on screen at any given time which may reward the viewer’s
attention, but which may or may not be essential to the story.

It would be parsimonious to apply the same code to information from dif-
ferent sensory sources; information from all source modalities would share the
same code. Moreover, there is no reason to tag each piece of information as
to its origin; that is, it does not matter whether an association of sadness came
from music, or a sound effect, or from text. Instead, it is important to code for
external and internal semantics. Structural and associative information apply
to both external and personal realms.

Because music adds so much to the film narrative experience (or converse-
ly, because much is lost to film narrative experience in the absence of music),
and because how music functions in film is by no means unidimensional, un-
derstanding how music operates in film may hold a clue to how all film infor-
mation is bound together in consciousness, and to how narrative works. Once
we figure out how music works in film, it may be easier to understand how
multimodal scenes are interpreted in the real world when a music soundtrack
is typically absent as well as when, instead, physical and the social information
are more strongly integrated (e.g., sensory information is more prominent).

The Congruence-Association Model and Its
Extension to Working Narrative

Expanding further on Figure 7.7, my view is that the brain encodes associations
and structure from all five channels of sensory information; that is, two visual
(scenes and text) and three auditory (music, speech, and sound effects) chan-
nels. This five-channel classification was introduced by the film theorist Metz
(1974) and promulgated by film scholar Stam (2000; see also Green 2010).
In the model presented here, information in these five channels leads first to a
passive, automatic, exogenous activity arising from the impact of energy from
the real world undergoing electrochemical transduction by sensory neuro-
physiological processes. Faster and slower bottom-up processes co-occur; the
faster processes (or preprocesses) signal to the higher structures in long-term
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memory, consequently initiating top-down endogenous processes. For a recent
discussion of the similar significance of top-down processes, see Gazzaley and
Nobre’s (2012) article on bridging selective attention and working memory.

Preprocessing of some information primes long-term memory and narrative
proclivities for establishing the bottom-meets-top matching process, whereby
the best match of top-down inferences to bottom-up sensory input wins out as
the working narrative in consciousness. In general, diverse processes informed
by working memory of recent episodes, as well as by long-term knowledge
of the social and physical world, forge a coherent interpretation of (a portion
of) the original sensory data. This approach resembles a schema theory (John
2002; Kintsch 1998a; Arbib and Hesse 1986), but some unique features, found
only in the congruence association model with working narrative (CAM-WN),
accommodate film music conundrums (see Figure 7.8). In addition to the five
channels previously mentioned, an additional kinesthetic channel is included
to accommodate the mirror system activity and extend to the nonfilm (real-
world) situation. The nonfilm situation would have a reduced role for the music
channel.

The CAM-WN model presents two sources of information available to an
audience: surface information, which is sensory information in six channels

Long-Term Memory
Source of Exp;‘ectations and Story Gram
o Bl

Figure 7.8 Congruence-association model with working narrative (CAM-WN). See
text for explanation.
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(text, speech, visual, music, sound effects, and kinesthetic), and long-term
memory, which includes expectations and story grammar. Surface information
entails bottom-up processing—both fast preprocessing (as represented by the
dashed lines) and slow, more accurate processing. Long-term memory process-
es are top down and are elicited by the arrival of activation from the fast pre-
processing. The surface information from all six sources is coded similarly into
structural features and meaning (associations). The shared code (of structure
and meaning) allows for structural congruencies and cumulative meanings,
and assists in targeting elements that are relevant to the story. In Figure 7.8, a
horizontal arrow from music structure to an oval in the visual channel repre-
sents shared music-visual structure in this particular instance. The structural
congruence directs attention to the congruent visual pattern which becomes the
attended target. These attended elements are the target in a contest to find the
best match with top-down processes. The best match enters into consciousness
in the working narrative, which is the audience’s conscious unfolding narra-
tive. Only matched items achieve consciousness. Thus meanings (associations)
of the music and music structures may contribute to the narrative without the
actual sounds of the music entering consciousness, because those sounds are
not matched by endogenous generation.

The music channel, in part, distinguishes this model from “just a theory of
perception” or “just a theory of information processing.” The translation of
these elements into neural equivalents may well be possible with increasing
numbers of studies of brain imaging; however, very few brain imaging stud-
ies have focused on music and moving images to date, and more are needed.
The CAM-WN framework is helpful because of the focus it gives to music; it
also draws attention to the fact that music is not one thing but is comprised of
many separate components, each of which can be analyzed in more than one
way. Like each of the other channels of film information, music is analyzed for
associations and for structure. This approach can inspire studies that isolate
particular conditions within and between different modalities (e.g., the effects
of different tempos, rhythms, or intensity changes, etc. on meaning within two
modalities and the effect of the combination of tempos on meaning when the
modalities are combined).

The CAM-WN model is general enough to incorporate other proposals
which are relevant to the question at hand but are descriptive and not predic-
tive. Examples at two ends of the spectrum are provided by E. Roy John’s
neural theory of consciousness (John 2003), as discussed above, and Kathrin
Fahlenbrach’s insightful approach to explaining the contribution to film mean-
ing through the components of the soundtrack. Fahlenbrach argues that audio-
visual scenes refer to presymbolic metaphorical structures in our cognitive sys-
tem that offer rich material for visual and acoustic concretization of both very
complex meanings and the representation of bodily and emotional experience
(Fahlenbrach 2008). For Fahlenbrach, audiovisual metaphors function, with
reference to emotional metaphors, as emotion markers in empathetic scenes,
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which represent culminating points of a film. She stresses, however, the need
to test her model empirically.

John’s focus on the match between exogenous and endogenous processes
and Fahlenbrach’s focus on the amodal component of media are encompassed
by the CAM-WN model. Thus the CAM-WN model allows application of
concepts from various levels of discourse within the same framework and
specifically incorporates music. Fahlenbrach (2008) does not make reference
to specific music features, and John (2003) does not even mention music, al-
though Boomsliter et al. (1970) related his empirical research on exogenously
and endogenously produced rhythms to pitch processing. The incorporation
of the schema theory proposed by Herrmann et al. (2004) accommodates the
matching component necessary for recognition and consciousness and adds the
mechanism of the gamma band, consistent with the earlier proposal of John
(2003), the function proposed by Fries (2009), and the evidence for frequency
following at lower and higher brain levels for pitch analysis by Bidelman and
Krishnan (2011).

CAM-WN accounts for the tolerance and prevalence of nondiegetic music
that is artificial with respect to the ongoing world of the film (Boltz 2004;
Cohen 2010). In CAM-WN, the top-down inference process (from long-term
memory) can match the meanings of the music without matching the acousti-
cal information (sounds) of the music. CAM-WN proposes something like an
illusory conjunction (Treisman and Schmidt 1982) that forms between music
meanings and visual object information, leaving behind the acoustic shell or
vehicle that is never to appear in the working narrative (the story), though
potentially preserved in an independent music memory simultaneously being
updated (and without which there would be fewer CD album downloads and
sales). John (2003) refers to data that shows how endogenous generation can
suppress exogenous information. Endogenous information leads to perception
although the exogenous information is in fact registered (without reaching
awareness). CAM is descriptive and to some extent predictive, but twenty-first
century cognitive science is, or will soon be, able to do better by explaining
more specifically how brain mechanisms might carry out and elucidate CAM’s
functions. Within the last decade there has been progress to this end; however,
only one brain imaging study has focused on both the moving image and the
music track (Eldar et al. 2007).

Reference was made earlier to the notion of film music contradicting the di-
egesis. By this I mean that the music would not fit the fictional world depicted:
Count Basie and his big band have no place on the desert (Blazing Saddles);
a violinist happens to be along Mark Zuckerberg’s path (The Social Network),
not three cellos, an electric and a nonelectric piano, and the violinist is playing
a piece not tuning up. The acoustics contradict the scene depicted. The emo-
tion conveyed by the music does not contradict the scene, supporting both its
internal and external semantics. In CAM-WN the lack of a match between ex-
ogenous and endogenous activity associated with the actual sound of the music
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means that the sound is outside of consciousness. No other current model or
framework for narrative deals explicitly with this particular and anecdotally
prevalent case.

Using fMRI, Eldar et al. (2007) showed that combining music which evoked
emotional meaning with neutral films increased activity in the amygdala, hip-
pocampus, and lateral prefrontal regions, as compared to a condition in which
the film was absent. A similar finding was earlier reported by Baumgartner
et al. (2006) who, using affective still pictures rather than motion pictures,
showed activation in the amygdala and hippocampus only in the presence of
music; this led the authors to propose that music engages the emotional sys-
tem whereas so-called emotional pictures engage a cognitive system (for a
discussion of the neural basis of music-evoked emotions, see Koelsch 2010).
The work by Eldar et al. and Baumgartner et al. suggest that music, rather
than vision alone, provides the link to an emotional feeling state in film. Their
data were also supported by subjective responses which showed additivity
of emotional meaning from auditory and visual sources. The results concur
with musicologist Nicholas Cook’s (1998:23) description of the role of mu-
sic in the multimedia context: “a bundle of generic attributes in search of an
object....a structured semantic space, a privileged site for the negotiation of
meaning.” The level of rigor required or that can be expected is represented
by the approach taken by Arbib (2010) and Arbib and Lee (2008) in their at-
tempt to explain how a verbal description arises when information is visually
presented. Details remain, however, to be resolved. Arbib and Lee (2008:151)
show, for example, how the same visual image will lead to different grammati-
cal interpretations depending on context. Moving this example to the present
discussion, such context can be provided by musical structure arising from the
first level of CAM analysis, or it can be provided by endogenous generation
arising from the flow from long-term memory that has been primed by prelimi-
nary processes. The information is available to construct the theory within the
CAM-WN framework.

Audience engagement or absorption in a film, particularly when facilitat-
ed by music, begs for consideration of the topic of consciousness. Revonsuo
(1998) has focused on neural synchrony that leads to binding, which brings
about consciousness (see also Crick and Koch 1990). Here I suggest that music
input facilitates creation of such synchrony. Luo et al. (2010) obtained mag-
netoencephalography (MEG) recordings from participants who watched film
clips with matched or mismatched audio tracks. Their analysis revealed that a
“cortical mechanism, delta-theta modulation, across early sensory areas, plays
an important ‘active’ role in continuously tracking naturalistic audio-video
streams, carrying dynamic multi-sensory...information....Continuous cross-
modal phase modulation may permit the internal construction of behaviorally
relevant stimuli” (Luo et al. 2010:1-2). In particular, the auditory cortex was
found to track not only auditory stimulus dynamics but also the visual dynam-
ics as well. The converse was true of the visual cortex. The system favors
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congruent as opposed to incongruent audiovisual stimuli. “The phase patterns
of the ongoing rhythmic activity in early sensory areas help construct a tempo-
ral framework that reflects both unimodal information and multimodal context
from which the unified multisensory perception is actively constructed” (Luo
et al. 2010:10). It might follow that film music produces a source for electri-
cal brain wave patterns that can bind with accent patterns from visual sources
(e.g., runners in Chariots of Fire, the motion of Mark Zuckerberg’s image in
The Social Network as he traverses the Harvard campus, or Danny’s finger mo-
tion along the knife blade in The Shining) but not necessarily only these visual
patterns, perhaps patterns from sound effects (e.g., the sound of motion on the
pavement, the sounds of speech patterns) or the visual patterns of articulation.

Hermann et al. (2004:347) describe gamma-band oscillations (30 Hz) that
enable “the comparison of memory contents with stimulus-related information
and the utilization of signals derived from this comparison.” Their model at-
tempts to explain early gamma-band responses in terms of the match between
bottom-up and top-down information. Furthermore, it assumes that late gam-
ma-band activity reflects “the readout and utilization of the information result-
ing from this match.” This mechanism, which they describe as the match and
utilization model, seems like that which is required by the CAM-WN model
in preprocessing information from the initial sensory channels, activating rel-
evant parts of long-term memory so that appropriate inferences can be gener-
ated to make the best match with the slower and more detailed processing of
the initial encoding. Commonalities with the system proposed by John (2003)
deserve mention, although John’s reference to gamma band begins at 40 Hz,
not 30 Hz.

A remaining issue is that of the mirror neuron system. Film is an ideal
context for such study because characters in the film, with whom the audi-
ence identifies, provide images to be mirrored. In addition, music also leads to
mirror activities in terms of dance and other movement (Overy and Molnar-
Szakacs 2009; see also Calvo-Merino et al. 2006, 2008). Speech may engage
the mirror neuron system (Arbib 2005a; Rizzolatti and Arbib 1998). The pre-
frontal and parietal location of the mirror neuron system may overlap with
a common area of linguistic and music semantic processing. The CAM-WN
model accommodates motoric and kinesthetic information by means of the
kinesthetic channel. Information in the working narrative normally provided
by the kinesthetic surface could be provided by musical information, following
Overy and Molnar-Szakacs (2009).

CAM-WN makes sense of Hasson et al.’s (2008b) fMRI correlations aris-
ing from viewing film. All audience members received the same four con-
ditions of stimulus input that differed in aesthetic control. Hitchcock’s cin-
ematic techniques were found to control processing to a greater extent than
any of the techniques used by the other directors in the study. Presumably,
Hitchecock is a master of directing audience attention to particular information
in the visual scene. He provides sufficient information that passes quickly to
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long-term memory, engaging narrative processes and hypothesis generation to
match or not match information arising from the sensory bottom-up process-
ing. Only some of the parsed and processed information is best matched and
integrated into the ongoing working narrative. In contrast to the Hitchcock
film excerpt, a video of New York produced few common hypotheses arising
from the story grammar and long-term memory. Every viewer’s experience or
imagined experience of New York differs. Thus, each viewer would create a
different working narrative. Adding music to this videography, however, might
introduce constraints at several levels and lead to higher correlations among
viewers. Future research is needed to test this.

The CAM-WN approach also accommodates Levinson’s (1996) challenge
of the much accepted view that film music is unheard (Gorbman 1987). He has
argued that film music is by necessity heard so as to help the audience under-
stand the position of the narrator and the filmmaker. He believes that the job of
the audience is to understand how the narrative, as created by the narrator and
filmmaker, is to be understood. CAM-WN certainly accommodates the simpler
view of the audience as the creator of the narrative, but it also accommodates
the higher-order levels of narrator and filmmaker, should information in the
film be sufficient to allow this aspect. This allowance, in part, depends on the
audience member’s prior knowledge. Clearly an audience member steeped in
philosophy, aesthetics, film, and music will have more knowledge to draw on
than a member who lacks this experience. To test predictions from CAM-WN,
group differences in consciousness of film music, narrator, director, and so on
clearly require further psychological research.

With its three auditory channels, the CAM-WN model helps show the
subtle balance between speech, sound effects, and music in film. Loud music
will mask speech and sound effects, the two primary auditory contributors of
diegetic information. The film will then become increasingly ambiguous and
more easily influenced by the music because loud music draws attention (still
potentially unconscious) to itself and diminishes diegetic information due to
masking. Cognitive science and psychoacoustics can provide insight regard-
ing the relative contributions of the sound effects, speech, and music, each of
which can convey structural information and semantic meaning. Each of these
acoustical modalities is a different kind of vehicle designed to transport some
kinds of information better than others. To date, however, no psychological
study has investigated the signal-to-noise ratio relations in the soundtrack mix
of sound effects, speech, and music. Future studies are needed to address ques-
tions about how film music works in film, how the brain handles these multiple
sources of acoustic information, and how it integrates them with the visual
information.

The inclusion of music in film might be regarded as one of nature’s gifts
to cognitive science, because, as has been emphasized, the presence of music
in film is illogical and paradoxical on several grounds. Other illusions that
have dropped in our path, such as Treisman and Schmidt’s (1982) illusory
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conjunctions in vision or Roger Shepard’s ascending staircase in the auditory
realm, have provided insight into how the mind works. Likewise, the study
of film music—from its paradoxes to its most obvious features—may help us
unpack the mysterious relations of music, language, and the brain.
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Abstract

This chapter analyzes the similarities and differences of meaning in language and mu-
sic, with a special focus on the neural underpinning of meaning. In particular, factors
(e.g., emotion) that are internal to an agent are differentiated from factors that arise
from the interaction with the external environment and other agents (e.g., sociality
and discourse). This “world axis” (from internal to external worlds) is complemented
by three other axes: the “affective—propositional axis,” the “sensorimotor—symbolic
axis,” and the “structure axis” (from small- to large-scale structure). Common struc-
ture—function relationships in music and language and their neuronal substrate are
addressed, with emphasis on expectation and prediction. A special focus has been put
on how the factors discourse or narrative relate to emotion and appraisal. Neurocin-
ematics is studied for its focus on large-scale structure where music and language
strongly interact.

Four Axes for the Study of Meaning

Our discussion can be organized along four general axes (Figure 8.1). The
first (world axis) describes a continuum between involvement with the “inter-
nal world” concerned with the grounding of language and music in the self’s
emotions and drives (and, perhaps, its embodiment, perception, and cognition)
and the “external world” of the physical and social environment. The second
(affective—propositional axis) describes a continuum from affective to propo-
sitional meaning, whereas the third (sensorimotor—symbolic axis) is based on
levels ranging from sensorimotor to conceptual or symbolic processing. The
fourth (structure) axis considers structure ranging from small scale (such as a
sentence in language) to large scale (such as a narrative or discourse). These
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(a) )

Meaning in
language

Meaning in
music

(c)
The World Axis

Internal world <«——> External world
The Affective—Propositional Axis
The Sensorimotor—-Symbolic Axis

The Structure—Symbolic Axis
Small scale <«————> Large scale

Figure 8.1 (a) We seek to understand to what extent meanings in language and music
engage different or shared brain mechanisms. (b) In seeking to understand meaning,
we take action (and perception), emotion, discourse, and sociality into account. (c) We
structure our discussion in terms of four axes which, with some overlap, help us explore
similarities and differences between music and language. Left versus right on the four
axes does not, in general, correlate with the differences between music and language.

axes are neither all-inclusive nor mutually exclusive of one another, but pro-
vide a fruitful framework for our discussion.

Although this will be pursued only lightly in this chapter, we note an-
other important question: To what extent are the perception and production
of language and music autonomous activities of the individual, and to what
extent are they emergent properties of group interactions? Music is used in
the external world to promote social bonds, group synchronization, and co-
ordination of emotional states/consciousness as in hunting, work, ceremony,
ritual, and dance (see Lewis, this volume, as well as Levinson, this volume,
who contrasts turn-taking in conversation with social coordination in group
performance of music or dance). Musical discourse driven by collective per-
formance can be found in Balinese Gamelan music, the percussive music of
Ghana West Africa, or Brazilian drum music as well as in some contemporary
interactive music systems (see Verschure and Manzolli, this volume). In each
of these cases, music emerges from the interaction between individuals; that
is, without a score and usually without a conductor. These examples challenge
that part of the Western musical tradition which relies on a composer and a
conductor to define and guide, respectively, the production of a musical piece
and its meaning.
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The World Axis

What constitute the “internal” and “external worlds” that define our first axis?
At the start of our discussion, the “external world” was seen primarily as the
physical and social world that surrounds the individual, whereas the “internal
world” was the realm of feelings and emotions. As the discussion continued,
some sought to extend the notion of “internal world” to include any thoughts
one might entertain: one’s inner feelings, factual and counterfactual states of
the world, or wishes, dreams, and desires. In either case, it is clear that lan-
guage allows us to communicate about states of our internal world as well
as states of the external world. It is not clear, however, to what extent music
fulfills a similar role. Traditionally, music has been more strongly related to
the internal world of emotions or affective response, also referred to as ex-
tramusical semantics or musicogenic meaning (Koelsch 2011¢, this volume).
Thus, understanding the relationship of music and language to the world axis
provided a central challenge for our discussions.

The Affective—Propositional Axis

We may use language to say “John is sad” or put together several sentences
that let one infer that what John experienced made John sad; a story may be so
evocative that, in hearing it, we not only come to know of John’s sadness but
come to share it, as the story makes us sad. Neither an explicit proposition nor
the sort of inferences that language supports seems apropos to music. Perhaps,
however, the mechanisms whereby a story may move us to share an emo-
tion may be operative as we experience music in certain ways. Aesthetically,
a satisfying piece of writing and a satisfying piece of music might engage our
emotions via shared resources in the brain, even though accessed differently.

The Sensorimotor—Symbolic Axis

We share many basic sensorimotor mechanisms with nonhuman animals, but
humans are (almost) unique in their ability to use symbols as distinct from
limited call systems or “nonsemantic” song for communication. We seek to
understand similarities and differences between “basic” processes of the ac-
tion—perception cycle, and the unique forms of human social interaction rooted
in music and language.

The Structure Axis

Much of linguistics has focused on the word and the single sentence as objects
of study; these are elements of small-scale structure. We may also consider
large-scale structure, as in an extended narrative or conversation, or in a com-
plete musical performance, whether emergent or based on a prior composition
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as for a symphony. Clearly, large-scale structure places different demands on
memory from that which is required for production or perception of, say, a
single sentence in isolation.

The Way Forward

In what follows, we discuss the meanings of language and music in relation
to their differential engagement along the four axes, as well as how these pro-
cesses involve regions of the human brain in different patterns of coopera-
tive computation. Specific studies are included that seek neural correlates for
processes related to meaning. Figure 8.2 is designed as a reference point for a
number of the key regions of the human brain implicated in the studies. Figure
8.2a shows a lateral view of the cerebral cortex. Figure 8.2b singles out four
cortical regions located medially (where the left and right hemispheres face
each other), as well as four important subcortical systems implicated in reward,
emotion and memory. Another relevant subcortical system, the basal ganglia,
is not shown. As is well known, both the size and functionality of cerebral re-
gions may vary between the left and right cortical hemispheres.

Is the semantic system, however, connected to specialized meaning systems,
or is there a single semantic system underlying the four basic axes in music,
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Figure 8.2 Lateral (a) and medial (b) view of key brain regions identified in this chap-
ter as being critical to music or language. Cortical structures include prefrontal cortex
(PFC), temporal pole, primary auditory cortex, Brodmann area 44 (BA 44), and frontal
pole. Subcortical structures include amygdala, hippocampus, nucleus accumbens, and
parahippocampal gyrus.
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language, and action? Many of the neural data seem to support the former view
(for a discussion of shared resources, see Patel, this volume). On the other
hand, those arguing in favor of a unified semantic system hold that meaning
is the result of evolutionary processes which capitalize on unifying principles
(see Fitch and Jarvis, as well as Cross et al., this volume). Certainly, animals
respond to some of the basic features of sound patterns that humans associate
with music (Rickard et al. 2005). For instance, rhesus monkeys perceive oc-
tave equivalence (Wright et al. 2000), cockatoos synchronize relatively well to
a beat (Patel et al. 2009), and chicks are aroused by rhythmic auditory patterns
(Toukhsati et al. 2004). However, none of this means that these species “have”
music, let alone language. In this chapter, we will advance this debate but not
resolve it.

Meaning before Language and Music: The World Axis

Throughout this report, the world axis will be a continuing, often implicit,
theme. Here we set a baseline by assessing the world axis as a property of
organisms, generally, before turning to the uniquely human attributes of lan-
guage and music. We characterize the organism’s interaction with the external
world in terms of the action—perception cycle and the way this is influenced
by the internal world through the role of emotion, and briefly discuss levels of
processing. Thereafter we address the other axes: the affective—propositional
axis, the sensorimotor—symbolic axis, and the structure axis.
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Figure 8.2 (continued)
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The Action—Perception Cycle

Action and perception are integrated, whether in intelligent human behavior,
the activity of an animal, or the smooth functioning of an adaptable robot. An
organism is not passive, receiving a series of “sensory samples” to be classi-
fied into one of some small number of categories. Rather, it is constantly and
actively seeking information relevant to its actions. If it has miscomputed what
is relevant to it, it will ignore much relevant information. Here is an example of
the dependence of perception on one’s current goals: If you are walking down
the street to go to the store, you may avoid colliding with people without seeing
who they are, much to your embarrassment if you pass a friend who may feel
snubbed. However, if you are walking down the street looking for someone,
you will most likely recognize any friend you encounter, even those for whom
you were not looking. Consider another example: the way we perceive a chair
will be quite different depending on whether we intend to sit on it or to paint it.

Both examples help establish the basic notion of the action—perception
cycle (Neisser 1976; Arbib 1989) which, being a cycle, is also known as the
perception—action cycle (Fuster 2004; Janata and Parsons, this volume). The
subject’s exploration of the world is directed by anticipatory schemas, plans
for perceptual action as well as readiness for particular kinds of sensory struc-
ture. The information that is picked up modifies the perceiver’s anticipations of
certain kinds of information which, thus modified, direct further exploration.
For example, to tell whether any coffee is left in a cup, we may take the cup in
hand and tilt it to make the interior visible, tilting the cup further, when we fail
to see any coffee, until we see some or discover that the cup is empty. Thus,
the organism is perceiving as it is acting; that is, as it is making, executing, and
updating plans. It must stay tuned to its spatial relationship with its immedi-
ate environment, anticipating facets of the environment before they come into
view, so that expectation and prediction are essential aspects of behavior.

We perceive the environment to the extent that we are prepared to inter-
act with it in some reasonably structured fashion. We can show that we have
perceived a cat by naming it; however, our perception of it often involves no
conscious awareness of its being a cat per se; for example, when it jumps on
our lap while we are reading and we simply classify it by the action we take as
“something to be stroked” or “something to be pushed off.” Arbib (1981) pos-
ited that the world is perceived in terms of assemblages of dynamic, adaptive
units, perceptual schemas, each of which roughly corresponds to a domain of
interaction; this may be an object in the usual sense, an attention-riveting de-
tail of an object, or some domain of social interaction. Of course, the available
schemas, and thus perception itself, will vary greatly from species to species—
both people and dogs perceive telegraph poles in terms of communication sys-
tems, yet the perceived means of communication are very different—as well as
from individual to individual. A schema can be “tuned” to the current situation,
and in many cases, this will include updating parameters for size, orientation,
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and location. In general, the activation of a perceptual schema gives access to
various motor schemas (the same object may be acted upon in diverse ways),
which encode knowledge of how to interact with that which the perceptual
schema represents.

The reader may object that much of human behavior is verbal rather than
involving activity of the body and limbs, and regret that our emphasis on “per-
ception as preparation to interact” would seem to exclude most of people’s
more intelligent behavior from study. But human brains have evolved from
the brains of animals which interacted in a complex fashion with their en-
vironments without the aid of language. Indeed, it was the consensus of the
Forum that language (and music) can best be understood in relation to already
complex systems that we share with other species (Cross et al., this volume).
Although conscious planning may certainly play a role in directing our be-
havior, sophisticated sensorimotor strategies exist that do not require an arch
controller. Verbal mediation may sometimes be paramount, but in many cases
it will simply bias or only monitor the underlying sensorimotor dynamics.

Piaget was perhaps the most influential user of the word schema, who de-
fined the “schema of an action” as the structure of “the generalizable charac-
teristics of this action, that is, those which allow the repetition of the same
action or its application to a new content” (Beth and Piaget 1966:235). He
offers a constructivist theory of knowledge (Piaget 1954, 1971) in which the
child builds up a basic repertoire of schemas (e.g., for grasping) through sen-
sorimotor interactions with the world. These develop during various stages
until the child has schemas for abstract thought that are no longer rooted in
sensorimotor particularities. This notion of schema is also related to Peirce’s
notion of a “habit,” with its connections between the individual and the social.
Peirce (1931/1958) held that there is a strong analogy between the evolution of
species and the evolution of science. He used the term “habit” in a sense suf-
ficiently general to cover the hereditary action patterns of the individuals of a
species, learned habits of individuals, as well as the concepts, rules, methods,
and procedures of social institutions.

For Piaget, the process of adaptation in cognitive development is composed
of the inextricably intertwined processes of assimilation and accommodation.
Assimilation is the process whereby the data of the world are assimilated to
currently available schemas, forming a schema assemblage which is not mere-
ly a passive representation but an active process which leads to activity and
exploration within a structure of anticipations. To the extent that the structure
of anticipations proves dissonant with consequent experience, there is grist for
accommodation—the process whereby the individual’s repertoire of schemas
changes over time to better reflect other aspects of the world beyond those as-
similable to current schemas.

All this frames the language- and music-free notion of “behavioral mean-
ing” of an event or object; namely its implications for further action and per-
ception (as in the case of “a thunderstorm means rain” and “the expectation of
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rain means you should take an umbrella”) and the possible updating of mem-
ory structures. As in the case of a chair, the “meaning” may be highly context
dependent (a chair is to sit; a chair is to paint). For some “meanings,” many
people will employ similar perceptual or motor schemas to engage with an
object or respond to an event, thus establishing a set of core meanings which,
in turn, can anchor the meanings of words in a language. To proceed further we
need to assess more explicitly not only our interactions with the external world
but also those internal changes known as feelings or emotions.

Emotion

What is the difference between the evaluations of a stimulus event that give
rise to an emotion process and those that do not? This question is difficult to
answer because the transition is continuous, having to do primarily with the rel-
evance or pertinence of the event to that about which an individual cares most:
personal well-being, important aims, intimate relationships, cultural values.
This type of emotion—antecedent evaluation has come to be called appraisal,
after the pioneering work of Arnold and Lazarus in the 1960s, followed by a
relatively large group of appraisal theorists (see Ellsworth and Scherer 2003).
The emotion—antecedent appraisal consists of a complex recursive process of
sequential cumulative checking of factors such as novelty, intrinsic pleasant-
ness, goal conduciveness, coping potential, and self/norm compatibility.

This description of appraisal emphasizes aspects that can (but need not)
be brought to conscious awareness. They are complemented by a host of pro-
cesses that link from basic drives to cortical systems via subcortical reward
and conditioning processes which can be studied in nonhumans. Writing as a
neurophysiologist, LeDoux (2012) downplays questions about whether emo-
tions that humans consciously feel are also present in other animals, focusing
instead on the extent to which so-called survival circuits and corresponding
functions that are present in other animals are also present in humans. Though
such functions are not causally related to emotional feelings, they contribute
to these, at least indirectly. The interaction of the appraisal process with com-
ponents of the emotion process (e.g., action tendencies, physiological changes,
motor expressions, and feelings that integrate all of these components) does
not need to reach a static endpoint. We may talk of an action—emotion—percep-
tion cycle, where the efferent effects occur continuously in the appraisal pro-
cess as soon as there is sufficient stability of an appraisal on a specific criterion
to warrant the energy invested in an action (see Scherer, this volume). Further,
emotions play a role in social interactions. Arbib and Fellous (2004) distin-
guish the role of emotions in modulating the prioritizing or planning (possibly
unconscious) of one’s actions from the facial and postural expressions that
convey something of one’s emotional state to others (Darwin 1872/1998). The
latter plays a crucial role in coordinating behavior (e.g., when you observe
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that someone is angry, you will interact very differently with them than if you
perceive them to be sad).

One can distinguish between utilitarian, aesthetic, and epistemic emotions.
Fear and disgust are examples of utilitarian emotions, which are also called ba-
sic, modal, or primordial emotions. Utilitarian emotions, like drives, serve the
most elementary basic needs of an animal. Sublimity, awe, and beauty might
serve as examples of aesthetic emotions. Aesthetic emotions are related to
enjoyment (Scherer, this volume). Interest and curiosity exemplify epistemic
emotions, which are related to the pleasure elicited through intellectual play
and understanding. Epistemic emotions are related to conceptual thinking.
States of our affective internal world range from drives to emotions and shade
our personal and interpersonal utilitarian emotions to epistemic and aesthetic
emotions. Humans evaluate world phenomena according to epistemic and aes-
thetic emotions. These evaluation types are not exclusive and may overlap in
terms of the underlying mechanisms.

Levels of Processing

We discussed the possibility that processes which underlie the action—percep-
tion cycle and emotion—antecedent appraisal most likely occur on different
levels of information processing (e.g., sensorimotor, schematic, associative,
conceptual) and that some appraisal criteria, mostly driven by intrinsic stimu-
lus characteristics, might be processed more easily and more rapidly at lower
levels, whereas checks involving external inference require processing at high-
er levels. Specifically, Scherer (2009) postulates four such levels (entailing
different neural structures and circuits):

1. A low sensorimotor level with a pattern-matching mechanism that is
largely genetically determined, using criteria consisting of appropriate
templates.

2. A schematic level, based on memory traces from individual learning
processes, in the form of uniform, holistic templates and occurring in a
fairly automatic, unconscious fashion.

3. An association level, based on multiform associations spreading and
involving various cortical association areas. This may either occur au-
tomatically and unconsciously or in a deliberate, conscious fashion,
depending on attentional investment.

4. A conceptual level, involving propositional knowledge and underlying
culturally shaped representational meaning systems, probably requir-
ing consciousness and effortful calculations in prefrontal cortical areas.

Similar hierarchies have been offered by Ortony et al. (2005) and Sloman et
al. (2005). Verschure (2012) has advanced a related multilevel perspective in
a recent theory, the distributed adaptive control architecture (for a description,
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see Verschure and Manzolli, this volume), which proposes that the brain can
be seen as a layered architecture comprising reactive, adaptive and contextual
layers. For example, the above four levels can be mapped to the role of differ-
ent brain structures in an integrated model of the sensory and motor learning
components of classical conditioning (Hofstotter et al. 2002; Inderbitzin et al.
2010; see Figure 15.4 in Arbib et al., this volume) as follows:

1. The low sensorimotor level would match the unconditioned stimulus
to an unconditioned response, coupling actions such as an air puff to
the cornea and the closure of the eyelid. This is essentially a brainstem
process.

2. The schematic level would be constructed from the association of the
conditioned stimulus (e.g., a tone) to the unconditioned stimulus, and
involves the amygdala and cerebellum.

3. The association level can be the integration of the now salient condi-
tioned stimulus into a more elaborate behavioral plan that would rely
on cortical mechanisms.

4. At the conceptual level, advanced planning and meta-representational
systems of the prefrontal cortex (PFC) would come into play.

The cited model offers a detailed analysis of levels 1 and 2. Further model-
ing to link action and emotion requires that reinforcement learning and other
mechanisms be brought into play (Arbib et al., this volume). Fuster (2004)
explicitly discusses upper processing stages of what he calls the “perception—
action cycle.”

Meaning in Language and Music: The
Affective—Propositional Axis

Semiotics

In his semiotics (i.e., the study of signs and sign processes, designation, like-
ness, analogy, metaphor, symbolism, signification, and communication),
Peirce (1931/1958) distinguished at least 64 different classes of signs, includ-
ing his well-known fundamental distinction between index, icon, and symbol.
An icon or iconic sign is based on a similarity relation; an indexical sign or
index is based on a causal relation (e.g., “smoke as a sign for fire”), or at least
a spatiotemporal correlation (Deacon 1997); the relation between a symbol or
symbolic sign and its referent is established by convention. Peirce’s defini-
tion of a sign refers to a ternary relation as a sign process called “semiosis.”
However, it must be admitted that in most discussion on language (and in this
chapter), the main function of language is considered to be signification, con-
veying the meaning that a term, symbol, or character is intended to convey
(cf. Morris 1964). Its signs are symbolic, conventional, and arbitrary, even if
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some spoken words (as distinct from written words) resemble iconic (as in the
case of onomatopoeia) or indexical forms. Many signs in sign language appear
iconic, though a conventionalized form is neurally distinguishable from the
pantomime it may resemble (Corina et al. 1992; Marshall et al. 2004).

At the core of Peirce’s semiotics is the notion that meaning generation is
based on induction, deduction, and abduction. Where the first two processes
bring us from particulars to general observations and vice versa, the latter no-
tion involves the insight that the premises on which deduction is based can, in
turn, be subject to change. Following Peirce’s semiotics and combining logical
positivism and pragmatism, Morris (1938) introduced the distinction syntac-
tics, semantics, and pragmatics:

*  Syntactics: the relations among signs in formal structures.

*  Semantics: the relation between signs and the things to which they refer
(i.e., their meaning).

*  Pragmatics: the relation between signs and the effects they have on the
people who use them.

This terminology—with a slight change from “syntactic” to “syntax”—is still
used today and is widely accepted in linguistics, logic, and philosophy. Can it
be applied to the meaning of action and music as well as language?

Frey et al. (2009) carried out an event-related potential (ERP) study that
investigated music processing as sign processing and discussed temporal se-
miotic units as a basis for musical meaning. In discussing research on musical
semantics in cognitive neuroscience of music and neuromusicology in which
semiotic sign relations also come into play, Reich (2011) argues that Koelsch’s
(2011a) results indicate that the brain processes semiotic relations (for com-
mentaries, see Slevc and Patel 2011; Seifert 2011; for a reply, Koelsch 2011c).
An issue in this discussion is the interpretation of the N400-evoked brain po-
tential as an indicator of a restricted semantics with a symbolic signification
relation (Besson et al. 2011) as opposed, for example, to the P600. However,
the relation of combinatoriality (i.e., pure syntax) and semantics is tricky, as a
recent result from ERP studies on /anguage processing indicates. Kuperberg
(2007) reports that the P600 (usually associated with syntactic processing) ap-
peared in a semantic task for which there was no change in N400 (usually
associated with semantic complexity) (see Hagoort and Poeppel, this volume;
Caplan 2009; Patel et al. 1998). Note, however, that the 400 and 600 ms time
stamps do not guarantee that the same processes are being manifest in different
experiments. Teasing apart which processes are shared and which are different
remains a major challenge.

Propositional Meaning of Language

We are able to describe states of the world to others using language: we ask
people to inform us about the state of the world, their intentions, and/or the
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intentions of others as well as ask them to achieve or help us achieve new
goals. The “core semantics” of language is the matching of spoken or signed
speech to actual (i.e., remembered or present), desired, and hypothetical states
of the world; this is propositional meaning. As such, it supports not only state-
ments and questions but also inference. When spoken, a sentence can also
convey other types of meaning; for example, affective meaning through its
prosody means that there is more than just propositional content to an utter-
ance. We will have relatively little to say about propositional meaning in what
follows, since we regard the notion of “meaning” for music as being, for now,
far more mysterious and thus in need of greater discussion.

Dimensions of Musical Meaning

Whereas propositional meaning might be the dominating symbolic sign rela-
tion of language, musical meaning uses iconic, indexical, and symbolic sign
relations in a less conventional way. For example, the call of a cuckoo (in
music reproduced by a descending third, a so-called “cuckoo third’) might sig-
nify, if interpreted as an icon of the cuckoo’s call, an index of spring or a sym-
bol of nature. The interplay of the different sign relations may be experienced
while listening to the second movement of Ludwig van Beethoven’s Pastorale
Symphony (Karbusicky 1986:275).

Meaning is usually tied to the notion of the subject for whom the sign has
significance. It may also be considered a systemic property of agent—environ-
ment interaction. In music, we have already noted examples of musical dis-
course in various cultures that are driven by collective performance. These
examples raise the question of whether language, music, and action can be
considered emergent phenomena with no prime movers. Are music, language,
and action emergent and situated, or are they predefined and particular? It
would seem that either aspect may hold true on certain occasions, which leads
us to question how they might interact, and how autonomous meaning con-
struction translates into future automatic and predefined processing.

The Issue of Shared Semantic Resources

A general theme of the Forum was the extent to which language and music
should be considered simply as terms for different regions of a language—music
continuum. Most would accept that, whatever the existence of intermediate
forms, one can distinguish, for example, language defined for its propositional
content from the music as exemplified by Mozart (and many other genres from
different cultures) as lying outside the overlap depicted in Figure 8.1a. Given
this, many discussants held that distinct neural systems are engaged in differ-
ent forms of meaning (e.g., propositional vs. affective). Others supported the
assumption of a single meaning system mapped to language, music, and action,
and they offered semiotics as a framework to define such a common system,
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noting Deacon’s work on the interpretative capabilities of the human brain as
a starting point for linking semiotic reasoning to brain research (Deacon 1997,
1998, 2006). Deacon draws attention to changes in the structure of the brain’s
motivational systems as an essential evolutionary change which made the in-
terpretative function of the human brain possible (see Hagoort and Poeppel,
this volume), an important dimension underplayed in the mirror-system based
approach to language evolution (see Arbib and Iriki, this volume).

Meaning, Emotion, and Appraisal in Language and Music

Biihler (1934/1988) made an important contribution to the study of meaning
by pointing out that language fulfills three functions: (a) as a symptom of the
speaker’s state, (b) as an appeal to produce a reaction by the listener, and (c) as
a symbol in the culturally shared communication code. This approach to mean-
ing can easily be extended to other communication systems, such as nonverbal
expressions and music (see Scherer, this volume). The notion of an appeal
function is extremely useful when considering the role of emotion in constitut-
ing meaning for the individual.

Meaning in music has traditionally been tied to emotions (Scherer, this vol-
ume), and several basic emotional expressions in Western music have been
identified in an African culture insulated from Western musical influences,
suggesting that the linkage of these musical forms to emotions may be univer-
sal (Fritz et al. 2009). Music, however, does not need to be seen in these terms
alone; emotions may figure as only one dimension in which musical experience
and expression is organized. Others could be cognition, culture, and action
(Morris 1938). In our discussion of the processing of emotions, we referred
primarily to the multicomponent process model as a starting point (for details,
see Scherer, this volume). Our earlier discussion (see section on “Levels of
Processing”) suggests how this process-level model might be mapped to the
neuronal substrate.

Emotional effects of language have mainly been studied in connection
with prosody (see Thompson-Schill et al., this volume). In our discussions,
we focused on the elicitation of emotion through music, often with the afore-
mentioned levels continuously interacting. While music has often been called
the “language of emotion,” researchers and laymen usually find it difficult to
pinpoint which emotions are thereby produced, as the responses are often quite
subtle and may involve blends of different affects. Scherer (this volume) ar-
gues that while music may produce basic or utilitarian emotions, aesthetic or
epistemic emotions are more often produced. Scherer and Zentner (2001) iden-
tified a number of “routes” that music can induce emotions: appraisal, memory,
entrainment, emotional contagion, and empathy (for a more detailed account,
see Scherer and Coutinho 2013).

Juslin and colleagues offer another view on processes or mechanisms under-
lying music-induced emotions which connects to the processing of “normal”
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emotions (Juslin 2009; Juslin and Vistfjéll 2008b; Juslin et al. 2010), where
several utilitarian emotions (e.g., empathy, emotional contagion, synchroniza-
tion, and entrainment) can be evoked. These processes might be grounded in
neural systems that imply mirror mechanisms (cf. Fogassi, this volume), but
just how they are involved in musical emotion processing remains an open
question. Chapin et al. (2010) found that subjects listening to expressive music
of pieces they had already learned to play, in contrast to listening to pieces
which they had not yet played, activated a human mirror system, including
bilateral BA 44/45, superior temporal sulcus, ventral PMC, and inferior pari-
etal cortex, along with other motor-related areas and the insula (Figure 8.2).
A mirror mechanism may be involved in rhythmic coordination (i.e., syn-
chronization and entrainment) and form the basis for shared understanding of
people at a level of pre-reflective consciousness (McGuiness and Overy 2011;
Molnar-Szakacs and Overy 2006; Overy and Molnar-Szakacs 2009). Zatorre et
al. (2007) report on interactions of the auditory and motor system during music
making and cognition which involve the posterior superior temporal gyrus, BA
9/4, BA 8, BA 44, BA 45, pre-supplementary motor area and supplementary
motor area, rostral and caudal dorsal premotor cortex, ventral premotor cortex
and primary motor cortex. Other studies indicate the involvement of the right
homotope of BA 44 in connection with studies indicating the involvement of
Broca’s area and the premotor cortex in music processing (e.g., Fadiga et al.
2009; Koelsch 2006, 2011c; Maess et al. 2001). In connection with the role
of the motor system for prediction, Bubic et al. (2010) point to an important
role of mirror mechanisms in meaning formation in music. (For detailed over-
views of recent findings on brain structures involved in processing of musical
emotions, see Koelsch 2011a and this volume; Panksepp and Trevarthen 2009;
Peretz 2010).

An old dichotomy between language and music is the notion that language
was perceived to be more related to logic and the human mind whereas music
was grounded in emotion and the human body. This view, however, is contro-
versial. At the same time, we have the impression that little research has been
done to clarify the matter. Especially in language research, the relation to emo-
tional processing—to ground meaning at the word, sentence, and discourse/
text levels—has been little studied.

Duration and time course enable affect, emotion, and mood to be distin-
guished. Affects mightbe conceived of as short emotional events. Distinguishing
mood and emotions, one can say that emotions are object specific and shorter
in duration than moods. Despite the extended duration of much music, we can
still argue that emotions are more relevant here. If continuous measures are
used (Schubert 2001, 2010), we can view the dynamic nature of music as a set
of discrete emotional events of varying duration. The entire form of a piece can
induce an aesthetic appreciation and a cognitive recognition of a theme that is
accompanied by an aesthetic emotion.
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Expectation in Music

Meyer’s model of musical meaning (Meyer 1956) is composed of three dis-
tinct instances (or processes): hypothetical meaning, evident meaning, and
determinate meaning. Hypothetical meaning is the unconscious generation
of expectations related to and specific to a stimulus that could be described
by probabilistic relationships between antecedents and consequents. Evident
meaning occurs when the consequent becomes actualized as a concrete mu-
sical event, reaching a new stage of meaning. It appears when that relation
between antecedent and consequent is actually perceived. Narmour (1990)
developed the related implication—realization theory in which an unrealized
implication results in a surprise. Determinate meaning refers to meaning that
arises “only after the experience of the work is timeless in memory, only when
all the meanings which the stimulus has had in the particular experience are
realized and their relationships to one another comprehended as fully as pos-
sible” (Meyer 1956:58).

Biologically speaking, “accurate expectations are adaptive mental functions
that allow organisms to prepare for appropriate action and perception” (Huron
2006:3). Huron offers an account of musical expectation in which two differ-
ent neural pathways operate concomitantly and are correlated with a feeling of
surprise. According to the neurophysiological (nonmusical) studies (LeDoux
1996; Rolls 2005a, 2011) that ground the dual path model: (a) In the case of
dangerous stimuli, the fast limbic track results in negative emotional states and
prepares the organism for quick action while it is in this unpredictable situa-
tion: being surprised means previously having predicted wrongly. (b) The slow
track involves cortical areas that are responsible for providing a contextualized
but time-consuming appraisal. Slow appraisal can result in a valence in con-
trast to the outcome of the fast track (e.g., when the situation analysis reveals
that the event, besides surprising, was not dangerous to the organism). The
contrast between the negative and the potentially positive appraisal reinforces
the final positive state. For Huron (2006), positive emotions can come from
two possibilities: when the anticipation is correct (limbic reward) and when
the anticipation is not correct but is also not dangerous (contrastive valence).

Meaning in Language and Music: The
Sensorimotor—Symbolic Axis

The challenge in relating music, language, and action is to discover possible
mappings from features that are apparently unique to one or another domain.
In language, for example, compositionality and recursion are key features that
permit a speaker to produce a practically infinite set of syntactically correct sen-
tences while also exploiting this structure to produce and understand sentences
which convey an open-ended repertoire of novel meanings (compositional
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semantics). It can be argued that the ability for tool making exhibits more ba-
sic structures for action that can also be manifested in language (Stout 2011;
Stout and Chaminade 2009), but this does not imply that the circuits for praxis
are the same as those for language; there may simply be an evolutionary rela-
tion between them (Arbib 2006a). When comparing language to music and
action, the question then arises: To what extent do music and action exploit
such computational features? Here, we may ask whether similarities in struc-
ture extend to mechanisms that support compositional semantics, since when
Fitch (2006a) and Mithen (2005) chart the possible evolution of language from
a musical protolanguage, they have to posit evolutionary changes in the brain
to support the emergence of propositional semantics.

The discovery of mirror mechanisms for action understanding in the 1990s
(see Fogassi, this volume) opened up new ways to think about social neu-
roscience, focusing on shared brain mechanisms for generating the actions
of self and observing the actions of others. The notion of a “mirror neuron”
is mainly used in connection with (single) cell recording studies (especially
in macaques), whereas “mirror system” refers to the activation of networks
in human brains as evidenced by imaging studies. More generally, “mirror
mechanism” is used and defined by Rizzolatti and Sinigaglia (2010:264) as
“the mechanism that unifies perception and action, transforming sensory rep-
resentations of the behavior of others into motor representations of the same
behavior in the observer’s brain.”

Thus, certain motor systems in the brain that are involved in planning and
execution of actions (e.g., areas of parietal cortex and premotor cortex) are also
involved in the perception of action. Assessment of evolution (Arbib and Iriki,
Fitch and Jarvis, Cross et al., all this volume) seeks, in part, to understand how
general sensorimotor processes ground the symbolic functions of the human
brain, and to what extent brain mechanisms that support language and music
evolved separately, or whether the evolution of one provided the scaffolding
for the other (Patel 2008). This suggestion of the evolutionary grounding of
music and language in the action—perception cycle raises the possibility that
the action of the self, as experienced in the internal world, provides a founda-
tion for meaning in language and music. Learning how understanding the ac-
tions of others may be mediated (in part, at least) through mirror mechanisms
was a first step in extending research on how the motor system is engaged in
understanding the external world to develop a neuroscience of social inter-
action. As a result, one must consider that the generation and assignment of
meaning by the brain may involve a wide range of systems. In any case, the
generation of meaning is closely tied to the sociality of the agent, thus ground-
ing meaning in social interaction.

A word of caution is in order: some authors talk as if mirror neurons or
mirror systems alone bear the whole weight of recognizing the actions of oth-
ers as a basis for social interaction. Their contribution can, however, be better
understood within the context of a much larger brain system. Buccino et al.
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(2004a) used fMRI to study subjects viewing a video, without sound, in which
individuals of different species (man, monkey, and dog) performed ingestive
(biting) or communicative (talking, lip smacking, barking) acts. In the case
of biting there was a clear overlap of the cortical areas that became active in
watching man, monkey, and dog, including activation in areas considered to
be mirror systems. However, although the sight of a man moving his lips as if
he were talking induced strong “mirror system” activation in a region that cor-
responds to Broca’s area, the activation was weak when the subjects watched
the monkey lip smacking, and it disappeared completely when they watched
the dog barking. Buccino et al. (2004a) concluded that actions belonging to the
motor repertoire of the observer (e.g., biting and speech reading) are mapped
on the observer’s motor system via mirror neurons, whereas actions that do
not belong to this repertoire (e.g., barking) are recognized without such map-
ping. In view of the distributed nature of brain function, it would seem that the
understanding of all actions involves general mechanisms that need not in-
volve the mirror system strongly, but that for actions that are in the observer’s
repertoire, these general mechanisms may be complemented by activity in the
mirror system, which enriches that understanding by access to a network of as-
sociations linked to the observer’s own performance of such actions.

In social cognition, the mirror systems of the brain assist it in inferring the
intentions, feelings, and goals of conspecifics by interpreting their overt be-
havior in terms of the internal models of one’s own motor system. If we would
like to understand meaning in music or otherwise (action, language), there is
no way around conceptualizing a transfer of meaning from one individual to
another. Thi