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[ B y  H u i m i n  Z h a o  ]

SEMANTIC
MATCHING

As our ability to build information systems
improves, so does the need to integrate the
ones we build. For instance, we need coop-
eration among massively distributed infor-
mation systems for homeland security. It
must be possible to retrieve information
about a suspected individual from many
systems maintained nationwide, even
worldwide, by any number of organiza-
tions, including intelligence agencies,
police departments, motor vehicle depart-
ments, and all kinds of transportation
providers and authorities. We also need a
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ber of tables and attributes is usually much smaller
than the number of records in a data source. While
some amount of follow-up manual review by human
data analysts of clustering results is affordable for
schema matching, this review is less likely to be cost-
effective for record matching. Moreover, schemas are
relatively more stable than instance records. There is
no need to repeat schema matching unless many new

data sources are to be integrated dynamically, but
record matching must be performed whenever the
data in the underlying data sources is updated. 

SCHEMA ELEMENTS AND INSTANCES

Clustering tools compare schema elements based on
a variety of characteristics, including names, docu-
ments, specifications, and data and usage patterns.
As tables and attributes are named to reflect their
meanings, string-matching methods and linguistic
tools (such as thesauri) are used to measure the sim-
ilarities among table names and attribute names.
Descriptions of tables and attributes in design docu-
ments can be compared through document-similar-
ity measures developed in the information-retrieval
field. Attributes representing similar concepts tend
to be modeled through similar specifications (such as
data type, length, and constraints). Similar attributes
also tend to exhibit similar data patterns (such as
length and formation, as in proportions of digits, let-
ters, and white spaces, and number of distinct values
and percentage of missing values). Similar schema
elements are also used to, say, update frequency and
number of users and user groups. Clustering tools
use these specifications, data patterns, and usage pat-
terns to compare schema elements. 

Due to the potential for confusion, selection of the
characteristics for comparing schema elements in a
particular application must be done carefully. Schema
elements are frequently named with ad hoc abbrevia-
tions rather than with regular words. Design docu-
ments are often outdated, incomplete, incorrect,
ambiguous, or simply not available. Semantically sim-
ilar concepts can be modeled using different struc-
tures; for example, “gender” can be defined as a
numeric attribute in one data source and as a charac-
ter in another data source. Data patterns are correlated
more with structures than with semantics. Usage data
may not be maintained in legacy systems. Other

semantics and business rules may simply reside in
human minds or may be deeply embedded in hard
code. It is therefore necessary to utilize multiple types
of clues and also involve multiple domain experts in
the process to capture their domain knowledge. 

Schema-level correspondences are the basis for
comparing records across heterogeneous data sources.
A pair of records in corresponding tables can be com-

pared based on a set of corre-
sponding attributes to determine
whether or not the records match
when the tables do not share a
common key. If two correspond-
ing attributes are accurately
recorded following the same for-
mat, they can be compared liter-
ally. However, real-world data
sources often involve discrepan-

cies. Semantically corresponding attributes often have
different formats in different data sources; for exam-
ple, (414)2296524 and 1-414-229-6524 both refer to
the same phone number. The same attribute can be
measured on different scales (such as the metric kilo-
gram vs. the U.S. pound) in different data sources.
Most operational databases include wrong data,
spelling errors, and different abbreviations. Human
names are often misspelled, mistaken for similar-
sounding names (such as Keafer and Keefer), or sub-
stituted with nicknames (such as Andy and Andrew). 

The result is that different transformation proce-
dures and approximate matching functions must be
used to standardize the format and measure the simi-
larity between corresponding attributes. There are
many approximate string-matching methods, some of
which (such as edit distance) account for spelling
errors (such as insertions, deletions, substitutions, and
transpositions of characters) and others (such as
Soundex) for phonetic errors. Special-purpose meth-
ods standardize and compare particular types of
attributes (such as human names and addresses). And
special translators (such as the two-letter abbreviation
for each U.S. state) help resolve coding differences
across databases. 

LEARNING TECHNIQUES

Figure 1 classifies several widely used learning tech-
niques. Cluster analysis techniques group the exam-
ples in a data set into groups (called clusters) of
similar examples. Because the groups from the data
are previously unknown, cluster analysis is character-
ized as “unsupervised” learning. When applied to
schema matching, schema elements are classified
into clusters of similar elements based on their char-
acteristics (such as names, documents, specifications,
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unified master patient index that integrates (legally
and ethically) numerous health care systems and
allows authorized care providers to access the med-
ical records of all patients [1]. The growth of the
Internet, especially Web services, amplifies the need
for semantic interoperability across heterogeneous
data sources. Related data sources accessible via dif-
ferent Web services create new requirements and
opportunities for data integra-
tion, both within and across
organizations, in many domains. 

The systems that must be inte-
grated are typically heterogeneous
in a variety of ways, including
operating systems, data models,
database management systems
(DBMSs), application program-
ming languages, structural for-
mats, and data semantics. Many techniques help
bridge the systematic and structural gaps across het-
erogeneous systems; examples are heterogeneous
DBMSs, connectivity middleware (such as ODBC,
OLE DB, and JDBC), and emerging XML-based
Web services technology [5]. However, semantic align-
ment across systems is a resource-consuming process
that demands automated support. A critical step in
semantic integration is determining semantic corre-
spondences across the underlying heterogeneous data
sources. Here, I explore techniques that are potentially
useful for facilitating intersystem semantic matching. 

Semantic correspondences across heterogeneous
data sources include schema-level correspondence
and instance-level correspondence. Schema-level cor-
respondence consists of tables in different data
sources that describe the same real-world entity type
and attributes in different data sources that describe
the same property of some entity type. Instance-level
correspondences consist of records in different data
sources yet that represent the same real-world entity.
The problem of determining schema-level correspon-
dences is called schema matching and interschema
relationship identification [2, 12]. The process of
determining instance-level correspondence is called
record matching (or linkage) and instance (or entity)
identification [4, 10, 11]. 

Consider an example of two security-related data-

bases (outlined in Table 1 and Table 2) owned by dif-
ferent organizations. They contain several common
attributes and overlapping records, though they also
include discrepancies and data errors. Restricting the
scope of relevant data to just the two tables, data ana-
lysts responsible for integrating the two databases
must identify the corresponding attributes (such as
Suspect.FirstNm and Criminal.FName) and corre-

sponding records (such as the first record of Suspect
and the first record of Criminal), making it possible
to link or integrate the tables. 

Since real-world data sources are often quite
large—with possibly hundreds of tables, thousands of
attributes, and millions of records—manually identi-
fying their correspondences tends to be prohibitively
expensive. Human analysts need automated or semi-
automated tools (based on expert rules or on learning
techniques) to help discover them. In a rule-based
approach, domain experts provide the decision rules
for identifying them [6]. In a learning-based
approach, decision rules are learned through machine
learning techniques [2, 7, 9–12]. Since the rule-based
approach involves time-consuming knowledge acqui-
sition to elicit domain knowledge from human
experts, the learning-based approach is preferred, as it
bypasses the bottleneck of knowledge acquisition. 

Unsupervised learning (or cluster analysis) and
supervised learning (or classification) techniques
automate the discovery of semantic correspondences.
Cluster analysis techniques are generally more suited
to identifying schema-level correspondences, and
classification techniques are generally more suited to
detecting instance-level correspondences. Cluster
analysis performed automatically by a tool recom-
mends rough groups of similar examples in a data set
but needs to be redone whenever the data set changes.
Classification “learns” a decision model based on a
training sample to make specific predictions—
whether two records match—on new data. The num-

SINCE REAL-WORLD DATA SOURCES ARE OFTEN QUITE LARGE—
with possibly hundreds of tables, thousands of attributes, and 
millions of records—manually identifying their correspondences
tends to be prohibitively expensive.

Table 1. Sample entries in table Suspect of database A.

Zhao table 1 (1/07)

FirstNm

Andrew

Lillian

Carole

LastNm

Keafer

Lee

Smith

Gender

Male

Female

Female

Hair

Black

Black

Blond

Eyes

Black

Black

Blue

Height

5’8”

5’2”

6’3”

Weight

160

130

310

Table 2. Sample entries in table Criminal of database B.

Zhao table 2 (1/07)

FName

Andy

Lillian

Carol

LName

Keefer

Li

Smith

Sex

1

2

2

HairColor

BLK

BLK

BLD

EyeColor

BLK

BLK

BLU

Height

173

157

190

Weight

73

58

140

Table 1. Sample 
entries in table Suspect

of database A. 

Table 2. Sample entries
in table Criminal of
database B. 



ber of tables and attributes is usually much smaller
than the number of records in a data source. While
some amount of follow-up manual review by human
data analysts of clustering results is affordable for
schema matching, this review is less likely to be cost-
effective for record matching. Moreover, schemas are
relatively more stable than instance records. There is
no need to repeat schema matching unless many new

data sources are to be integrated dynamically, but
record matching must be performed whenever the
data in the underlying data sources is updated. 

SCHEMA ELEMENTS AND INSTANCES

Clustering tools compare schema elements based on
a variety of characteristics, including names, docu-
ments, specifications, and data and usage patterns.
As tables and attributes are named to reflect their
meanings, string-matching methods and linguistic
tools (such as thesauri) are used to measure the sim-
ilarities among table names and attribute names.
Descriptions of tables and attributes in design docu-
ments can be compared through document-similar-
ity measures developed in the information-retrieval
field. Attributes representing similar concepts tend
to be modeled through similar specifications (such as
data type, length, and constraints). Similar attributes
also tend to exhibit similar data patterns (such as
length and formation, as in proportions of digits, let-
ters, and white spaces, and number of distinct values
and percentage of missing values). Similar schema
elements are also used to, say, update frequency and
number of users and user groups. Clustering tools
use these specifications, data patterns, and usage pat-
terns to compare schema elements. 

Due to the potential for confusion, selection of the
characteristics for comparing schema elements in a
particular application must be done carefully. Schema
elements are frequently named with ad hoc abbrevia-
tions rather than with regular words. Design docu-
ments are often outdated, incomplete, incorrect,
ambiguous, or simply not available. Semantically sim-
ilar concepts can be modeled using different struc-
tures; for example, “gender” can be defined as a
numeric attribute in one data source and as a charac-
ter in another data source. Data patterns are correlated
more with structures than with semantics. Usage data
may not be maintained in legacy systems. Other

semantics and business rules may simply reside in
human minds or may be deeply embedded in hard
code. It is therefore necessary to utilize multiple types
of clues and also involve multiple domain experts in
the process to capture their domain knowledge. 

Schema-level correspondences are the basis for
comparing records across heterogeneous data sources.
A pair of records in corresponding tables can be com-

pared based on a set of corre-
sponding attributes to determine
whether or not the records match
when the tables do not share a
common key. If two correspond-
ing attributes are accurately
recorded following the same for-
mat, they can be compared liter-
ally. However, real-world data
sources often involve discrepan-

cies. Semantically corresponding attributes often have
different formats in different data sources; for exam-
ple, (414)2296524 and 1-414-229-6524 both refer to
the same phone number. The same attribute can be
measured on different scales (such as the metric kilo-
gram vs. the U.S. pound) in different data sources.
Most operational databases include wrong data,
spelling errors, and different abbreviations. Human
names are often misspelled, mistaken for similar-
sounding names (such as Keafer and Keefer), or sub-
stituted with nicknames (such as Andy and Andrew). 

The result is that different transformation proce-
dures and approximate matching functions must be
used to standardize the format and measure the simi-
larity between corresponding attributes. There are
many approximate string-matching methods, some of
which (such as edit distance) account for spelling
errors (such as insertions, deletions, substitutions, and
transpositions of characters) and others (such as
Soundex) for phonetic errors. Special-purpose meth-
ods standardize and compare particular types of
attributes (such as human names and addresses). And
special translators (such as the two-letter abbreviation
for each U.S. state) help resolve coding differences
across databases. 

LEARNING TECHNIQUES

Figure 1 classifies several widely used learning tech-
niques. Cluster analysis techniques group the exam-
ples in a data set into groups (called clusters) of
similar examples. Because the groups from the data
are previously unknown, cluster analysis is character-
ized as “unsupervised” learning. When applied to
schema matching, schema elements are classified
into clusters of similar elements based on their char-
acteristics (such as names, documents, specifications,
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unified master patient index that integrates (legally
and ethically) numerous health care systems and
allows authorized care providers to access the med-
ical records of all patients [1]. The growth of the
Internet, especially Web services, amplifies the need
for semantic interoperability across heterogeneous
data sources. Related data sources accessible via dif-
ferent Web services create new requirements and
opportunities for data integra-
tion, both within and across
organizations, in many domains. 

The systems that must be inte-
grated are typically heterogeneous
in a variety of ways, including
operating systems, data models,
database management systems
(DBMSs), application program-
ming languages, structural for-
mats, and data semantics. Many techniques help
bridge the systematic and structural gaps across het-
erogeneous systems; examples are heterogeneous
DBMSs, connectivity middleware (such as ODBC,
OLE DB, and JDBC), and emerging XML-based
Web services technology [5]. However, semantic align-
ment across systems is a resource-consuming process
that demands automated support. A critical step in
semantic integration is determining semantic corre-
spondences across the underlying heterogeneous data
sources. Here, I explore techniques that are potentially
useful for facilitating intersystem semantic matching. 

Semantic correspondences across heterogeneous
data sources include schema-level correspondence
and instance-level correspondence. Schema-level cor-
respondence consists of tables in different data
sources that describe the same real-world entity type
and attributes in different data sources that describe
the same property of some entity type. Instance-level
correspondences consist of records in different data
sources yet that represent the same real-world entity.
The problem of determining schema-level correspon-
dences is called schema matching and interschema
relationship identification [2, 12]. The process of
determining instance-level correspondence is called
record matching (or linkage) and instance (or entity)
identification [4, 10, 11]. 

Consider an example of two security-related data-

bases (outlined in Table 1 and Table 2) owned by dif-
ferent organizations. They contain several common
attributes and overlapping records, though they also
include discrepancies and data errors. Restricting the
scope of relevant data to just the two tables, data ana-
lysts responsible for integrating the two databases
must identify the corresponding attributes (such as
Suspect.FirstNm and Criminal.FName) and corre-

sponding records (such as the first record of Suspect
and the first record of Criminal), making it possible
to link or integrate the tables. 

Since real-world data sources are often quite
large—with possibly hundreds of tables, thousands of
attributes, and millions of records—manually identi-
fying their correspondences tends to be prohibitively
expensive. Human analysts need automated or semi-
automated tools (based on expert rules or on learning
techniques) to help discover them. In a rule-based
approach, domain experts provide the decision rules
for identifying them [6]. In a learning-based
approach, decision rules are learned through machine
learning techniques [2, 7, 9–12]. Since the rule-based
approach involves time-consuming knowledge acqui-
sition to elicit domain knowledge from human
experts, the learning-based approach is preferred, as it
bypasses the bottleneck of knowledge acquisition. 

Unsupervised learning (or cluster analysis) and
supervised learning (or classification) techniques
automate the discovery of semantic correspondences.
Cluster analysis techniques are generally more suited
to identifying schema-level correspondences, and
classification techniques are generally more suited to
detecting instance-level correspondences. Cluster
analysis performed automatically by a tool recom-
mends rough groups of similar examples in a data set
but needs to be redone whenever the data set changes.
Classification “learns” a decision model based on a
training sample to make specific predictions—
whether two records match—on new data. The num-

SINCE REAL-WORLD DATA SOURCES ARE OFTEN QUITE LARGE—
with possibly hundreds of tables, thousands of attributes, and 
millions of records—manually identifying their correspondences
tends to be prohibitively expensive.

Table 1. Sample entries in table Suspect of database A.

Zhao table 1 (1/07)

FirstNm

Andrew

Lillian

Carole

LastNm

Keafer

Lee

Smith

Gender

Male

Female

Female

Hair

Black

Black

Blond

Eyes

Black

Black

Blue

Height

5’8”

5’2”

6’3”

Weight

160

130

310

Table 2. Sample entries in table Criminal of database B.

Zhao table 2 (1/07)

FName

Andy

Lillian

Carol

LName

Keefer

Li

Smith

Sex

1

2

2

HairColor

BLK

BLK

BLD

EyeColor

BLK

BLK

BLU

Height

173

157

190

Weight

73

58

140

Table 1. Sample 
entries in table Suspect

of database A. 

Table 2. Sample entries
in table Criminal of
database B. 



COMPREHENSIVE PROCEDURE

Semantic correspondences on the schema level and
the instance level are related. Schema-level corre-
spondences provide the necessary basis for compar-
ing records. Given identification of corresponding
records, attribute correspondences can be evaluated

more accurately using statistical analysis techniques
[3]. It is therefore productive to combine the two
techniques into a comprehensive procedure, so the
accuracy of identified correspondences on the two
levels is gradually improved [8]. 

Figure 2 outlines a general procedure for semantic
matching across heterogeneous data sources, starting
with clustering schema elements. Schema-level corre-
spondences suggested by cluster analysis are reviewed
and verified by domain experts and then used to
determine corresponding records using classification
techniques. After some corresponding records are
identified, data from different data sources is linked or
integrated together and further analyzed using statis-
tical analysis techniques. Semantically related attrib-
utes tend to be highly correlated and can be identified
through correlation analysis. Regression analysis can
further determine the actual relationship (such as scal-
ing discrepancy) among correlated attributes. Corre-
spondences among categorical attributes can be
analyzed using a more general statistical-dependence
measure (such as mutual information). For example, a
normalized mutual information index between any
two attributes is zero if the attributes are statistically
independent and 100% if the attributes are one-to-
one transformations of each other. If such statistical
analysis reveals any new findings, record matching can

be redone at the human analyst’s discretion. Similarly,
if new corresponding records are identified, statistical
analysis of attribute correspondences can be per-
formed again. This procedure is repeated until no fur-
ther improvement in the results is obtainable.

Human analysts should keep in mind that the pro-
cedure is not fully automated and
that human intervention might
have to be applied at each step.
Cluster analysis is highly empiri-
cal, requiring careful evaluation of
its results. Classifiers may not be
able to classify all record pairs with
sufficient accuracy, leaving some
difficult cases for analysts to
review manually. Highly corre-
lated attributes detected by statis-
tical analysis techniques may
describe related but not identical
properties about some entity type,
thus requiring that analysts verify
whether the correlated attributes

are indeed corresponding in light of domain knowl-
edge. Tools help human analysts but never totally
replace them.

MATCHING SECURITY DATABASES

Now consider how the procedure and its various
techniques might be applied in matching the two
security-related databases in Table 1 and Table 2.
First, the attributes must be clustered, as the scope is
restricted to just the two corresponding tables. The
attribute names can be compared using a string-
matching method (such as edit distance) to account
for different abbreviations (such as FirstNm and
FName) and a thesaurus to account for synonyms
(such as Gender and Sex). If descriptions of the
attributes are available, they can be compared using
a string- or document-similarity measure. Data pat-
terns (such as summary statistics like average, stan-
dard deviation, and range) can be computed for each
attribute. Specifications and usage patterns can also
be used. If there are too many such characteristics for
cluster analysis, a dimensionality reduction tech-
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data patterns, and usage patterns) described ear-
lier. These groups of similar schema elements are
then presented to domain experts for further eval-
uation. 

Cluster analysis is supported by many statistical
and neural network techniques [12]. Statistical clus-
tering techniques may be hierarchical or nonhierar-
chical. A nonhierarchical one (such as K-means)
requires that users specify the desired number of clus-
ters. A hierarchical one clusters examples on a series of
similarity levels, from very fine to very coarse parti-
tions. Hierarchical methods can be agglomerative or
divisive. Agglomerative techniques start from the
finest partition (in which each individual example is a
cluster) and successively
merge smaller clusters
into larger clusters. Divi-
sive methods start from
the coarsest partition (in
which all the schema ele-
ments are in a single clus-
ter) then successively
divide big clusters into
smaller clusters. Koho-
nen’s Self-Organizing
Map (SOM) is an unsu-
pervised neural network
that projects high-
dimensional data onto a
low-dimensional (usually
2D) space. SOM is espe-
cially good at visualizing
the proximity among schema elements. Since no
clustering method has been found to be the single
best choice, several methods must be used together
to achieve an optimal solution. 

A classification technique is used to build a gen-
eral prediction model (called a classifier) that can be
used to help predict the value of a dependent vari-
able (called class) based on a set of explanatory vari-
ables. Because the classifier is derived from a set of
training examples whose classes are given, classifica-
tion is characterized as “supervised” learning. The
learned classifier can then be used to predict the
classes of other examples. When applied to record
matching, a pair of records from different data
sources is classified into one of two classes—match
and non-match—based on their similarity scores on
corresponding attributes. Domain experts should
manually classify some record pairs for training the
classifier. 

Classification is supported by many statistical,
machine learning, and neural network methods
[11]. Four widely used statistical methods are Naive

Bayes, Fellegi and Sunter’s record linkage theory [4],
logistic regression, and k-nearest neighbor. Naive
Bayes estimates the odds ratio (a record pair being
match vs. non-match) under the assumption that
the explanatory variables are conditionally indepen-
dent. Fellegi and Sunter’s record linkage theory
extends Naive Bayes specifically for the record link-
age problem, allowing a record pair to be classified
into one of three classes: match, non-match, and
unclassified. Logistic regression finds a linear bound-
ary—a weighted sum of the explanatory variables—
to separate the two classes—match and non-match.
K-nearest neighbor simply memorizes the training
examples and classifies each new example into the

majority class of the k
closest training examples.
Machine learning tech-
niques generate decision
tables, trees, and rules.
Two widely used tech-
niques are C5 and CART.
Back propagation is a
widely used neural net-
work technique for classi-
fication. Neural networks
are highly interconnected,
with an input layer, an
output layer, and zero or
more intermediate layers;

they successively adjust the weights of the connec-
tions among the nodes on neighboring layers during
training. 

Methods are also available for combining multi-
ple classifiers to further improve classification accu-
racy; examples include bagging, boosting, cascading,
and stacking. Bagging and boosting train multiple
classifiers of the same type—with homogeneous
base classifiers—making the final prediction based
on the votes of the base classifiers. In bagging, the
base classifiers are trained independently using dif-
ferent training data sets and given equal weight in
the voting. In boosting, base classifiers are learned
sequentially (each new classifier focuses more on the
examples classified incorrectly by previous classi-
fiers) and are weighted according to their accuracy.
Cascading and stacking combine classifiers of differ-
ent types (with heterogeneous base classifiers). Cas-
cading combines classifiers vertically, with the
output of one base classifier used as an additional
input variable for the next base classifier. Stacking
combines classifiers horizontally, with the output of
several base classifiers used as input variables for a
high-level classifier responsible for making the final
classification decision.
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CLASSIFIERS MAY NOT BE ABLE TO CLASSIFY ALL RECORD PAIRS
with sufficient accuracy, leaving some difficult cases for analysts to
review manually.

Zhao fig 1 (1/07)

Figure 1. Some widely-used learning methods.
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Figure 2. A general procedure for semantic matching across
heterogeneous data sources.
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COMPREHENSIVE PROCEDURE

Semantic correspondences on the schema level and
the instance level are related. Schema-level corre-
spondences provide the necessary basis for compar-
ing records. Given identification of corresponding
records, attribute correspondences can be evaluated

more accurately using statistical analysis techniques
[3]. It is therefore productive to combine the two
techniques into a comprehensive procedure, so the
accuracy of identified correspondences on the two
levels is gradually improved [8]. 

Figure 2 outlines a general procedure for semantic
matching across heterogeneous data sources, starting
with clustering schema elements. Schema-level corre-
spondences suggested by cluster analysis are reviewed
and verified by domain experts and then used to
determine corresponding records using classification
techniques. After some corresponding records are
identified, data from different data sources is linked or
integrated together and further analyzed using statis-
tical analysis techniques. Semantically related attrib-
utes tend to be highly correlated and can be identified
through correlation analysis. Regression analysis can
further determine the actual relationship (such as scal-
ing discrepancy) among correlated attributes. Corre-
spondences among categorical attributes can be
analyzed using a more general statistical-dependence
measure (such as mutual information). For example, a
normalized mutual information index between any
two attributes is zero if the attributes are statistically
independent and 100% if the attributes are one-to-
one transformations of each other. If such statistical
analysis reveals any new findings, record matching can

be redone at the human analyst’s discretion. Similarly,
if new corresponding records are identified, statistical
analysis of attribute correspondences can be per-
formed again. This procedure is repeated until no fur-
ther improvement in the results is obtainable.

Human analysts should keep in mind that the pro-
cedure is not fully automated and
that human intervention might
have to be applied at each step.
Cluster analysis is highly empiri-
cal, requiring careful evaluation of
its results. Classifiers may not be
able to classify all record pairs with
sufficient accuracy, leaving some
difficult cases for analysts to
review manually. Highly corre-
lated attributes detected by statis-
tical analysis techniques may
describe related but not identical
properties about some entity type,
thus requiring that analysts verify
whether the correlated attributes

are indeed corresponding in light of domain knowl-
edge. Tools help human analysts but never totally
replace them.

MATCHING SECURITY DATABASES

Now consider how the procedure and its various
techniques might be applied in matching the two
security-related databases in Table 1 and Table 2.
First, the attributes must be clustered, as the scope is
restricted to just the two corresponding tables. The
attribute names can be compared using a string-
matching method (such as edit distance) to account
for different abbreviations (such as FirstNm and
FName) and a thesaurus to account for synonyms
(such as Gender and Sex). If descriptions of the
attributes are available, they can be compared using
a string- or document-similarity measure. Data pat-
terns (such as summary statistics like average, stan-
dard deviation, and range) can be computed for each
attribute. Specifications and usage patterns can also
be used. If there are too many such characteristics for
cluster analysis, a dimensionality reduction tech-
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data patterns, and usage patterns) described ear-
lier. These groups of similar schema elements are
then presented to domain experts for further eval-
uation. 

Cluster analysis is supported by many statistical
and neural network techniques [12]. Statistical clus-
tering techniques may be hierarchical or nonhierar-
chical. A nonhierarchical one (such as K-means)
requires that users specify the desired number of clus-
ters. A hierarchical one clusters examples on a series of
similarity levels, from very fine to very coarse parti-
tions. Hierarchical methods can be agglomerative or
divisive. Agglomerative techniques start from the
finest partition (in which each individual example is a
cluster) and successively
merge smaller clusters
into larger clusters. Divi-
sive methods start from
the coarsest partition (in
which all the schema ele-
ments are in a single clus-
ter) then successively
divide big clusters into
smaller clusters. Koho-
nen’s Self-Organizing
Map (SOM) is an unsu-
pervised neural network
that projects high-
dimensional data onto a
low-dimensional (usually
2D) space. SOM is espe-
cially good at visualizing
the proximity among schema elements. Since no
clustering method has been found to be the single
best choice, several methods must be used together
to achieve an optimal solution. 

A classification technique is used to build a gen-
eral prediction model (called a classifier) that can be
used to help predict the value of a dependent vari-
able (called class) based on a set of explanatory vari-
ables. Because the classifier is derived from a set of
training examples whose classes are given, classifica-
tion is characterized as “supervised” learning. The
learned classifier can then be used to predict the
classes of other examples. When applied to record
matching, a pair of records from different data
sources is classified into one of two classes—match
and non-match—based on their similarity scores on
corresponding attributes. Domain experts should
manually classify some record pairs for training the
classifier. 

Classification is supported by many statistical,
machine learning, and neural network methods
[11]. Four widely used statistical methods are Naive

Bayes, Fellegi and Sunter’s record linkage theory [4],
logistic regression, and k-nearest neighbor. Naive
Bayes estimates the odds ratio (a record pair being
match vs. non-match) under the assumption that
the explanatory variables are conditionally indepen-
dent. Fellegi and Sunter’s record linkage theory
extends Naive Bayes specifically for the record link-
age problem, allowing a record pair to be classified
into one of three classes: match, non-match, and
unclassified. Logistic regression finds a linear bound-
ary—a weighted sum of the explanatory variables—
to separate the two classes—match and non-match.
K-nearest neighbor simply memorizes the training
examples and classifies each new example into the

majority class of the k
closest training examples.
Machine learning tech-
niques generate decision
tables, trees, and rules.
Two widely used tech-
niques are C5 and CART.
Back propagation is a
widely used neural net-
work technique for classi-
fication. Neural networks
are highly interconnected,
with an input layer, an
output layer, and zero or
more intermediate layers;

they successively adjust the weights of the connec-
tions among the nodes on neighboring layers during
training. 

Methods are also available for combining multi-
ple classifiers to further improve classification accu-
racy; examples include bagging, boosting, cascading,
and stacking. Bagging and boosting train multiple
classifiers of the same type—with homogeneous
base classifiers—making the final prediction based
on the votes of the base classifiers. In bagging, the
base classifiers are trained independently using dif-
ferent training data sets and given equal weight in
the voting. In boosting, base classifiers are learned
sequentially (each new classifier focuses more on the
examples classified incorrectly by previous classi-
fiers) and are weighted according to their accuracy.
Cascading and stacking combine classifiers of differ-
ent types (with heterogeneous base classifiers). Cas-
cading combines classifiers vertically, with the
output of one base classifier used as an additional
input variable for the next base classifier. Stacking
combines classifiers horizontally, with the output of
several base classifiers used as input variables for a
high-level classifier responsible for making the final
classification decision.
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CLASSIFIERS MAY NOT BE ABLE TO CLASSIFY ALL RECORD PAIRS
with sufficient accuracy, leaving some difficult cases for analysts to
review manually.
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Figure 1. Some widely-used learning methods.
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nique (such as principal component analysis, or
PCA) can be used first to reduce the number of
input variables. PCA produces a few linear combi-
nations of the original variables (called “principal
components”) that may roughly represent the origi-
nal data set. Cluster-analysis techniques (such as K-
means, hierarchical clustering, and SOM) can then
be applied to cluster the attributes based on these
principal components. 

After some corresponding attributes are identified,
various classification techniques can be used by the
human analyst to identify corresponding records. If
these records have a common key (such as Social
Security number or driver’s license number), training
examples are easily generated using the key. Other-
wise, the analyst needs to manually classify record
pairs for training classifiers. The human analyst can
also build different transformation and matching pro-
cedures to compare corresponding attributes. Attrib-
utes measured on different scales (such as
Suspect.Weight measured in U.S. pounds and Crim-
inal.Weight measured in metric kilograms) require re-
scaling. Categorical attributes coded differently (such
as Suspect.Gender using “male” and “female” and
Criminal.Sex using 1 and 2, respectively) require spe-
cial translators. Human names can be compared by
combining several matching methods (such as
Soundex for matching similar-sounding names like
Keafer and Keefer), nickname dictionary for match-
ing different nicknames (such as Andy and Andrew),
and edit distance for handling spelling errors (such as
Carol and Carole). 

Corresponding records can be integrated into a
single data set so statistical analysis can be used to fur-
ther analyze the relationships among attributes. Cor-
relation analysis can be used to find highly correlated
attributes. Regression can be used to discover trans-
formation formulae among corresponding attributes
(such as Suspect.Weight = 2.2 3 Criminal.Height).
Mutual information can be used to detect categorical
attributes coded differently in the tables (such as Sus-
pect.Gender and Criminal.Sex). These differences can
be analyzed more rigorously than during the cluster
analysis discussed earlier. Note that some related but
different attributes may be correlated to some extent;
for example, Weight and Height may be somewhat
correlated, and the analyst should evaluate the analysis
results, crossing out such spurious correspondences.
This semantic matching procedure can be repeated
until the analyst is satisfied with the results. 

CONCLUSION

Many techniques are available for determining
semantic correspondences across heterogeneous data

sources—a key step in the semantic integration of
the sources. After more than two decades of exten-
sive research in heterogeneous database integration,
it is time to harvest some of the resulting procedures,
techniques, and tools. Data analysts can combine
these techniques, incorporate them into comprehen-
sive tools, and validate and improve them in real-
world, large-scale data-integration applications. In
the meantime, we still must identify the related dif-
ficulties and how well the techniques perform in real
applications. Real human insights gained from prac-
tice are crucial for assuring the relevance of theoret-
ical semantic matching research.
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