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Abstract

Today, timely sharing and coordination of information across the supply chain are key factors to improving the

performance of an organization. Although single-vendor enterprise information technologies (EITs) are seen as ena-

blers for accomplishing this goal, a number of organizations are concerned about the high cost and time involved in

such a solution. An alternative new paradigm has emerged in the form of componentized EITs, which are stand-alone

software components that can be easily integrated with one other, and which provide the advantages of easing cash-flow

problems and of decreasing customization times. Research in the evaluation of componentized EITs lacks objective

assessment tools that simultaneously consider both procurement and inter-component integration issues. This paper

fills this gap by proposing a multi-period integer-programming model to assist decision-makers in the procurement of

componentized EITs. We consider component costs as well as inter-component integration costs over a given planning

horizon and provide managerial insights based on different experiments with the model.
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1. Introduction

There is conflicting evidence about the efficacy

of a traditional enterprise information technology

(EIT) to an organization. On the one hand, be-

cause EITs provide information from the entire

supply chain and beyond, they are often seen as

enablers of breaking down the walls of managerial

functionalism and thereby improving organiza-

tional performance. On the other, there have been

questions about the bottom-line productivity of

information technology (IT) in general (Bry-
njolfsson, 1993), and of EITs in particular (Cliff,

1999). This skepticism is not surprising considering

that the average return on EIT investment is neg-

ative, and the average implementation cost and

time are $10.3 million and 23 months, respectively

(Anonymous, 1999).
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Componentized EITs are aimed at resolving

this conflict. Componentization is an evolution

from software components used for object-

oriented systems (Kumar and Van Hillegersberg,

2000). Components hide their complexities through

encapsulation, communicate with one another
through interface mechanisms, and are reconfig-

urable and extendible, as needed. Componentized

EITs offer a number of advantages over tradi-

tional single-vendor enterprise systems (Fan et al.,

2000; Sprott, 2000; Kumar and Van Hillegers-

berg, 2000). First, firms would be able to incre-

mentally acquire and assemble component-based

EIT systems, purchased from multiple vendors
and customized to the company�s specific needs.

Second, componentization should lower the cost

of acquiring and implementing reasonably cus-

tomized EIT systems for small- and medium-size

enterprises. Third, their introduction and migra-

tion may become less revolutionary and more

evolutionary, as outdated components are up-

graded instead of the whole system (upgradabi-
lity, expansion flexibility). Finally, in multi-site

implementations, the versions implemented at each

site can be tailored to the site itself (adaptabi-

lity).

However, componentized EITs are just emerg-

ing, and optimization models for their evaluation

do not exist. The need for this evaluation is crit-

ical, especially because IT is undergoing heavy
scrutiny from managers and chief executives

(Torkzadeh and Doll, 1999). Our paper fills this

gap by proposing a multi-period optimization

model that considers procurement as well as in-

tegration costs. We provide managerial insights

based on different experiments with the model. In

the next section, we review the basic organiza-

tional issues and reasons for the componentiza-
tion of EIT systems as well as a literature survey

of models for evaluating such systems. In Section

3, we provide an optimization model, while Sec-

tion 4 discusses the implications with the model.

Section 5 gives an extension that considers bud-

getary allocation mechanism, and Section 6 out-

lines our concluding remarks along with future

work.
The contributions of this paper include: (i) the

identification of issues related to modularization/

componentization of EITs and their evaluation;

(ii) an introduction of a new model for this eval-

uation; and (iii) using the model to obtain insight

into managerial issues concerning the evaluation

of EITs.

2. Background

First, in Sections 2.1 and 2.2 respectively, we

describe the background of traditional and com-

ponentized EIT systems. Section 2.3 traces the

relationship of componentized systems to emerg-

ing concepts in managing the supply chain, while
Section 2.4 provides an overview of the existing

evaluation methods of IT systems.

2.1. Noncomponentized systems

Organizations have been continually chal-

lenged by the issues of how to integrate IT into

their business strategy. Due in part to the rapid
evolution of IT, a number of existing systems

(‘‘legacy’’ systems) created just a decade ago are

now becoming obsolete and encountering nu-

merous difficulties. The term legacy is somewhat

broad and includes systems which: (i) lack the

efficiency to scale for the volume of today�s data

sets; (ii) were written for hardware/software that

are no longer seen as part of an organization�s IT
strategy; (iii) fail to interoperate (Alderson and

Shah, 1999) with current hardware/software sys-

tems; or (iv) were tailored for the business rules

of increasingly obsolete organizational forms.

Thus, on the one hand, legacy systems are seen as

old, inflexible, nonportable and undocumented.

On the other, owing to their long periods of ex-

istence, they have often become business-critical
applications in a number of instances. This situ-

ation has led to research to look for ways to in-

tegrate legacy systems with current technology

(e.g., Burd and Munro, 1998; Markosian et al.,

1994).

This integration of legacy systems, however,

could be construed only as a temporary measure.

A more long-term solution is to reengineer IT
along with the business, by employing enterprise
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resource planning (ERP) systems. 2 ERP systems

did start off as solutions for large Fortune 100

companies, but have been expanding into medium

and small sized companies as well (Holt, 1999),

thereby causing market research firms to predict

an industry-wide annual growth rate of 37% and a
revenue of $52 billion by the year 2002 (Trunick,

1999). ERP systems have embedded in them

business models of industry�s ‘‘best practices’’ (Soh
et al., 2000), and therefore, represent a hybrid

approach between costly customized software and

packaged software that cannot be altered to suit

business needs (Sawyer, 2000). Through an inte-

grated support of numerous functions and of
geographically dispersed departments, an ERP

system makes operations within and between

functions seamless.

This feature carries with it a number of strategic

and operational advantages, but it could also be

the reason for an ERP system to become mono-

lithic. By the manner in which it is designed, an

ERP system is a single piece of software embody-
ing the client–server paradigm, with the client

managing the user-interface part and the server

providing data and imposing business rules em-

bedded in the system. These embedded rules con-

strain the business process that can be adopted by

the organization (Davenport, 1998; Fan et al.,

2000; Kremers and Van Dissel, 2000), and because

an ERP system is a single piece of software, the
rules apply throughout the organization. Thus, a

significant portion of an ERP implementation is

spent in ironing out the processes that need to be

followed by the company as a whole, causing ERP

implementations to be extremely costly and time

consuming. While the ERP systems can be modi-

fied to fit the changing needs of organizations, it is

usually a very difficult task to reconfigure them.
Thus, if there is a better process to perform a

function that is not already coded into an ERP

system, it becomes an arduous task to implement

that process. Thus, firms may be forced to adopt

less effective processes. Moreover, ERP systems

are seen as execution systems, with optimized

planning and decision-support being provided by

other software packages (such as advanced plan-

ning and scheduling systems) that ‘‘bolt-on’’ to
them. Thus, it may be difficult to plan for an ef-

fective enterprise wide solution with existing ERP

systems.

The aforementioned difficulties are motivating

software engineers to design other types of EITs,

by adapting from and expanding upon the field of

component-based software development (Boehm,

1999). In the next section, we trace the various
issues pertaining to componentized EITs.

2.2. Componentized EITs

2.2.1. Overview of componentized EITs

Component-based software development is

changing the way that large software systems are

developed (Clements, 1996). This paradigm of
software development is based on the premise that

there is sufficient amount of commonalty among

many large systemsof a specific applicationdomain.

Thus, by using software components that contain

these common functionalities, it should be possible

to create a number of complex systems with relative

ease (Vitharna and Jain, 2000). This concept has

support from the software-engineering literature.
For example, Staringer (1994) describes how com-

ponents helped develop a mission-critical financial-

risk-management application both quickly and

inexpensively. Likewise, Baumer et al. (1997) de-

scribe their experiences in developing components

for a heterogeneous group of 450 banks. The family

of components covered almost the entire area of

banking, and consisted of several frameworks and
2500 classes. Further, to facilitate easy access,

components are downlodable from the Internet

or from components banks (Jeong et al., 2001).

However, with component systems, the focus of

software development has shifted from software

implementation to one of ‘‘composing’’ software

systems (Clements, 1996). Hence, in contrast with

a monolithic system from a single vendor, com-
ponents from different vendors must be integrated

with one another to develop a system. This could

2 An ERP system, as used in this context, is narrower in

focus as compared to EITs. For example, ERP systems such as

SAP are primarily execution systems without a significant

component of planning modules, whereas by EIT, we mean an

agglomeration of interconnected systems that together provide

an enterprise-wide solution.
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become an issue, if there is mismatch among the

components (Garlan et al., 1995). We next discuss

the technologies that mitigate integration issues,

and thereby provide a net advantage to the para-

digm of component-based systems development.

2.2.2. Integration among components

A key issue in componentized systems is the

methodology used to integrate the components in

question. Components communicate with one an-

other through interfaces. An interface is a contract

that specifies how a component�s functionality is

accessed (Stets et al., 1999). Since all components

hide how their functionality is implemented, in-
terfaces serve as a major differentiating factors

among different types of components. Researchers

have developed a reference model for different

types of components stemming from differences in

their interfaces (Beugnard et al., 1999; Brown and

Wallnau, 1996; Brown and Wallnau, 1998).

First, in components-off-the-shelf (COTS), the

interfaces are restricted to specifying the methods
that are provided in order to make a system work.

However, in a number of situations one must un-

derstand other aspects of a component�s perfor-

mance such as reliability, scalability, usability,

quality of the solution, and time to generate a

solution (Beugnard et al., 1999). For example, one

of the main reasons for the failure of Foxmeyer

drug�s ERP implementation is that the systems
failed to scale to the volume of transactions at the

company (Appleton, 1997). Similar problems arise

with real-time applications for which a compo-

nent�s mean time between failures and timing

performance are attributes that crucially affect the

workings of the overall system. This leads us to

interfaces of qualified components (in the sense of

Brown and Wallnau (1996) and Brown and Wall-
nau (1998)), in which detailed performance indi-

cators, which are rarely given with COTS, are

specified.

Finally, we consider framework-based compo-

nents. A framework is a reusable, standard, tail-

orable software architecture consisting of a

collaborating set of components (Demeyer et al.,

1997). A framework facilitates in the design and
creation of open components and thereby permits

flexible integration of components from third-

party vendors (Demeyer et al., 1997; Sousa and

Garlan, 2001). Usually, a framework defines three

things (Sousa and Garlan, 2001): (i) the overall

structure of an application in terms of its major

types of constituent components; (ii) a set of in-

terface standards that describe the capabilities and
performance characteristics of those components;

and (iii) a reusable architecture that support the

integration of those components. Thus, compo-

nent mismatch (Garlan et al., 1995), a frequent

issue with component integration, is greatly re-

duced according to Sousa and Garlan (2001). By

providing such an integration platform for com-

ponent developers, application developers can
build new systems from a rich collection of choices.

Examples of frameworks include the San

Francisco Project from IBM, the Eagle Project

from Anderson Consulting and Enterprise Java-

Beans (EJB) from Sun Microsystems (Jeong et al.,

2001). Frameworks frequently breakdown their

architecture into layers. For example, in EJB, there

is a client or presentation layer, a business logic

layer and a server layer. As shown in Fig. 1,

components in one layer of a framework do not

directly interact with those of another layer (Sousa

and Garlan, 2001). That is, a client invoking a

business application first contacts its interface,

which then interacts with the container interface

and through that with the component itself. This is

also the case with how transaction-management
and security requests get handled between the

business-logic layer and the server layer. Note how

this working contrasts with that of monolithic

client–server systems (e.g., SAP), in which the

software directly provides services to the client

programs (e.g., see dotted lines from client to

order component and from order component to

transaction management). This implies that tradi-
tional components will have to deal with the in-

terfaces of all other components with which it

might need to interact, as opposed to a limited set

of interfaces prescribed with the framework. The

next section discusses the implications of such

frameworks to EITs.

2.2.3. Advantages of componentized EITs

The framework-based components described

above are useful to the development of EITs. A
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coherent set of components can interoperate with

one another to achieve a high-level business func-
tion (Vitharna and Jain, 2000; Fan et al., 2000).

Hence, a number of researchers argue that tradi-

tional monolithic mainframe-based business ap-

plications are behind us, and that the trend is to

use frameworks to build enterprise systems that

can operate in a distributed-computing environ-

ment (see Orfali et al., 1996; Fingar, 2000; Lunney

and McCaughey, 2000).
Componentized EITs developed through the

use of such frameworks can be useful for organi-

zations, both small and large. Large organizations

do not have to go through the arduous process of

reconciling conflicting processes. Instead, different

sections of an organization can have different

versions of a componentized system, all commu-

nicating with one another through the interface
mechanisms described above. For small compa-

nies, the cost burden of implementing EIT can be

lessened, as they can pick and choose which

components to implement in their organization.

They can hence allow for incremental imple-

mentation, 3 and thereby, use pay-as-you-go ap-

proaches to help finance these systems (Kumar

and Van Hillegersberg, 2000). Also, as new and

improved components are developed for per-

forming a particular process (e.g., a component
that scales well for high volumes), firms can re-

place the existing ones for improving performance,

thereby lowering implementation cost. Again, such

a replacement does not have to be done through-

out the organization, but it can be restricted to

those divisions/subdivisions that actually need

improved performance. In summary, componen-

tized EIT�s provide an opportunity for companies
to select the best of breed to perform an individual

function (Chopra and Meindl, 2001). While inte-

gration is a critical issue, the software-engineering

literature cited above contends that the advantages

outweigh this issue and predict such systems to

become prevalent. It is, therefore, important to

develop a methodology to select an optimal set of

modules that is customized to a business�s needs
and processes.

2.3. Component EITs and virtual supply chains

Component-based, multi-vendor EIT systems

can effectively be linked to the concept of virtual

supply chains that are based on newer types of

organizations such as virtual corporations, net-
work organizations or value-added partnerships

(Sarkis and Sundarraj, in press). Virtual corpora-

tions are created by an alliance of independent

business processes or enterprises with each con-

tributing its core competency to the network

(Byre, 1993; Goldman, 1994; Porter, 1993; Presley

et al., 1995; Sheridan, 1993). Similar to virtual

corporations, Snow and Miles (1992) introduce the
concept of network organizations, where they de-

fine dynamic network as a linkage of independent

Fig. 1. Illustration of a framework.

3 Although monolithic ERP systems can be (and frequently

are) implemented module-by-module, such an implementation

would still not be incremental, in the sense that a module has a

much larger scope (in terms of costs and impact) than a

component does.
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companies or partners that perform various func-

tions across the entire supply chain.

A key factor that is emphasized by researchers

in designing these supply chain networks is the

selection of agile, competent, and compatible

partners (Iacocca Institute, 1991; Presley et al.,
1995; Snow and Miles, 1992). Davis (1993) de-

scribes a global supply chain analysis from raw

materials to finished products by highlighting

uncertainty at all levels. His work addresses

a framework developed at Hewlett-Packard for

dealing with uncertainty that adversely affects

performance of supplier, manufacturing, and trans-

portation processes. Arntzen et al. (1995) present
a global supply chain model (GSCM), which is

utilized at Digital Equipment Corporation for

designing a production, distribution, and vendor

network. Their mixed-integer linear program

minimizes cost and/or weighted cumulative pro-

duction and distribution times subject to a variety

of demand and capacity constraints. Talluri et al.

(1999) proposed a mathematical model for de-
signing value chain networks by considering effi-

ciencies of potential partners and compatibilities

among them. While the efficiencies relate to the

performance of processes with respect to their core

competencies, the compatibility issues involve in-

tegration costs, inception times, and distances

among partners.

Since the design of a component-based EIT
system involves the procurement and implemen-

tation of several software components, each spe-

cializing in a particular functional area of business,

it can be compared in that sense to the design of

a value chain network.

2.4. Literature review of EIT evaluation

A number of models have been proposed for

the evaluation of traditional IT acquisitions, by

considering them to be a form of a capital pur-

chase. Kelley (1994) discusses the impact of IT on

production time per unit, while Hitt and Bry-

njolfsson (1996) propose productivity, business

profitability and consumer surplus as a way of

measuring IT value. Farbey et al. (1993) provide a
review of various approaches used for IT invest-

ment and evaluation. The techniques reviewed by

them include basic financial capital budgeting,

cost-benefit analysis, information economics, and

multi-objective/criteria approaches.

Others have brought out how IT evaluation

needs to consider intangible aspects as well. Cronk

and Fitzgerald (1999) have discussed how the
value of IT systems can be judged from many

different perspectives. Torkzadeh and Doll (1999)

discuss the impact of IT on task productivity, task

innovation, customer satisfaction and manage-

ment control. Davis (1989), and Bailey and Pear-

son (1983) consider the impact of IT from the

viewpoint of usefulness and currency, respectively.

None of the above-mentioned works, however,
consider an important unique aspect pertaining to

the evaluation of a componentized EIT system.

Unlike traditional IT systems that are stand-alone,

integration of components is an important re-

quirement to the delivery of an enterprise-wide

solution. A model for IT procurement considering

integration costs is absent in the literature, and will

be focus of this paper.

3. Model formulation

We are given a set of functional areas that are

to be integrated with one another. For each area,

components are offered by multiple vendors, each

with a procurement cost that varies with the dif-
ferent periods of the planning horizon. The cost of

integrating two components depends on the func-

tional area, the vendor issuing the component and

the time period of integration. The objective is to

select a set of components that will minimize the

total procurement and integration costs. The no-

tation is now defined for the integer-programming

model.

Notation

T planning horizon f1; . . . ; Tg
I set of functional areas that need to be

covered

Ji set of components for area i (i 2 I)
Bt budget available in period t

pjt extra discounted revenue (in $) obtained

by implementing component in time t

(t 2 T , j 2 Ji, i 2 I)
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cjt discounted cost of purchasing component

j in time t

djj0t discounted cost of integrating component

j with component j0 in time t

JJ {ðj; j0Þj for each j 2 Ji (i 2 I), j0 2 Ji0 such
that i 6¼ i0 and i0 2 I } (i.e., JJ is the set of

ordered pairs of components requiring

integration)

xjt 1 if component j is chosen to be imple-

mented in period t and 0 otherwise

yjj0t 1 if an integration is to be set up between

components j and j0 in time period t, and 0

otherwise

Model 1

Max
X

t2T ;j2Ji ;i2I
ðpjt 
 cjtÞxjt 


X

t2T ;ðj;j0Þ2JJ
djj0tyjj0t ð1Þ

s.t.
X

j2Ji ;i2I
cjtxjt þ

X

ðj;j0Þ2JJ
djj0tyjj0t 6Bt for all t 2 T ; ð2Þ

X

t2T ;j2Ji
xjt ¼ 1 for all i 2 I ; ð3Þ

yjj0t P xjt þ xj0k 
 1 for all ðj; j0Þ 2 JJ;

t 2 T ; k6 t; ð4Þ

yjj0t P xjk þ xj0t 
 1 for all ðj; j0Þ 2 JJ;

t 2 T ; k < t; ð5Þ

yjj0t; xjt 2 f0; 1g for all t 2 T ; j; j0 2 Ji; i 2 I :

ð6Þ

This model maximizes the net present profit (extra

net revenue
 purchase cost
 integration costs,

discounted to the current period). Constraint (2)

specifies the budgetary requirement, and con-

straint (3) specifies that every functional area must

be covered. Constraints (4) and (5) ensure that

integration costs are incurred when two compo-
nents that need to be integrated (i.e., belonging to

set JJ) are selected. Also, since the objective max-

imizes negative yjj0 , it is also implicitly ensured that

integration costs are incurred only when the cor-

responding systems are selected.

4. Experiments with model

We now report managerial implications derived

from experimenting with over 100 problem in-

stances of our model. Three experiments were
conducted:

• changing integration costs

• varying the number of time periods, keeping

budget per quarter constant

• varying the number of time periods and fixing

the overall budget

In Section 4.1, we describe the basic structure of

the problem that was used in our experiments,

while Section 4.2 discusses the experiments along

with their implications.

4.1. Problem data

Our problem instances involved three func-
tional areas, with three alternatives for the

first area, two for the second and four for the

third, denoted by J1 ¼ fA;B;Cg, J2 ¼ fD;Eg and

J3 ¼ fF;G;H; Ig, respectively. Assuming that all

the functional areas need to be integrated with one

another, there will be 26 possible integration costs

for each time period (e.g., A with D through I, B

with D through I, etc., Table 3 depicts all these
options). These integration costs are drawn from

the Uniform distribution Uð1; 7Þ, while purchase

costs and revenues were drawn from Uð8; 10Þ and
Uð15; 25Þ, respectively (the notation Uða; bÞ is

used to represent uniform random numbers in the

range a and b). Tables 1–3 depict the generated

data for purchase costs, revenues, and integration

costs, respectively.
We now report on the experiments with this

data set.

4.2. Experiments

4.2.1. Changing integration costs

The components that are purchased must be

integrated with one another in order to provide an
enterprise solution. Integration costs reflect the

extent to which a component can be standardized.

More standardization implies lower integration
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costs, but also lesser scope of differentiation
among components from multiple vendors. While

inter-component integration costs are substantially

lower than what can be expected with monolithic

EITs, they are certainly large enough to be con-

sidered in the decision-making process. Research

shows that integration expenses may represent at

least 25% of the system costs (Altman and Pond,

1999; Jilovec, 1999), although research in software
engineering could substantially lower these costs in

the future.

Our first experiment varies integration costs by

setting them at 75%, 50%, 25% and 0% of the

values found in Table 3. In order to illustrate the

effects of these changes, we considered an 8-period

planning horizon with a budget level of 13 per

quarter. Clearly, as shown in Table 4, profits can
be expected to rise with decreases in integration

costs. A closer look at the solutions revealed that

in every case, the increase in profits was always
slightly greater than the decrease in integration

costs. Fig. 2, which plots the total integration costs

for each instance along with the corresponding

total profits, depicts this result.

From a system procurement standpoint the

decrease in integration costs resulted in selecting

systems C, E, and G for all four cases (75–0%).

However, it is interesting to note the differences
between the quarters in which these systems are

selected across the four cases. For example, with

Table 1

System procurement costs by quarter

System Quarter

1 2 3 4 5 6 7 8 9 10

A 12 14 13 10 10 14 14 13 12 10

B 9 12 10 11 9 14 10 12 8 7

C 8 11 9 14 11 13 12 12 10 6

D 9 11 13 14 11 14 13 9 12 8

E 12 8 11 11 13 10 13 11 6 12

F 11 12 14 10 11 13 9 12 7 14

G 8 9 11 8 8 9 9 13 11 10

H 12 9 9 8 10 8 12 12 9 8

I 9 12 10 12 13 10 14 11 17 11

Table 2

System revenues by quarter

System Quarter

1 2 3 4 5 6 7 8 9 10

A 23 16 16 19 22 20 25 22 24 25

B 15 22 18 17 16 19 20 16 18 17

C 24 19 23 23 24 19 24 15 15 18

D 21 20 19 23 19 25 19 17 20 20

E 21 21 25 16 23 25 24 16 15 18

F 16 21 19 23 17 18 23 16 21 22

G 25 24 19 23 17 16 23 23 15 18

H 19 23 18 20 23 21 23 17 16 17

I 21 25 20 24 20 23 16 21 23 21

Table 4

Results from changing integration costs

Integration costs (%) Solution Profit ($)

100 C1, E2, F7 35

75 C3, E2, G1 37.25

50 C1, E3, G4 40.50

25 C3, E6, G1 43

0 C1, E6, G2 46

Table 3

System integration costs by quarter

System in-

tegration

Quarter

1 2 3 4 5 6 7 8 9 10

AD 7 4 6 7 1 7 5 3 1 2

AE 6 6 2 2 1 6 5 5 3 2

AF 3 1 3 2 2 2 6 5 2 2

AG 6 2 5 4 2 3 2 7 4 3

AH 5 3 5 5 5 1 7 1 6 1

AI 5 3 3 7 1 6 3 3 3 1

BD 2 4 3 5 5 6 3 6 4 1

BE 7 7 5 1 1 7 4 5 1 3

BF 2 5 2 4 1 4 5 2 1 2

BG 5 2 3 5 4 7 1 2 1 1

BH 4 2 2 1 2 1 1 2 6 4

BI 2 6 7 1 7 6 3 7 5 5

CD 3 3 5 6 1 3 3 7 3 6

CE 2 4 4 6 3 7 3 1 2 4

CF 4 1 5 6 5 2 3 6 1 3

CG 3 6 1 1 5 4 7 4 1 2

CH 1 3 2 7 4 5 7 7 4 1

CI 6 2 3 3 3 1 6 2 2 6

DF 6 2 3 7 7 1 5 5 2 7

DG 1 7 5 3 7 7 4 3 2 4

DH 1 7 1 6 6 1 5 6 1 2

DI 1 7 2 6 5 3 4 7 3 1

EF 7 2 7 6 2 7 1 4 4 1

EG 5 4 4 4 7 4 7 7 2 3

EH 6 2 5 7 4 4 5 4 1 2

EI 2 6 4 2 2 2 7 7 2 1
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75% integration costs, system C is selected in

quarter 3, system E is selected in quarter 2, and

system G is selected in quarter 1 (represented as

C3, E2, and G1), which is different from the results

of 0% integration costs that identified C1, E6, and

G2 as the optimal solution. It is also worth noting

that system F, which is selected for 100% inte-

gration cost, is dropped from selection in all the
other four cases. This type of sensitivity analysis

assists decision-makers in effectively planning for

the procurement of EIT systems in the presence

of changing integration costs.

4.2.2. Varying planning horizon and constant budget

per quarter

In a number of situations, returns on various

financial investments might determine the cash

flow into an organization, and in turn the quarterly

budget amount that can be allocated to the EIT

project. Project managers must plan in keeping

with this reality, and by considering that EIT im-

plementations are quite often prone to delays.

Hence, the situation of constant cash flow per
quarter and varying time periods becomes relevant.

We vary the planning horizon from 8 to 10

periods, while keeping the budget per quarter at a

certain level. This analysis was done for various

levels of quarterly budget, ranging from 10 to 32.

The results of the analysis are shown in Table 5. It

is interesting to note that, for budget levels of 14

Fig. 2. Effect of varying integration costs.

Table 5

Results from constant quarterly budget and variable planning horizon

Budget/

Quarter ($)

8-period case 9-period case 10-period case

Solution Profit Solution Profit Solution Profit

<10 Infeasible N/A Infeasible N/A Infeasible N/A

10 Infeasible N/A B9, E6, F7 36 B9, E6, F7 36

11 A5, D1, H6 34 B9, E6, F7 36 B9, E6, F7 36

12 A5, D1, H6 34 B9, E6, F7 36 B9, E6, F7 36

13 C1, E2, F7 35 B9, E6, F7 36 A10, E6, I2 38

14 C1, E2, G4 35 B9, E6, F7 36 A10, E6, F7 39

15 C1, E3, F7 36 B9, E6, F7 36 A10, E6, F7 39

16 C1, E3, F7 36 B9, E6, F7 36 A10, E6, F7 39

17 A5, E3, G1 36 B9, E6, F7 36 A10, E6, F7 39

18 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

19 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

20 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

21 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

22 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

23 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

24 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

25 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

26 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

27 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

28 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

29 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

30 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

31 A5, D1, G1 37 A5, D1, G1 37 A10, E6, F7 39

32 C1, D1, G1 38 C1, D1, G1 38 A10, E6, F7 39

>32 C1, D1, G1 38 C1, D1, G1 38 A10, E6, F7 39
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and above, the 10-period implementation strategy

for this illustrative application has resulted in

higher profit levels when compared to 8- and 9-

period implementation time frame. For budget

levels of 11–13, the results for the 9- and 10-period

cases are indifferent from each other, but better
than the 8-period case. Finally, for a budget level

of 10, the 8-period case is infeasible, while the 9-

and 10-period scenarios yield the same results.

Some managerial decisions that can be made

from this analysis include the identification of

minimum and maximum levels of budget required

per quarter, and the selection of an optimal im-

plementation time frame for a given budget level.

4.2.3. Varying planning horizon and fixed overall

budget

This experiment relates to situations in which

an overall budget for the implementation is fixed

a priori and an optimal planning horizon for the

implementation is desired. This is very important

for a number of medium- and small-sized compa-
nies that face severe limitations on the amount that

can be spent on an EIT implementation.

We changed the planning horizon from 8 to 10

quarters and the overall budget from 88 to 288 in

steps of 8. For each budget value, the allocation

per quarter was equally divided among the number

of quarters, as shown in Table 6. The budget per

quarter and theprofit (¼ revenue
 purchase cost

integration cost) for each of the three time periods

are shown in Table 6. For overall budget levels

of 136 or higher, the 10-period implementation

strategy is the optimal with a profit value of 39.

Also, it is interesting to note that at lower levels of

overall budget the 9- and 10-period cases yield the

same results. Finally, at the lowest possible level of

overall budget value of 88 only the 8-
period implementation is feasible. These types of

insights assist companies with severe budget con-

straints in identifying an optimal procurement

plan and implementation strategy for EIT systems.

5. On allocating a project budget

In this section, we discuss an extension that

considers a practical issue faced by decision-mak-

ers. Since an EIT implementation frequently spans

multiple years and is led by a point-person with

visibility throughout the organization, the ques-

tion of how to allocate the project budget becomes

important. One method involves treating each

quarter separately and allocating a budget to each,
thereby providing more fiscal control over the

project. Alternatively, the project manager could

be allocated an overall project budget, with the

flexibility to expend the monies as and when the

need arises. The second scenario allows budget

surpluses in one period to be used in the next, but

does not give financial managers a tighter control

over the project. To test how the second scenario
would work, we consider the following model,

where st represents the budget leftover from period

t (we set s0 ¼ 0).

Model 2

Max
X

t2T ;j2Ji;i2I
ðpjt 
 cjtÞxjt 


X

t2T ;ðj;j0Þ2JJ
djj0tyjj0t

s:t:
X

j2Ji;i2I
cjtxjt þ

X

ðj;j0Þ2JJ
djj0tyjj0t þ st 
 st
1 ¼ Bt

for all t 2 T ; ð7Þ
X

t2T ;j2Ji
xjt ¼ 1 for all i 2 I ;

yjj0t P xjt þ xj0k 
 1 for all ðj; j0Þ 2 JJ;

t 2 T ; k6 t;

yjj0t P xjk þ xj0t 
 1 for all ðj; j0Þ 2 JJ;

t 2 T ; k < t;

yjj0t; xjt 2 f0; 1g for all t 2 T ; j; j0 2 Ji; i 2 I :

We evaluated the above model for the case

of varying planning horizon and fixed budget

and the results are shown in Table 7. The

bold numbers in the table indicate the cases in

which the profit increases, as compared to Table 6.

This implies that the allocation of a project bud-

get must be considered when the resources are

scarce.
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6. Conclusions and extensions

Component-based systems are emerging infor-

mation technologies that can help resolve the

dilemma of choosing between a protracted imple-

mentation of a traditional, single-vendor enter-

prise system and the problems of working with an

uncoordinated supply chain. Such systems offer
organizations a number of advantages, including

the ability to choose components that best match

the company�s business processes, to tailor com-

ponents to the individual needs of business units

within the organization, and to incrementally pay

for the overall system. We have presented a multi-

period optimization model to determine a set of

components that can provide an enterprise solu-
tion. We consider procurement costs as well as

inter-component integration costs that arise from
the need to provide information across the supply

chain. Experiments have been conducted to show

the utility of the model for making decisions con-

cerning budget levels and the time period of im-

plementation. Such an optimization model for an

important practical problem has not been pro-

posed in the literature.

A number of extensions are possible with the
work described herein. Clearly, the model requires

the collection of various types of data, followed by

cost and revenue forecasts that are likely subject to

errors. Hence, managerially, it is important to

understand the sensitivity of the results to changes

in problem parameters. A second extension

could be to formulate other decisions mathemati-

cally. The current model assumes that integration

Table 6

Results from fixed overall budget and varying planning horizon

8-period case 9-period case 10-period case

Budget/

Quarter

Profit Budget/

Quarter

Profit Budget/

Quarter

Profit

11 34 9.78 N/A 8.80 N/A

12 34 10.67 36 9.60 N/A

13 35 11.56 36 10.40 36

14 35 12.44 36 11.20 36

15 36 13.33 36 12.00 36

16 36 14.22 36 12.80 36

17 36 15.11 36 13.60 38

18 37 16.00 36 14.40 39

19 37 16.89 36 15.20 39

20 37 17.78 36 16.00 39

21 37 18.67 37 16.80 39

22 37 19.56 37 17.60 39

23 37 20.44 37 18.40 39

24 37 21.33 37 19.20 39

25 37 22.22 37 20.00 39

26 37 23.11 37 20.80 39

27 37 24.00 37 21.60 39

28 37 24.89 37 22.40 39

29 37 25.78 37 23.20 39

30 37 26.67 37 24.00 39

31 37 27.56 37 24.80 39

32 38 28.44 37 25.60 39

33 38 29.33 37 26.40 39

34 38 30.22 37 27.20 39

35 38 31.11 37 28.00 39

36 38 32.00 38 28.80 39

>36 38 >32 38 >28.8 39

Table 7

Results from fixed overall budget and varying planning horizon

with budget slacks

8-period case 9-period case 10-period case

Budget/

Quarter

Profit Budget/

Quarter

Profit Budget/

Quarter

Profit

11 36 9.78 36 8.80 39

12 36 10.67 36 9.60 39

13 36 11.56 36 10.40 39

14 36 12.44 36 11.20 39

15 36 13.33 36 12.00 39

16 36 14.22 36 12.80 39

17 36 15.11 36 13.60 39

18 37 16.00 36 14.40 39

19 37 16.89 36 15.20 39

20 37 17.78 36 16.00 39

21 37 18.67 37 16.80 39

22 37 19.56 37 17.60 39

23 37 20.44 37 18.40 39

24 37 21.33 37 19.20 39

25 37 22.22 37 20.00 39

26 37 23.11 37 20.80 39

27 37 24.00 37 21.60 39

28 37 24.89 37 22.40 39

29 37 25.78 37 23.20 39

30 37 26.67 37 24.00 39

31 37 27.56 37 24.80 39

32 38 28.44 37 25.60 39

33 38 29.33 37 26.40 39

34 38 30.22 37 27.20 39

35 38 31.11 37 28.00 39

36 38 32.00 38 28.80 39

>36 38 >32 38 >28.8 39
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between two components takes place as soon as

both are purchased. It would be interesting to see

if this is indeed optimal, by incorporating decision

variables that indicate the timing of the integration

task. A third extension can involve the incorpo-

ration of qualitative factors such as availability of
the right work force, skill set in the work force,

their motivation level, competition, level of pro-

gram maturity in an organization, which all faci-

litate the integration process. Finally, since the

model is large in size, efficient solution algorithms

would need to be developed.
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