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Abstract—Software-Defined Network (SDN) is a promising network paradigm that separates the control plane and data plane in the
network. It has shown great advantages in simplifying network management such that new functions can be easily supported without
physical access to the network switches. However, Ternary Content Addressable Memory (TCAM), as a critical hardware storing rules
for high-speed packet processing in SDN-enabled devices, can be supplied to each device with very limited quantity because it is
expensive and energy-consuming. To efficiently use TCAM resources, we propose a rule multiplexing scheme, in which the same set
of rules deployed on each node apply to the whole flow of a session going through but towards different paths. Based on this scheme,
we study the rule placement problem with the objective of minimizing rule space occupation for multiple unicast sessions under QoS
constraints. We formulate the optimization problem jointly considering routing engineering and rule placement under both existing and
our rule multiplexing schemes. Via an extensive review of the state-of-the-art work, to the best of our knowledge, we are the first to
study the non-routing-rule placement problem. Finally, extensive simulations are conducted to show that our proposals significantly

outperform existing solutions.

Index Terms—Software-Defined Network, Ternary Content Addressable Memory, Rule Placement, Multipath Routing.

1 INTRODUCTION

Software-Defined Network (SDN) has been envisioned
as the next generation network infrastructure, which
promises to simplify network management by decou-
pling the control plane and data plane [1], [2]. In SDN,
a centralized controller translates network management
policies into packet forwarding rules, and deploys them
to network devices, such as switches and routers. Each
network device stores forwarding rules in its local
Ternary Content Addressable Memory (TCAM) [3]-[5]
that supports high-speed parallel lookup on wildcard
patterns.

While TCAM excels in packet processing, it is an
expensive hardware with high energy consumption. For
example, TCAM ternary match is 6 times expensive than
Hash-based binary match in Static-RAM [6]. Further, it is
reported that TCAMs are 400 times more expensive [5],
[7] and 100 times more power-consuming [8] per Mbit
than RAM-based storage. As a result, each network de-
vice can only be equipped with limited TCAM. Today’s
commodity switches typically support rule size from
2K to 20K only [9]-[11]. Additionally, the rule updating
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procedure in TCAM is quite slow, and about 40 to 50 rule
updates per second [12], [13]. However, the increasing
demands would generate a large number of forwarding
rules. The shortage of TCAM motivates us to investigate
efficient rule placement in SDN such that traffic demands
can be accommodated as many as possible.

In this paper, we consider a set of unicast sessions,
each of which is associated with some endpoint policies
between a source and a destination. These endpoint
policies are translated into a set of forwarding rules that
work as packet filters and should be applied to every
packet from source to destination. Each session specifies
a throughput threshold to guarantee a certain level of
Quality-of-Service (QoS).

Single-path routing has been widely used for unicast
sessions because of its simplicity. However, it would fail
to satisfy the QoS requirement. For example, we consider
a unicast session with 1Gb/s throughput requirement
from source s; to destination d; in the network shown
in Fig. 1, in which even the best path 1 — 2 — 5 —
7 can achieve a throughput at most 0.8Gb/s. To achieve
an imposed throughput, multiple paths can be employed
for packet delivery. In the bottom case of Fig. 1, using
another path 1 — 3 — 5 — 7 with 0.2 Gb/s transmission
rate simultaneously will achieve total throughput of 1
Gb/s. However, when multipath routing is applied in
SDN, existing solutions [10], [11], [14] enforce endpoint
policies by duplicating the same set of rules on each path
of the session, leading to high TCAM consumption.

To deal with the TCAM-efficient rule placement in
QoS-guaranteed multipath routing, we propose a rule
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Fig. 1. The motivation case: traffic engineering and
duplicated rules placement in traditional SDN enabled
networks.

multiplexing scheme implemented in Controllers. As the
example illustrated in Fig. 1, traditionally, the same set
of rules should be deployed to both path 1 and path
2, denoted by the solid and dotted links from s; to d;,
respectively. In our proposed multiplexing scheme, only
one copy of rules to be deployed onto the common nodes
of multipath will be enough to manage entire going-
through traffic belonging to different paths. For example,
switches 1, 5, and 7, can jointly accommodate all rules in
their TCAMs. We consider an example rule “d1_src=s;,
dl_dst=d; actions=mod_vlan_vid:0x0001”, which
modifies the VLAN IDs to 0x0001 for packets from
source s; to dj. Since packets along both paths share
the same source and destination addresses, a single
rule at switch 5 is enough to complete the VLAN ID
modification.

In the rest of this paper, we let the abbreviation of
RM/nonRM denote the scheme where rule multiplexing
is applied or not, CP/nonCP indicate the scheme where
candidate paths are provided or not. The above observa-
tion and further investigation lead to some new results
that are summarized as follows.

« To extensively exploit the potential of our scheme,
we study the non-routing-rules-oriented rules place-
ment problem with the objective of minimizing
rule space occupation for multiple unicast sessions
under QoS constraints. We prove such optimization
problem NP-hard.

o When a list of possible candidate paths for each
session are given, we formulate the optimization

problems under both existing and our rule multi-
plexing schemes, i.e., the CP-based RM and nonRM
optimizations.

o Then, we extend them to deal with more challenging
scenarios that no candidate paths are provided by a
joint optimizations of routing and rule placement,
ie.,, the nonCP-based RM and nonRM optimiza-
tions.

o Via an extensive review of the state-of-the-art work,
to the best of our knowledge, we are the first
to study the non-routing-rules-oriented RM-based
rules placement problem.

o Finally, extensive simulations are conducted to show
that our proposed rule multiplexing scheme can
significantly reduce rule space occupation by ap-
proximately 10%~35% under QoS constraints.

The remainder of this paper is structured as follows.
Section 2 reviews some related work in resource schedul-
ing in SDN. Section 3 discusses the system model and
problem statement. Section 4 and Section 5 propose
joint optimization to solve the rule placement and traffic
engineering under the conditions with and without the
given available paths set, respectively. Section 6 proposes
a heuristic to solve the optimization of NP-hard problem.
In performance evaluation, we firstly show a case study
in Section 7. Then, Section 8 demonstrates the extensive
simulation results of large-scale general topologies. Fi-
nally, Section 9 concludes this paper.

2 RELATED WORK
2.1 SDN based networks

As the first attempt of building a network operating
system at a large scale, NOX [15] achieves a simple
programming model for control function based on Open-
Flow. Later, Maestro [16] exploits parallelism with addi-
tional throughput optimization techniques while keep-
ing the simple programming model for programmers.
FlowVisor [17] is the first testbed for SDN, which slices
the network hardware by placing a layer between con-
trol plane and the data plane. Its basic idea is that
if unmodied hardware supports some basic primitives,
then a worldwide testbed can ride on the coat-tails
of deployments without extra expense. Recently, SDN-
enabled switches and routers have been deployed in real
large-sacle networks, such as Goolgle’s G-scale network
[18]. Ethane [19] has been proposed as a new network
architecture for the enterprise, which allows managers
to define a single network-wide fine-grained policy and
then enforces it directly.

2.2 Rule space compression considering nonRM
and RM

Many existing work about SDN focuses on rule-space
compression, rule split and distribution. These work can
be classified into two categories: 1) nonRM-based; 2) RM-
based. A number of existing work [10], [11], [14], [20]
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belong to the first category. DIFANE [14] and vCRIB [20]
have been proposed to leverage all switches in a network
to realize endpoint policies. Specifically, DIFANE uses a
“rule split and caching” approach to increase the path
length for the first packet of a flow. Later, Palette et
al. [11] have proposed a framework for decomposing
large SDN tables into small ones and then distributing
them across the network, while preserving the overall
SDN policy semantics. Kang et al. [10] have proposed
a heuristic rule placement algorithms that distribute
forwarding policies across general SDN networks while
managing rule space constraints. Their solutions are
obtained based on given routing scheme, while its effect
on rule placement is ignored.

Different from references in the first category, we study
the joint routing and rule multiplexing, i.e., the RM-
based rules placement, problems in this paper, which
have never been investigated before.

2.3 Multi-path routing considering nonCP and CP

The multi-session multi-path QoS routing problem can
be also generally classified into two categories: nonCP
based [21]-[25] and CP-based [26]-[29]. For example,
Zhang et al. [21] have proposed routing optimization
schemes to find a set of routes to minimize cost. In
[22], a fundamental traffic engineering problem is stud-
ied to find minimum number of paths to achieve the
maximum throughput. The effect of data center traffic
characteristics on data center traffic engineering have
been investigated in [23]. A system called MicroTE is
developed to adapt to traffic variations by leveraging the
short term and partial predictability of the traffic matrix.
Nakibly et al. [24] have studied a problem of splitting
traffic flow over multiple efficient paths to improve the
network bandwidth utilization. However, using multiple
paths for a traffic flow will increase the consumption of
expensive forwarding resources, such as TCAM entries
of switches and wavelengths of optical switches. They
formulate and solve several problems of splitting a traffic
flow over multiple paths while minimizing the over-
head of forwarding resources. Agarwal et al. [25] have
considered a scenario where SDN-enabled nodes are
incrementally introduced into an existing network. They
formulate an optimization problem with the objective of
maximizing the network utilization. Furthermore, they
propose fast algorithms to solve this problem with large-
scale network instances.

The CP-based multi-path traffic engineering has been
also extensively investigated. Wang et al. [26] have de-
veloped flow control algorithms for networks with mul-
tiple paths between each source-destination pair. Han
et al. [27] have investigated the problem of congestion
aware multi-path routing problem in the Internet by
exploiting path diversity. Key et al. [28] have studied the
benefits using multiple paths for a session with a joint
consideration of rate control over paths and congestion
control.

Different from the above work, our paper addresses
the rule placement with both CP and non-CP cases.

3 PRELIMINARY AND MODEL
3.1 SDN rules

In OpenFlow specification [30], a flow table entry, i.e.,
SDN rule, consists of multiple matching and action
fields. Once all conditions specified in the matching
fields are satisfied, the corresponding actions specified
in the action field will be executed by the host switch.

Some representative examples of matching fields are
given as follows.

e dl_src: source data-link-layer (MAC) address of

the packet
o nw_dst: destination network-layer address of the
packet

o dl_type: protocol type of the packet

e in_port: incoming port number of the packet

In action field, the fundamental function is rout-
ing denoted by keyword Output. Other actions, e.g.,
Set—-queue, Drop, Push/Pop VLAN or MPLS Tag,
and Set Field, are more intensively applied to provide
QoS support, secure access control, network manage-
ment, and modification of packet header fields, respec-
tively. These non-routing actions greatly improve the
usefulness of OpenFlow implementations, e.g., network
management, access control, and VLANs examples as
reviewed in [31]. Since routing rules must be installed in
each switch along the paths, we focus on the placement
of non-routing rules in our study.

3.2 Network model

We model the SDN as a graph G=(N, E), where node
set N consists of SDN-enabled network devices, and
edge set E represents the communication links among
devices. Each device v € N maintains a TCAM-based
flow table that can accommodate at most C, rules. The
bandwidth of each link (u,v) € E is constrained by
B(u,v)'

We consider a set of K unicast sessions, and each ses-
sion k € K imposes a QoS requirement with throughput
D;. from a source s;, to destination dj,. Furthermore, each
session k is associated with a collection of rules (e.g.,
for access control, or network measurements). Usually,
these rules cannot be accommodated by a single node
due to limited TCAM capacity. To deploy these rules
across the network, we use the algorithm proposed in
[11] to decompose them into multiple subsets, which are
maintained in I. Let f (i) denote the session which a rule
subset i belongs to. Each subset i C I (;) is an atomic unit
with a number of ¢; well-ordered non-routing-oriented
rules that cannot be scattered over multiple nodes for the
sake of semantic integrity. As a result, these rule sets can
be placed along the routing paths in an arbitrary order.

In the traditional implementation, duplicated rules
will be placed onto multiple buckets belonging to differ-
ent paths such that the same set of endpoint policies will
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TABLE 1
Notations

Notation | Description

N a set of network devices

E a set of links among devices

Cu TCAM capacity of node u

B ) bandwidth of link (u,v)

B max(u,v)EE{B(u,v)}

K a set of unicast sessions

Dy throughput required by session k

Iy a set of atomic rule subsets for session k

f(@) the mapping function of subset i to session k

ci the number of rules in subset 3, Vi C Iy, k = (i)

Ly a set of paths for session k

z, a binary variable indicating whether rule set 4 is
placed on node u

x! a binary variable indicating whether rule set i is on
node u located in path [

ot a binary variable indicating whether path [ is selected

7l a real variable representing the transmission rate on
path {

réum) a real variable representing the transmission rate on
link (u,v) along path [

Al('u,,v) a binary variable indicating whether link (u, v) is on
path {

be executed along any path in the multi-path routing.
This motivates us to reduce the rule space occupation
by combining common rules among multiple buckets on
each node.

3.3 Problem statement

All network and traffic demand information is main-
tained at the centralized controller that has a global view
of the SDN.

With the given K unicast sessions and their traffic
bandwidth requirements Dy, a set of candidate paths L,
can be selected for session k, a set of atomic rule subsets
I;, for session k, we consider a rule placement problem
with the objective to minimize the total rule space occu-
pation for all sessions under their QoS constraints.

Theorem 1: Given a set of candidate paths, the rule

placement problem mentioned above is NP-hard.

Proof: To prove an optimization problem to be NP-
hard, we need to show the NP-completeness of its
decision form, i.e., we attempt to find a rule placement
such that the QoS of all sessions is satisfied, and total
rule space occupation is no greater than X. It is easy to
see that such a problem is in NP class as the objective
associated with a given solution can be evaluated in a
polynomial time.

The remaining proof is done by reducing the well-
known 2-partition problem, i.e., given a set of numbers
A={a1,as,...,a,}, we attempt to divide them into two
sets such that } ., a; = >, ; a; = A, where J; and
Jo are index sets without overlapping. We now describe
the reduction from the 2-partition problem to an instance
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Fig. 2. Constructed instance of rule placement problem.

of our rule placement problem. We create two unicast
sessions whose throughput should be no less than A.
The rule set of each session contains two rules. As shown
in Fig. 2, for each number a; € A, we create two paths
I and !’ for both sessions, respectively, which share a
bottleneck link of capacity a;. Moreover, all nodes along
these paths has no available rule space except the nodes
associated with the bottleneck link, each of which can
accommodate at most one rule. Finally, we let X = 2n;

In the following, we only need to show that the
2-partition problem has a solution if and only if the
resulting instance of our rule placement problem has
a solution that satisfies both QoS and rule space con-
straints. First, we suppose a solution of the 2-partition
problem that the numbers can be divided into two sets
with identical sum. The corresponding solution of our
problem is to assign the paths of capacity a;,j € J; to
one session, and the ones of capacity a;,j € J> to the
other. It is easy to verify that the throughput of both
session is A, and the number of occupied rule space is
X.

Then, we suppose that our rule placement problem has
a solution with a total rule space X and throughput A for
both sessions. Since only one rule can be accommodated
at the nodes on the bottleneck link of each path, the two
paths associated with a common bottleneck cannot be
used by two sessions simultaneously. In order to achieve
the throughput A, the paths assigned to two sessions
satisfy >, ; a; = >_,c;, aj = A, which forms a solution
of the 2-partition problem. O

4 OPTIMIZATION WITH CANDIDATE PATHS

In this section, we consider to optimize the rule space

usage when a set L;, of candidate paths is given for each

session k € K. This scenario is practical in reality. For

example, these candidate paths are pre-selected accord-

ing to delay requirements. To solve the rule placement

problem, we define a binary variable z¢, as follows:
b { 1, if rule set i is placed on node wu,

“7 1 0, otherwise.
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In addition, we define a binary variable z? to describe
the rule placement for each path:

1, if rule set i is placed on node u
along path [,
0, otherwise.

Due to the rule multiplexing, each rule set placed at
node u can be used by all paths going through it, leading
to:

D g%x{a:ff},% C Li—yu),Vk € K,Yu e N. (1)
k

Note that only the rule sets belonging to the same
session k can be multiplexed among paths in L. Since
not all candidate paths need to be used for packet
delivery, we define a binary variable y' for path selection
as follows:

1
I _ )
y_{O’

If a path [ € L, is selected, i.e., y! = 1, each rule set
i C Iy—y@) should be deployed on at least one node
along this path, i.e.,, }_,, ! > 1. This constraint can be
formulated as:

> all >y Vi C ey, V1 € Ly, Yk € K. 2)

uel

if path [ is selected for packet delivery,
otherwise.

Otherwise, ie.,, y' = 0, we do not constrain rule

placement on this path, i.e., >,z > 0 that is always
satisfied. The max operation in (1) can be replaced by
the following equation:

zl > 2Vl € Ly, Vi C Iy, Yk € K,Yu e N. (3)

The number of rules placed at node v € N cannot
exceed its rule space capacity as represented by:

Z Z zlc; <Cy,Vu € N. 4)

keK iCl;ay

On the other hand, by defining ' and r{, ,, as the
transmission rate on path / and link (u,v) on this path,
respectively, the QoS of each session k € K shall be
guaranteed by letting the total transmission rate of all

selected paths be greater than Dy:

> ot =Dy Vk e K. (5)
€Ly
Furthermore, the transmission rate of a path is deter-

mined by the link with the minimum rate, which is
represented by:

0 <7 <r(yp,V(w,v) €LVIE L, Vk e K. (6)

The characteristics of the association between routing
paths and transmission rate should be specified. First,
multiple paths associated with a common link should
share the bandwidth of this link:

Z Z 7-27“)) < Buw), ¥(u,v) € E. (7)

keK leLy

Then, the transmission rate on the link (u,v) in the
selected path [ shall between 0 and the maximum band-
width of this link B, .):

0 <7y <Y Bluw), V(u,v) € B,V € Ly,,Vk € K. (8)

Finally, the multiplexing-considered rule placement
problem with the objective minimizing the total allocated
rule subsets under the candidate paths can be formulated

as:
: i

mmg E g x4, Ci, )
keK i€lx ueN

s.t.: (2) — (8);
ol 2l oyt e (1,0}, 7" > O,Téu)v) > 0.

Although the above formulation (9) is a mixed integer
linear programming (MILP), there exist highly efficient
algorithms, e.g., branch-and-bound, and fast off-shelf
solvers, e.g., CPLEX. Since our focus is to develop new
schemes for rule placement and the corresponding opti-
mization problems, we omit the details of solving MILP
in this paper .

To better understand the benefits of our proposed rule
multiplexing scheme, the same optimization problem
under the traditional rule placement scheme is also
formulated as follows.

miny Y Y D e (10)
k€K iClk—f(;) lELk u€l
Y Y alle <cuVueN; 11)

keK igIk:f(i) leLy
s.t. 1 (2),(5) — (8);
ailyt € {0,1},70 > 0,rf, ) > 0.

Recall that the traditional scheme duplicates the same
set of rules on each path of a session, resulting in that
TCAM capacity constraint (4) is replaced by (11). Ac-
cordingly, its associated constraint (3) is also eliminated
in above formulation (10).

5 OPTIMIZATION WITHOUT CANDIDATE PATHS

For many flow requests in practice, their candidate paths
may not be specified by users, or constrained by any per-
formance requirements (e.g., delay). When no candidate
path is provided, the rule placement problem becomes
more challenging but beneficial for TCAM-efficient QoS
provisioning. To jointly consider traffic engineering and
rule placement will raise the opportunities of both rule
multiplexing and QoS guarantees. In this section, we
investigate the rule placement problem without candi-
date path by developing a formulation that makes a
good tradeoff between rule multiplexing and bandwidth
utilization.

We define a binary variable /\l(uw) to indicate whether
link (u,v) is selected by path [:

A 1, if link (u,v) is on the path [,
(u,0) 0, otherwise.
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Fig. 3. An example for path searching.

The path searching process is represented by con-
straints (12) - (14).
Z My.sp < 1,

Y Mo —

(sk,w)EE (v,skEE (12)

vVl e L, Vk € K,

l l

Z )\(U>dk - Z )\(dkﬂ}) <1
(v,dy€E (di,v,)EE (13)

Vie L, Vk € K,

5 o X N
(u,v)EE (v,w)eEE (14)

Yo € N\ {sp,dp},Vl € LF,Vk € K.

We use the example shown in Fig. 3 to explain these
constraints, where solid arrows indicate a path from
source s to destination d. At the source node, the number
of outgoing links minus that of incoming links should
be equal to 1 if this path is selected. Otherwise, their
differences should be zero. A similar constraint (13) is
imposed for the destination. At each intermediate node,
for example, node v in Fig. 3, the number of incoming
link should be equal to the number of outgoing link,
which is represented by constraint (14).

In order to avoid cyclic paths, we particularly define
an integer variable z ») to denote the sequence number
of the link along path l, ie, (u,v) is the Zéu,q;)'th link
along the path [ € L, from the source s to the destina-
tion dy. If link (u,v) is not on path [, i.e, X, = 0, its
value of z ) should be zero. Otherwise, the difference
between the sequence numbers of two consecutive links
on the path should be 1. Therefore, z(, ) is between 0
and |N|-1 if link (u,v) is in path I:

0< Z(u v) < >‘(u v)(|N| - 1)a

(15)
V(u,v) € LVl € Ly,Vk € K.
l _
Z Flow) ~ Z Aluw) = Z >‘(v w)>
(v,w)eE (u,v)eE V(v,w)eE (16)

Vv e N —{di},Vl € L, Vk € K.

With respect to rules placement, it is always shall be
guaranteed that rules should be placed on and only

on the nodes along the selected paths and shown as
constraints (17) - (18):

SCZZ < Z )\l(u,v) + Z )\l(v,dk?

(u,v) (v,dg (17)
Vi C Iy—y(iy, VIl € Ly, Vk € K,Vu € N;
Z il > Z Moy ) ¥ € Temp(i),
ueN (sk,v) (18)

Vi e L, Vk € K.

The maximum transmission rate of each link (u,v)
belonging to path [ is constrained by B, v) if this link is
selected by /, i.e., )\l(u’ ) = = 1. Otherwise, r ( v = = 0. This

can be described as:

0< rfu’v) < AZ(U’U)B(UVU),V(U, v) € F,

(19)
Vi e Ly,Vk € K.

Constraint (20) indicates that transmission rate of a
path is determined by the bottleneck link. If a path (u,v)
is on the path [, i.e., )\l(u’v) =1, weget0<rl < rfu’v).

0<r! <y + (1= AunB, (20)
Y(u,v) € E,Vl € Ly, Vk € K.
Otherwise, constraint (20) becomes 0 < ! < B =
max(y, v)e 2 B(u,v) }, Which is always satisfied.

Finally, the relation between ' and [, , can be
specified as: 7

1 = |

rt< > MBS M,
(u,v)EE

V(u,v) € E,Vl € L,Vk € K.

21)

where M is an arbitrarily large number, such that all
)\l(uv)—O V(u,v) €1, VI € Ly, if ' = 0.
Following the same definitions of xl xul, r* and 7‘
in last section, the rule placement problem w1th0ut

candidate paths can be formulated as:

min E E E Ly Ci

keK iglk:f(i) ueN
:(3) = (5), and (7), (12) — (21);
z’ a;” /\l ) €{1,0}, 7" > 0,7(,,) >0.

u? u? u,v

(22)

U,U

The corresponding problem without rule multiplexing
can be formulated as follows in a similar manner as
given in last section.

minz Z szﬁci

kEK’iglk:f(i> leLy, u€el
t.: (5),(7),(11), (12) — (21);
y€{0,1},7' > 0,7,y >0.

(23)

il 1
L A w,v
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Algorithm 1 Fast Heuristic Algorithm

Algorithm 3 PathRulePlacement

Input' Problem formulations with integer variables
xl il )\l ) € {0 1}

uru
Output: Solutlons PURNS

(u, v)’ uwr Loy

1: obtain the solutions, i.e., Tt

' of the original problem
il )\l

ws Lo Ay, ), OF Optimiza-

tion problems by relaxing all integer variables
2: forall k€ K do

3 forall [ € L; do

4 Xl(u’v) — PathSearch(Xl(uvu), k 0}

5: 7!l + PathRulePlacement (7! )\(u )
6: end for

7. 2! + SessionRulePlacement(z? , 7%, k)

8: end for

Algorithm 2 PathSearch
Input: LP solution X’(W}) (V(u,v) € E), session index k,

path index [
Output: The rounded solutions Xl(u’v)
1: )\l(uu)e() V(u, U)GE
2: Sort Q = {(u v)|>\(u » > 0} as 7,
/\l = /\iﬂm
P+ @
: for j =1;5 < |Q[;5 + + do
P+~ P U {7'[']‘}
if [/\(u U)] V(u,v) € P satisfy (12), (13) and (14)
then
7: Xl(um) — 1,Y(u,v) € P
8: break
9: end if
10: end for

,Tq| such that

AN LI

6 HEURISTIC ALGORITHMS

Due to the NP-hardness of the rule placement problem,
we propose a fast heuristic algorithm using relaxation
and rounding techniques. As shown in Algorithm 1,
we first solve the optimization problems by relaxing all
integer variables, and then obtain feasible solutions by
invoking PathSearch, PathRulePlacement, and Session-
RulePlacement algorithms. Note that, with line 7, Algo-
rithm 1 is RM—nonCP heuristic; otherwise, it becomes the
nonRM-nonCP heuristic.

The pseudo codes of PathSearch algorithm is shown in
Algorithm 2. All (u,v) tuples are sorted in a decreasing
order according to values of )\l u.v) and are maintained
in set (. Then, we find feasible solutions satisfying
constraints (12), (13) and (14) in the for loop from line 4
to 10.

Similarly, we find feasible solutions of zi by first
sorting them in a decreasing order in PathRulePlacement
algorithm. All nodes belonging to the routes obtained

Input: LP solution of Zi (Yu € N,Vi, f(i) = k), )\(u 2)
(V(u,v) € E) from paths finding algorithm, k and !

Output: The rounded solutions 7!

L 2%« 0,Vue N,Vi, f(i)=k

2: Sort Q = {(u, z)|A” >0} as m,- -,
ing order of 7!

Ve« {u,v|Xl(u7v) =1,Y(u,v) € E}

P10

: for j =1;5 < |Q[;7 + + do

(w,i") «m;

if W € Vand V(u,i) € P,i' # i and

Zv(u,,i)ep c; + ¢y < Cy then

8: P+ PU {7Tj}

9: if I;; € Uy(y,iyep{i} then

T|@| in a decreas-

N aor @

10: T 1,VY(u,i) € P
11: break

12: end if

13:  end if

14: end for

Algorithm 4 SessionRulePlacement
Input: LP solution of ¢, (Yu € N,Vi, f(i) = k), 7! (Vu €
N, Vi, f(i) = k, VI, leLk,)fromAlg 3, and k
Output The rounded solutions 77,
1: x, + 0, Yu € N,Vi, f(i) =k
2: Sort Q = {(u,4)|z¢, > 0} as 1, ...,
order of 7°
3P+
4 for j=1;5 <|Q|;j + + do
50 (u,1) « {m;}
6 if (u,i') € {(u,i)|7"% =1} and
2 v iyep €t cir < Cy then

|| in a decreasing

7: P+ PU {ﬂ'j}

8: if I, C Uy(u,iyep{i} then
9: a2, <« 1,VY(u,i) € P

10: break

11: end if

12 end if

13: end for

from Algorithm 2 are maintained in set V. Each element
mj = (v/,7") from Q is then checked sequentially, and is
included in P if it satisfies the following conditions. 1)
Node u’ is in V, 2) rule subset i does not show in a
(u,i)-tuple in P, and 3) the remaining space on node '
can accommodate rule subset 7’.

Finally, the SessionRulePlacement algorithm is in-
voked to find feasible solutions of z!. We first sort Z7,
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Fig. 4. The architecture of our simulation system.

in a decreasing order as shown in line 2, and then find
feasible integer solutions in the following for loop.

Theorem 2: The time and space complexity of Algo-
rithm 1 is O(|E| + afN + o?BN?) and O(|N|a(1 +
B) + |E|B), respectively, where a = Z,Ile |[Ix| and 8 =
> ris | L.

Proof: The worst computational complexity of Al-
gorithms 2 and 3 is O(Al, ) = O(E]) and O(Z[|V]
) = O(N|Ii||Lk|), respectively. In addition, Algorithm
4 in line 7 has time complexity of O( |z¢]|z¥| ) =
O(N?-|I;|?-|Lg|). Therefore, the overall time complexity
can be derived as follows.

O(Alg.pl)
K K

=00 L] x (O(Alg.2) + O(Alg.3))) + Y O(Alg.4)
k=1 k=1

K K K

= O(E|+N > [illLel) + O(N* (Y [1e))* Y [ Lx])
k=1 k=1 k=1

= O(|E| + aBN + a?BN?).

The space complexity is determined by the number
of variables z¥, 2%, and )\l(u ,)» Which can be calculated
as |N|a, |[N|ajB, and |E|S, réspectively. By summing up
the number of all these variables and the corresponding
rounded ones, the total space complexity is O(|N|a(1 +
B) + | E|B). O

Note that, Algorithm 1 can be adopted when can-
didate paths are provided as a special case, in which
variables )\ém)) are fixed to one if (u,v) € [ or to zero
otherwise.

7 CASE STUDY
7.1 Simulation settings

In this section, we demonstrate the rationale and advan-
tages of the proposed mechanism by a case study on a

TABLE 2
20 SDN rules used in case study

ID | Rules

1 add-flow sw_id dl_src=00:00:00:00:00:01,
dl_dst=00:00:00:00:00:02,actions=mod_vlan_vid:0x0001
2 add-flow sw_id dl_src=00:00:00:00:00:01,
dl_dst=00:00:00:00:00:02,actions=mod_nw_tos:0x10

3 add-flow sw_id nw_src=10.0.0.1,nw_dst=10.0.0.2,
actions=drop

4 add-flow sw_id nw_src=100.0.0.3,actions=drop

5 add-flow sw_id dl_src=00:00:00:00:00:05,actions=drop
6 add-flow sw_id nw_ttl=53,actions=drop
7

8

9

add-flow sw_id dl_type=ipv6,actions=drop

add-flow sw_id dl_type=tcp6,actions=drop
add-flow sw_id dl_type=udp6,actions=drop

10 | add-flow sw_id dl_type=icmp6,actions=drop

11 | add-flow sw_id dl_type=ip,in_port=2,nw_src=10.0.0.4,
actions=CONTROLLER:2024

12 | add-flow sw_id dl_type=arp,in_port=3,arp_spa=10.0.0.4,
actions=CONTROLLER:2025

13 | add-flow sw_id dl_type=ip,in_port=1,nw_src=10.0.0.5,
actions=CONTROLLER:2026

14 | add-flow sw_id dl_type=ip,in_port=2,nw_src=10.0.0.6,
actions=CONTROLLER:2027

15 | add-flow sw_id dl_type=ip,actions=normal

16 | add-flow sw_id dl_type=icmp,actions=normal
17 | add-flow sw_id dl_type=tcp,actions=normal

18 | add-flow sw_id dl_type=udp,actions=normal
19 | add-flow sw_id dl_type=arp,actions=normal

20 | add-flow sw_id dl_type=rarp,actions=normal

partial ITALYNET topology [32], [33] as shown in Fig. 5,
where link capacity is fixed to 100 and TCAM capacity
of each switch is 15. Suppose we have a traffic demand
from host h; (MAC address 00:00:00:00:00:01, ip address
10.0.0.1) to host hy (MAC address 00:00:00:00:00:02, ip
address 10.0.0.2) with a bandwidth QoS request of 120.
A set of provisioned non-routing-oriented rules, as il-
lustrated in Table 2, need to be deployed on switches
along each path. In our experimental results, we use the
combinations of RM/nonRM and CP/nonCP to indicate
the resulting schemes.

The internal architecture and relations between com-
ponents of simulation are illustrated as Fig. 4. After
solving optimization or heuristic algorithm, the obtained
optimal or suboptimal solutions can be leveraged to
place OpenFlow rules in data plane. We use Mininet
as the emulator of data plane and Ryu as the Open-
Flow controller. In rest of the paper, all mathematical
programming formulations are solved using commercial
solver Gurobi optimizer [34], which is embedded in the
optimization program in terms of Python interfaces.

7.2 Solutions under given candidate paths

We first consider the problems when four available paths
are provided, ie, Iy = {1 -2 =3 = 4}, I, = {1 —
526 —>7—->8—=9 =4}, 13 ={1 -0 — 4} and
l4={1-5-26—=>0—-8—>9— 4}
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Fig. 5. Case study of four schemes with a 10-node scaled network, the rules are placed into the data plane according

to the solutions obtained by solving four optimizations.

After solving the formulations of nonRM-CP and
RM-CP, we display the solutions in Fig. 5(a) and 5(b).
We observe that without rule multiplexing, paths /; and
ly are selected for packet delivery as shown in Fig. 5(a).
Since the rule space at source and destination is not
enough to accommodate all rules, they are distributed on
multiple nodes along the paths. For example, each path
installs 5 rules at the source node, and the rest are placed
at node 2 and node 9 on different paths, respectively. The
total rules take 40 TCAM entries.

As shown in Fig. 5(b), when rule multiplexing is
enabled, paths /3 and I4 are selected to share the rules
placed at source, destination and the common node 0.
As a result, the total rule space occupation is only 20.

7.3 Solutions without candidate paths

If the candidate paths are not provided, the optimal
paths will be provided by solving the formulations of
nonRM-nonCP and RM-nonCP. As a result, paths I;
and I3 are found in the solution of nonRM—nonCP. The
resulting traffic distribution and rule placement along
each path are illustrated in Fig. 5(c) with a total rule
space occupation of 40.

Finally, Fig. 5(d) displays the solution from RM-nonCP.
Three paths are calculated as {1 - 5 - 6 — 0 — 4},
{1-0—-6—>7>28—=>9—>4}tand {1 -5 —6 —
0 - 8 — 9 — 4} with traffic rates of 20, 20 and 80,
respectively. In particular, two rules (rule id: 12, 13) are
placed on node 1, eight rules (rule id: 0, 3, 7, 10, 15, 16,
18, 19) on node 6, and ten rules (rule id: 1, 2, 4, 5, 6, 8,
11, 14, 17) on node 0. Such a placement guarantees that
each path covers the whole rule sets.

8 PERFORMANCE EVALUATION

We have developed a simulation framework using C++
and realized the proposed heuristics using python. As
shown in Fig. 4, the 4 rule placement schemes are
embedded into our simulator, with which we conduct
simulations to evaluate the performance of the proposed
algorithms under various of network topologies. The

demonstrated simulation result is averaged over 100
instances for each network setting.

8.1 Performance of the nonRM-CP and RM-CP

At the first, RM—CP and nonRM-CP schemes are eval-
uated with optimal solutions in a relative small scale
of network, i.e., the ITALYNET network topology with
20 datacenter nodes, which has been widely used in
literatures [32], [33]. The default settings of system pa-
rameters are as follows: K = 3, |I;| = 20, |Lg| = 2,
B € [150,200], C, € [1500,2000], ¢; € [10,100], and
Dy, € [100,200], for Vk € K,¥(u,v) € E,u € N,i € Iy.

8.1.1 Rule space occupation

We first investigate the rule space occupation perfor-
mance of our proposed rule placement schemes. By vary-
ing the number of sessions K from 1 to 5, Fig. 6(a) shows
the occupied rule space increases linearly as the number
of sessions grows because more paths are employed to
achieve the throughput requirement, leading to more
rule space occupation. The rule multiplexing scheme can
save TCAM space significantly. For example, when K=5,
the rule space needed by RM-CP is less than 35% of
nonRM-CP.

Then, we study the effect of the size of I for each
session by changing its upper bound value from 10 to
50 and fixing the lower bound as 10 when we generate
its value randomly. As shown in Fig. 6(b), although the
amounts of occupied rule space of both algorithms show
as linear functions of the endpoint policy size, RM-CP
outperforms nonRM-CP by saving about 30% of rule
space utilization.

The performance under different maximum traffic rate
requirements is shown in Fig. 6(c) by varying the upper
bound of Dj, from 100 to 500. Particularly, the upper
range of B(,,) is reassigned to 500. As illustrated in
this figure, the performance of nonRM-CP grows over
the maximum traffic rate at a line rate, while the rules
cost of RM-CP always holds around 3300. That is because
rules can be always multiplexed at the nodes shared by
multiple path with RM-CP scheme, no matter what the
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traffic rate requirement is. However, it is worth noting
that the performance of RM-CP is only guaranteed within
the range of bandwidth resource capacity. Once traffic
rate requirement exceeds the link bandwidth, the QoS
can not be satisfied.

Later, we investigate how the size of available path set
affects the performance. Note that, we use a modified
weighted Dijkstra’s algorithm to find available paths
over the network graph for each session. In this algo-
rithm, we iteratively update the available bandwidth of
each link after finding the current shortest path until
all required candidate paths are found. By setting the
number of given paths for each session (i.e., |L|, Vk € K
) from 1 to 7, and link bandwidth B, ) in the range
[150, 300], we show the rule space occupation cost of
nonRM-CP scheme in Fig. 6(d). We notice that the two
schemes performs the same when |Ly|=1, because single
path cannot provide any opportunity for rule multi-
plexing. As |Lj| grows, more rule space saving can be
achieved by RM-CP over nonRM-CP, up to 30%. Such
saving saturates soon when more candidate paths are
given, e.g., |Ly| >4. This can be attributed to the fact
that RM-CP can always find some common nodes for
rule multiplexing in a small number of candidate paths.

8.1.2 QoS satisfaction

We also show the QoS satisfaction under link bandwidth
of 500 and single-path routing. This metric is defined as
the portion of simulation instances whose QoS require-
ments are satisfied. In each simulation case, since the
traffic requirements from hosts are generated randomly,
all the requirements possibly can not be guaranteed, i.e.,
it fails to find a feasible solution using the optimization
of nonRM-CP or RM-CP with the given link bandwidth
and routing path. Therefore, the simulation in section
8.1.2 is essentially the robustness comparison of nonRM-
based and RM-based schemes under the given candidate
paths.

We first investigate the influences of number of ses-
sions on the QoS satisfaction. As shown in Fig. 7(a),
the performance of both algorithms degrades as the
number of sessions increases because larger number of
traffic demands would quickly exhaust the bandwidth
resources.

Then, we show the QoS satisfaction under different
scale of rule subsets of each session in Fig. 7(b), where
RM-CP outperforms nonRM-CP. It clearly show the QoS
satisfaction as a decreasing function over scale of rule
subsets.

The effect of throughput requirements on QoS satis-
faction is evaluated. As shown in Fig. 7(c), by randomly
generating traffic rates within ranges [100,200], [200,300],
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[300,400], [400,500], and [500,600], the QoS satisfaction
shows a decreasing function of both schemes. The reason
can be attributed to the fact that it becomes harder
to guarantee all the requirements with the available
resources under higher QoS requirement.

At last, we see the QoS satisfaction under different
scale of switch capacity in Fig. 7(d) showing as increas-
ing functions, when switch capacity varys within 10
and 60. After converging at switch capacity of 50, their
performance is not affected by larger switch capacity.

Overall, from all the figures above we can al-
ways observe that the RM-CP significantly outperforms
nonRM-CP of QoS satisfaction.

8.1.3 Performance in Large-Scale Networks

Then, we also evaluate the fast heuristics under
nonRM-CP and RM-CP schemes in large-scale networks.
The topology is randomly generated in each running
case. The default settings of system parameters are as
follows: N = 500, K = 3, |I| = 100, |Li| € [2,10],
By = 100, C, = 800K (K=10%), ¢; = 1K, and D €
[80,300], for Vk € K,V(u,v) € E,u € N,i € Iy).

As shown in Fig. 8(a), we first evaluate the perfor-
mance under various numbers of sessions by varying K
from 1 to 10. The cost of rule space occupation linearly
increases over K for both schemes. By extending |Ij|
from 20 to 100, Fig. 8(b) shows the rule space occupation
cost is an increasing function of the number of rule
subsets for each session. It can be also observed that
RM-CP outperforms nonRM-CP by around 60% of the
total rule space occupation. Then, we study the per-
formance under various numbers of required rules for
each session by varying |I| x ¢; € {1IM, 2M, 4M, 8M}
(M=10°) and reassigning C, = 4M. Fig. 8(c) shows the
rule space cost increases over the number of rules. Fi-
nally, we evaluate the performance under various scales
of networks by varying the number of switches, ie.,
N € {100,200, 500, 1000, 2000}. The rules occupation cost
is shown in Fig. 8(d). It can be observed that the cost
is little affected by the size of networks for both the
nonRM-CP and RM-CP schemes. This is because although
the provided candidate short paths are found a little
different in various scales of networks, the total required

number of paths is always the same when the required
traffic rate of each session is fixed. As a result, the
induced rule space occupation cost maintains similar in
different running cases. Furthermore, we see that RM-CP
shows much more efficient than nonRM-CP again.

8.2 Performance of the nonRM-nonCP and RM-
nonCP

We firstly evaluate the performance of the proposed
heuristic Alg. 1 under schems nonRM-nonCP and
RM-nonCP with the corresponding optimal solutions in
small-scale network, e.g., the same network topology
adopted in Section 7, in which parameters are set as:
N =10, |I| = 20, ¢; = 1, B, € [80,200], C, € [15,20]
and Dy, € [100, 200].

By varying K from 1 to 5, Fig. 9(a) shows the com-
parison between the optimal rule occupation and the
result obtained by applying Alg. 1. Their performance
results as a function of |I;| in the range from 10 to 30
are also compared in Fig. 9(b). As we observe from both
figures, the proposed Alg. 1 incurs only a little extra
rule occupation, i.e., within 10% and 5% compared to
the optimal solutions of nonRM-nonCP and RM-nonCP,
respectively.

Then, extensive simulation experiments are conducted
to show the performance of the heuristic algorithm
under schems nonRM-nonCP and RM-nonCP in 30-node
networks that are randomly generated by linking any
two nodes with probability of 0.2. Since the corre-
sponding optimal solutions can be obtained in a timely
manner, we show the optimal solution of former two
schemes, i.e., nonRM-CP and RM-CP, instead for the pur-
pose of comparison. The default settings of simulation
parameters are as follows: |I| = 20, B, € [100,200],
C., € [1500,2000], ¢; € [10,100], and Dy, € [100, 200].

Fig. 10(a) shows the performance results of all four
models under various number of sessions from 1 to
5. Both nonRM-nonCP and RM-nonCP models search
their best routes for each session if available. For the
models nonRM-CP and nonRM-nonCP that both apply
the traditional rule placement mechanism, the latter
can always obtain some improved performance. We
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Fig. 9. Rule space occupation of nonRM-nonCP and
RM-nonCP under a partial ITALYNET networks with 10
nodes. This suite of simulations emphasize on comparing
the performance between Alg. 1 and optimal solutions.
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Fig. 10. Rule space occupation of nonRM-nonCP and
RM-nonCP under randomly generated networks with 30
nodes. This suite of simulations emphasize on compar-
ing the performance between nonRM and RM schemes,
under the cases of CP and nonCP, respectively.

attribute it to the gain achieved by jointly optimizing
multi-path routing and rule placement. When our pro-
posed rule multiplexing scheme is applied, the corre-
sponding models RM-CP and RM-nonCP achieve sig-
nificant performance improvement over nonRM-CP and
nonRM-nonCP, respectively. However, when comparing
RM-nonCP to RM-CP, we notice only slight improvement
achieved. This shows that the rule multiplexing scheme
is sometimes more efficient to improve performance,
especially when the given candidate paths are good
enough already.

Finally, we show the experimental results in Fig. 10(b)
when varying the number of rule subsets from 15 to
35 and fixing the number of unicast sessions to 5. The
total rule space occupation of all models shows as an
increasing function of rule subset sizes as explained
in Section 8.1. Some other findings similar to the ones
shown in Fig. 10(a) are also made. In summary, the
advantage of our rule multiplexing mechanism can be
always observed that the RM scheme achieves 30% less
rules cost than nonRM scheme under CP case, while this
quantitative improvements are approximately 10%~20%
under nonCP case.

9 CONCLUSION AND FUTURE WORK

In this paper, we propose a rule multiplexing scheme
for rule placement with the objective of minimizing rule

12

space occupation for multiple unicast sessions under
QoS constraints. We formulate an optimization problem
by jointly considering routing engineering (i.e., with or
without the given candidate paths) and rule placement
under both the existing nonRM-based and our proposed
RM-based rule placement schemes. Due to the NP-
hardness, we propose heuristic algorithms for minimiza-
tion problems of RM-nonCP and nonRM-nonCP using
the relaxation and rounding techniques. Two phases are
included in the major heuristic algorithm. In the first
phase, we select multiple paths for each session, while
rules placement solution is found at the selected routing
paths in the second phase. The computational complex-
ity is also analyzed. Finally, extensive simulations are
conducted to show that our proposals and heuristic al-
gorithms save TCAM resources significantly. Our future
work includes the derivation of approximation ratio of
our heuristic algorithm.
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