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Abstract—Many ad hoc network protocols and applications assume the These networks would not justify the cost of setting up an in-

knowledge of geographic location of nodes. The absolute location of eachfrgstructure to support positioning, like proposed in [7], [8], or
networked node is an assumed fact by most sensor networks which can [9]

then present the sensed information on a geographical map. Finding lo-

cation without the aid of GPS in each node of an ad hoc network is impor- S . . .
tant in cases where GPS is either not accessible, or not practical to use due GPS, which is a public service, can satisfy some of the above

to power, form factor or line of sight conditions. Location would also en- requirements. However, attaching a GPS receiver to each node
able routing in sufficiently isotropic large networks, without the use of large  is not always the preferred solution for several reasaost—
routing tables. We are proposing APS —a distributed, hop by hop position- ¢ \ya are envisioning networks of thousands, or tens of thou-
ing algorithm, that works as an extension of both distance vector routing . . L .
and GPS positioning in order to provide approximate location for all nodes Sands of nodes, (this factor might be of diminished importance
in a network where only a limited fraction of nodes have self location capa- in the future);limited power— battery capacities are increasing
bility. much slower than, say Moore’s lamaccessibility- nodes may

Keywords—Ad hoc networks, positioning, GPS, sensor networks be deployed indoors, or GPS reception might be obstructed by
climatic conditionsjmprecision- even with the selective avail-
ability recently turned off (May 2000), the location error might
still be of 10-20m, which might be larger the hop size of some

Ad hoc networks have mostly been studied in the context @¢tworks;form factor— a Rene board [4] is currently the size of
high mobility, high power nodes, and moderate network sizessmall coin.

Sensor ﬁ?‘WOka' while _typlcally h?"'”g low powered node_s, There are several requirements a positioning algorithm has to
low mobility and large sizes, classify as ad hoc networks

Uhtisfy. First, it has to be distributed: in a very large network of
many cases, when deterministic placement of nodes is not v ' y'arg

. ) ) . . i v memory and low bandwidth nodes, designed for intermit-
sible. With recent advances in sensing device architectures y g

it can be for n that ch r even di ble nodes. wil t operation, even shuttling the entire topology to a server in
can be foreseen that cheap, or even disposable nodes, op by hop manner would put too high a strain on the nodes
available in the future, enabling an array of new agricultur

meteoroloaical and military applications. These larae networ lose to the basestation/server. Partitioned areas would make
gl titary applications. ger I Rntralization impossible, and anisotropic networks would put
of low power nodes face a number of challenges: routing wit

out the use of larae conventional routing tables. adantabil more strain on some nodes that have to support more forward-
u u 1arg ventl uting ' pte '.'ting traffic than others. Changing topologies would also make
front of intermittent functioning regime, network partitionin

o . %he centralized solution undesirable. Second, it has to minimize
and survivability. In this paper, we address the problem of S?Il\e amount of node to node communication and computation

ltoctﬁt"}% tthehnlcl)dss N :]hde f'?\'/d’ zvhh“r:hrm?/ pIrO;II%T ?nSO|u3\? wer, as the radio and the processor are the main sources of
o thefirst challenge, and Solve other practical problems as aining battery life. Also, it is desirable to have a low signaling

One scenario involving sensor networks frequently mentione ) Bmplexity in the event a part of the network changes topology.

, \ ) d
literature is that of aircraft deployment of sensors followed by LFhird, the positioning system should work even if the network

flight collection ofdata_ by simp_ly c_ruising th‘? sens_orfield. Thiﬁecomes disconnected - in the context of sensor networks, the
and other meteorological apphcanon_s » are implicitly assuminglis can be later collected by a fly-over basestation. Finally

I. INTRODUCTION

tsors Iocatlonr,]yvh;ch makfe;]n poss.|tble tg) attqch tn'fr:.nf(.)rmat' te system of the GPS, as opposed to relative coordinates, for
0 a geographical map of the monitored region. IS 1S an age following reasons: relative positioning might incur a higher

solute neceSS|_ty in _order to make sense of th_e observed d |§\’1aling cost in the case the network topology changes, and
accurate location might also be useful for routing and coordj;

nation purposes. Algorithms such as GEDIR[1], or geocasi bsolgte positioning enables a unique namespace, that of GPS
. : . . ordinates.

enable routing with reduced or no routing tables at all, which are

appropriate for devices like the Rene mote[4], with only half a The rest of the paper is organized as follows: the next sec-

kilobyte of RAM. An improvement that can be applied to somgon summarizes similar efforts in current research, section I

ad hoc routing schemes, Location Aided Routing [11] limits theresents a short GPS review, as its principles are central to our

search for a new route to a smaler request zone. Also, ABSproach. Section IV explains the APS approach, with the pro-

is appropriate for indoor location aware applications, when tip@sed propagation methods, section V presents simulation re-

network’s main feature is not the unpredictable, highly mobikults and we conclude with some considerations about node mo-

topology, but rather deployment that is temporary, and ad hdulity effects on APS.



Fig. 1. GPS, simplified problem Ar = #, — ry, then the approximate of the correctiondsp =
ESTIMATED pi — pi ~ —1; - Ar + Ae. Performing the above approximation

> =l - for each satellite independently leads to a linear system in which
, LANDMARK(GPS)  the unknown is the location correctiadxr = [Az Ay].
A _ Apl ilz ily
) Aps Lyz  lay Az
< REAL 0 . . Aps = 132 13y |: Ay :|
T, T, €Stimated, real location
Iz pi, p; €stimated, real ranges Apn im iny
pi = i — raly i = |ri — 7] After each iteration, the correctiofs: andAy are applied to
Ap=pi—pi~ =i Ar the current_ position estimate. The iteration process stops \_/vhen
0% < the corrections are below a chosen threshold. Solving the linear

system can be done using any least square method (we used the
Householder method).

Il. RELATED WORK IV. AD Hoc POSITIONING SYSTEM(APS)

Reference [3] is proposing a positioning scheme that works ins 4 graph is sufficiently connected, and the lengths of its
a centralized manner by collecting the entire topology in asengjges are all known, then its plane topology may be recon-
and then solving a large system that will minimize positioningir,cted. But what is aufficientdegree of connectivity? If
errors for each node. Reference [S] presents a relative positigRs assimilate the graph with a wire frame, where nodes act as
ing system, without the use of GPS, in which the origin of thginges, our goal is to determine which part of the graph has non-
coordinate system is voted by a collection of nodes called refﬁbving parts, and those will be the nodes which can determine
ence group. The disadvantages, besides the ones stemming f{MR ocation. Once such a wire-frame is fixed, it will have a
the relative positioning versus absolute, are that when the refgfterence system of its own, that eventually has to be aligned to
ence moves, positions have to be recomputed for nodes that hggylobal coordinate system of the GPS. In order to fix this wire
notmoved, and if intermediate nodes move, fixed nodes depefigme somewhere on the global plane, at least three nodes(called
ing on them also have to recompute position (not knowing if thgngmarks), that are GPS enhanced, or know their position by
reference has moved). However, the coordinate system proggme other means, have to be present in the connected graph.
gation is appropriate for hop by hop dissemination of distancespeyices as simple as the Rene motes [4] have software access
to Iandmarks_, and is applicable with our cﬁstance_based schemgane signal strength of the radio signal, thus offering a way to
In [8] a location system based on an uniform grid of powerfigstimate distance to immediate neighbors. This measurements
(compared to the nodes) basestations, serves as landmark mesfiever, are affected by errors. One of the aims of our posi-
A random node in the network will be able to localize itself b?ﬁoning system is to enhance position accuracy as the fraction
estimating its distance to the well known positions of closegt jandmarks of the entire population increases. Even if it is
basestations. RADAR [9] is a scheme in which the entire Mgeoretically sufficient to have three landmarks, the presence of
is in advance measured for its radio propagation properties, qdasurement errors will demand higher fractions of landmarks,

positioning is achieved by recognizing fingerprints of preViOUSUepending on the requirements of the application.
mapped locations. The cricket location system [7] uses radio

and ultrasound signals to estimate euclidean distances to wellAPS Algorithm

known beacons, which are then used to perform triangulation,y s ot desirable to have the landmarks emit with large power
The key features of our proposed approach, in contrast with fa&.,\er the entire network for several reasons: collisions in lo-

ones mentioned above, are that it is decentralized, it does pof .o mmunication, high power usage, coverage problems when
need special infrastructure, and provides absolute posmonmgnoving Also, it is not acceptable to assume some fixed po-

sitions for the landmarks, as the applications we envision are
either in flight deployments over inaccessible areas, or possibly
In Global Positioning System (GPS) [6], triangulation us€gvolving movement and reconfiguration of the network. In this
ranges to at least four known satellites to find the coordinaigsse, one option is to use hop by hop propagation capability of
of the receiver, and the clock bias of the receiver. For our nogi network to forward distances to landmarks. In general, we
location purposes, we are using a simplified version of the GRim for the same principle as GPS, with the difference that the
triangulation, as we only deal with distances, and there is hdmarks are contacted in a hop by hop fashion, rather than di-
need for clock synchronization. rectly, as ephemerides are. Once an arbitrary node has estimates
The triangulation procedure starts with an apriori estimatesla numberg 3) of landmarks, it can compute its own position
location that s later corrected towards the true location. Infiguifethe plane, using a similar procedure with the one used in GPS
1, letr, be the estimated locatiom,, the real locationg; = position calculation described in the previous section. The esti-
Iri —ru| + € andp; = |r; — 7| + € the respective rangesmate we start with is the centroid of the landmarks collected by
to the GPS. The correction of the rangé\p is approximated a node.
linearly to accpmmodate a linear system solving(as opposed tan what follows we will refer to one landmark only, as the al-
quadratic). If1; is the unit vector ofj;, 1; = —= and gorithm behaves identically and independently for all the land-

Ty — iy

Ill. GPSREVIEW



marks in the network. It is clear that the immediate neighbors of Fig. 2. “DV-hop” correction example
the landmark can estimate the distance to the landmark by direct
signal strength measurement. Using some propagation method,
the second hop neighbors then are able to infer their distance to
the landmark, and the rest of the network follows, in a controlled
flood manner, initiated at the landmark. Complexity of signal-
ing is therefore driven by the total number of landmarks, and by
the average degree of each node.

What makes this method similar with the distance vector rout-
ing, is that at any time, each node only communicates with its
immediate neighbors, and in each message exchange it commu-
nicates its available estimates to landmarks acquired so far. This
is appropriate for nodes with limited capabilities, which do not /©

Fig. 3. Euclideanpropagation method

need, and cannot handle the image of the entire, possible mov-
ing, network. We are exploring three methods of hop to hop dis-
tance propagation and examine advantages and drawbacks for

A "
each of them. Each propagation method is appropriate for a cer- O\J CA

tain class of problems as it influences the amount of signaling,
power consumption, and position accuracy achieved.

B. “DV-Hop” propagation method
P"propag L3,3 x 16.42. This values are then plugged into the triangula-

This is the most basic scheme, and it first employs a clasgén procedure described in the previous section Ao get an
cal distance vector exchange so that all nodes in the network g&fimate location.
distances, in hops, to the landmarks. Each node maintains a taphe advantages of tH®V-hop” propagation scheme are its
ble {X;,Y;, h;} and exchanges updates only with its neighborsimplicity and the fact that it does not depend on measurement
Once a landmark gets distances to other landmarks, it estimaigsr. The drawbacks are that it will only work for isotropic net-
an average size for one hop, which is then deployed as a Ggerks, that is, when the properties of the graph are the same in

rection to the entire network. When receiving the correction, af directions, so that the corrections that are deployed reason-
arbitrary node may then have estimate distances to landmagsly estimate the distances between hops.

in meters, which can be used to perform the triangulation. The

correction a landmarkX;, Y;) computes is C. “DV-distance” propagation method
VX=X (YY) L, . . L . . . .
c; = S , 0 # 4, all landmarks j This method is similar with the previous one with the differ-

are land- €nce that distance between neighboring nodes is measured using
radio signal strength and is propagated in meters rather than in
\pPs. As a metric, the distance vector algorithm is now using

Ly computes the correctiof52 = 17.5, which is in fact the ﬁu;nyl?t|ve travelln%;];f/tarl]nc?, 'S meters. On”ohne hr:\]nd the
the estimated average size of one hop, in metérshas then method Is less coarse t -hop”, because not all hops have

the choice of either computing a single correction to be broadl® S8Me size, but, on the other hand itis sensitive to measure-

casted into the network, or preferentially send different correl€Nt EITOrs.

tions along different directions. In our experiments we are USiIEg
the first option. In a similar mannek, computes a correction
of 2405 = 16.42 and L3 a correction of 300 = 15.90. A The third scheme works by propagating the teuglidean
regular node gets an update from one of the landmarks, andigtance to the landmark, so this method is the closest to the
is usually the closest one, depending on the deployment poliggture of GPS. An arbitrary nod¢ needs to have at least two
and the time the correction phase of APS starts at each landighborsB and C' which have estimates for the landmatk
mark. Corrections are distributed by controlled flooding, meaffigure 3). A also has measured estimates of distances 9y

ing that once a node gets and forwards a correction, it will drof’, and BC, so there is the condition that: eith& andC,

all the subsequent ones. This policy ensures that most nodes béisides being neighbors df are neighbors of each other, 4r
receive only one correction, from the closest landmark. Whknows distancé3C', from being able to map all its neighbors in
networks are large, a method to reduce signaling would be to 8docal coordinate system.

a TTL field for propagation packets, which would limit the num- In any case, for the quadrilaterdlBC'L, all the sides are
ber of landmarks acquired by a node. Here, controlled floodikgown, and one of the diagonalBC is also known. This al-
helps keeping the corrections localized in the neighborhoodlofs nodeA to compute the second diagondL, which in fact

the landmarks they were generated from, thus accounting f®the euclidean distance frorh to the landmarld.. It is pos-
nonisotropies across the network. In the above example, asswibée thatA is on the same side d8C as L — shown asd’ in

A gets its correction froni., — its estimate distances to the thre¢he figure — case in which the distancelias different. The
landmarks would be: té,;,3 x 16.42,to Lo, 2 x 16.42, and to choice between the two possibilities is made locally bi-

In the example in figure 2, nodds,, L, and L3
marks, and nodé, has both the euclidean distancelig and
L; , and the path length of 2 hops and 6 hops respectiv

“Euclidean” propagation method



ther by voting, whend has several pairs of immediate neighall nodes get estimates, even at low GPS ratios, whéfas

bors with estimates fof, or by examining relation with other clidean’s” error build-up will produce some unreachable nodes.
common neighbors aB and(C'. If it cannot be chosen clearly In practice, nodes uncovered by APS, can be approximated as
betweenA and A’, an estimate distance tb won’t be avail- the centroid of their neighbors, producing a location that can be
able for A until either more neighbors have estimatesEahat used for both reporting and geodesic routing.

will suit voting, or more second hop neighbors have estimatesMessage complexity is relevant because usually nodes com-
for L, so a clear choice can be made. Once the proper choisenicate over a shared medium, and a high density of nodes,
for A is available, the actual estimate is obtained by applyimgupled with a high messaging complexity, leads to a high col-
Pithagora’s generalized theorem in triangb§ B, BC'L, and lision rate and ultimately to lower throughput and higher power
ACL, tofind the length oA L. An error reduction improvementconsumption. Figures 7 and 11 show the number of messages
applicable for the Euclidean”propagation, but not for tH®V  exchanged under the three propagation poli¢ie¥-distance”
based”methods is for a landmark to correct all the estimatesiét the only one spending more messages as the measurement
forwards. It uses the true, GPS obtained coordinates, insteag@cision decreases, and this is justified by the existence of sev-

relying on the measurement based received values. eral paths with similar metric in distance, which triggers more
shorter paths updates. This does not happerHaclidean”be-
V. SIMULATION RESULTS cause what is propagated is the straight line distance to the land-

We simulated APS with the proposed propagation method&@rk, here there is no_shorter path to be updateq. A maximum
in ns-2, with randomly generated topologies of 100 nodes. TReMber of messages is reached around the ratio of 40% GPS
two main goals of ad hoc positioning are to get location for mapPabled nodes — because at higher densities, messages become
ping purposes, and to route using geodesic routing. The sifA9er and propagate more updates at once. At lower densities,
ulations evaluate the three possible propagation methods Witfire are more waves of smaller updates to be sent. Number of
respect to these goals. Two topologies are considered —PXffS €xchanged is higher féEuclidean” than for the"DV-
isotropic topology of 100 nodes, average node degree of 72§S€d”algorithms by a factor depending the degree of a node,
diameter 10, where nodes are placed in a random uniform m@#ich can be seen in figures 12 and 14. This is due to the fact
ner, so that density, connectivity and communication range &f@t “Euclidean” forwards second hop information, which in-
approximately the same throughout the network. The secdii§ases the size of the average message. _
topology we examine is anisotropic in connectivity - it has the T0 evaluate how effective the APS estimated locations are
shape of letter “C”, so that number of hops between the noff Purposes of routing, we implemented a simple, greedy ver-
and south branches is not a correct indication of geometric ¢#Qn of geodesic routing. Having the coordinatés Y’) of the
tance. This network has 100 nodes, maximum and minimdacket destination, a forwarding node will choose as the next
sections are 24 respectively 1 hop. All the performance graﬁﬁép the neighbor that estimates the least euclidean dis_tance to
presented have the ratio of GPS enabled nodes ondhs and (X,Y). There are no routing loops because when all neighbors
several curves corresponding to error in signal strength evafigclare a larger distance than the forwarding node, the packet
ation of distance. This measurement error is considered toipéropped. This obviously works better for isotropic networks
in the range2% — 90% of the nominal value, uniformly dis- and this is the case that we simulated. The algorithm does
tributed. The'DV-hop” propagation method, being immune td'0t guarantee delivery, such algorithms are described elsewh_ere
measurement error, is represented as a thick line on“Bth in the literature[10]. Figures 13 and 15 show the overhead in
distance”and ‘Euclidean” graphs, for easier comparison of théoute length measured as the difference in the length of geodesic
three methods. routes between using the true coordinates and the ones estimated

Figures 4 and 8 show location error in percents, relative & APS. The path overhead for all three proposed propagation
the hop size (100% error means one maximum sized hop awéw_thods is less than 6% and may be as low as 0.5% when using
While “Euclidean” has the advantage of increasing accurad})O'€ pPrecise measurements.
with GPS ratio,“DV based” algorithms are better suited for
lower GPS ratios. Figures 5 and 9 show location error for the
anisotropic topology. There are two things to notice: first, the Although we have not explicitly modeled mobility, APS aims
corrections of théDV based” methods are off because of theo keep a low signaling complexity in the event network topol-
“C” shaped network, and this is reflected on the lower perfosgy changes. While highly mobile topologies, usually associ-
mance for this category. Second, f&uclidean” measurement ated with ad hoc networks, would require a great deal of com-
error does not make much difference compared to the anisotrapynication to maintain up to date location, we envision ad hoc
caused error."Euclidean” performance has the advantage abpologies that do not change often, such as sensor networks, in-
small variation across different topologies, thus offering preloor or outdoor temporary infrastructures. When a node moves,
dictable performance across unpredictable conditions. it will be able to get'DV-based” or “Euclidean” updates from

The way in which errors are propagating is the factor whidts new neighbors and triangulate to get its new position, there-
determines which nodes can successfully estimate their locatifome communication remains localized to nodes that are actually
Some nodes may not have an estimate due to not having at leasbile. This is in contrast with previously proposed solutions
three estimates to three noncolinear landmarks, or not attainjyj which rely on a reference group that would prompt reevalu-
convergence during the iterative system solving. As seen fr@tions in the entire network in case of movement of the reference
figures 6 and 10, when usif®V-based” algorithms, almost group. Not even moving landmarks would cause a communica-

VI. NODE MOBILITY
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