Applications to Queueing Theory

Introduction to Stochastic Processes (Erhan Cinlar)
Ch. 6.5, 6.6
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Applications to Queueing Theory: M/G/1 Queue

M/G/1:

Arrival Process: Memoryless (Poisson arrival or exponential
(geometric) interarrivals

Service Process: Generally—dis‘rribufed service times

Number of servers: 1
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Applications to Queueing Theory: M/G/1 Queue

l arrival
l

departure (service completion time) exp

R ™ H

X(t): Number of customers in the system (queue and under service)

Consider a specific subset of times {te } only. That means that we embed
X(t) on times { te } . We do not look at X(t) at times other than in {te }.

X(te) is the process X(t) embedded at times { te }.
X(t) is nota MC. Why?
If { te } = { times of customer departure }, then X(t¢) is a MC. Why?

M105 - AvdAuon kai MovTteAomoinoh AikTOwy - Iwdvvng ZTaupakdkng (EKTTA) - 2023

Applications to Queueing Theory: M/G/1 Queue

N,(w) : number of arrivals during the time interval [0,¢].
Z,(w),Z,(w),...: service times of customers who depart first, second, ...
Y, (@) : number of customers in the system (waiting or being served at time ¢)

Assumptions:
& N={N;t=0}0 P(a)

% Z,Z,,... iid.0¢
= Consider the future of Y from a time 7' of a departure onward.
= Define X, as the number of customers in the system just after the instant of the

n™ departure. ( X, is a SP embedded at departure times)

Theorem: X is a MC with the transition matrix

9 4 b 94 T . i '
Distribution of arrivals over a service time
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Proof: We need to show RIX Sy e T 2 - X

q; i=0,720
P{X, =j|X,=i}=14q,,, i>0,/2i-
0 otherwise
= Let T the time of the n™ departure.

= Let Z=2Z,,, theservice time of the n+1 customer.
X, + (N, =Np) =1, X, >0 5
(ThenSePy s = (S:arrival time of the n+1 customer )
Nz =N, X, =0

Using Poisson properties: ~ P{N,,, - N; =k| X,,..X,;T} = P{N, =k}
Distribution of arrivals over a service time {

—aZ Zk o A tk
¢, =P{N, =k} =E[P{N, =k|Z}]=E| % 5:" ) }:L - ](;’) dg(r)
=0 P{X,. =j|X,=0}=P{N,, - Ny =j}=P{N,=j}=gq,
" >0 P{X,, =jlX,=i}=P{N,,,-N,=j+1-i}

. . qiv1-i» jZl—l
:P{szﬁl_l}:{jg j<i-1
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Applications to Queueing Theory: M/G/1 Queue

The MC X is irreducible and aperiodic. If »~~ Mean number of arrivals
r=E[N,]=aE[Z]=ab OVer amean service time

Then (intuitively based on queue evolution/growth, also rigorously proven)
= If r>1 all states are transient

= If r <1 all states are recurrent non-null.

= If r =1 all states are recurrent null

Notation:
r= 1- 4, — " — ¢, (prob arrivals over a service time exceed k; summing them we get r, next)
r=r, +’”1 2L oog :(ql +q2 +q3 +...)+(q2 +q3 +"')+(q3 +...)+...

= ¢q, +2q, +3q; +--- (this is the definition of the mean  of the distr of arrivals over a service time)

Proposition: The chain X is recurrent non-null aperiodic if and only if r <1.
Proof: We need to show that

s Sageds r-1=1
1% = oo T 79, gy = ol
= Tody + g, + 74, £ T4y = ol + K
7[2 = ﬂ'oqz 9 ﬂ-qu ar ﬂ'qu + 7f3q0 ﬁ3q0 = ﬂ'Orzizlrz ar ﬂzrl
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Applications to Queueing Theory: M/G/1 Queue

Summing all equations (g, =1-17,, r =7 +n+r +--)
(A-r)- D 7 =z +(r=1)2 7,
Jj=1 Jj=1

A - r 1
If <1, then we obtain E T,=E——m, = E T, =——,
=0 =7 =0 —-r

The condition 7-1=1 is satisfied with 7, =1-r

Theorem: The limits 7(j) =1im, , P"(i, ) exist Vj € E and are independent of the
initial state i.

o If r>1,then 7(j)=0, Vj.

e If r<l1,then

7(0)

z(l)

1-r

e
90
Z(+1) = (1—r>i(lj S e,

=1\ 4,

where S, is the set of all k -tuples a=(qa,,..,q,) of integers @, 21 with @, +---a, = j
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Applications o Queueing Theory: M/G/1 Queue

More on the recurrent non-null case

Having the limiting distributions , we can compute E[X,], Var(X,) etc., in the limit
n—>00.

Instead, we could also proceed as follows, without using the limiting distributions:

Xn+l :Xn+Mn _Un

where
U, =1-1,(X,)
M, is the number of arrivals during the 7 +1 th service.
ImE[U,]=1-lmE[1,(X,)]=1-lmP{X,K =0} =1-72(0)=r=a-b
E[M ]=r=a-b
EIM}]= E[ E[N} | Z]|=E[aZ + &°Z*|=a-b+d’c’

¢ = E[Z%]= j:z2d¢(z)

V(X)=02=E(X-E(X))2=E(X2)-E(X)2 => E(X?3)
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Applications to Queueing Theory: M/G/1 Queue

X, =X +M;+U;+2X,M,-2X,U,—2M,U,
But
= U!=U, (U, takes values 1, 0)
* XU,=X,(If X,>0,then U, =1, elseif X, =0,then U, =0)
so that,

X2, =X +M?+U, +2X,M,-2X,-2M,U,
Taking expectations of both sides we obtain
E[X?,]= E[X*]+ E[M}]+ E[U,]+ 2E[X,1E[M,] - 2E[ X, ] - 2E[M, JE[U, ]
and by letting n — o
0=ab+a’c’ +ab+2qab —2q — 2a*b*

2/52
where g=HmE[X,|=ab+—2S"
n—o (2-2ab)
Knowing the statistics of X, we can find the statistics of V,, (W, ), as n — o
Ve s %y

V. (W,) is the total (waiting) time spent in the system by the n"™ customer.

(X, is equal to arrivals between time of arrival and time of departure of the »"
customer, under FIFO)
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What if »>12?

Consider f, (/) the probability starting from state &k + j, the MC X never enters in
the set {0,1,...,k}

J:(j) is the maximal solution of the system h=Q-h, 0<h<1

where QO is the matrix obtained from P by deleting all rows and columns
corresponding to the states {0,1,...,k} .

9 9 4G
o 49 49 49
9 %

O does not depend on &, therefore f,(j)= f,(j) forall j,k.
Lemma: The probability that X never enters {0,1,...,k} starting from k+ j is the
same as the probability f(j) that X never enters O starting from ;.
Theorem: Let f(j) be the probability that the queue, starting with j customers
never becomes empty. Then,

AG) =57 =122
where £ is the smallest number in [0,1] satisfying B =g, +¢,8+ ¢, +
The [ is strictly less than one if and only if the traffic intensity » > 1. Therefore, X
is transient if and only if » >1.
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Applications to Queueing Theory: G/M/1 Queue

5/M/1:

Arrival Process: Generally—dis‘rribufed arrival times

Service Process: Memoryless (exponential (geomeftric)
service times)

Number of servers: 1

M105 - AvdAuon kai MovteAomoinon AikTowy - Twavvng Ztaupakdkng (EKTTA) - 2023

Applications o Queueing Theory{ 6/M/1 Queue

arrival

l departure (service completion time)
exp

H L ——
S iR R I

X(t): Number of customers in the system (queue and under service)

Consider a specific subset of times {te } only. That means that we embed
X(t) on times { te } . We do not look at X(t) an times other than in { te }.

X(te) is the process X(t) embedded at times { te }.

X(t) is not a MC.

If { te } = { times of custome, then X(te) is a MC.

M105 - AvdAuon kai MovTeAomoinon AIKTUWY - LWAVVAC ZTdUupdkdkng (EKTTA) - 2023

06/12/2023



Applications to Queuing Theory: 6/M/1 Queue

Exponentially distributed service times [ exp(a)
i.i.d. interarrival times [] ¢ .
—at n
In this case ¢, = rﬂ
0 n!
is the probability that the server completes exactly n services during an interarrival
time (provided that there are that many customers).

Define: r, = q,,,+q,., +*

i
r= NG =n At

r_is the expected number of services which the server is capable of completing during

an iterarrival time. It can be proved that

= 7 >1 Server can keep up with arrivals (recurrent)
= <1 Queue size increases to infinity (transient)

If 'X}f is the number of customers present in the system just before the time 7 |of the

n'™ arrival, then

49
c A . . | AN )
Theorem: X* ={X’;ne N} isaMC with £ ={0,1,2,..} ,P° =

n 4% 4 9
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d¢(t)|<— Distribution of services over an interarrival tim¢g

Applications to Queuing Theory: 6/M/1 Queue

Proof: Let M, be the number of services completed during the n+1" interarrival
time [7,,T,,,) . Then,
X:-H = X: + 1 i Mn+1
But M, is conditionally independent of the past history before 7, given the present
number X, . If Z=T, T,
—aZ k
ﬂ Xe+1>k
k! i
) —aZ m
P{Mn+1:k|X:,Z}: 276 (eZ) Xi+l=k (*
m=k m!
0 otherwise

Taking expectations with respect to Z , which is independent of X, we obtain
q, k<i
P{M,, =k|X; =i}={n_, k=it
0  otherwise

Equation X7, = X! +1- M, and the previous one provide matrix P*
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Applications to Queuing Theory: 6/M/1 Queue

Theorem: X° is recurrent non-null if and only if » >1.If r > 1,

7 ()= lim p+"(Q, /) = lim P* {X; = j| X; =i}
and
(N=>1-pF, =20
where £ is the unique number satistying
B=a,+4.+q,p +-
If » <1 then z°(j)=0 forall j.

Proof: X* is recurrent non-null if and only if
v=v-P*, v-l=1
has a solution.

Yol QW t @Yo t gV, +
SR ES G  V hy

+ gV, +

i = O wmtm O g Ol 7y e
% = A o G R ek TRy s
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Applications to Queuing Theory: 6/M/1 Queue

B = W t @Yo t gV, +
Y+ Y+

+ gy, +

Vi = Y TR o gV, Nt GV
Gy 0 GRAT SR s eR R e

Let f(J)=v,+-+vV,

j-1°

j=12,.... Then,

SO = qfO + ¢.f(2 + ¢f3) +
T =R Wl AP ROAE NS ey ET O
IS %2 + ¢fQ) +

We are interested in a solution satisfying
lim f(j)=> v, =1
Jo® j:O

Q was obtained from P by deleting 0™ row and column. Such an f exists if and
only if X is transient which means that » > 1. In this case f()=1- /’. Solving for
v we obtain

vo=fO=1-4 v=fQ-fO)=01=-5)p,..
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Applications to Queuing Theory: 6/M/1 Queue

Theorem: X° is transient if and only if » <1.If r <1, the probability /() that the queue
starting with j customers never becomes empty is given by

S D=7 +zD)+-+7(j), j=L2,..
where the 7z(j) are those found in the M/G/1 case.
Proof:

= f* isthe solution to the system A=Q°h, 0<h<1.

O is the matrix obtained from P° by deleting the 0" row and column.
The equations for 2=Q%h are ( f°(j)=h,)

b= qh + qh

ho = qh + qh + qh

b = qh + ah + @b + gk

If we define ....
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If we define 7, = qh,, 7, = (1-q,)h,, and let
w,=h,—h,_, ] S 258
then the first of the previous equations along with 7, = g4, , implies the equations

Z0Rn 9070 + 4070
= 4t T T 7
and subtracting the equation for 4, , from the one for 4, yields
Uy = 970 T G270 T G, + G T
Ty = Gyt G, 4Tt g7,

In other words, 7 satisfies 7 = 7P with P the transition matrix in the M/G/1 case, and we
are interested in the solution

z=zP, M= =lim#, =1

J

= Such a solution exists if and only if » <1.
* The solution 7 is connected to 4 by the relation h, =7, +---+7;
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Applications to Queueing Theory: M/M/1 Queue

arrival exp

l departure (service completion time)

iy exp s eXp
exp i .
an bl - b ogh exp § exp exp
P~ T
exp —

X(t): Number of customers in the system (queue and under service)

X(t) isa MC. Why?
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Special case M/M/1

We can consider this queue as a special case of M/G/1 or G/M/1. In the sequel we use
G/M/1. Now the interarrival distribution is given by:

pt)=1-¢e*, =20

To compute the limiting distribution of X* (queue size just before the n" arrival, we find
first S, where

S k © k[P e @)t 4 ® —at(l- =
ﬁ = quﬁ = Zk:oﬂ J.(J £ k!at Ae rd[ = ,[0 e al /3)/16 rd[ = 1+aﬂ—aﬂ
k=0

) : A
The previous equation becomes f=——— or (1-f)(A—-ab)=0
A+a-af

with solutions S =1 and|f =2. When r =4 >1, the smallest solution is £ = 2
a

\ b, VAT g
So we have hmP{Xn =/} =[1-——|[—], L —ONIEES
a)\a

n—»o

. 2 AN . :
It turns out that hmP{Y, = j} :(lf—)(—j , |/ =0,L,...for the queue size Y, at time 7.
a

t—o a

; AN AY
and lim P{Xn = j} = (l = 7)(7j p J =0,1,...for the queue size X, just after the n™ departure.

n—ow a
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