
Technological Forecasting & Social Change 170 (2021) 120924

Available online 10 June 2021
0040-1625/© 2021 Elsevier Inc. All rights reserved.

The impact of group polarization on the quality of online debate in social 
media: A systematic literature review 

Luca Iandoli a,b, Simonetta Primario b,*, Giuseppe Zollo b 

a St. John’s University, Collins College of Professional Studies, 8000 Utopia Parkway, New York, USA 
b University of Naples Federico II, Dept. of Industrial Engineering, Piazzale Tecchio 80, 80125, Naples, Italy   

A R T I C L E  I N F O   

Keywords: 
Group polarization 
Echo-chambers 
Social media 
Social networks 
Online discussions 
Online argumentation 

A B S T R A C T   

Social media are often accused of worsening the quality of online debate. In this paper, we focus on group 
polarization in the context of social media-enabled interaction, a dysfunctional group dynamic by which par-
ticipants become more extreme in their initial position on an issue. Through a systematic literature review, we 
identified a corpus of 121 research papers investigating polarization in social media and other online conver-
sational platforms and reviewed the main empirical findings, as well as theoretical and methodological ap-
proaches. We use this knowledge base to assess some recurrent accusations against social media in terms of their 
supposed tendency to worsen online debate. Our analysis shows that, while some concerns have been exag-
gerated, social media do contribute to increase polarization either by amplifying and escalating social processes 
that also occur offline or in specific ways enabled by their design affordances, which also make these platforms 
prone to manipulation. We argue against suggestions aimed at reducing freedom of speech in cyberspace and 
identify in inadequate regulation and lack of ethical design as the leading causes of social media-enabled group 
dysfunctions, highlighting research areas that can support the creation of higher quality online discursive spaces.   

1. Introduction and theory background 

Group Polarization (GP) occurs when group members end up being 
more extreme in their position on a given issue after participating or 
being exposed to a discussion (Isenberg, 1986). 

While GP has been studied extensively in face-to-face interaction 
starting from the 60s (Moscovici et al., 1972; Myers and Lamm, 1976; 
Stoner, 1961), research on GP has received renewed impulse following 
the increasing relevance of the Internet in human communication and 
information consumption. Cass Sunstein’s influential work (Sunstein, 
2001, 2002a, 2002b) identified in online information cocoons created 
by like-minded individuals a key mechanism behind GP and hypothe-
sized that GP would impoverish public discourse (Balcells and 
Padró-Solanet, 2016) and favor extremism. 

The large-scale global adoption of Social Media (SM) provided 
additional fuel to this debate. Notwithstanding their positive role in 
promoting democratic movements such as the Arab Spring, SM have 
been later accused of determining the emergence of a public sphere that 
is increasingly fragmented, misinformed, and prone to social negativity 
and manipulation. Following Sunstein’s work, some scholars accused 
SM of favoring these trends through a mix of design affordances and 

algorithmic solutions leading to GP via the formation of ideologically 
homogeneous information bubbles (Garrett, 2009; Pariser, 2011; 
Stroud, 2010). Later works, however, rebutted these concerns by offer-
ing evidence that information sharing overall favors increased exposure 
to diverse information (Barberá, 2014) and even promotes wisdom in 
partisan crowds (Becker et al., 2019). More recent studies claim that 
concerns over the polarizing power of SM and the risks of manipulation 
of individual choices and opinion has been exaggerated (Dubois and 
Blank, 2018) and that there is no conclusive evidence that the Internet 
and SM make the online debate more polarized than it is in society 
(Boxell et al., 2017; Gentzkow and Shapiro, 2011; Prior, 2013). 

Other works question the diversity perspective by providing evi-
dence that online interaction creates GP precisely because SM heighten 
involuntary exposure to politicized information generated by 
"disagreeable others," stimulating social divisiveness via affective po-
larization (Iyengar et al., 2012; Settle, 2019; Yardi and Boyd, 2010) 

Despite the diversity of these findings, the literature on GP shares the 
following conceptual pillars. GP is typically intended as the result of a 
group dynamic that favors the emergence of more extreme opinions in 
group discussion and deliberation. It can result from two mechanisms 
that can operate independently or in combination: homophily and 
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discursive argumentation. Homophily is the tendency to socially engage 
with similar others, which can lead to the creation of information bub-
bles in which certain beliefs become dominant thanks to mutual positive 
reinforcement among like-minded peers. Discursive argumentation 
(Mercier and Sperber, 2011) is the use of reasoning by individuals and 
groups as an instrument to advance their preferred agenda by rhetori-
cally defeating their opponents. In this case, GP is produced by the 
exposure to diversity instead than by its absence. Online interaction can 
enable both tendencies by making easily available tools and virtual 
spaces to aggregate users with similar others and to expose them to 
ideologically hostile information. Thus, more than diverging on what GP 
is and on the explanatory mechanisms, the debate revolves around the 
trade-off between diversity and homophily and the design of regulatory 
and technological devices that can counteract GP. 

Regardless of the difference in theories and findings, many authors 
and technologists share the concerns that online GP has a severe impact 
on the quality of online discourse and the well-being of democracy. 
These negative impacts seem to be greatly enhanced by the amount and 
quality of online interaction enabled by SM. Such platforms are 
increasingly used as a primary news source, especially among younger 
generations (Sherrer, 2018), and not only enable easy and fast access to 
content but promote its active diffusion and manipulation across 
conversational networks that have no equivalent in traditional news 
media in terms of reach, size, and speed, as well as in their ability to 
manipulate content. Finally, the business model behind SM is strongly 
driven by this conversational diffusion regardless of the quality of the 
content and the impact of this diffusion. 

Despite the pervasiveness of this conversationally-enabled content 
sharing, the impacts of the exposure and active participation in online 
discussions on the emergence of GP have been relatively under- 
investigated Settle (2019). For these reasons, our review focuses on 
GP potentially originating by interaction enabled by online conversa-
tional platforms such as SM. 

We primarily review research findings obtained in the last decade 
following large-scale adoption of SM and interpret the empirical dis-
crepancies in the light of theoretical approaches and adopted investi-
gation methods available in the literature. Our findings show that some 
pessimistic concerns have been exaggerated, but also that SM do 
contribute to increase GP either by amplifying and escalating social 
processes that also occur offline or in specific ways enabled by their 
design affordances, which also make these platforms prone to 
manipulation. 

The paper is structured as follows. The following session describes 
the methodology adopted for the selection and analysis of the sources. In 
the results section, we present the bibliometrics extracted from a sample 
of the 121 publications and present findings regarding factors enabling 
online GP (antecedents), theoretical explanations (mechanisms), 
enabling design affordances, and effects of GP. Finally, in the discussion 
session, we use this knowledge base to verify accusations against SM’s 
impact on online GP and provide suggestions for future research. 

2. Review methodology 

Following well-established guidelines for systematic literature re-
view (Easterby-Smith et al., 2015), we performed a keyword search of 
publications indexed in scientific databases (WoS, Scopus). Our key 
search terms included online polarization, group polarization, opinion 
polarization, echo-chamber, social media, social network, online plat-
form, Web 2.0, blog, forum, and the Internet. We limited our search to 
works focusing on Polarization in online group behavior, written in 
English, and included only articles published in peer-reviewed sources 
with a minimum of 5 non-self-citations, if published before 2015, or at 
least one for later works. 

Titles and abstracts were screened to eliminate duplicates and papers 
that did not focus on online GP. This step was performed independently 
by the first two authors, and differences were resolved involving the 

third. At this stage, it was decided to exclude from the review works 
based on simulation and computational models as opposed to works 
reporting findings based on data collected from human users. 

A snowball search based on the references provided by works in this 
initial corpus allowed us to identify additional papers that had not been 
retrieved through the initial search. Articles were cataloged in a data-
base that was interrogated through VosViewer to obtain bibliometrics 
and visualizations. NVivo was used to support content analysis, search 
for specific concepts, and identify topics mapping by analyzing keyword 
clusters. The results of the systematic literature review are presented and 
organized into the following sections: 

a) Corpus overview and bibliometrics 
b) A review of the main theories of online GP analyzed in terms of 
social antecedents, cognitive and social mechanisms, enabling design 
affordances, and social effects (see fig. 4) 
c) Methodological issues 

3. Corpus overview and bibliometrics 

The initial keywords search on Scopus and Web of Science (WoS) 
databases produced 1346 results (758 Scopus and 588 WoS). After 
filtering by language, peer-reviewed sources, and duplicates, we 
brought down the corpus to 537 works. Among these, 215 papers pub-
lished before 2015 had received more than five citations, while 139 
works have been quoted at least once after 2015. After reading the ab-
stracts, 167 relevant works were selected for full-text reading. Fifty- 
eight titles were excluded from this group because the full text was 
not available (36) or online GP was not the focus (22). Finally, using 
Google Scholar, we identified 12 additional papers through the analysis 
of the references of the remaining 109 papers. 

Our final corpus includes 121 articles for which a bibliometric 
overview is reported in the Table 1. The debate on Online GP started in 
the early 2000s and built on previous works that studied GP in face to 
face interaction among like-minded peers (Burtt, 1920; Isenberg, 1986; 
Lamm, 1988; Moscovici et al., 1972; Myers and Lamm, 1976; Stoner, 
1961). Initial works by Sunstein (2002a, 2002b) followed this theoret-
ical perspective and focused on the adverse effects on information di-
versity due to online information cocoons and echo chambers. 

Works on online GP increased significantly after 2016 (Table 1.a), 
following a trend in research on the dark side of SM (Hemsley et al., 
2018). Research on online GP appears to be highly multidisciplinary and 
published in a variety of journals and conferences (Table 1.b and 1.c) in 
diverse disciplines and primarily in computer science, political science, 
communication, and social psychology (Table 1.d). 

The 121 selected works are the result of the research effort of 311 
unique authors, often collaborating in influential small research teams 
(Table 1.e and 1.f). A co-authorship network is shown in Fig. 1, where 
nodes are the authors, and links are weighted based on the number of co- 
authored documents (311 authors, 660 links). A visual inspection of this 
network helps to identify the most influential teams and trace the de-
bate’s evolution. Some prominent clusters include (by lead author): 
Sunstein’s and Adamic’s works on online echo chambers in the early 
2000s; Iyengar and Wojcieszak’s work on political disagreement in on-
line media (end of 2000s); Garrett, Garimella, and Guerra analyzing the 
impact of offline controversy on the structure of online communities 
(mid-2010s); Barbera’s group works on the diversity of information in 
SM and weak ties (Barberá, 2014; Tucker et al., 2018); more recent 
works by Bail (2018 and onward) showing the concerns about exposure 
to diversity; and Quattrociocchi’s research on the role of GP in the 
propagation of misinformation and conspiracy theories. 

Fig. 2 reports a bibliographic coupling network where nodes are 
publication sources such as journals or conference proceedings, and 
links are weighted based on the number of papers from one source citing 
the other. The analysis of Fig. 3 shows the multidisciplinary character of 
the debate and the most prominent publication venues. Finally, the heat 
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map (Fig. 3) reports the topics that have received greater interest and 
focus, based on the frequency they are mentioned in titles and abstracts. 

In the following, we describe and discuss the output of our review. 
We organized our findings as conceptually illustrated in Fig. 4, in which 
the review outputs are classified into 4 main categories: social factors 
enabling online GP (social antecedents), technical enablers (design 
affordances), explanatory theories (social and cognitive mechanisms), 

and social effects. The following sections refer to and describe the con-
cepts visualized in the followig map. 

4. Social antecedents of online GP 

Through the analysis of the papers contained in our corpus, we 
identified two categories of antecedents: 

a) Information diversity, as determined by intra-group and inter- 
group dynamics including homophily and selective exposure 
b) External triggers such as polarized media & elite, trolls, divisive 
events, and context. 

4.1. Information diversity 

Following the echo-chamber paradigm, several studies show how 
online groups can function as information filters to help their members 
to deal with information overload. Two key mechanisms favoring online 
GP are selective exposure/sharing and homophily, and both lead to 
suppression of diversity in the information available to the group 
members. These social processes can be further facilitated or magnified 
by algorithms (Pariser, 2011). and design affordances (Giese et al., 
2020). 

Under the effect of selective exposure/sharing, online users consume 
and share contents that reinforce their opinions and contribute to 
generate information cocoons (Iyengar and Hahn 2009, Stroud 2010). 
Homophily is people’s inclination to gravitate towards participants 

Table 1 
Bibliometric overview of Selected Works  

a. Publication by year  b. Publication Source 

Year #Paper  Source #Paper CiteScore2018 

2002 2  Proceedings of the National Academy of Sciences 7 8.58 
2005 1  Journal of Communication 5 4.49 
2008 3  Computers in Human Behavior 4 6.14 
2009 4  Journal of Computer-Mediated Communication 4 7.41 
2010 6  Proceedings of the Int. Conf. on Weblogs and Social Media 4 3.28 
2011 2  Nature Scientific Reports 4 - 
2012 2  Communication Research 3 3.3 
2013 9  New Media and Society 3 5.49 
2014 12  Plos one 3 4.29 
2015 8  Government Information Quarterly 2 7.1 
2016 16   
2017 20  e. Top 10 Authors 

2018 16  Author #Paper Total Cit. H-Index 

2019 15  Quattrociocchi W. 10 628 20 
2020 5  Scala A. 9 622 12    

Zollo F. 9 551 34   
Del vicario M. 8 546 12 

c. Document Type  Bessi A. 7 511 14 

Type #Paper  Caldarelli G. 7 613 44 

Journal Article 86  Garimella K. 5 87 8 
Conference Paper 31  Sunstein C.R. 4 589 55 
Note 4  Weber I. 4 123 28   

Iyengar S. 3 1207 35 
d. Discipline      

Area #Paper  f. Top 5 collaborations 

Computer Science 57  Collaboration #Paper Total Cit. 

Social Science 21  Quattrociocchi W., Scala A., Zollo F., Del vicario M., Bessi A., et al. 12 679 
Political Science 19  Garimella K., Weber I., De francisci morales G., Gionis A., et al. 6 130 
Management 9  Sunstein C.R., Bobadilla-suarez S., Lazzaro S.C., Sharot T., et al. 4 591 
Communication 9  Barberà P., Tucker J.A., Jost J.T., et al. 3 595 
Multidisciplinary 6  Shah D.V., Hanna A., Bode L., Wells C., et al. 3 68 

Note: Authors H-Index and Number of Citations are updated from Scopus as of June 3rd, 2020. Research Area is the one with the higher quartiles reported under 
Subject Area and Category available on https://www.scimagojr.com/. Top 5 collaborations are based on the co-authorship network developed through VosViewer (fig. 
1). 

Fig. 1. Co-Authorship Network (Unit of analysis: Authors of the selected works, 
the size of each node indicates the number of citations, while colors indicate the 
average publication time of collaborations among authors) 
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perceived to be socially similar, a tendency that SM tend to favor (Bessi 
et al., 2016a; Williams et al., 2015). Some findings link homophily to 
fragmentation into self-segregated communities (Lawrence et al., 2010; 
Medaglia and Zhu, 2017). Mutual reinforcement, social support, and 
peer pressure originated in such communities favor the emergence of 
stronger convincement (Everton, 2016; Wojcieszak, 2010). Peer pres-
sure can also manifest in oppressive ways as it happens when majori-
tarian or louder opinions become dominant and reduce to silence any 
dissenting alternative (Wells et al., 2017). 

More recent studies have argued against the echo-chamber and filter 
bubble paradigm. Internet users are intentionally serendipitous when 
searching for information (Flaxman et al., 2016; Gentzkow and Shapiro, 
2011; Semaan et al., 2014; Shapiro, 2013), consumption of diverse in-
formation by users is quite high (Dubois and Blank, 2018), and SM 

support the formation of weak ties helping to increase information 
heterogeneity and interaction (Barberá, 2014). 

However, this diversity can backfire when opposing factions collide 
to advance their own agenda through heated debates (Garrett et al., 
2014; Kim and Kim, 2019) or through the mere exposure to "disagree-
able others" triggering the emergence of affective polarization (Bail 
et al., 2018; Iyengar et al., 2012; Sunstein et al., 2016; Yardi and Boyd, 
2010) favored by the heterogeneous content of SM feeds that users 
exploit to categorize others into likable or dislikable social groups 
(Settle, 2019). 

4.2. External triggers 

External triggers include different types of sources that inject 

Fig. 2. Bibliographic Coupling Network (Unit of Analysis: publications’ sources, colors represent the research area according to the subject and category available on 
https://www.scimagojr.com) 

Fig. 3. Topic heat map based on keywords occurrence extracted from titles, 
authors’ keywords and abstracts 

Fig. 4. Concept map of themes emerging from the investigated literature  
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polarizing content into cyberspace. Partisan media and biased elite favor 
polarization posting divisive stories and arguments (Iyengar and Hahn, 
2009). Through the combination of biased narratives and strategic hy-
perlink connections, these sources can provide versions of facts that feed 
into the beliefs of the audience they are targeting and even monetize the 
online traffic generated by the public reaction (Luo et al., 2013; Messing 
and Westwood, 2014; Shapiro, 2013). Biased contents spread from 
influential nodes (Guerra et al., 2013; Morales et al., 2015; Primario 
et al., 2017) via an intermediate layer of not necessarily biased sources 
that end up magnifying visibility. Sometimes provocative content is 
injected through fake accounts impersonating real users via spam and 
trolls (Bail et al., 2020). 

Other authors show that online GP is originated by polarizing events 
taking place offline, such as political elections, referendums, civil unrest, 
or other occasions that solicit uproar and strong emotional reactions 
(Del Vicario et al., 2017a; Park et al., 2018; Primario et al., 2017; Yang 
et al., 2017). In these cases, SM can magnify the discontent generated by 
emotionally intense events. For instance, the polarization associated 
with the gun control debate in the US is aggravated whenever a mass 
shooting occurs (Garimella et al., 2017a). The climate of conflict, 
distrust, and social malaise generated around these events strengthens 
beliefs and pushes people to take a side (Borge-Holthoefer et al., 2015; 
Gruzd and Roy, 2014; Romenskyy et al., 2018). 

5. Cognitive and social mechanisms 

Several causal theories have been proposed to explain online GP. 
Following a functional perspective, we define GP as a social dynamic 
pushing people to align their judgment to support their group’s needs. 
By adopting insights from studies on organizational culture (Schein, 
2010), we categorize these needs into two categories: internal cohesion 
and external adaptation. Theories such as social comparison or social 
identity fulfill the need to support internal cohesion, while persuasive 
argumentation theory helps the group to survive and adapt by coun-
teracting external threats. 

Social Comparison (Festinger, 1954) and Social Identity theory 
(Tajfel et al., 1979) explain polarization as the output of the process 
through which individuals reinforce their sense of membership to a 
group. Social Comparison favors polarization through judgment align-
ing with the perceived group norms. Individuals may decide to shift 
their judgment either to reduce cognitive dissonance when they believe 
the group is right and they are wrong or to increase social acceptance 
regardless of whether they deem the group is right. Self-Categorization 
is a key mechanism through which individuals draw boundaries and 
trade-in personal identity in favor of group identity based on an "us VS 
them" rhetoric (Morin and Flynn, 2014; Suhay et al., 2018), stereotyp-
ical communication (Turetsky and Riddle, 2018) and proliferation and 
increased visibility of radical groups (Sunstein, 2002a). 

Argumentation Theory posits GP is a mechanism that a group ex-
ploits to prevail over other collectives perceived as antagonist or hostile 
(external adaption). Mercier and Sperber (2011) state that people are 
more likely to become radical in a position they support under the 
perceived urge of defending this position from their opponents’ attacks. 
Argumentation Theory predicts that SM users engage with ideologically 
diverse others to win a rhetorical contest as opposed to the objective of 
forming an opinion. SM favor this dynamic by providing affordances 
helping to propagate emotional discourse (Romenskyy et al., 2018; 
Stevens et al., 2020) and not counteracting biased information diffusion 
(Nelimarkka et al., 2019). 

Another way SM can facilitate polarized argumentation is through 
exposure to disagreeable others (Settle, 2019) or to disliked evidence 
(Sunstein et al., 2016). Bail and colleagues (2018) observed that after 
one month, Republicans who followed a liberal Twitter bots became 
substantially more conservative while Democrats became more liberal 
after following conservative Twitter bots. Cross-minded interactions 
allow Twitter users to reinforce in-group and out-group affiliation 

(Morin and Flynn, 2014; Yardi and Boyd, 2010). Williams and col-
leagues (2015) confirm that SM discussions on climate change occurring 
cross ideologies carry out a stronger negative sentiment. Bode et al. 
(2015) found empirical evidence that self-affiliated users and organized 
online communities strategically exploit Twitter conversations to align 
themselves to identities, contexts, and media of their choice. 

6. Enabling design affordances 

SM’s design affordances — how these conversational platforms are 
designed and the rules that govern them —play a critical role in shaping 
users’ social behavior and can facilitate the emergence of biases. For 
instance, the presence or absence of specific features such as a ’like’ or 
’share’ buttons compel and subtly encourage users to engage in certain 
behaviors rather than in others. 

In terms of their influence on GP, we classify SM affordances ac-
cording to three fundamental tasks that most users perform online: how 
users are passively exposed to information (feeding and prioritizing), 
how they actively express and share contents, and how they value and 
assess feedback and reactions from other. 

In terms of information exposure, unlike website, blogs, and forums, 
where information exposure seems more intentional (Flaxman et al., 
2016; Gentzkow and Shapiro, 2011; Semaan et al., 2014; Shapiro, 
2013), SM is particularly effective at reaching large numbers of people 
and passively exposing them to desired and undesired content (Dubois 
and Blank, 2018; Settle, 2019). In this respect, newsfeed algorithms, 
such as the ones used by Facebook, can serve a dual purpose. On the one 
hand, they can reinforce worldviews by prioritizing content produced by 
like-minded people or paid advertisements tailored to what users like 
(Paravati et al., 2019). Such content promotion strategy can favor sup-
pression of diversity by limiting users’ exposure to alternative content 
(Bessi et al., 2016b). 

On the other hand, SM also increasingly expose us to undesired di-
versity. Studies on Facebook (Settle, 2019) show that the visibility of 
"disagreeable others" via Facebook newsfeed favors the growth of af-
fective polarization. This finding could be generalized to other platforms 
that offer affordances supporting the formation of weak ties and expo-
sure to hostile diversity, such as Twitter. 

Sharing affordances can nurture GP as well. In Twitter, for instance, 
users tend to be less private when sharing content thanks to the 
broadcasting of content to large and unknown followership via the 
retweet function. These features may equally support vitriolic and 
ideological reactions, untethered by any moderating forces of social 
connection (Settle, 2019; Törnberg, 2018). Literature on GP offers evi-
dence that retweets are used both to signal agreement endorsement 
(Conover et al., 2011; Lai et al., 2019; Weber et al., 2013) and to carry a 
negative polarity, conveying a sentiment that is opposite to the one 
manifested in the tweet’s text (Guerra et al., 2017). A less polarized and 
more civil discourse was instead highlighted when participants use the 
’mention’ feature (Conover et al., 2011). 

Other SM, that are instead primarily designed to maintain stronger 
ties and more private/familiar networks such as Facebook, offer affor-
dances instead that better support diffusion of information among like- 
minded peers (i.e. via the friendship) which appear to be very effective 
at spreading misinformation that is consistent with their preferences and 
ideological orientation (Bessi et al., 2016a; Del Vicario et al., 2016). 
Additionally, the possibility of creating very detailed and elaborate in-
dividual profiles reinforces the construction of strong digital identities 
both at the individual and group level (Settle, 2019). 

Finally, in terms of access to feedback, a clear culprit favoring online 
GP seems to emerge in the quantification of social appreciation. It is 
perhaps not coincidental that a major boost to Facebook’s popularity 
(and revenues) came after the introduction of the "like" button (Kuang 
and Robert Fabricant, 2019). The number of followers and number of 
times a message has been read/visualized/retweeted are additional ex-
amples of affordances for quantifying social feedback that directly 
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translate into metrics of impact and visibility of our digital presence. 
These affordances provide powerful incentives to get attention from 
other users. 

Again, the amount and type of feedback users receive online can act 
in different ways on GP. In platforms that support sharing short mes-
sages, such as Twitter or Instagram, polarization may be favored by the 
need to attract large followership via provocative and compact, if not 
simplistic, slogans (Luo et al., 2013; Yang et al., 2017). Instead, Face-
book users share more elaborate content about their identity and tastes 
search for positive feedback primarily in their closer social networks, but 
they also expose themselves to hostile reactions of people who dislike 
those identities and tastes (Settle, 2019). 

There is certainly limited research investigating the impact of spe-
cific SM affordances on online GP. Some areas for future investigation 
include the following. First, existing studies are unbalanced towards the 
negative effects of present affordances, while there is a shortage of 
studies and design effort experimenting affordances that could coun-
teract GP. Second, while studies on Twitter are relatively abundant, 
other more popular platforms such as Reddit, Instagram, or YouTube 
have not received the same level of attention. Third, it seems reasonable 
to expect that polarization dynamics and effects might differ in the 
amount and type of information shared and the solicited and expected 
feedback. 

7. Social effects of online GP 

While some scholars reported some positive effects of online GP such 
as the increase of trust in institutions and their representatives (Johnson 
et al., 2017), the positive impact of brand polarization on customers 
enthusiasm and revenues (Luo et al., 2013), or increase in belief accu-
racy (Becker et al., 2019), our analysis reveals dominance of negative 
social consequences that we group in three main categories: 

a) Fragmentation of the online public sphere 
b) Opinion radicalization 
c) Diffusion of online misinformation 

The fragmentation of the online public sphere into ideologically 
adverse sub-groups whose members predominantly interact with each 
other seems to be a recurring feature of the online social landscape; a 
tendency also labeled as cyberbalkanization (Bright, 2018; Chan et al., 
2019; Chan and Fu, 2017; Merry, 2016; Zhu et al., 2017). While data 
show that polarization in society has constantly been growing in the last 
decades (Iyengar et al., 2012) and there is no firm evidence that SM is 
the culprit (Boxell et al., 2017). Some scholars argue that SM do 
contribute to such increase by nurturing affective polarization by 
exposure to disagreeable others, involuntary consumption of biased 
political news, and active engagement in controversial Discussion (END 
framework, Settle, 2019). 

Other research focuses on whether individuals tend to shift towards 
radical positions after interacting with members of ideologically ho-
mogenous groups (Dandekar et al., 2013; Levendusky, 2013; Warner, 
2010; Wojcieszak, 2010). GP has been accused to push individuals’ to 
support extreme political beliefs, feelings, and attitudes (Brady et al., 
2017; Romenskyy et al., 2018; Weber et al., 2013), often through 
verbally violent online expression and incivility (Chan et al., 2019; Kim 
and Kim, 2019). There is no strong evidence instead that online GP 
enabled by SM is a causal antecedent of for offline mobilization, as 
anecdotally reported for big public protest from the web to the square 
(such as for the Arab Spring, #Metoo, Friday for the future, and the 
Occupy Wall Street movements), but research show that at the very least 
online GP reflects the escalation of offline social tensions towards 
turmoil and violent clashes (Borge-Holthoefer et al., 2015; Lynch et al., 
2017; Weber et al., 2013; Zhu et al., 2017). 

Several studies report empirical evidence that GP favors the 
dissemination of fake news and misinformation (Del Vicario et al., 

2017a; Törnberg, 2018; Zollo, 2019). Del Vicario et al. (2019) adopted 
online GP as a metric to identify online groups that were more likely to 
spread false or misleading rumors. Interestingly, the same dynamic is 
observed in both pseudo-scientific and online scientific communities 
(Bessi et al., 2015, 2016a; Del Vicario et al., 2016; Introne et al., 2018). 

8. Comments on methodological issues on research on online GP 

Research approaches adopted to study online GP differ widely. We 
analyzed such differences in terms of data sources, data collection 
methods, metrics, and investigated topic domains. 

Data types include metadata, lab studies, surveys, and SM mining 
(Table 2.a, 2.b). Surveys can suffer from self-reporting bias and limited 
reach. SM mining "in the wild" emerged as a response to these limitations 
by providing massive access to data and objective digital tracing of in-
dividual opinions and activities. However, while SM data collection is 
increasingly performed through code libraries and APIs, SM mining 
suffers from sampling biases and a lack of transparency about how data 
are collected and processed. 

Twitter is the main source of SM data (54 works), followed by 
Facebook (27), Website and blogs (15), News Media Website (13), 
Forum (7), and YouTube (3). Data collection methods also differ in terms 
of length of analysis, ranging from a few hours to up to multiple years 
(Table 2.c). 

The domain in which online GP has been observed the most is by and 
large politics or politicized topics. GP is intense on public health issues 
such as vaccination (Giese et al., 2020; Zollo, 2019), abortion (Cho et al., 
2018; Garimella et al., 2017a, 2017b), mental illness (Parsell, 2008), 
and epidemics (Elmedni, 2016). Even when triggered by specific events, 
such as the death of Venezuelan president Hugo Chavez (Morales et al., 
2015) the shooting of George Tiller (Yardi and Boyd, 2010) or that of 
Michael Brown in Ferguson (Bodrunova et al., 2019; Park et al., 2018; 
Turetsky and Riddle, 2018), a polarized debate is always fueled by un-
derlying and pre-existing political tensions. The political connotation of 
polarized debate is originated by "bad" diversity associated with 
dichotomic value-based preferences, as theorized by Page (2008) linked 
to underlying irreconcilable political metaphors (Lakoff, 2004). 

Most works investigate GP in conversations on a single topic, but 
several authors replicated analysis across more topics (Barberá et al., 
2015; Brady et al., 2017; Cho et al., 2018; Garimella et al., 2017a, 
2017b; Gilbert et al., 2009; Guerra et al., 2013, 2017; Hameleers and van 
der Meer, 2020; Iyengar and Hahn, 2009; Matakos et al., 2017; Woj-
cieszak and Mutz, 2009; Zollo, 2019). 

A detailed overview of GP metrics is reported in the online appendix. 
Many works use indirect measures based on self-reported users’ per-
ceptions. The alternative and increasingly more common approach is to 
measure GP directly from SM data through hard metrics. 

Social network metrics typically assess social fragmentation among 
users (Bozdag et al., 2014; Garcia et al., 2015) to detect biased in-
teractions by tracking "friendship" relations (Del Vicario et al., 2017b; 
Garcia et al., 2015; Medaglia and Zhu, 2016, 2017) or conversational 
exchanges such as retweets and mentions (Adamic and Glance, 2005; 
Bravo et al., 2015; Conover et al., 2011; Garcia et al., 2015; Lorentzen, 
2014; Williams et al., 2015). These metrics have been criticized because 
they are content-neutral and because fragmentation is not necessarily 
the effect of polarized debate (Guerra et al., 2013). 

Content-based metrics based on a semi or fully automated text ana-
lyses have then been proposed to address some of these limitations and 
been used to identify ideologically separate communities (Gruzd and 
Roy, 2014; Hemphill et al., 2016), antagonist narratives (Bode et al., 
2015; Marozzo and Bessi, 2018; Turetsky and Riddle, 2018), and the 
emergence of extreme beliefs (Garimella et al., 2016; Romenskyy et al., 
2018; Weber et al., 2013), or polarized online sentiment (Alamsyah and 
Adityawarman, 2017; Borge-Holthoefer et al., 2015; Finn et al., 2014; 
Gruzd and Roy, 2014; Merry, 2016; Primario et al., 2017). 
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9. Discussion 

To discuss the main findings and research gaps that emerged from 
the review, we identified 4 claims on the alleged role of SM in favoring a 
polarized online debate. These claims were constructed through the 
following steps. First, we performed a hierarchical clustering analysis of 
selected papers via NVivo, which generated a dendrogram of the most 
discriminating keywords. Then, we analyzed the dendrogram to identify 
clusters of related keywords1. Finally, the authors of this paper discussed 
this output and achieved consensus in terms of associating a topical 
claim to the top largest clusters. The clustering analysis and the subse-
quent discussion led to the identification of the 4 claims reported in 
Table 3. We also report the list of NVivo clustering keywords associated 
with each claim and an overview of whether the claim is actually sup-
ported by evidence and suggestions for future research. Each claim is 
discussed in detail in the following. 

1. SM favor the emergence of polarizing echo-chambers that reduce users’ 
exposure to diverse information 

This claim originated from early works on online echo-cambers and 
filter bubbles. While there is evidence that members of homogeneously 
ideological group prefer intra-group interaction (Iyengar and Hahn, 
2009; Lawrence et al., 2010; Medaglia and Zhu, 2017, 2016; Stroud, 
2010; Warner, 2010; Wojcieszak, 2010), subsequent research showed 
that SM make these bubbles porous and easy to escape (Bakshy et al., 
2015; Barberá, 2014; Beam et al., 2018; Dubois and Blank, 2018; Flax-
man et al., 2016; Lee et al., 2014; Messing and Westwood, 2014; Sem-
aan et al., 2014), and do not increase people tendency to consume 
selectively political information (Shapiro, 2013). Furthermore, the 
effectiveness of exposure to diverse information seems to be strongly 
dependent on the strength of people’s pre-existing beliefs, and ideo-
logical affiliation (Bail et al., 2020; Johnson et al., 2017; Levendusky, 
2013). 

Combining these findings, it seems safe to conclude that, while SM 
exhibit affordances that favor homophilous social aggregation and 
propagation of unverified content, these tools not only do not limit in-
dividual freedom to access diverse information but actually provide 
their users with increased opportunities to do so. However, how SM 
filter information that end up in individual newsfeeds are far from being 
transparent because algorithms are intrinsically complex and SM com-
panies have neither interest nor obligations to disclose this information. 
Research on incentives and effective regulations to increase SM plat-
forms’ transparency is clearly needed. The design of "persuasive" 

technologies (Fogg, 2002) pursuing user addiction must better regulated 
and vetted by companies, not just by way of legal constriction, but also 
through self-adopted and shared ethical design codes. 

Table 2 
Overview of Social Media, Data Sources, Temporal spaces, and Topics of Analyses  

a. Social Media  b. Data Sources  c. Investigated Topic 

SM source #Papers  Souces #Papers  Topic #Papers 

Twitter 54  SM Mining 76  Politics 86 
Facebook 27  Survey 38  SM enabled Information consumption 18 
WebSite 15  Metadata 7  Healthcare 7 
Blogs 15     Gun Control 6 
News 13    Sport 6 
Forums 7  d. Observation Duration  Shooting & Crime 5 

YouTube 3  Duration #Papers  Climate Change 4 

Weibo 2  Less than 2 weeks 12  Business 4 
Google+ 2  Less than 1 month 11  Same-sex Marriage 3 
Wikipedia 1  Less than 1 year 50  Fracking 2 
Politnetz.ch 1  More than 1 year 21  Race 2 
KakaoTalk 1  Not Specified 27  Religion 2 
Other 7     Movie 2       

Others 6          

Table 3 
Claims and empirical evidences  

Claim Keywords Assessment More research is 
welcome on 

1. SM favor the 
emergence of 
polarizing echo- 
chambers that 
reduce users’ 
exposure to 
diverse 
information 

Echo-chambers, 
homophily, 
selective exposure, 
segregation, 
homogeneous, 
like-minded, 
similarity. 

Limited 
evidence 

− Incentives and 
regulations for SM 
transparency in 
information filtering 
− Sustainable 
revenues model for 
SM companies 
− Ethical Design of 
persuasive 
technologies 

2. SM enabled 
online debate is 
highly 
fragmented and 
polarized 

Heterogenity, 
conflict, diversity, 
discussion,cross- 
minded, others, 
disagreement, 
argumentation. 

Ample 
evidence 

− Interplay between 
endogenous and 
exogeneous GP 
− Design and test of 
de-polarizing 
affordances and 
policies to improve 
the quality/ 
participation 
tradeoff 
− Comparative 
studies (online VS 
offline and between 
different SM 
platforms) 

3. SM 
communication is 
increasingly 
polarized and 
prone to 
manipulation 

Opinion change, 
leaders, influence, 
voters, presidential 
election, campaign, 
deliberation. 

Increasing 
evidence 

− Types,detection 
of, and 
countermeasures to 
manipulative 
persuasion 
− Impact on 
intention and 
behavior of the 
exposure 
/participation to SM- 
enabled 
conversations 
− Polarization for 
social good 

4. GP eases the 
diffusion of fake 
news and 
misinformation 
through SM 

Misinformation, 
fake news, trolls, 
bots, fact-checking, 
rumor, conspiracy. 

Some 
evidence 

− GP and diffusion 
of information 
− GP and intention 
formation 
− Polarizing 
narratives  

1 The picture is not included for it would be difficult to visualize but it is 
available on request to the authors. 
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Since some of these negative effects are the product of the way SM 
companies monetize online traffic, users’ data, and user-generated 
generated content, equally urgent is work on revenue models for SM 
companies that are more respectful of individual freedom and privacy, 
as well as of the quality of content and interaction they host. In this 
respect, it would be interesting to assess the effectiveness of self- 
regulation attempts of both algorithmic and non-algorithmic nature, 
adopted by some SM platforms as ways to improve the quality of the 
content they host. Notable examples include the Facebook Oversight 
board, a panel of experts that work as the ultimate judges deciding when 
an account should be suppressed, Google initiative to curate search re-
sults that are most trustworthy and accurate for users looking for in-
formation on COVID 19 news and remedies, or Twitter 
#ThinkBeforeSharing prompt which notifies users when they are about 
to share an article. 

2. SM-enabled debate is highly fragmented and polarized 
Most works identify ideological fragmentation as a stable trait of the 

online public sphere (Garcia et al., 2015; Garimella and Weber, 2017; 
Hanna et al., 2013; Yang et al., 2017). Opposite, although minoritarian 
evidence of absence of ideologically fragmented social networks has also 
been found (Barberá et al., 2015; Costa e Silva, 2014; Dubois and Blank, 
2018; Flaxman et al., 2016). 

Available theories explain the relationship between online GP and 
fragmentation in two fundamental ways. 

Approaches such as the ones based on Social Comparison and Social 
Identity see GP as a confirmative, endogenous process aimed at sup-
pressing internal diversity to increase group cohesion and internal 
integration. Endogenous GP manifests through judgment shifts towards 
the group norm and is nurtured by mutual reinforcement and support 
towards like-minded peers. Argumentation theory sees polarization as 
an affirmative, exogenous process through which the group members 
fight rhetorical battles to prevail against their opponents. Exogenous GP 
manifests through a judgment shift increasing the distance from the 
supporters of the rival position. These two dynamics are both respon-
sible for fragmentation, either by isolation or by confrontation, and can 
reinforce each other. Endogenous and exogenous GP dynamics have 
been mostly studied in isolation, but in fact, they interact. Thus, more 
research aimed at creating more comprehensive models for online social 
interaction is needed to increase our understanding of this interplay. 

More research is also needed to better understand the unique ways in 
which SM contribute to GP and the characteristics of online GP vis a vis 
polarization in the offline world. For instance, recent studies on Face-
book data have found evidence that SM affect both the scale and the 
nature of polarization favoring affective polarization (Settle, 2019) and 
the diffused perception that society is more ideologically divided than it 
actually is. 

Interestingly, some scholars found that SM-enabled cross-ideological 
debate can be beneficial. Balcells and Padró-Solanet (2016) show that 
cross-minded conversations can lead to more genuine and articulated 
deliberation and valuable democratic spaces that can favor 
de-polarization (Beam et al., 2018), or that anyway do not lead to an 
increase in polarization beyond pre-existing levels (Merry, 2016). Shi 
et al. (2019) found that ideologically heterogeneous Wikipedia groups 
working on politically sensitive topics engaged in longer, more 
constructive, and focused debates and created better quality articles 
than teams of ideological moderates. 

Overall, while there is no strong evidence that SM are a cause of 
increased polarization in society, these tools definitely favor polarized 
debate in ways that are specific to the online environment. On the one 
hand, SM companies do not seem particularly vested in the development 
of interactional affordances or policies that could temper this problem, 
especially when these innovations could have a negative impact on 
traffic monetization (Settle, 2019). On the other hand, with all their 
limitations, SM provide opportunities for pluralism and increased access 
to information. Research can help to identify suitable changes at the 
policy and design level to better handle the trade-off between quality 

and participation. Insights in this respect could come from more sys-
tematic comparisons of existing platforms in terms of polarizing power 
(Min and Yun, 2018). 

3. SM communication is increasingly polarized and prone to 
manipulation 

It has become a frequent practice for politicians, leaders, and influ-
encers to adopt communicative styles expressing moral and emotional 
endorsement to increase their visibility and online exposure (Brady 
et al., 2017). Research findings show that increasingly SM communi-
cation is deliberately aimed at creating polarization. Morales et al. 
(2015) propose a model in which polarized opinions spread from elite 
nodes to a larger audience. In a comparative study, Yang et al. (2016) 
found that for all of 10 investigated counties, people who acquired their 
news online tended to perceive a more polarized polity, and if they had 
extreme issue positions, they also perceive more polarization among the 
parties. Levendusky’s (2013) work shows that motivated reasoning and 
persuasive arguments by partisan media can polarize voters. Turetsky 
and Riddle (2018) demonstrate that online GP increases when media 
sources favor emotionally charged and stereotyped news coverage. In 
the Cambridge Analytica scandal, political marketers deliberately tar-
geted persuadable individuals with polarized content to tip these voters’ 
choices confirming research showing that polarization depends on in-
dividuals’ personality (Bessi, 2016). 

Another target of induced polarization is the ideological consolida-
tion of own supporters’ base. In a recent study on the use of trolls in 
recent elections in the US, Bail et al. (2020) found that Russian trolls 
mainly targeted users already polarized. This finding can be predicted 
based on the endogenous/exogenous character of GP. Since exposure to 
contrarian information can backfire, there is little gain in targeting 
voters with solid opposite opinions, whereas it can be more beneficial to 
reinforce internal cohesion in groups that are already supportive and 
leverage them to convince persuadable users. 

Events such as the Cambridge Analytica scandal or the SM-channeled 
influence of Russian trolls in the recent US general elections show that 
there is reason for concerns as well as an ineffective and limited inter-
vention to detect, contain, or punish these attempts. These concerns are 
aggravated by incomplete evidence on how exposure/participation in 
SM-enabled conversations can affect individuals’ choices and by the 
availability of limited research on the detection of manipulative tactics 
and on the design of effective countermeasures. 

In opposition to deliberate manipulation carried out by specific in-
dividuals or agencies, some works have investigated ways in which 
behavioral changes are triggered by non-manipulative social influence 
in homogeneous groups. Becker et al. (2019) found that information 
exchange between members of an ideologically homogeneous crowd 
increased belief accuracy. Others have demonstrated the power of peer 
pressure to induce the adoption of virtuous behaviors for a healthier 
lifestyle (Centola, 2011) or reduce of energy consumption (Pentland and 
Petkoff, 2014). Research on social intelligence activated by 
non-manipulative polarization and transparent design is a fascinating 
topic that deserves more attention. 

4. GP eases the diffusion of fake news and misinformation through SM 
Online GP facilitates the diffusion of information of questionable 

quality (Bessi et al., 2016a, 2015; Del Vicario et al., 2019, 2016; 
Hameleers and van der Meer, 2020; Törnberg, 2018; Zollo, 2019). Easy 
access to unlimited but biased information creates overconfident people 
(Parsell, 2008) who are skeptical toward experts and often considered 
them as an elite group with vested interests (Bessi et al., 2015; Marozzo 
and Bessi, 2018; Nichols, 2017). 

The propagation of misinformation can be considered the effect of a 
mechanism in which dubious news, when presented in a way that is 
consistent with existing value-based preferences, not only end up being 
more easily accepted by the community but also foster additional 
propagation through selective sharing (Giese et al., 2020; Wang et al., 
2018). Polarization acts as a sort of social fuel that makes the creation 
and diffusion of misleading information more likely by members of 
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ideologically homogeneous groups. On the other hand, information 
exchange inside and across partisan crowds can also be beneficial 
(Becker et al., 2019; Shi et al., 2019), so more research is definitely 
welcome to understand under which conditions and through which 
interaction rules and modes of polarization can work as a positive force. 

The energizing effect of GP, for good or evil, and its alleged ability to 
influence not only opinion formation but also intention formation and 
actual mobilization (Sunstein, 2002a) is another topic that needs more 
evidence and for which a perspective based on information diffusion 
could be helpful. In this respect, several authors have investigated the 
role of shared narratives in GP (Bode et al., 2015; Marozzo and Bessi, 
2018; Turetsky and Riddle, 2018). These studies show that the 
co-creation of persuasive stories is a key process in polarized groups of 
like-minded individuals. This is a fascinating mechanism that can help to 
better understanding the inner workings of GP and offers implications in 
terms of how to counteract online diffusion of misleading information. 

9.1. Additional Implications for practitioners 

In addition to the suggestions for research outlined above, it is 
possible to identify additional implications for practitioners. Those 
include digital designers, influencers and marketing professionals, and 
other communicators such as politicians and policy-makers. 

New approaches to the design of digital interaction are offering 
promising developments. The positive computing movement advocates 
for the primacy of individual and societal well-being over other tech-
nical and business performance in the design of digital tools (Calvo and 
Dorian, 2015). Research in this field has identified a rich set of design 
criteria articulated by the level of impact (intra-personal, inter-personal, 
extra-personal), and there is much room for research and development 
in the application of positive computing-inspired interaction frame-
works to the redesign of SM platform. Studies on online collaboration 
and internet-enabled collective deliberation show examples of how the 
redesign of certain visual affordances can improve individual and group 
well-being-related factors such as mutual understanding and perceived 
quality of collaboration (Iandoli et al., 2014). In addition, to work 
positively on improving users’ well-being, designers should provide 
more effort in rethinking affordances associated with polarization or 
introducing adequate countermeasures. Some SM platforms as Face-
book, are experimenting with AI-driven algorithms that can detect and 
possibly neutralize offensive content and hate speech. Ironically, such 
attempts can produce themselves biased results. For instance, a study by 
Sap et al. (2020) that content posted by black users was more likely to be 
tagged as racist than posts published by white users. It seems SM plat-
forms are investing definitely more on detection technologies than on 
developing digital affordances that nudge users to adopt more balanced 
and civilized online behavior. 

Marketers and influencers can leverage polarizing dynamics to 
enforce affection to a brand (Luo et al., 2013) and even leverage brand 
negativity to better focus their marketing efforts on its lovers (Osuna 
Ramírez et al., 2019). Increasingly, companies try to create or nurture 
their followership by taking sides in polarizing social or political issues 
(Kiprop and Samii, 2020). An example is Benetton’s campaigns pro-
moting racial diversity and against sex and gender discrimination or the 
recent initiatives by many US companies reacting to the approval of laws 
that in several States impose restrictions to voting rights, such as Delta 
Airline and Coca-Cola rebutting the recently approved electoral law in 
the State they are based (Georgia). Policy-makers could also attempt to 
do a better job at leveraging polarization in positive ways, for instance, 
to favor the adoption of virtuous behaviors thanks to the persuading 
force of polarized narratives, by exploiting the same mechanisms that in 
polarized crowds support the diffusion of misinformation. While not in 
the context of SM, academic studies have shown the power of virtual 
networks to favor the adoption of healthy behaviors such as proper 
dieting and exercise (Centola, 2011) or in energy savings (Pentland and 
Petkoff, 2014). 

Following the theory of discursive argumentation, it is important to 
remark that GP is a spontaneous group dynamic that can help a collec-
tive achieve cohesion, internal integration, and coordinate to advance a 
shared agenda. As such, it is hard, if not impossible, to suppress. Instead, 
the manipulations and the covert tactics that can leverage polarized 
crowds to pursue opaque agenda and condition individual behavior 
without making their targets aware of this action should be taken into 
account. Then, policy-makers’ implication is to identify appropriate 
regulations to preempt and sanction severely individuals or organiza-
tions that pursue polarization without the necessary transparency and 
by deliberately diffusing blatantly fake information. 

10. Conclusion 

In this paper, we have carried out an extensive review on online GP 
occurring through SM. We have identified the main GP antecedents, 
effects, theoretical and technical explanations and used this body of 
research to assess claims accusing SM to facilitate GP and identified 
areas for future research. Based on our analysis, we claim that a better 
understanding of online GP is crucial for scholars, digital designers/ 
entrepreneurs, and regulators alike, given its impact on fundamental 
aspects of how digital information is consumed and created through SM, 
such as the quality of user experience, the economic, social and ethical 
sustainability of SM business, and the repercussions on the quality of 
online political discourse. 

Our analysis clearly recognizes the importance of the research work 
on the dark side of SM and shows that most of the negative consequences 
deriving from SM abuse are related to the fact that these platforms 
second dysfunctional group dynamics such as GP. An increasing number 
of users expressing their frustration with SM or invitations to abandon 
these tools can be observed as reaction to such dysfunctions (Lanier, 
2018). 

On the other hand, there is less abundant but not less valid research 
showing how users can benefit from SM and even from GP when the 
interaction is leveraged and managed to channel participation towards 
mutual support, better deliberation, and increased access to diverse in-
formation. Overall our analysis shows that attributing all the blame to 
SM is simplistic and that instead, GP appears to be the consequence of a 
mix including a) individual choices in the way contents are consumed 
and shared on SM; b) the way leaders communicate on SM; c) revenues 
model that is primarily driven by traffic and addiction; and d) sponta-
neous social dynamics that are at work both online and offline but that 
are amplified and distorted by current SM affordances. Last but not least, 
it clearly emerges that SM-enabled dysfunctional group dynamics are 
equally the result of the combination of weak regulation and lack of 
ethical design. For instance, the manipulation tactics at work in the 
Cambridge Analytica scandal have been compared by a British Court to 
information cyber-warfare (Cadwadadr, 2018). However, there is still 
no trace of real countermeasure in current legislation or SM companies’ 
self-conduct to prevent the use of military-grade propaganda tools from 
being applied online to manipulate opinions in non-military 
applications. 

We are concerned that the current trend toward the growing 
consensus around proposals aimed at limiting freedom of speech and 
controlling user-generated content is also driven by an insufficient un-
derstanding of the GP phenomenon and the lack of a more rational and 
evidence-based assessment of its consequences. This review helped us to 
identify a series of under-investigated topics for future research that are 
summarized in Table 3, and we hope that these suggestions will be 
useful to other scholars to increase the knowledge of this phenomenon 
and to offer more nuanced and smart ideas to policy-makers for the 
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pursuit of better cyberspace.2 
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