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Abstract This paper studies the performance of alignment methods for folk music
classification. An edit distance approach is applied to three datasets with different
associated classification tasks (tune family, geographic region, and dance type),
and compared with a baseline n-gram classifier. Experimental results show that
the edit distance performs well for the specific task of tune family classification,
yielding similar results to an n-gram model with a pitch interval representation.
However, for more general classification tasks, where tunes within the same class
are heterogeneous, the n-gram model is recommended.

1 Introduction

With the growth of the Music Information Retrieval field and the expansion of
data mining methods, folk music analysis has regained attention through the past
decades. Folk music archives represent a cultural heritage, therefore they need to be
categorized and structured to be more easily consulted and searched. The retrieval
of similar tunes from a folk tune database has been the subject of several MIREX
contests, and alignment methods have proven to be the most successful at this task
(Urbano et al. 2011). Various melodic similarity measures have been investigated
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for the exploration of a folk song database, and they have been combined in the
attempt to find an optimal measure (Müllensiefen and Frieler 2004).

Music classification has become a broad subfield of the computational music
research area, with many challenges and possible approaches (Weihs et al. 2007).
In a recent study, alignment methods have been applied to the specific task of tune
family classification (van Kranenburg et al. 2013), a tune family being an ensemble
of folk songs which are variations of the same ancestral tune. In that work, alignment
methods with various features were compared with several global feature models, in
which a melody is represented as a vector of global feature values. It was shown that
alignment methods achieve remarkable accuracies for tune family classification in
comparison with the global feature models, regardless which features were used to
represent the data. An open question, however, is how alignment methods perform
on other types of folk tune classification tasks where tunes within a class do not
present detectable melodic similarity.

The n-gram model is another machine learning technique that can be applied to
both music classification (Hillewaere et al. 2009) and music retrieval (Uitdenbogerd
and Zobel 1999). In this study, we investigate the performance of a simple alignment
method, the edit distance, versus an n-gram classifier for the following tasks:

(a) tune family classification, in order to verify that the edit distance achieves
similar results to the alignment methods reported by van Kranenburg et al.
(2013);

(b) two fundamentally different folk music classification tasks. The first task is
geographic region classification, which we have thoroughly studied in our
previous work (Hillewaere et al. 2009). The second task is folk tune genre
classification, where the genres are the dance types of the tunes (Hillewaere
et al. 2012).

Given the excellent results with alignment methods in the study by van Kranenburg
et al. (2013), they might also perform well on the different classification tasks
proposed in (b). However, we do not expect this to happen and hypothesize the high
performance is due to high similarity within tune families and that n-gram models
over the same representations will perform equally well.

Since folk music is orally transmitted, traditionally by people singing during
their social activities or work, over time multiple variations arise in the tunes. This
phenomenon has led to the notion of tune family, i.e. an ensemble of tunes that
all derive from the same ancestral tune. This is a hypothetical concept, since we
generally cannot trace the historical evolution of a folk song. Given this definition
of a tune family, it is obvious that songs of the same tune family are very similar,
although numerous musical variations between them are possible, we only cite a
few (van Kranenburg et al. 2007): melodic contour, rhythmic changes, insertion
and deletion of parts, range, and number of phrases. We illustrate this with a score
example in Fig. 1, which shows the first phrases of three tunes belonging to the tune
family called “Heer”. Clearly, the first two phrases are highly similar, and the third
phrase repeats the same melodic motif. This is typical for the tune family concept,



Alignment Methods for Folk Tune Classification 371

Fig. 1 Three tunes from the same tune family are very similar

and it is evident that tunes from the same geographic region or with the same dance
type generally differ a lot more, which makes these classification tasks harder.

To verify our hypothesis, an edit distance method is applied to three folk music
datasets with three different classification tasks, which will be described in the next
section. For each of the folk tune collections, the pieces are encoded in melodic and
rhythmic representations: as strings of pitch intervals, and as strings of duration
ratios. These basic representations have been chosen to compare the predictive
power of models based on melodic information versus rhythmic information.
For each data collection and for each representation, pairwise edit distances are
computed and the classification is done with a one nearest neighbour algorithm,
which is similar to the approach used by van Kranenburg et al. (2013). A tenfold
cross validation scheme is used to assess the performances in terms of classification
accuracies.

2 Data Sets

In our experiments we use three folk tune datasets in MIDI format with different
associated classification tasks, which we detail in this section.

2.1 TuneFam-26

This dataset of 360 songs is the tune family dataset used in the study of van
Kranenburg et al. (2013). The source of this dataset is a larger collection called
“Onder de groene linde”, which is hosted at the Meertens Institute in Amsterdam. It
contains over 7,000 audio recordings of folk songs that were tape-recorded all over
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the country. The Witchcraft project digitized over 6,000 songs, both transcriptions
of those audio recordings and from written sources.

In this large digitized database there are over 2,000 tune families, and a part of
the Witchcraft project is to develop methods to retrieve melodies belonging to the
same tune families. Therefore, the 360 songs were selected as to be representative,
and they were grouped into 26 tune families by domain experts (van Kranenburg
et al. 2013). This dataset, called the Annotated Corpus, is what we refer to as
TuneFam-26.1

2.2 Europa-6

This is a collection of folk music from six geographic regions of Europe (England,
France, South Eastern Europe, Ireland, Scotland and Scandinavia), for which the
classification task is to assign unseen folk songs to their region of origin. Li et al.
(2006) studied this problem with factored language models, and they selected 3,724
pieces from a collection of 14,000 folk songs transcribed in the ABC format.

Their collection was pruned to 3,367 pieces by filtering out duplicate files, and by
removing files where the region of origin was ambiguous. In order to end up with
core melodies that fit for our research purpose, a preprocessing in two steps was
carried out: the first step ensures that all pieces are purely monophonic by retaining
only the highest note of double stops which occurred in some of the tunes, and in
the second step we removed all performance information such as grace notes, trills,
staccato, etc. Repeated sections and tempo indications were also ignored. Finally,
by means of abc2midi we generated a clean quantized MIDI corpus, and removed
all dynamic (velocity) indications generated by the style interpretation mechanism
of abc2midi. In our previous work, we have shown that n-gram models outperform
global feature models on this corpus (Hillewaere et al. 2009).

With a total of 3,367 pieces, Europa-6 is a larger dataset than TuneFam-26, and
another contrast is that this dataset not only contains sung music, but also folk
dances for example.

2.3 Dance-9

The corpus Dance-9 is a large subset of Europa-6: 2,198 folk tunes subdivided
into nine dance type categories, the largest ones being jigs, reels and polskas. The
associated classification task is to predict the dance type of an unseen tune. Several

1We would like to thank Peter van Kranenburg for sharing the Annotated Corpus and for the kind
correspondence.
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Fig. 2 Excerpt of the Scottish jig “With a hundred pipers”, illustrating the event feature sequences
and the string representation

string methods have been compared with global feature models and event models
using this data set (Hillewaere et al. 2012).

To construct Dance-9 we only selected the ABC-files with an unambiguous
dance type annotation. Furthermore, we discarded all dance types that occurred
insufficiently by putting a minimal threshold of 50 tunes, because it would lead to a
highly unbalanced dataset. To the remaining 2,198 pieces, the same preprocessing
steps as for Europa-6 have been applied, as is for the conversion to MIDI.

3 Methods

3.1 Music Representation

A piece of music can be viewed as an ordered sequence of events, and every event
is represented by an event feature of one’s choice. In our case of monophonic folk
music, the music events are note objects, with pitch and duration as basic event
features. In this paper, we use two derived event features to represent the pieces: the
first is the melodic interval in semitones between the current and the previous note,
and the second is the duration ratio, i.e. the duration of the current note divided by
the duration of the previous note. The obtained event features can be mapped onto
characters, choosing a distinct character for each distinct feature value. Thereby the
event feature sequence is mapped onto an ASCII symbol string, in which case we talk
about a string representation. This is illustrated in Fig. 2 on a short excerpt of a jig.
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3.2 Edit Distance

Alignment methods compute a distance measure between two sequences of sym-
bols, by estimating the minimal cost it takes to transform one sequence into the
other. In its simplest form this transformation is carried out by means of edit
operations, such as substitution, insertion and deletion. Therefore, this method is
often referred to as “edit distance”, which is in fact the Levenshtein distance. For
example, the edit distance between the strings “ismir” and “music” is equal to 4,
since the optimal alignment between them is given by

i s m i r

m u s i c

which means four edit operations are needed: two substitutions (“i” to “m” and “r”
to “c”), one insertion (the “u”) and one deletion (the “m”). For the purpose of our
current research, we have used WEKA’s implementation of the edit distance (http://
www.cs.waikato.ac.nz/ml/weka/).

The edit distance defines a pairwise distance metric, therefore the classification
can be performed with an instance-based nearest neighbour classifier. Given a test
instance, the prediction of its class label is solely based on the training instance
which is closest with respect to the edit distance (instead of the usual Euclidean
distance).

3.3 n-Gram Models

An n-gram model is a generative model for sequences which computes the
probability of an entire sequence as the product of the probability of individual
events within the sequence. Each event is conditioned on n � 1 previous events and
these conditional probabilities are estimated from a training corpus, with smoothing
applied in order to avoid zero probabilities (Manning and Schutze 1999).

The n-gram model can be used for classification, by constructing a separate
model for every class, and classifying a new sequence according to the model which
generates the sequence with highest probability. To apply the model to music, every
piece of the data set is transformed into an event feature sequence according to
a feature of choice (e.g., duration ratio or melodic interval, see Sect. 3.1), and for
each class the n-grams occurring in the class are compiled.

It is important to mention that the music representation is basically the same as
for the edit distance approach, but the essential difference between these methods is
that an n-gram model aims to model the transitions for a given class, whereas the
edit distance computes a global pairwise similarity measure between pieces.

http://www.cs.waikato.ac.nz/ml/weka/
http://www.cs.waikato.ac.nz/ml/weka/
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Table 1 The tenfold cross validation classification accuracies for our experiments on the three
datasets

Melodic int Pitch Duration ratio Duration

Alignment Pentagram Global Alignment Pentagram Global

TuneFam-26 94.4 (3.9) 90.8 (3.7) 73.6 (8.9) 80.3 (5.9) 70.6 (5.9) 55.0 (7.5)
92.0 74.0 74.0 55.0

Europa-6 49.5 (2.0) 64.1 (3.0) 47.5 (3.1) 55.1 (2.2)
Dance-9 50.0 (2.6) 66.1 (2.2) 63.2 (1.4) 74.4 (2.0)
Numbers in parentheses are the standard deviation over the ten folds. For comparison, the numbers
italicized are the results by van Kranenburg et al. (2013)

4 Results and Discussion

In this section, the experimental results of the edit distance on the three datasets
are reported for both the interval and the duration ratio representations. They are
compared with a pentagram model (an n-gram model with n D 5), over the same
representations. To assess the performance of both methods, we have set up a tenfold
cross validation scheme to compute classification accuracies. The folds were taken
in a stratified way, which is especially important for the results with TuneFam-26,
to avoid that an entire tune family would be contained in the test fold, in which case
a correct prediction would be impossible. We also ensured that the exact same folds
were used for all experiments to do an impartial comparison.

The classification accuracies are reported in Table 1. The column on the left
shows the melodic interval results, and the right column contains the duration ratio
performances. The edit distance results are reported in the alignment columns, and
for comparison we also include the results reported by van Kranenburg et al. (2013)
(italicized numbers).

First of all, we observe higher accuracies on TuneFam-26 than on the other
corpora. The edit distance approach classifies the tune family dataset with a high
accuracy of 94.4 % on pitch intervals, which is very similar to the 92 % reported by
van Kranenburg et al. (2013). This is remarkable since the edit distance is a simpler
method than that used by van Kranenburg et al. (2013), which uses gap opening
and extension weights in the computation. The edit distance slightly outperforms
the pentagram model that still achieves an accuracy of 90.8 %, in other words there
are only 13 more misclassified pieces.

With the duration ratios, the edit distance performs again very well on the
tune family dataset with an accuracy of 80.3 %, outperforming both the pentagram
model and the alignment method on duration ratio reported by van Kranenburg
et al. (2013), though the high standard deviation of the accuracy estimate on both
approaches should be noted (Table 1).

For the classification of geographic region or genre, the pentagram models clearly
yield higher accuracies than the edit distance, with approximately 15 % difference
for both datasets with the melodic interval representation. We remind the reader that
1 % on Europa-6 or Dance-9 corresponds to a larger amount of pieces due to the
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difference in the sizes of the data sets, so this result shows that alignment methods
are suitable for the specific task of tune family classification, but obtain much lower
accuracies on more general types of classification tasks.

To summarize, all these results indicate that the tune family classification task is
relatively easy. This finding specifically contradicts the statement of van Kranenburg
et al. (2013) that the tune family classification task is more difficult than the region
classification on Europa-6. They suggest that the heterogeneity of tunes between
regions makes the task easier, but it appears in our results this is not the case. On
the contrary, there is more heterogeneity within one region than there is in one tune
family, which makes the region classification significantly harder.

We have also constructed two global feature models on TuneFam-26, based on
global features derived from pitch on the one hand and duration on the other hand,
similarly as in our previous work (Hillewaere et al. 2012). The accuracies obtained
with an SVM classifier (with parameters tuned by a grid search) are reported in the
respective columns of Table 1, and compared with the global feature results found by
van Kranenburg et al. (2013). These accuracies confirm their statement that global
feature approaches are of limited use for tune family classification.

5 Conclusions

In this paper we have investigated how a simple alignment method, called the
edit distance, performs on three different folk music classification tasks: (a)
classification of tune families, (b) classification of geographic region of origin, and
(c) classification of dance types. Three folk tune datasets are used to assess the
performance of the edit distance method in comparison with a pentagram model.
Experimental results have shown the following:

• the edit distance approach performs well on the tune family dataset, yielding
similar results to those reported by van Kranenburg et al. (2013);

• for edit distance, the tune family classification task is easier than classification of
geographic region or dance type;

• for geographic region or dance type classification, an n-gram model is more
appropriate.

We believe that these findings are due to the intrinsic concept of a tune family, since
highly similar tunes are present within any tune family. Music retrieval methods
using local sequential information, such as alignment methods and n-gram models,
are capable of capturing this similarity and therefore lead to high performances.
When pieces within classes are highly similar, alignment methods will achieve good
classification results. On the other hand, when classes are more heterogenous the
n-gram model is more appropriate.
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