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• Artificial Intelligence: A branch of computer science dealing with tasks that 
normally require human intelligence

• Machine learning: A branch of AI in which statistical algorithms establish 
their own patterns by being exposed to representative data to interpret and 
act on new data

• Deep neural networks: Also called deep learning, which is a subset of 
machine learning using complex multilayered architectures including 
multiple hidden layers and a large number of nodal connections



• Artificial neural networks: A set of layered, interconnected artificial neurons based 
on deep neural networks to explore higher levels features, mimicking biologic brain
• The number of trainable parameters >100.000

• Convolutional neural networks: A type of artificial neural network particularly 
designed for machine vision field. They have been most commonly applied to 
analyze images such as image recognition and classification 

• GoogLeNet: A convolutional neural network that was created by Google for 
computer vision and classification 

• FaceNet: A convolutional neural network for face recognition and classification 

• Area under receiver operating curve (AUC): Performance measured by the area 
under the receiver operating characteristic curve (from 0.5 (lowest) to 1.0 (highest))



"To minimize the mistakes your AI will make, you should use the most accurate 
Machine Learning model." 

Sounds straightforward, right?

However, making the least mistakes should not always be your goal since 
different types of mistakes can have varying impacts. ML models will make 
mistakes and it is, therefore, crucial to decide which mistakes you can better live 
with.

To choose the right ML model and make informed decisions based on its 
predictions, it is important to understand different measures of relevance.

https://levity.ai/blog/precision-vs-recall
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Presenter Notes
Presentation Notes
Each input value is assigned to each node from “X1–3” to “Xn” in the input layer (left). Nodes labeled “deep 1–7” are hidden layers behind the input
layer. The values of hidden layers are not directly visible and are sent to the output layer after processed. Arrows connecting each node
represent the direction and weight from previous layers. Both weights and nodes impact the network in generating an output (Y).
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Presentation Notes
The principle of convolutional neural networks. The input image is converted to numerical data (1–20) as the convolution layer. The convolutional neural network generates a pooling layer to reduce the dimensions of the image data as well as retain its characteristics for the statistic modeling. Several types of pooling methods including max pooling, which returns the maximum value from the portion of the image, and average pooling, which returns the average of all the values from the portion of the image. In addition, max pooling also performs de-noising along with dimensionality reduction, which improved analysis and accuracy.



Flow chart of 
algorithmic 

training 

Presenter Notes
Presentation Notes
The process of creating an algorithm is divided into four necessary phases. The initial phase is to collect applicable samples along with clinical information. Next phase is to create whole-slide images with annotation. Based on the image analysis data, an algorithm was developed and trained by both the training set and the independent validation set.
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The four challenges are experienced computational clinicians who are capable of developing algorithms of particular clinical issues, hardware limitations (i.e., cloud storage, computational capacity, network speed), qualified applicable data, and ethical issues.





• 350 H&E slides from biopsies and excision 
specimens
• Intramuscular myxoma
• Myxofibrosarcoma
• myxoid liposarcoma
• low-grade fibromyxoid sarcoma
• extraskeletal myxoid chondrosarcoma

• Read by 5 pathologists with different years of 
post-fellowship experience

• Overall accuracy was only 69.7%
• Worse in biopsy samples 63.2%

Presenter Notes
Presentation Notes
Artificial intelligence, specifically deep convolutional neural networks (CNNs), has been increasingly applied
in the field of computational pathology to assist diagnosis, classification and predicting outcomes

The performance was especially poor in differentiating between intramuscular myxoma, myxofibrosarcoma and low-grade fibromyxoid sarcoma, with a recall rate of myxofibrosarcoma being only 0.38. On the other hand, diagnosing extraskeletal myxoid chondrosarcoma and myxoid liposarcoma, which
had a more distinct histological features, had a generally better performances for the pathologists
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The development set of 149,130 images was taken from cases of the 5 diagnoses from Queen Mary Hospital, a tertiary referral center and university teaching hospital. They were divided into training set (90%) and validation set (10%). An independent test set of 7238 images taken from different
cases from a peripheral hospital was used to evaluate the generalizability and final performance of the model
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Two deep learning models were developed, which were based on convolutional neural network (CNN) of EfficientNet B3 and DenseNet-121, respectively, with the top layers both replaced by a customized fully connected network with 5 prediction outputs corresponding to the 5 diagnoses. The models achieved the highest validation accuracy of 0.9961 and 0.9943, respectively. These models were used as final model performance evaluation on an independent test set from the peripheral hospital
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Presentation Notes
An independent test set of 7238 images taken from different cases from a peripheral hospital was used to evaluate the generalizability and final performance of the model
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In this case, the 99.9% accuracy gives a wrong impression as the model actually missed 50% of relevant items. Without a doubt, it would be preferable to reduce the accuracy to 99% and mistakenly detect 8 healthy images as "cancerous" if, in return, the second cancerous image could be detected – the trade-off of manually checking 10 images to discover two relevant elements is unworthy of discussion.

As with precision, analyzing purely recall can also give a wrong impression of model performance. A model labeling all animals in the dataset as "dog" would have a recall of 100% since it would detect all dogs without a miss. The 500 wrongly labeled cats would not have an impact on recall.
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In particulars, the performance in differentiation between IM, MFS and LGFMS had been markedly enhanced, with recall rate of more than 0.9 in EfficientNet B3 for these entities, while that of EMC and MLS were almost perfect with a recall rate of 0.99. The Area under the Receiver Operating Curve (AUROC) for all classes combined was astonishingly achieved to be 0.9976 and 0.9895, respectively (Fig. 4). A small but significant
improvement of performance for EfficientNet B3 was seen compared to DenseNet121. There was still some mix-up for a tiny fraction of images in differentiation between IM and MFS, but these represented some extreme close-up regions where they closely mimic each other.

On the other hand, distinguishing between intramuscular myxoma, low-grade fibromyxoid sarcoma and myxofibrosarcoma is shown to be quite troublesome for the pathologists. In particular, the recall rate for myxofibrosarcoma is particularly low (0.38), as the hypocellular area sampled in
small biopsy has been mis-diagnosed as intramuscular myxoma.
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We choose to train the models with images taken at 20X objectives (200X magnification), as the primary aim of the model is to implement it in small biopsies, in which usually only small amount of tumour area was present. Without low power architecture interpretation as done in routine histological analysis by pathologists, the AI system clearly excels by just looking at small area of tumour at relatively higher power. This may be explained by the ability of AI to mine ‘sub-visual’ image features, such as tumour cell-stroma interaction, that may not be visually discernible by a pathologist.

From the activation heatmaps of different diagnostic images, vessels patterns and nuclear morphology appear to be the main contributing factors for diagnosis, which is congruent with what the pathologists will assess. However, computer vision is able to gather more sub-visual information with diagnostic relevance from an image section than a pathologist, offering better diagnostic power. In particular, the performance boost is especially prominent for myxofibrosarcoma, increasing the recall rate from 0.38 to 0.9. There may be subtle differences between the bland looking region of low grade myxofibrosarcoma and true intramuscular myxoma that is beyond the comprehension of pathologists.




• Artificial intelligence (AI) using deep learning model with 
convolutional neural network outperformed pathologist in 
diagnosis deep myxoid lesions 

• Potential for AI to augment pathologist’s eye with information that 
cannot be done by human examination

• There remains a small number of cases, especially between IM and 
low-grade MFS, where these two entities are truly undifferentiable 
even with AI 
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A convolutional neural network for RMS histology subtype classification was developed using digitized pathology images from 80 patients collected at time of diagnosis. A subsequent embryonal rhabdomyosarcoma (eRMS) prognostic model was also developed in a cohort of 60 eRMS patients. The RMS
classification model reached a performance of an area under the receiver operating curve of 0.94 for alveolar rhabdomyosarcoma and an area under the receiver operating curve of 0.92 for eRMS at slide level in the test data set (n Z 192). The eRMS prognosis model separated the patients into predicted
high- and low-risk groups with significantly different event-free survival outcome (likelihood ratio test; P Z 0.02) in the test data set (n Z 136).

In this study, an RMS histology subtype classification model was developed on the basis of CNN to automatically classify
image slides into three major subtypes of pediatric RMS, including eRMS, aRMS, and scRMS subtypes, as well as
other tissues (mainly connective tissues) and background (mainly white space),
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Patches 500 x 500 pixels. 
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Slide images of eRMS patients with clear survival outcomes, either low risk (defined as patients with a >8-year progression-free period) or high risk (defined as patients with a disease progression during follow-up), were used to develop the patch-level prognostic model.

Only the image patches classified as RMS tumor areas by the RMS subtype classification model were included for the prognostic model, so that the other tissues and white areas were not used to predict patient prognosis.

Eighty slides were used to generate 14,701 image patches for the development (including training, validation, and testing) of the RMS subtype classification model at image patch level. The image patches were separated into training, validation, and test data sets (see Materials and Methods).
The model was trained on the training data set and simultaneously validated on the validation data set. The trained RMS subtype classification model at image patch level was tested on the test data set composed of 1674 image patches (including 513 aRMS image patches, 368 eRMS image patches, 203 scRMS image patches, 289 image patches for other tissues, and 301 white background image patches). After training, the established RMS classification model was used for slide-level subtype prediction. The 192 slides in the slide-level test data set were each partitioned into 500 x 500 image patches and predicted by the model to generate prediction heat maps showing the classification results. 

To summarize the image patch-level prediction results to the whole slide level (ie, for each patient), the patch-level predictions of the slides in the slide-level test data set were aggregated into slide classification results by finding the RMS subtype class that had the highest patch count on the
heat map result.

A predefined cutoff value of the patch-level high-risk prediction was needed to determine the final slide-level classification. Herein, the cutoff was determined on the basis of the transfer learning model development data set and applied to the test data set
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Of the 31 aRMS slides, 29 were correctly classified; 144 of 161 eRMS slides were also predicted accurately. In Figure 4, the receiver operating characteristic curves were plotted for the aRMS and eRMS slide-level prediction results using the calculated percentage of classes
on each slide with the ground truth (which is the pathologist’s diagnosis). The area under the curve values for aRMS and eRMS were 0.94 and 0.92, respectively

After prediction, the 136 test slides were separated into 42 slides of low-risk prediction and 94 slides of high-risk prediction (Kaplan-Meier plot in Figure 5). The patients from the predicted low-risk group had significantly better survival with a much lower chance of having an event of relapse/progression, second malignancy, or death than the predicted high-risk group (likelihood ratio test; P Z 0.02; Cox proportional hazards model predicted high- versus low risk group hazard ratio, 4.55; 95% CI, 1.04e19.96; P Z 0.04).

Table 2 shows the multivariate analysis to adjust the image-based prognostic model with clinical variables using a Cox proportional hazard model.
The results show that the image-based prognostic model predicts patient risk of relapse/progression (predicted highversus low-risk group hazard ratio, 4.64; 95% CI, 1.05e20.57; P Z 0.04) after adjusting for patient age and sex. The results indicate that the prognosis prediction model served as an independent prognostic factor for the patients. The established model has the potential to draw information from the slide images and contribute to the risk stratification of patients with pediatric eRMS.
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PURPOSE: Rhabdomyosarcoma (RMS) is an aggressive soft‐tissue sarcoma which primarily
occurs in children and young adults. We previously reported specific genomic alterations in
RMS which strongly correlated with survival; however, predicting these mutations or high‐risk
disease at diagnosis remains a significant challenge. In this study, we utilized convolutional
neural networks (CNNs) to learn histologic features associated with driver mutations and
outcome using H&E images of RMS.
PATIENTS AND METHODS: Digital whole slide H&E images were collected from clinically
annotated diagnostic tumor samples from n=321 RMS patients enrolled in Children’s Oncology
Group (COG) trials (1998‐2017). Patches were extracted and fed into deep learning CNNs to
learn features associated with mutations and relative event‐free survival risk. The performance
of the trained models was evaluated against independent test sample data (n=136) or holdout
test data.
RESULTS: The trained CNN could accurately classify alveolar RMS, a high‐risk subtype associated
with PAX3/7‐FOXO1 fusion genes, with an ROC of 0.85 on an independent test dataset. CNN
models trained on mutationally‐annotated samples identified tumors with RAS pathway with a
ROC of 0.67, and high‐risk mutations in MYOD1 or TP53 with a ROC of 0.97 and 0.63,
respectively. Remarkably, CNN models were superior in predicting event‐free and overall
survival compared to current molecular‐clinical risk stratification.
CONCLUSION: This study demonstrates that high‐risk features, including those associated with
certain mutations, can be readily identified at diagnosis using deep learning. CNNs are a
powerful tool for diagnostic and prognostic prediction of rhabdomyosarcoma which will be
tested in prospective COG clinical trials.
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Background: Clinical management of soft tissue sarcoma (STS) is particularly challenging. Here, we used digital
pathology and deep learning (DL) for diagnosis and prognosis prediction of STS.
Patients and methods: Our retrospective, multicenter study included a total of 506 histopathological slides from 291
patients with STS. The Cancer Genome Atlas cohort (240 patients) served as training and validation set. A second,
multicenter cohort (51 patients) served as an additional test set. The use of the DL model (DLM) as a clinical
decision support system was evaluated by nine pathologists with different levels of expertise. For prognosis
prediction, 139 slides from 85 patients with leiomyosarcoma (LMS) were used. Area under the receiver operating
characteristic (AUROC) and accuracy served as main outcome measures.

Results: The DLM achieved a mean AUROC of 0.97 (0.01) and an accuracy of 79.9% (6.1%) in diagnosing the five
most common STS subtypes. The DLM significantly improved the accuracy of the pathologists from 46.3% (15.5%) to
87.1% (11.1%). Furthermore, they were significantly faster and more certain in their diagnosis. In LMS, the mean
AUROC in predicting the disease-specific survival status was 0.91 (0.1) and the accuracy was 88.9% (9.9%). Cox
regression showed the DLM’s prediction to be a significant independent prognostic factor (P ¼ 0.008, hazard ratio
5.5, 95% confidence interval 1.56-19.7) in these patients, outperforming other risk factors.

Conclusions: DL can be used to accurately diagnose frequent subtypes of STS from conventional histopathological
slides. It might be used for prognosis prediction in LMS, the most prevalent STS subtype in our cohort. It can also
help pathologists to make faster and more accurate diagnoses. This could substantially improve the clinical
management of STS patients.
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A total of 365 011 tiles were generated from annotations of 456 slides from 240 patients with a mean tile count of 1520.88 (1704.11

Mean classification accuracy was 79.9% (6.1%) with the best model achieving up to 87.5% (21/24 cases). The AUROC for all classes combined was 0.95 (0.02) using micro-averaging and 0.97 (0.01) using macro-averaging (Figure 2B). The AUROC was 0.91 (0.03) for DDLPS, 0.97
(0.02) for LMS, 0.98 (0.02) for MFS, 1.00 (0.00) for SS, and 0.92 (0.03) for UPS (Figure 2C).
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(A) Cross tables as a summary of all patients evaluated during stratified random permutations cross-validation. Absolute (left) and relative (right) values are shown. (B) Accuracy and area under the receiver operating characteristic using micro- and macro-averaging. Respective receiver operating characteristic (ROC) curves with microand macro-average are also shown (right). (C) ROC curves for each STS subtype. (D) Sliding window visualization of a representative specimen for each STS subtype. The left panel shows the hematoxylineeosin input image. The middle panel shows the prediction probability (‘certainty’) for the class that was assigned to the whole image on a tile-by-tile basis. The right panel shows the classification on a tile-by-tile basis, where five different colors represent the subtype with the highest classification probability for each tile. A tumor is classified as the subtype weighted majority of all tiles of that particular case. 
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(A) Accuracy improvement of nine human raters with different levels of expertise in soft tissue sarcoma pathology. Measurements without (blue circle) and with (green triangle) the support of the deep learning model (DLM) are displayed. Junior-level expert means less than a year of experience in general pathology, medium-level expert means between 1 and 5 years of experience in general pathology, and senior-level expert means >10 years of experience in general pathology. (B) Receiver operating characteristic (ROC) curve of the DLM and sensitivity/specificity measurements of the human raters. Results without (top) and with (bottom) the support are shown. The right panel represents a blowup of the box in the left panel. (D) Comparison of accuracy, time per slide, diagnostic certainty, and potential downstream analyses without and with the support of the DLM. (E) Correlation between accuracy improvement (DAccuracy) and experience in years.
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Cross tables as a summary of all patients evaluated during stratified random permutations cross-validation. Absolute (top) and relative (bottom) values are shown. 

Kaplan Meier curve of all 54 validation patients grouped by the prediction of the deep learning model (DLM). (G) Univariable and
multivariable Cox regression of known risk factors in LMS. 

Upon univariable Cox regression analysis, La Fédération nationale des centres de lutte contre le cancer (FNCLCC) grade [P ¼ 0.017, hazard ratio (HR) 2.6, 95% confidence interval (CI) 1.2-5.5], T stage (P ¼ 0.020, HR 1.6, 95% CI 1.1-2.5), R status (P ¼ 0.03,
HR 2.8, 95% CI 1.1-7.3), and the DLM (P ¼ 0.0002, HR 5.3, 95% CI 2.2-13) were significant prognostic factors for DSS in the LMS cohort. Interestingly, whether samples were provided from a large institution (>5 cases to the whole cohort) or a small institution (<5 cases to the whole
cohort) did not have an effect on the DSS (Supplementary Figure S5A-C, available at https://doi.org/ 10.1016/j.annonc.2021.06.007) and was not a significant factor upon Cox regression (Supplementary Figure S5D, available at https://doi.org/10.1016/j.annonc.2021.06. 007 and Figure 4G). Multivariable Cox regression analysis showed the DLM’s prediction to be the only remaining significant independent prognostic factor (P ¼ 0.008, HR
5.5, 95% CI 1.6-19.7) in these patients
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Workflow of building a deep learning model for bone tumor classification based on radiological and pathological images, including preprocessing, training, and evaluation.
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Step 1 shows the assembly of patient archival samples of 50 cases, resulting in 942 WSIs. Step 2 involves the selection
of 40 handpicked WSIs by a pathologist. In step 3, 1144 image tiles of size 1024x1024 are generated from WSIs identified in step 2. From each image tile
in step 3, a number of image patches of size 128x128 are generated

To classify the region of viable and necrotic tumor in whole slide images (WSIs) of osteosarcoma, trained on 536 nontumor tiles, 263 necrotic tumor tiles, and 345 viable tumor tiles annotated by two pathologists, a CNN model was proposed as a classifier for differentiating osteosarcoma WSIs into a viable
tumor, necrotic tumor, and nontumor in H&E-stained images with an accuracy of 91.2%
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Thank you 
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