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#### Abstract

This book presents the basic aspects of the concentration of measure phenomenon that was put forward in the early seventies, and emphasized since then, by V. Milman in asymptotic geometric analysis. It has now become of powerful interest in applications, in various areas such as geometry, functional analysis and infinite dimensional integration, discrete mathematics and complexity theory, and probability theory. The book is concerned with the basic techniques and examples of the concentration of measure phenomenon. A particular emphasis has been put on geometric, functional and probabilistic tools to reach and describe measure concentration in a number of settings, as well as on M. Talagrand's investigation of concentration in product spaces and its application in discrete mathematics and probability theory.
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## INTRODUCTION

The aim of this book is to present the basic aspects of the concentration of measure phenomenon. The concentration of measure phenomenon was put forward in the early seventies by V. Milman in the asymptotic geometry of Banach spaces. Of isoperimetric inspiration, it is of powerful interest in applications, in various areas such as geometry, functional analysis and infinite dimensional integration, discrete mathematics and complexity theory, and especially probability theory. This book is concerned with the basic techniques and examples of the concentration of measure phenomenon with no claim to be exhaustive. A particular emphasis has been put on geometric, functional and probabilistic tools to reach and describe measure concentration in a number of settings.

As mentioned by M. Gromov, the concentration of measure phenomenon is an elementary, yet non-trivial, observation. It is often a high dimensional effect, or a property of a large number of variables, for which functions with small local oscillations are almost constant. A first illustration of this property is suggested by the example of the standard $n$-sphere $\mathbb{S}^{n}$ in $\mathbb{R}^{n+1}$ when the dimension $n$ is large. One striking aspect of uniform measure $\sigma^{n}$ on $\mathbb{S}^{n}$ in high dimension is that it is almost concentrated around the equator. More generally, as a consequence of spherical isoperimetry, given any measurable set $A$ with, say, $\sigma^{n}(A) \geq \frac{1}{2}$, almost all points (in the sense of the measure $\sigma^{n}$ ) on $\mathbb{S}^{n}$ are within (geodesic) distance $\frac{1}{\sqrt{n}}$ from $A$ (which becomes infinitesimal as $n \rightarrow \infty$ ). Precisely, for every $r>0$,

$$
\sigma^{n}\left(A_{r}\right) \geq 1-\mathrm{e}^{-(n-1) r^{2} / 2}
$$

where $A_{r}=\left\{x \in \mathbb{S}^{n} ; d(x, A)<r\right\}$ is the neighborhood of order $r>0$ of $A$ for the geodesic metric on $\mathbb{S}^{n}$.

This concentration property on the sphere may be described equivalently on functions, an idea going back to Lévy. Namely, if $F$ is a continuous function on $\mathbb{S}^{n}$ with modulus of continuity $\omega_{F}(\eta)=\sup \{|F(x)-F(y)| ; d(x, y)<\eta\}$, then

$$
\sigma^{n}\left(\left\{\left|F-m_{F}\right| \geq \omega_{F}(\eta)\right\}\right) \leq 2 \mathrm{e}^{-(n-1) \eta^{2}}
$$

where $m_{F}$ is a median of $F$ for $\sigma^{n}$. Therefore, functions on high dimensional spheres with small local oscillations are strongly concentrated around a mean value, and are thus almost constant on almost all the space! This high dimensional concentration phenomenon was extensively used and emphasized by V. Milman in his investigation of asymptotic geometric analysis.

As vet anotleer interpretation. the concept of obscrvable diameter as considered by M. Gromov is a "visual" description of the concentration of measure phenomenon. We view the sphere with a naked cye which cannot distinguish a part of $\mathbb{S}^{n}$ of measure (luminosity) less than $\kappa>0$ (small but fixed). A Lipschitz function $F$ may be interpreted as an obscrvable, that is an observation device giving us the visual image measure of $\sigma^{n}$ by $F$. In this language, Lévy's inequality on Lipschitz functions expresses that the "observable diamcter of $\mathbb{S}^{n}$ " is of the order of $\frac{1}{\sqrt{n}}$ as $n$ is large, in strong contrast with the dianeter of $\mathbb{S}^{n}$ as a metric space.

In probability theory, the concentration of measure is a property of a large number of varibales, such as in laws of large numbers. A probabilistic description of the concentration phenomenon goes back to E. Borel who suggested the following geometric interpretation of the law of large numbers for sums of independent random variables uniformly distributed on the interval $[0,1]$. Let $\mu^{n}$ be uniform measure on the $n$-dimensional cube $[0,1]^{n}$. Let $H$ be a hyperplane that is orthogonal to a principal diagonal of $[0,1]^{n}$ at the center of the cube. Then, if $H_{r}$ is the neighborhood of order $r>0$ of $H$, for every $\varepsilon>0, \mu^{n}\left(H_{\varepsilon \sqrt{n}}\right) \rightarrow 1$ as $n \rightarrow \infty$. Actually, the relevant observable is $x \in[0,1]^{n} \mapsto \frac{1}{n} \sum_{\imath=1}^{n} x_{i} \in[0,1]$, which concentrates around the mean value $\frac{1}{2}$. The normal projection of the cube to the principal diagonal identified with $[0, \sqrt{n}]$ thus sends most of the measure of the cube to the subsegment

$$
\left[\frac{\sqrt{n}}{2}-\varepsilon \sqrt{n}, \frac{\sqrt{n}}{2}+\varepsilon \sqrt{n}\right]
$$

In fact, $\varepsilon \sqrt{n}$ may be replaced by any sequence $r_{n} \rightarrow \infty$ as follows from the central limit theorem.

A related description is the following. Let $X_{1}, X_{2}, \ldots$ be a sequence of independent random variables taking the values $\pm 1$ with equal probability, and set, for every $n \geq 1, S_{n}=X_{1}+\cdots+X_{n}$. We think of $S_{n}$ as a function of the individual variables $X_{i}$ and we state the classical law of large numbers by saying that $S_{n}$ is essentially constant (equal to 0 ). Of course, by the central limit theorem, the fluctuations of $S_{n}$ are of order $\sqrt{n}$ which is hardly zero. But as $S_{n}$ can take values as large as $n$, this is the scale at which one should measure $S_{n}$, in which case $S_{n} / n$ is indced cssentially zero as expressed by the classical exponential bound

$$
\mathbb{P}\left(\left\{\frac{\left|S_{n}\right|}{n} \geq r\right\}\right) \leq 2 \mathrm{e}^{-n r^{2} / 2}, \quad r \geq 0
$$

In this context, and according to M. Talagrand, one probabilistic aspect of measure concentration is that a random variable that depends (in a smooth way) on the influence of many independent variables (but not too much on any of them) is essentially constant.

Measure concentration is surprisingly shared by a number of cases that generalize the previous examples, both by replacing linear functionals (such as sums of independent random variables) by arbitrary Lipschitz functions of the samples, and by considering measures that are not of product form. It was indeed again the insight of V. Milman to emphasize the difference between the concentration phenomenon and standard probabilistic views on probability inequalities and law of large number theorems by the extension to Lipschitz (and even Hölder type) functions and more general measures. His enthusiasm and persuasion eventually convinced M. Talagrand of the importance of this simple, yet fundamental, concept.

It will be one of the purposes of this book to describe some of the basic examples and applications of the concentration of measure phenomenon. While the first applications were mainly developed in the context of asymptotic geometric analysis, they have now spread to a wide range of framoworks, covering areas in geometry, discrete and combinatorial mathematics, and in particular probability theory. Classical probabilistic inequalities on sums of independent random variables have been used indeed over the years in limit theorems and discrete algorithmic mathematics. They provide quantitative illustrations of measure concentration by so-called exponential inequalities (mostly of Gaussian type). Recent developments on the concentration of measure phenomenon describe far reaching extensions that provide dimension free concentration properties in product spaces which, due to the work of M. Talagrand during the last decade, will form a main part of these notes.

The book is divided into 8 chapters. The first one introduces the notions and elementary properties of concentration functions, deviation inequalities and their more geometric counterparts as observable diameters. We also briefly indicate a few useful tools to investigate concentration properties. The second chapter describes some of the basic and classical isoperimetric inequalities at the origin of the concentration of measure phenomenon. However, we do not concentrate on the usually somewhat delicate extremal statements, but rather develop some selfcontained convexity and semigroup arguments to reach the concentration properties originally deduced from isoperimetry. Chapter 3 is a first view towards geometric and topological applications of measure concentration. In particular, we describe there Milman's proof of Dvoretsky's theorem on almost spherical sections of convex bodies. V. Milman in this proof most vigorously emphasized the usefulness of concentration ideas. Chapter 4 investigates measure concentration in product spaces, mostly based on the recent developments by M. Talagrand. After a brief view of the more classical martingale bounded difference method, we cover there the convex hull and finite point approximations, which are of powerful use in applications to both empirical processes and discrete mathematics. We also discuss the particular concentration property of the exponential distribution. The next two chapters emphasize functional inequalities stable under products' thereby obtaining a new approach to the results of Chapter 4. Chapter 5 is devoted to the entropic and logarithmic Sobolev inequality approach. We present there the Herbst method to deduce concentration from a logarithmic Sobolev inequality and describe the various applications to product measures and related topics. Chapter 6 is yet another form of concentration relying on information and transportation cost inequalities with which one may reach several of the conclusions of the preceding chapters. Chapter 7 is devoted to the probabilistic applications of concentration in product spaces to sharp bounds on sums of independent random vectors or empirical processes: these applications lay at the heart of M. Talagrand's original investigation. The last chapter is a selection of (recent) applications of the concentration of measure phenomenon to various areas such as statistical mechanics, geometric probabilities, discrete and algorithmic mathematics, for which the concentration ideas, although perhaps at some mild level, appear to be useful tools of investigation.

While we describe in this work a number of concentration properties put forward in several contexts, from more geometric to functional and probabilistic settings, we usually produce the correct orders but almost never discuss sharp constants.

This book is strongly inspired by early references on the subject. In particular, the lecture notes by V. Milman and G. Schechtman that describe the concentration of measure phenomenon and its applications to asymptotic theory of finite dimensional normed spaces were a basic source of inspiration during the preparation of this book. We also used the recent survey by G. Schechtman in the Handbook in the Geometry of Banach Spaces. (The latter handbook contains further contributions that illustrate the use of concentration in various functional analytic problems.) The memoir by M. Talagrand on isoperimetric and concentration inequalities in product spaces is at the basis of most of the material presented starting with Chapter 4, and the ideas developed there gave a strong impetus to recent developments in various areas of probability theory and its applications. Several of the neat arguments presented in these references have been reproduced here. The already famous $3 \frac{1}{2}$ Chapter of the recent book by M. Gromov served as a useful source of geometric examples where further motivating aspects of convergence of metric measure spaces related to concentration are developed. While many geometric invariants are introduced and analyzed there, our point of view is perhaps a bit more quantitative and motivated by a number of recent probabilistic questions. Perspectives and developments related to the concentration of measure phenomenon in various areas of mathematics and its applications are discussed in M. Gromov's book as well as in the recent papers of M. Gromov and V. Milman in the special issues "Vision" of Geometric and Functional Analysis GAFA2000.

Each chapter is followed by some Notes and Remarks with an attempt in particular to trace the origin of the main ideas. We apologize for inaccuracies and omissions.

The notations used throughout this book are the standard ones used in the literature. Although we keep some consistency, we did not try to unify all the notations and often used the classical notation in a given context even though it might have been used differently in another.

I am grateful to Michel Talagrand for numerous discussions over the years on the topic of concentration and for explaining to me his work on concentration in product spaces. Parts of several joint works with Sergey Bobkov on concentration and related matters are reproduced here. I sincerely thank him for corrections and comments on the first draft of the manuscript. I also thank Vitali Milman and Gideon Schechtman for their interest and useful comments and suggestions, and Markus Neuhauser, James Norris and Vladimir Pestov for helpful remarks and corrections. I sincerely thank the A.M.S. Mathematics Editor Edward Dunne and Natalya Pluzhnikov for their help in the preparation of the manuscript.

## 1. CONCENTRATION FUNCTIONS

## AND INEQUALITIES

In this chapter, we introduce, with the first examples of spherical and Gaussian isoperimetry, the concept of measure concentration as put forward by V. Milman [ $\mathrm{M}-\mathrm{S}]$ and discuss its first properties. We define the notion of concentration function and connect it with Lévy's deviation and concentration inequalities for Lipschitz functions that provide a main tool in applications. The notion of observable diameter is another more geometric view to concentration. The last two sections of this chapter are devoted to the useful tools of expansion coefficients, Laplace bounds and infimum-convolution inequalities to explore concentration properties.

### 1.1 First examples

To introduce to the concept of measure concentration, we first briefly discuss a few examples that will be further analyzed (with references) later on.

Our first illustration is suggested by the example of the standard $n$-sphere $\mathbb{S}^{n}$ in $\mathbb{R}^{n+1}$ when dimension $n$ is large. By a standard computation, uniform measure $\sigma^{n}$ on $\mathbb{S}^{n}$ is almost concentrated when the dimension $n$ is large around the (every!) equator. Actually, the isoperimetric inequality on $\mathbb{S}^{n}$ expresses that spherical caps (geodesic balls) minimize the boundary measure at fixed volume. In its integrated form (see Section 2.1), given a Borel set $A$ on $\mathbb{S}^{n}$ with the same measure as a spherical cap $B$, then for every $r>0$,

$$
\sigma^{n}\left(A_{r}\right) \geq \sigma^{n}\left(B_{r}\right)
$$

where $A_{r}=\left\{x \in \mathbb{S}^{n} ; d(x, A)<r\right\}$ is the (open) neighborhood of order $r$ for the geodesic distance on $\mathbb{S}^{n}$. One main feature of concentration with respect to isoperimetry is to analyze this inequality for the non-infinitesimal values of $r>0$. The explicit evaluation of the measure of spherical caps (performed below in Section 2.1) then implies that given any measurable set $A$ with, say, $\sigma^{n}(A) \geq \frac{1}{2}$, for every $r>0$,

$$
\begin{equation*}
\sigma^{n}\left(A_{r}\right) \geq 1-\mathrm{e}^{-(n-1) r^{2} / 2} \tag{1.1}
\end{equation*}
$$

Therefore, almost all points on $\mathbb{S}^{n}$ are within (geodesic) distance $\frac{1}{\sqrt{n}}$ from $A$, which is of particular interest when the dimension $n$ is large. From a "tomographic" point of view (developed further in Section 1.4 below), the visual diameter of $\mathbb{S}^{n}$ (for $\sigma^{n}$ ) is of the order of $\frac{1}{\sqrt{n}}$ as $n \rightarrow \infty$, which is in contrast with the diameter of $\mathbb{S}^{n}$ as a metric space.

This example is a first, and main, instance of the concentration of measure phenomenon for which nice patterns develop as the dimension is large. It furthermore suggests the introduction of a concentration function in order to evaluate the decay in (1.1). Setting

$$
\alpha_{\sigma^{n}}(r)=\sup \left\{1-\sigma^{n}\left(A_{r}\right) ; A \subset \mathbb{S}^{n}, \sigma^{n}(A) \geq \frac{1}{2}\right\}, \quad r>0,
$$

the bound (1.1) amounts to saying that

$$
\begin{equation*}
\alpha_{\sigma^{n}}(r) \leq \mathrm{e}^{-(n-1) r^{2} / 2}, \quad r>0 . \tag{1.2}
\end{equation*}
$$

Note that $r>0$ in (1.2) actually ranges up to the diameter $\pi$ of $\mathbb{S}^{n}$ and that (1.2) is thus mainly of interest when $n$ is large.

By rescaling of the metric, the preceding results apply similarly to uniform measure $\sigma_{R}^{n}$ on the $n$-sphere $\mathbb{S}_{R}^{n}$ of radius $R>0$. In particular,

$$
\begin{equation*}
\alpha_{\sigma_{R}^{n}}(r) \leq \mathrm{e}^{-(n-1) r^{2} / 2 R^{2}}, \quad r>0 . \tag{1.3}
\end{equation*}
$$

Properly normalized, uniform measures on high dimensional spheres approximate Gaussian distributions. More precisely (see Section 2.1), the measures $\sigma_{\sqrt{n}}^{n}$ converge when $n$ tends to infinity to the canonical Gaussian measure on $\mathbb{R}^{\mathbb{N}}$. The isoperimetric inequality on spheres may then be transferred to an isoperimetric inequality for Gaussian measures. Precisely, if $\gamma=\gamma^{k}$ is the canonical Gaussian measure on $\mathbb{R}^{k}$ with density $(2 \pi)^{-k / 2} \mathrm{e}^{-|x|^{2} / 2}$ with respect to Lebesgue measure and if $A$ is a Borel set in $\mathbb{R}^{k}$ with $\gamma(A)=\Phi(a)$ for some $a \in[-\infty,+\infty]$ where $\Phi(t)=(2 \pi)^{-1 / 2} \int_{-\infty}^{t} \mathrm{e}^{-x^{2} / 2} d x$ is the distribution function of the standard normal distribution on the line, then for every $r>0$,

$$
\gamma\left(A_{r}\right) \geq \Phi(a+r) .
$$

Here $A_{r}$ denotes the $r$-neighborhood of $A$ with respect to the standard Euclidean metric on $\mathbb{R}^{k}$. Unless otherwise specified, $\mathbb{R}^{k}$ (or subsets of $\mathbb{R}^{k}$ ) will be equipped throughout this book with the standard Euclidean structure and the metric $|x-y|$, $x, y \in \mathbb{R}^{k}$, induced by the norm $|x|=\left(\sum_{i=1}^{k} x_{i}^{2}\right)^{1 / 2}, x=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$. The scalar product will be denoted $x \cdot y=\sum_{\imath=1}^{k} x_{i} y_{i}, x=\left(x_{1}, \ldots, x_{k}\right), y=\left(y_{1}, \ldots, y_{k}\right)$ $\in \mathbb{R}^{k}$. Defining similarly the concentration function for $\gamma$ as

$$
\alpha_{\gamma}(r)=\sup \left\{1-\gamma\left(A_{r}\right) ; A \subset \mathbb{R}^{k}, \gamma(A) \geq \frac{1}{2}\right\}
$$

we get in particular since $\Phi(0)=\frac{1}{2}$ and $1-\Phi(r) \leq \mathrm{e}^{-r^{2} / 2}, r>0$, that

$$
\begin{equation*}
\alpha_{\gamma}(r) \leq \mathrm{e}^{-r^{2} / 2}, \quad r>0 \tag{1.4}
\end{equation*}
$$

One may also think of (1.3) in the limit as $n \rightarrow \infty$ with $R=\sqrt{n}$. One may again interpret (1.4) by saying that given a set $A$ with $\gamma(A) \geq \frac{1}{2}$, almost all points in $\mathbb{R}^{k}$ are within distance 5 or 10 say from the set $A$ whereas of course $\mathbb{R}^{k}$ is unbounded. We have thus here a second instance of measure concentration with the particular
feature that the concentration function of (1.4) docs not depend on the dimension of the underlying state space $\mathbb{R}^{k}$ for the product measure $\gamma=\gamma^{k}$.

Our third example will be discretc. Consider the $n$-dimensional discrete cube $X=\{0,1\}^{n}$ and equip $X$ with the normalized Hamming metric

$$
d(x, y)=\frac{1}{n} \operatorname{Card}\left(\left\{x_{\imath} \neq y_{\imath} ; i=1, \ldots, n\right\}\right),
$$

$x=\left(x_{1}, \ldots, x_{n}\right), y=\left(y_{1}, \ldots, y_{n}\right) \in\{0,1\}^{n}$. Let $\mu=\mu^{n}$ be uniform (product) measure on $\{0,1\}^{n}$ defined by $\mu(A)=2^{-n} \operatorname{Card}(A)$ for every subset $A$ of $X$. Identifying the extremal sets $A$ in $X$ for which the infimum $\inf \left\{\mu\left(A_{r}\right) ; \mu(A) \geq \frac{1}{2}\right\}$ is attained may be used to show here that

$$
\begin{equation*}
\alpha_{\mu}(r) \leq \mathrm{e}^{-2 n r^{2}}, \quad r>0, \tag{1.5}
\end{equation*}
$$

where the concentration function $\alpha_{\mu}$ for $\mu$ on $\{0,1\}^{n}$ equipped with the Hamming metric is defined as above.

These first examples of concentration properties all follow from more refined isoperimetric inequalities. They will be detailed in the next chapter in which full proofs of the concentration (rather than isoperimetric) results will be presented. These examples will serve as guidelines for the further developments. They motivate and justify in particular the analysis of the concept of concentration function performed in the next section.

### 1.2 Concentration functions

Motivated by the early examples of the preceding section, we introduce and formalize the concept of concentration function of a probability measure on, say, a metric space. The concentration examples of Section 1.1 indeed rely on two main ingredients, a (probability) measure and a notion of (isoperimetric) enlargement with respect to which concentration is evaluated.

Thus, let ( $X, d$ ) be a metric space equipped with a probability measure $\mu$ on the Borel sets of ( $X, d$ ) (a metric measure space in the sense of [Grom2]). The concentration function $\alpha_{(X, d, \mu)}$ (denoted more simply $\alpha_{(X, \mu)}$, or even $\alpha_{\mu}$, when the metric $d$, or the underlying metric space ( $X, d$ ), is implicit) is defined as

$$
\begin{equation*}
\alpha_{(X, d, \mu)}(r)=\sup \left\{1-\mu\left(A_{r}\right) ; A \subset X, \mu(A) \geq \frac{1}{2}\right\}, \quad r>0 . \tag{1.6}
\end{equation*}
$$

Here $A_{r}=\{x \in X ; d(x, A)<r\}$ is the (open) $r$-neighborhood of $A$ (with respect to $d)$. A concentration function is less than or equal to $\frac{1}{2}$. When $(X, d)$ is bounded, the enlargements $r>0$ in (1.6) actually range up to the diameter

$$
\operatorname{Diam}(X, d)=\sup \{d(x, y) ; x, y \in X\}
$$

of $(X, d)$, the concentration function being 0 when $r$ is larger than the diameter. This, however, will not usually be specified. In any case, the concentration function decreases to 0 as $r \rightarrow \infty$. Indeed, fix a point $x$ in $X$. Given $0<\varepsilon<\frac{1}{2}$, choose $r$ such that the measure of the complement of the ball $B$ with center $x$ and radius $r$ is less than $\varepsilon$. Then, any Borel set $A$ such that $\mu(A) \geq \frac{1}{2}$ intersects $B$. Hence $A_{2 r}$ covers $B$ and thus $1-\mu\left(A_{2 r}\right) \leq 1-\mu(B)<\varepsilon$.

By definition of the concentration function $\alpha_{\mu}=\alpha_{(X . d . \mu)}$, given a set $A$ with measure $\mu(A) \geq \frac{1}{2}$, the set of points which are within distance $r>0$ from a point in $A$ has measure larger than or equal to $1-\alpha_{\mu}(r)$. If necessary, we agree in the following that $\alpha_{\mu}(0)=\frac{1}{2}$.

The idea of the concentration of measure phenomenon is that, in a number of basic examples, $\alpha_{(X, d, \mu)}(r)$ decreases rapidly as $r$, or the dimension of $X$, is large. In particular, we say that $\mu$ has normal concentration on $(X, d)$ if there are constants $C, c>0$ such that, for every $r>0$,

$$
\begin{equation*}
\alpha_{(X, d, \mu)}(r) \leq C \mathrm{e}^{-c r^{2}} . \tag{1.7}
\end{equation*}
$$

As emphasized in Section 1.1, important examples share this normal concentration and we will often be concerned with this property throughout these notes. In particular, as we have seen with (1.2), the normalized invariant measure $\sigma^{n}$ on the standard $n$-sphere $\mathbb{S}^{n}, n \geq 2$, has normal concentration with $c=(n-1) / 2$ and $C=1$, which thus yields strong concentration in high dimension. By (1.4), the canonical Gaussian measure on Euclidean space has this concentration (with $c=\frac{1}{2}$ and $C=1$ ). Concentration (1.5) on the cube $\{0,1\}^{n}$ also belongs to this family. We will also speak of exponential concentration if

$$
\alpha_{(X, d, \mu)}(r) \leq C \mathrm{e}^{-c r}, \quad r>0 .
$$

Throughout these notes, we do not pay much attention to sharp constants in normal concentration, although when possible we try to reach the correct exponent $c>0$. We do not discuss optimal $C$ in normal or exponential concentration.

While the concentration function bounds $1-\mu\left(A_{r}\right)$ for any measurable set $A$ with $\mu(A) \geq \frac{1}{2}$, it also does so when $\mu(A) \geq \varepsilon>0$. This is the content of the following easy and useful consequence of the definition of a concentration function.

Lemma 1.1. Let $\mu$ be a probability measure on the Borel sets of a metric space ( $X, d$ ) with concentration function $\alpha_{\mu}$. If $\mu(A) \geq \varepsilon>0$, then

$$
1-\mu\left(A_{r_{0}+r}\right) \leq \alpha_{\mu}(r)
$$

for any $r>0$ and $r_{0}>0$ such that $\alpha_{\mu}\left(r_{0}\right)<\varepsilon$.
Proof. Denote by $B$ the complement of $A_{r_{0}}$ so that $A$ is included in the complement of $B_{r_{0}}$. If $\mu(B) \geq \frac{1}{2}$,

$$
\mu(A) \leq 1-\mu\left(B_{r_{0}}\right) \leq \alpha_{\mu}\left(r_{0}\right)<\varepsilon
$$

which is impossible. Thus $\mu\left(A_{r_{0}}\right) \geq \frac{1}{2}$ so that for every $r>0$,

$$
1-\mu\left(A_{r_{0}+r}\right) \leq \alpha_{\mu}(r)
$$

The lemma is proved.
The following simple contraction property shows that concentration functions are decreasing under 1-Lipschitz mappings.
Proposition 1.2. Let $\varphi$ be a Lipschitz map between two metric spaces ( $X, d$ ) and $(Y, \delta)$ such that

$$
\delta\left(\varphi(x), \varphi\left(x^{\prime}\right)\right) \leq\|\varphi\|_{\text {Lip }} d\left(x, x^{\prime}\right) \quad \text { for all } x, x^{\prime} \in X
$$

Let $\mu$ be a probability measure on the Borel sets of $X$ and denote by $\mu_{\varphi}$ the measure $\mu$ pushed forward by $\varphi$ on the Borel sets of $(Y, \delta)$. Then, for every $r>0$,

$$
\alpha_{\left(Y, \delta, \mu_{\varphi}\right)}(r) \leq \alpha_{(X, d, \mu)}\left(r /\|\varphi\|_{\text {Lip }}\right)
$$

In particular $\alpha_{\mu_{\varphi}} \leq \alpha_{\mu}$ if $\varphi: X \rightarrow Y$ is 1-Lipschitz.
For the proof, simply note that if $A$ is a Borel set in $Y$, then for every $r>0$,

$$
\varphi^{-1}\left(A_{r}\right) \supset\left(\varphi^{-1}(A)\right)_{r /\|\varphi\|_{\mathrm{Lip}}}
$$

where the enlargements are understood with respect to $d$ and $\delta$, respectively.
A typical example of application of Proposition 1.2 arises when $X$ is a topological metric group equipped with a (left-) translation invariant metric $d$ and $Y$ is a quotient $X / G$ equipped with the quotient metric

$$
\delta\left(y, y^{\prime}\right)=\inf \left\{d\left(x, x^{\prime}\right) ; \varphi(x)=y, \varphi\left(x^{\prime}\right)=y^{\prime}\right\}
$$

where $\varphi: X \rightarrow X / G$ is the 1-Lipschitz quotient map.

### 1.3 Deviation inequalities

In this section we discuss equivalent descriptions of concentration properties in terms of deviation and concentration inequalities for Lipschitz functions.

As before, let $(X, d)$ be a metric space with Borel probability measure $\mu$. In the preceding section we defined the concentration function $\alpha_{(X, d, \mu)}(r), r>0$, as the supremum over all Borel sets $A$ with $\mu(A) \geq \frac{1}{2}$ of $1-\mu\left(A_{r}\right)$, where we recall that $A_{r}$ is the enlargement of order $r$ of $A$ in the metric $d$. One could also define, for every $\varepsilon>0$,

$$
\alpha_{(X, d, \mu)}^{\varepsilon}(r)=\sup \left\{1-\mu\left(A_{r}\right) ; A \subset X, \mu(A) \geq \varepsilon\right\}, \quad r>0
$$

leading essentially to the same concept by Lemma 1.1. The value $\varepsilon=\frac{1}{2}$ is however of particular interest through its connection with medians.

If $\mu$ is a probability measure on the Borel sets of $(X, d)$, and if $F$ is a measurable real-valued function on $(X, d)$, we say that $m_{F}$ is a median of $F$ for $\mu$ if

$$
\mu\left(\left\{F \leq m_{F}\right\}\right) \geq \frac{1}{2} \quad \text { and } \quad \mu\left(\left\{F \geq m_{F}\right\}\right) \geq \frac{1}{2}
$$

A median $m_{F}$ may not be unique.
For a continuous function $F$ on $(X, d)$, we denote by

$$
\omega_{F}(\eta)=\sup \{|F(x)-F(y)| ; d(x, y)<\eta\}, \quad \eta>0
$$

its modulus of continuity. If $m_{F}$ is a median of $F$ for $\mu$, and if $A=\left\{F \leq m_{F}\right\}$, note that whenever $x$ is such that $d(x, y)<\eta$ for some $y \in A$, then

$$
F(x) \leq F(y)+\omega_{F}(\eta) \leq m_{F}+\omega_{F}(\eta)
$$

Hence. since $\mu(A) \geq \frac{1}{2}$, by definition of the concentration function $\alpha_{\mu}=\alpha_{(X, d . \mu)}$,

$$
\begin{equation*}
\mu\left(\left\{F>m_{F}+\omega_{F}(\eta)\right\}\right) \leq \alpha_{\mu}(\eta) . \tag{1.8}
\end{equation*}
$$

Similarly with $A=\left\{F \geq m_{F}\right\}$,

$$
\mu\left(\left\{F<m_{F}-\omega_{F}(\eta)\right\}\right) \leq \alpha_{\mu}(\eta) .
$$

(Alternatively, replace $F$ by $-F$.) In particular,

$$
\begin{equation*}
\mu\left(\left\{\left|F-m_{F}\right|>\omega_{F}(\eta)\right\}\right) \leq 2 \alpha_{\mu}(\eta) . \tag{1.9}
\end{equation*}
$$

Inequalities (1.8) and (1.9) on the $n$-dimensional sphere $\mathbb{S}^{n}$ are sometimes called Lévy's inequalities. The high dimensional effect on $\mathbb{S}^{n}$ is expressed by the fact that $\alpha_{\sigma^{n}}(\eta)$ is small when $n$ is large, showing thus that functions on $\mathbb{S}^{n}$ with small local oscillation are nearly constant on almost all of the space (with respect to $\sigma^{n}$ ).

It will be more convenient in the sequel to work with Lipschitz functions and Lipschitz coefficients rather than with moduli of continuity. Let us detail again (1.8) and (1.9) on Lipschitz functions. A real-valued function $F$ on $(X, d)$ is said to be Lipschitz if

$$
\|F\|_{\text {Lip }}=\sup _{x \neq y} \frac{|F(x)-F(y)|}{d(x, y)}<\infty .
$$

Clearly $\omega_{F}(\eta) \leq \eta\|F\|_{\text {Lip }}$ for every $\eta>0$. We say that $F$ is 1-Lipschitz if $\|F\|_{\text {Lip }} \leq 1$. The class of Lipschitz functions is stable under the operations min and max.

If $F$ is Lipschitz on $(X, d)$ and if $A=\{F \leq m\}$, then, for every $r>0$, $A_{r} \subset\left\{F<m+r\|F\|_{\text {Lip }}\right\}$. Therefore, if $m=m_{F}$ is a median of $F$ for $\mu$, we get as for (1.8) that for every $r>0$,

$$
\begin{equation*}
\mu\left(\left\{F \geq m_{F}+r\right\}\right) \leq \alpha_{\mu}\left(r /\|F\|_{\text {Lip }}\right) . \tag{1.10}
\end{equation*}
$$

We speak of (1.10) (and (1.8)) as a deviation inequality.
By Lemma 1.1, if $\mu(\{F \leq m\}) \geq \varepsilon>0$, then for every $r>0$,

$$
\begin{equation*}
\mu\left(\left\{F \geq m+r_{0}+r\right\}\right) \leq \alpha_{\mu}\left(r /\|F\|_{\text {Lip }}\right) \tag{1.11}
\end{equation*}
$$

where $\alpha_{\mu}\left(r_{0} /\|F\|_{\text {Lip }}\right)<\varepsilon$. Similarly, the inequality (1.10) would hold with $\alpha_{(X, d, \mu)}^{\varepsilon}$ as soon as $m_{F}$ is such that $\mu\left(\left\{F \leq m_{F}\right\}\right) \geq \varepsilon>0$. But, as before, the particular choice of $\varepsilon=\frac{1}{2}$ allows us to repeat the same argument with $-F$ to get that

$$
\begin{equation*}
\mu\left(\left\{F \leq m_{F}-r\right\}\right) \leq \alpha_{\mu}\left(r /\|F\|_{\text {Lip }}\right) . \tag{1.12}
\end{equation*}
$$

Therefore, together with (1.10), we deduce that for every $r>0$,

$$
\begin{equation*}
\mu\left(\left\{\left|F-m_{F}\right| \geq r\right\}\right) \leq 2 \alpha_{\mu}\left(r /\|F\|_{\text {Lip }}\right) . \tag{1.13}
\end{equation*}
$$

This inequality (as well as (1.9)) describes a concentration inequality of $F$ around its median (one of them) with rate $\alpha_{\mu}$. According to the relative size of $\alpha_{\mu}$ and $\|F\|_{\text {Lip }}$, the Lipschitz function $F$ "concentrates" around one constant value on a portion of the space of large measure. Moreover, it should already be emphasized that $m_{F}$ and $\|F\|_{\text {Lip }}$ might be of rather different scales, an observation of fundamental
importance in applications. On the other hand, concentration usually does not yield any particular kind of information on the size of the Lipschitz functions themselves (in particular of $m_{F}$ ).

By homogeneity, it is enough to consider the preceding deviation and concentration inequalities for 1-Lipschitz functions.

The deviation or concentration inequalities on Lipschitz functions (1.10) and (1.13) are actually equivalent to the corresponding statement on sets. Let $A$ be a Borel set in $(X, d)$ with $\mu(A) \geq \frac{1}{2}$. Set $F(x)=d(x, A), x \in X$. Clearly $\|F\|_{\text {Lip }} \leq 1$ while

$$
\mu(\{F=0\}) \geq \mu(A) \geq \frac{1}{2}
$$

Hence, since $F \geq 0,0$ is a median of $F$ for $\mu$, and thus, by (1.10), for every $r>0$,

$$
1-\mu\left(A_{r}\right)=\mu(\{F \geq r\}) \leq \alpha_{\mu}(r)
$$

We may summarize these conclusions in a statement.
Proposition 1.3. Let $\mu$ be a Borel probability measure on a metric space $(X, d)$. Let $F$ be a real-valued continuous function on $(X, d)$ with modulus of continuity $\omega_{F}$ and let $m_{F}$ be a median of $F$ for $\mu$. Then, for every $\eta>0$,

$$
\mu\left(\left\{F>m_{F}+\omega_{F}(\eta)\right\}\right) \leq \alpha_{\mu}(\eta)
$$

In particular, if $F$ is Lipschitz, for any $r>0$,

$$
\mu\left(\left\{F \geq m_{F}+r\right\}\right) \leq \alpha_{\mu}\left(r /\|F\|_{\text {Lip }}\right)
$$

and

$$
\mu\left(\left\{\left|F-m_{F}\right| \geq r\right\}\right) \leq 2 \alpha_{\mu}\left(r /\|F\|_{\text {Lip }}\right)
$$

Conversely, if for some non-negative function $\alpha$ on $\mathbb{R}_{+}$,

$$
\mu\left(\left\{F \geq m_{F}+r\right\}\right) \leq \alpha(r)
$$

for any 1-Lipschitz function $F$ with median $m_{F}$ and any $r>0$, then $\alpha_{\mu} \leq \alpha$.
The previous proposition has the following interesting consequences.
Corollary 1.4. If $\mu$ on ( $X, d$ ) has concentration function $\alpha_{\mu}=\alpha_{(X, d, \mu)}$, for any two non-empty Borel sets $A$ and $B$ in $X$,

$$
\mu(A) \mu(B) \leq 4 \alpha_{\mu}(d(A, B) / 2)
$$

where $d(A, B)=\inf \{d(x, y) ; x \in A, y \in B\}$.
Proof. Let $2 r=d(A, B)>0$. Consider the 1-Lipschitz function $F(y)=d(y, B)$ and denote by $m_{F}$ a median of $F$ for $\mu$. Since $F=0$ on $B$ and $F \geq 2 r$ on $A$,

$$
\begin{aligned}
\mu(A) \mu(B) & \leq \mu \otimes \mu(\{(x, y) ;|F(x)-F(y)| \geq 2 r\}) \\
& \leq 2 \mu\left(\left\{\left|F-m_{F}\right| \geq r\right\}\right) \\
& \leq 4 \alpha_{\mu}(r)
\end{aligned}
$$

which is the desired result.

Corollary 1.5. If $\mu$ on $(X, d)$ has concentration function $\alpha_{\mu}=\alpha_{(X, d, \mu)}$, for any 1-Lipschitz function $F$ on ( $X, d$ ) and any $r>0$,

$$
\mu \otimes \mu\left(\{(x, y) \in X \times X ;|F(x)-F(y)| \geq r) \leq 2 \alpha_{\mu}\left(\frac{r}{2}\right)\right.
$$

Conversely, if for some non-negative function $\alpha$ on $\mathbb{R}_{+}$, all 1-Lipschitz functions $F$ and all $r>0$,

$$
\mu \otimes \mu(\{(x, y) \in X \times X ;|F(x)-F(y)| \geq r) \leq \alpha(r)
$$

then $\alpha_{\mu} \leq 2 \alpha$.
Proof. The first assertion follows from the fact, already used in Corollary 1.4, that

$$
\mu \otimes \mu(\{(x, y) ;|F(x)-F(y)| \geq 2 r\}) \leq 2 \mu\left(\left\{\left|F-m_{F}\right| \geq r\right\}\right)
$$

Conversely, take $A$ with $\mu(A) \geq \frac{1}{2}$. Applying the hypothesis to $F(x)=d(x, A)$, $x \in X$, we get as in Corollary 1.4 that for every $r>0$,

$$
\begin{aligned}
\mu(A)\left(1-\mu\left(A_{r}\right)\right) & \leq \mu \otimes \mu(\{(x, y) ;|F(x)-F(y)| \geq r\}) \\
& \leq \alpha(r)
\end{aligned}
$$

from which the desired claim follows.
A particular situation for deviation inequalities under some level occurs for convex functions and the next statement is a short digression on this theme. Assume for simplicity that $X=\mathbb{R}^{n}$ equipped with its standard Euclidean metric $|\cdot|$ and denote by $\nabla F$ the gradient of a smooth function $F$ on $\mathbb{R}^{n}$.
Proposition 1.6. Let $\mu$ be a probability measure on the Borel sets of $\mathbb{R}^{n}$, and let $F$ be smooth and convex on $\mathbb{R}^{n}$ such that for some $m \in \mathbb{R}$ and $L>0$,

$$
\mu(\{F \geq m ;|\nabla F| \leq L\}) \geq \varepsilon>0
$$

Then, for every $r>0$,

$$
\mu\left(\left\{F \leq m-L\left(r_{0}+r\right)\right\}\right) \leq \alpha_{\mu}(r)
$$

where $\alpha_{\mu}\left(r_{0}\right)<\varepsilon$.
Proof. Applying Lemma 1.1 to $r_{1}=r_{0}+r$, it is enough to show that whenever $A=\{F \geq m,|\nabla F| \leq L\}$, then

$$
A_{r_{1}} \subset\left\{F>m-L r_{1}\right\}
$$

But since $F$ is (smooth and) convex, for any $x, y \in \mathbb{R}^{n}$,

$$
F(y) \leq F(x)+\nabla F(y) \cdot(y-x)
$$

Hence, if $y \in A$ and $|x-y|<r_{1}$,

$$
F(x) \geq F(y)-|\nabla F(y)||x-y|>m-L r_{1}
$$

The proposition is proved.

When $m$ is a median of $F$ in Proposition 1.6, it is usually impossible to expect that $\mu(A) \geq \frac{1}{2}$ where

$$
A=\{F \geq m,|\nabla F| \leq L\} .
$$

To estimate $\mu(A)$ from below we may however write

$$
\begin{equation*}
\mu(A) \geq \mu(\{F \geq m\})-\mu(\{|\nabla F|>L\}) \tag{1.14}
\end{equation*}
$$

If $F$ is Lipschitz on $\mathbb{R}^{n}$, by Rademacher's theorem, $F$ is almost everywhere differentiable and $\|\nabla F\|_{\infty}=\|F\|_{\text {Lip }}$. Proposition 1.6 thus shows that for Lipschitz convex functions, the deviation inequalities under some level $m$ are governed, using (1.14), by the $\mathrm{L}^{0}$-norm of the gradient of $F$ rather than by its $\mathrm{L}^{\infty}$-norm as in (1.12). This is a useful observation in applications. Similar conclusions of course apply to deviation inequalities above some level for concave functions.

Inequality (1.13) describes a concentration property of the Lipschitz function $F$ around some median value $m_{F}$. The median $m_{F}$ may actually be replaced by the mean of $F$. We first show a converse result in this direction.

Proposition 1.7. Let $\mu$ be a Borel probability measure on a metric space ( $X, d$ ). Assume that for some non-negative function $\alpha$ on $\mathbb{R}_{+}$and any bounded 1-Lipschitz function $F$ on $(X, d)$,

$$
\begin{equation*}
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \alpha(r) \tag{1.15}
\end{equation*}
$$

for every $r>0$. Then

$$
1-\mu\left(A_{r}\right) \leq \alpha(\mu(A) r)
$$

for every Borel set $A$ with $\mu(A)>0$ and every $r>0$. In particular,

$$
\alpha_{(X, d, \mu)}(r) \leq \alpha\left(\frac{r}{2}\right), \quad r>0 .
$$

Moreover, if $\alpha$ is such that $\lim _{r \rightarrow \infty} \alpha(r)=0$, any 1-Lipschitz function $F$ is integrable with respect to $\mu$ and, provided $\alpha$ is continuous, satisfies (1.15).

Proof. Take $A$ with $\mu(A)>0$ and fix $r>0$. Consider $F(x)=\min (d(x, A), r)$, $x \in X$. Clearly $\|F\|_{\text {Lip }} \leq 1$ while

$$
\int F d \mu \leq(1-\mu(A)) r .
$$

By the hypothesis,

$$
\begin{aligned}
1-\mu\left(A_{r}\right) & =\mu(\{F \geq r\}) \\
& \leq \mu\left(\left\{F \geq \int F d \mu+\mu(A) r\right\}\right) \\
& \leq \alpha(\mu(A) r)
\end{aligned}
$$

In particular, if $\mu(A) \geq \frac{1}{2}, 1-\mu\left(A_{r}\right) \leq \alpha\left(\frac{r}{2}\right)$ so that the first claim follows.
Now let $F$ be a 1-Lipschitz function on ( $X, d$ ). For every $n \geq 0, F_{n}=$ $\min (|F|, n)$ is again 1-Lipschitz and bounded. Applying (1.15) to $-F_{n}$, for every $r>0$,

$$
\begin{equation*}
\mu\left(\left\{F_{n} \leq \int F_{n} d \mu-r\right\}\right) \leq \alpha(r) . \tag{1.16}
\end{equation*}
$$

Choose $m$ such that $\mu(\{|F| \leq m\}) \geq \frac{1}{2}$ and $r_{0}$ such that $\alpha\left(r_{0}\right)<\frac{1}{2}$. Since for every $n, \mu\left(\left\{F_{n} \leq m\right\}\right) \geq \frac{1}{2}$, intersecting with (1.16) for $r=r_{0}$, we get that, independently of $n$,

$$
\int F_{n} d \mu \leq m+r_{0}
$$

and thus $\int|F| d \mu<\infty$ by monotone convergence. Then we apply (1.15) to $\min (\max (F,-n), n)$ and let $n \rightarrow \infty$. Proposition 1.7 is established.

In Proposition 1.7, we lose the factor 2 in the concentration function. This may be improved by an iteration of the argument. In the same spirit, observe that (1.15) together with the same inequality for $-F$ contains a concentration inequality around the mean

$$
\begin{equation*}
\mu\left(\left\{\left|F-\int F d \mu\right| \geq r\right\}\right) \leq 2 \alpha(r), \quad r>0 \tag{1.17}
\end{equation*}
$$

Now, if $r_{0}$ is chosen so that $2 \alpha\left(r_{0}\right)<\frac{1}{2}$, any median $m_{F}$ of $F$ is such that

$$
\left|m_{F}-\int F d \mu\right| \leq r_{0}
$$

From this together with (1.17) it follows that

$$
\begin{equation*}
\mu\left(\left\{\left|F-m_{F}\right| \geq r+r_{0}\right\}\right) \leq 2 \alpha(r), \quad r>0 \tag{1.18}
\end{equation*}
$$

In the case of normal concentration $\alpha(r)=C e^{-c r^{2}}$, for example, we then get via Proposition 1.3 a concentration function $\alpha_{\mu}$ asymptotically of the same order as $r \rightarrow \infty$, namely

$$
\alpha_{\mu}(r) \leq C^{\prime} \mathrm{e}^{-c r^{2}+c^{\prime} r}, \quad r>0
$$

We will not be concerned in this work with sharp constants in concentration functions, and usually present bounds on concentration functions using the next simple Proposition 1.7 with factor $\frac{1}{2}$. Moreover, in normal concentration functions $\alpha(r)=C \mathrm{e}^{-c r^{2}}$, we will never describe sharp values of $C$. However, when the sharp concentration inequalities for Lipschitz functions around the median or the mean are available, we present them simultaneously. As we will see in the next chapter, isoperimetric inequalities do usually provide optimal concentration functions.

The next proposition formalizes the argument leading to (1.18) with the mean replaced by any constant value. To this task, we may actually work at the level of one single function $F$.

Proposition 1.8. Let $F$ be a measurable function on a probability space $(X, \mathcal{A}, \mu)$. Assume that for some $a_{F} \in \mathbb{R}$ and a non-negative function $\alpha$ on $\mathbb{R}_{+}$such that $\lim _{r \rightarrow \infty} \alpha(r)=0$,

$$
\mu\left(\left\{\left|F-a_{F}\right| \geq r\right\}\right) \leq \alpha(r)
$$

for all $r>0$. Then

$$
\mu\left(\left\{\left|F-m_{F}\right| \geq r+r_{0}\right\}\right) \leq \alpha(r), \quad r>0
$$

where $m_{F}$ is a median of $F$ for $\mu$ and where $r_{0}>0$ is such that $\alpha\left(r_{0}\right)<\frac{1}{2}$. If moreover $\bar{\alpha}=\int_{0}^{\infty} \alpha(r) d r<\infty$, then $F$ is integrable, $\left|a_{F}-\int F d \mu\right| \leq \bar{\alpha}$ and for every $r>0$,

$$
\mu\left(\left\{\left|F-\int F d \mu\right| \geq r+\bar{\alpha}\right\}\right) \leq \alpha(r)
$$

In particular, if $\alpha(r) \leq C \mathrm{e}^{-c r^{p}}, 0<p<\infty, r>0$, then

$$
\mu(\{|F-M| \geq r\}) \leq C^{\prime} \mathrm{e}^{-\kappa_{p} c r^{p}}, \quad r>0
$$

where $M$ is either the mean or a median of $F$ for $\mu$ and where $C^{\prime}>0$ only depends on $C$ and $p$ and $\kappa_{p}>0$ only depends on $p$.

Proof. The first part follows from the argument leading to (1.18). For the second part, note that

$$
\int\left|F-a_{F}\right| d \mu=\int_{0}^{\infty} \mu\left(\left\{\left|F-a_{F}\right| \geq r\right\}\right) d r \leq \bar{\alpha}
$$

Therefore $\int|F| d \mu<\infty$ and $\left|a_{F}-\int F d \mu\right| \leq \bar{\alpha}$ from which the desired claim easily follows. If $\alpha(r) \leq C \mathrm{e}^{-c r^{p}}, 0<p<\infty, r>0$, we may choose $r_{0}>0$ such that $\mathrm{e}^{c r_{0}^{p}}=2 C$ so that when $r \leq r_{0}$,

$$
\mu\left(\left\{\left|F-m_{F}\right| \geq r\right\}\right) \leq 1 \leq 2 C \mathrm{e}^{-c r_{0}^{p}} \leq 2 C \mathrm{e}^{-c r^{p}}
$$

while when $r \geq r_{0}$,

$$
\mu\left(\left\{\left|F-m_{F}\right| \geq r\right\}\right) \leq C \mathrm{e}^{-c\left(r-r_{0}\right)^{p}} \leq C^{\prime} \mathrm{e}^{-\kappa_{p} c r^{p}}
$$

In the same way,

$$
\bar{\alpha} \leq \int_{0}^{\infty} C \mathrm{e}^{-c r^{p}} d r=K_{p} C \mathrm{c}^{-1 / p}
$$

where $K_{p}>0$ only depends on $p$. A similar argument, in accordance with $r \leq \bar{\alpha}$ or $r \geq \bar{\alpha}$, yields the concentration inequality around the mean of $F$.

Normal concentration implies strong integrability properties of Lipschitz functions. This is the content of the simple proposition that immediately follows by integration in $r>0$.
Proposition 1.9. Let $F$ be a measurable function on some probability space $(X, \mathcal{A}, \mu)$ such that for some $a_{F} \in \mathbb{R}$ and some constants $C, c>0$,

$$
\mu\left(\left\{\left|F-a_{F}\right| \geq r\right\}\right) \leq C \mathrm{e}^{-c r^{2}}
$$

for every $r>0$. Then

$$
\int \mathrm{e}^{\rho F^{2}} d \mu<\infty
$$

for every $\rho<$ c. Furthermore,

$$
\left|\int F d \mu-a_{F}\right| \leq \frac{C}{2} \sqrt{\frac{\pi}{\mathrm{c}}} \quad \text { and } \quad \operatorname{Var}_{\mu}(F) \leq \frac{C}{\mathrm{c}}
$$

Proof. From the hypothesis, for every $r>\left|a_{F}\right|$,

$$
\mu(\{|F| \geq r\}) \leq \mu\left(\left\{\left|F-a_{F}\right| \geq r-\left|a_{F}\right|\right\}\right) \leq C \mathrm{e}^{-c\left(r-\left|a_{F}\right|\right)^{2}}
$$

Now, by Fubini's theorem,

$$
\begin{aligned}
\int \mathrm{e}^{\rho F^{2}} d \mu & =1+\int_{0}^{\infty} 2 \rho r \mu(\{|F| \geq r\}) \mathrm{e}^{\rho r^{2}} d r \\
& \leq \mathrm{e}^{\rho a_{F}^{2}}+\int_{\left|a_{F}\right|}^{\infty} 2 \rho r \mu(\{|F| \geq r\}) \mathrm{e}^{\rho r^{2}} d r \\
& \leq \mathrm{e}^{\rho a_{F}^{2}}+\int_{\left|a_{F}\right|}^{\infty} 2 C \rho r \mathrm{e}^{-c\left(r-\left|a_{F}\right|\right)^{2}} \mathrm{e}^{\rho r^{2}} d r
\end{aligned}
$$

from which the first claim follows. As in the proof of Proposition 1.8,

$$
\begin{aligned}
\left|\int F d \mu-a_{F}\right| & \leq \int\left|F-a_{F}\right| d \mu \\
& =\int_{0}^{\infty} \mu\left(\left\{\left|F-a_{F}\right| \geq r\right\}\right) d r \\
& \leq \int_{0}^{\infty} C \mathrm{e}^{-c r^{2}} d r=\frac{C}{2} \sqrt{\frac{\pi}{c}}
\end{aligned}
$$

while

$$
\begin{aligned}
\operatorname{Var}_{\mu}(F) & \leq \int\left|F-a_{F}\right|^{2} d \mu \\
& =\int_{0}^{\infty} 2 r \mu\left(\left\{\left|F-a_{F}\right| \geq r\right\}\right) d r \\
& \leq \int_{0}^{\infty} 2 C r \mathrm{e}^{-c r^{2}} d r=\frac{C}{\mathrm{c}}
\end{aligned}
$$

The preceding statement is typical of one basic aspect of concentration in that it does not tell anything about the size of $F$ but only bounds discrepancies around a mean value.

The following proposition is a further description of normal concentration.
Proposition 1.10. Let $\mu$ be a Borel probability measure on a metric space $(X, d)$. Then $(X, d, \mu)$ has normal concentration $\alpha_{\mu}(r) \leq C \mathrm{e}^{-c r^{2}}, r>0$, if and only if there is a constant $K>0$ (depending only on $C$ ) such that for every $q \geq 1$ and every 1-Lipschitz function $F$ on $(X, d)$,

$$
\left\|F-\int F d \mu\right\|_{q} \leq K \sqrt{\frac{q}{\mathrm{c}}}
$$

where $\|\cdot\|_{q}$ is the $L^{q}$-norm with respect to $\mu$.
Proof. If $\alpha_{\mu}(r) \leq C \mathrm{e}^{-c r^{2}}, r \geq 0$, we know from Proposition 1.8 that for every 1-Lipschitz function $F$, and every $r>0$,

$$
\mu\left(\left\{\left|F-\int F d \mu\right| \geq r\right\}\right) \leq C^{\prime} \mathrm{e}^{-\kappa c r^{2}}
$$

where $C^{\prime}>0$ only depends on $C>0$ and $\kappa>0$ is numerical. Then, as before, for $q \geq 1$,

$$
\begin{aligned}
\left\|F-\int F d \mu\right\|_{q}^{q} & =\int_{0}^{\infty} q r^{q-1} \mu\left(\left\{\left|F-\int F d \mu\right| \geq r\right\}\right) d r \\
& \leq \int_{0}^{\infty} 2 C^{\prime} q r^{q-1} \mathrm{e}^{-\kappa c r^{2}} d r
\end{aligned}
$$

from which the implication follows since

$$
\int_{0}^{\infty} r^{q-1} \mathrm{e}^{-\kappa c r^{2}} d r \sim\left(\frac{q}{c}\right)^{q / 2}
$$

as $q \rightarrow \infty$. Conversely, by Chebyshev's inequality, for every $r>0$ and $q \geq 1$,

$$
\mu\left(\left\{\left|F-\int F d \mu\right| \geq r\right\}\right) \leq K^{q}\left(\frac{q}{c}\right)^{q / 2} r^{-q}
$$

from which normal concentration (with exponential rate proportional to c) follows by optimization in $q \geq 1$. (The same description of course holds with the median instead of the mean.)

As a consequence of Proposition 1.10, if $(X, d, \mu)$ has normal concentration, there exists $K>0$ such that for every $q \geq 1$ and every Lipschitz function $F$ on ( $X, d$ ),

$$
\begin{equation*}
\|F\|_{q} \leq\|F\|_{1}+K \sqrt{q}\|F\|_{\text {Lip }} \tag{1.19}
\end{equation*}
$$

Propositions 1.9 and 1.10 clearly extend to concentration functions of the type $C \mathrm{e}^{-c r^{p}}, p>0$ (or more general sufficiently small concentration functions). The growth rate in $q \geq 1$ is then $q^{1 / p}$ in Proposition 1.10.

Proposition 1.7 is a convenient tool to handle concentration in product spaces with which we conclude this section. If $(X, d)$ and $(Y, \delta)$ are metric spaces, we equip the Cartesian product space $X \times Y$ with the $\ell^{1}$-metric

$$
\begin{equation*}
d\left(x, x^{\prime}\right)+\delta\left(y, y^{\prime}\right), \quad x, x^{\prime} \in X, y, y^{\prime} \in Y \tag{1.20}
\end{equation*}
$$

Proposition 1.11. Let $\mu$ and $\nu$ be Borel probability measures on metric spaces $(X, d)$ and $(Y, \delta)$ respectively. Let $\alpha$ and $\beta$ be non-negative functions on $\mathbb{R}_{+}$such that whenever $F: X \rightarrow \mathbb{R}$ and $G: Y \rightarrow \mathbb{R}$ are bounded and 1-Lipschitz on their respective spaces, then for every $r>0$,

$$
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \alpha(r)
$$

and

$$
\nu\left(\left\{G \geq \int G d \nu+r\right\}\right) \leq \beta(r)
$$

Then, if $\mu \otimes \nu$ is the product measure of $\mu$ and $\nu$ on $X \times Y$ equipped with the $\ell^{1}$ metric (1.20), for any bounded 1-Lipschitz function $F$ on the product space $X \times Y$ and any $r>0$,

$$
\mu \otimes \nu\left(\left\{F \geq \int F d \mu \otimes \nu+2 r\right\}\right) \leq \alpha(r)+\beta(r)
$$

Proof. Set, for every $x \in X, y \in Y, F^{y}(x)=F(x, y)$ and $G(y)=\int F^{y} d \mu$, and observe that $F^{y}$ and $G$ are 1-Lipschitz on their respective spaces. Therefore, for every $r>0$,

$$
\begin{aligned}
\mu \otimes \nu(\{F & \left.\left.\geq \int F d \mu \otimes \nu+2 r\right\}\right) \\
& \leq \mu \otimes \nu\left(\left\{(x, y) \in X \times Y ; F^{y}(x) \geq \int F^{y} d \mu+r\right\}\right) \\
& \quad+\nu\left(\left\{G \geq \int G d \nu+r\right\}\right) \\
& \leq \alpha(r)+\beta(r)
\end{aligned}
$$

The proposition is established.

While Proposition 1.11 describes concentration results in product spaces, these are not well suited to concentration bounds which are independent of the number of spaces in the product (dimension free concentration). It will be one main task addressed in Chapters 4, 5 and 6 to develop tools to reach such dimension free bounds of fundamental importance in applications.

### 1.4 Observable diameter

The notion of observable diameter is somewhat dual to the one of concentration function. It describes the diameter of a metric space ( $X, d$ ) viewed through a given probability measure $\mu$ on the Borel sets of ( $X, d$ ).

We fix $\kappa>0$ to be thought of as small ( $\kappa=10^{-10}$ in [Grom2]!). According to M. Gromov [Grom2], define first the partial diameter $\operatorname{PartDiam}_{\mu}(X, d)$ of $(X, d)$ with respect to $\mu$ as the infimal $D$ such that there exists a subset $A$ of $X$ with diameter less than or equal to $D$ and measure $\mu(A) \geq 1-\kappa$. This diameter is clearly monotone for the Lipschitz ordering: if $\varphi:(X, d) \rightarrow(Y, \delta)$ is 1-Lipschitz, and if $\mu_{\varphi}$ is the pushed forward measure $\mu$ by $\varphi$, then $\operatorname{PartDiam}_{\mu_{\varphi}}(Y, \delta) \leq \operatorname{PartDiam}_{\mu}(X, d)$ (for all $\kappa>0$ ). What is not obvious is that the partial diameter may dramatically decrease under all 1-Lipschitz maps from $X$ to a certain $Y$, which we always take to be $\mathbb{R}$. We then define the observable diameter $\operatorname{ObsDiam}_{\mu}(X, d)$ of $(X, d)$ with respect to $\mu$ as the supremum of $\operatorname{PartDiam}_{\mu_{F}}(\mathbb{R})$ over all image measures $\mu_{F}$ of $\mu$ by a 1 -Lipschiz map $F: X \rightarrow \mathbb{R}$.

Following [Grom2], we think of $\mu$ as a state on the configuration space $(X, d)$ and a Lipschitz map $F: X \rightarrow \mathbb{R}$ is interpreted as an observable giving the tomographic image $\mu_{F}$ on $\mathbb{R}$. We watch $\mu_{F}$ and can only distinguish a part of its support of measure $1-\kappa$.

The next simple statement connects the observable diameter $\operatorname{ObsDiam}_{\mu}(X, d)$ with the concentration function $\alpha_{\mu}=\alpha_{(X, d, \mu)}$. Let $\alpha_{\mu}^{-1}$ be the generalized inverse function of the non-increasing function $\alpha_{\mu}$, that is,

$$
\alpha_{\mu}^{-1}(\varepsilon)=\inf \left\{r>0 ; \alpha_{\mu}(r) \leq \varepsilon\right\}, \quad \varepsilon>0
$$

Proposition 1.12. Let $(X, d, \mu)$ be a metric measure space, and let $\kappa>0$. Then

$$
\operatorname{ObsDiam}_{\mu}(X, d) \leq 2 \alpha_{\mu}^{-1}\left(\frac{\kappa}{2}\right)
$$

Proof. It is an easy consequence of the concentration inequalities for Lipschitz functions of the preceding sections. Indeed, if $F: X \rightarrow \mathbb{R}$ is 1 -Lipschitz, we know from (1.13) that for every $r>0$,

$$
\mu\left(\left\{\left|F-m_{F}\right| \geq r\right\}\right) \leq 2 \alpha_{\mu}(r)
$$

where $m_{F}$ is a median of $F$ for $\mu$. Hence, if $\mu_{F}$ denotes the image measure of $\mu$ by $F$, the interval $] m_{F}-r, m_{F}+r$ [ has length $2 r$ and $\mu_{F}$-measure larger than or equal to $1-2 \alpha_{\mu}(r)$. The proposition then follows from the definition of the inverse function $\alpha_{\mu}^{-1}$ of $\alpha_{\mu}$.

As an example, if $\mu$ has normal concentration $\alpha_{\mu}(r) \leq C \mathrm{c}^{-c r^{2}}, r>0$, on ( $X, d$ ), then

$$
\begin{equation*}
\operatorname{ObsDiam}_{\mu}(X, d) \leq 2 \sqrt{\frac{1}{\mathrm{c}} \log \frac{2 C}{\kappa}} . \tag{1.21}
\end{equation*}
$$

The important parameter in (1.21) is the rate c in the exponential decay of the concentration function, the value of $C>0$ being usually a numerical constant that simply modifies the numerical value of $\kappa$ by a factor. For example, by (1.2), (1.21) for the standard $n$-sphere $\mathbb{S}^{n}$ may loosely be described by saying that

$$
\operatorname{ObsDiam}_{\sigma^{n}}\left(\mathbb{S}^{n}\right)=O\left(\frac{1}{\sqrt{n}}\right)
$$

as $n$ is large, which is of course in strong contrast with the diameter of $\mathbb{S}^{n}$ itself as a metric space. Similarly, the observable diameter of Euclidean space with respect to Gaussian measures is bounded.

### 1.5 Expansion coefficient

Expansion coefficients are a natural multiplicative description of exponential concentration.

As before, let $\mu$ be a probability measure on the Borel sets of a metric space $(X, d)$. Define the expansion coefficient of $\mu$ on ( $X, d)$ of order $\varepsilon>0$ as

$$
\operatorname{Exp}_{\mu}(\varepsilon)=\inf \left\{e \geq 1 ; \mu\left(B_{\varepsilon}\right) \geq e \mu(B), B \subset X, \mu\left(B_{\varepsilon}\right) \leq \frac{1}{2}\right\}
$$

where we recall that $B_{\varepsilon}$ is the (open) $\varepsilon$-neighborhood of $B$ with respect to $d$.
The definition of $\operatorname{Exp}_{\mu}(\varepsilon)$ shows that whenever $B$ is such that $\mu\left(B_{k \varepsilon}\right) \leq \frac{1}{2}$ for some integer $k \geq 1$, then

$$
\begin{equation*}
\mu(B) \leq \operatorname{Exp}_{\mu}(\varepsilon)^{-k} \mu\left(B_{k \varepsilon}\right) \leq \frac{1}{2} \operatorname{Exp}_{\mu}(\varepsilon)^{-k} \tag{1.22}
\end{equation*}
$$

In particular, if $\operatorname{Exp}_{\mu}(\varepsilon)>1, B$ has very small measure. Thinking of $B$ as the complement of some large $r$-neighborhood of a set $A$ with measure $\mu(A) \geq \frac{1}{2}$ immediately leads to the exponential decay of the concentration function $\alpha_{\mu}$ of $\mu$ on ( $X, d$ ).
Proposition 1.13. If for some $\varepsilon>0, \operatorname{Exp}_{\mu}(\varepsilon) \geq e>1$, then $(X, d, \mu)$ has exponential concentration

$$
\alpha_{\mu}(r) \leq \frac{e}{2} \mathrm{e}^{-r(\log e) / \varepsilon}, \quad r>0 .
$$

Proof. Let $A$ be a Borel set in $(X, d)$ with $\mu(A) \geq \frac{1}{2}$. If $B$ is the complement of $A_{k \varepsilon}$, then $B_{k \varepsilon}$ is contained in the complement of $A$ and thus $\mu\left(B_{k \varepsilon}\right) \leq \frac{1}{2}$. Therefore, by (1.22),

$$
1-\mu\left(A_{k \varepsilon}\right) \leq \frac{1}{2 e^{k}}
$$

We then simply interpolate between $k \varepsilon$ and $(k+1) \varepsilon$ to get the desired result.

### 1.6 Laplace bounds and infimum-convolutions

In this section, we provide some simple and useful tools to establish concentration properties, either through exponential deviation inequalities for Lipschitz functions or by infimum-convolution arguments.

Let $(X, d)$ be a metric space and let $\mu$ be a probability measure on the Borel sets of $(X, d)$. Define, for $\lambda \geq 0$, the Laplace functional of $\mu$ on $(X, d)$ as

$$
\mathrm{E}_{(X, d, \mu)}(\lambda)=\sup \int \mathrm{e}^{\lambda F} d \mu
$$

where the supremum runs over all (bounded) mean zero 1-Lipschitz functions $F$ on $(X, d)$. We often write more simply $\mathrm{E}_{\mu}=\mathrm{E}_{(X, d, \mu)}$.

The following elementary proposition bounds the concentration function $\alpha_{(X, d, \mu)}$ of $\mu$ on $(X, d)$ by $\mathrm{E}_{(X, d, \mu)}$.
Proposition 1.14. Under the preceding notation,

$$
\alpha_{(X, d, \mu)}(r) \leq \inf _{\lambda \geq 0} \mathrm{e}^{-\lambda r / 2} \mathrm{E}_{(X, d, \mu)}(\lambda), \quad r>0
$$

In particular, if

$$
\mathrm{E}_{(X, d, \mu)}(\lambda) \leq \mathrm{e}^{\lambda^{2} / 2 c}, \quad \lambda \geq 0
$$

then, every 1-Lipschitz function $F: X \rightarrow \mathbb{R}$ is integrable and for every $r \geq 0$,

$$
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \mathrm{e}^{-c r^{2} / 2}
$$

and ( $X, d, \mu$ ) has normal concentration

$$
\alpha_{(X, d, \mu)}(r) \leq \mathrm{e}^{-c r^{2} / 8}, \quad r>0
$$

If $\mathrm{E}_{(X, d, \mu)}\left(\lambda_{0}\right)<\infty$ for some $\lambda_{0}>0$, then $(X, d, \mu)$ has exponential concentration.
For the proof, simply note that by Chebyshev's exponential inequality, for any mean zero 1-Lipschitz function $F: X \rightarrow \mathbb{R}$, and any $r$ and $\lambda>0$,

$$
\mu(\{F \geq r\}) \leq \mathrm{e}^{-\lambda r} \mathrm{E}_{(X, d, \mu)}(\lambda)
$$

Optimizing in $\lambda$, the various conclusions immediately follow from Proposition 1.7.
As for concentration functions, the Laplace functional is decreasing under 1Lipschitz maps. Moreover, the Laplace functional $\mathrm{E}_{(X, d, \mu)}$ is a convenient tool to handle concentration in product spaces with respect to the $\ell^{1}$-metric. If ( $X, d$ ) and $(Y, \delta)$ are two metric spaces, we equip the product space $X \times Y$ with the metric (1.20),

$$
d\left(x, x^{\prime}\right)+\delta\left(y, y^{\prime}\right), \quad x, x^{\prime} \in X, y, y^{\prime} \in Y
$$

Proposition 1.15. Under the preceding notation,

$$
\mathrm{E}_{(X \times Y, d+\delta, \mu \otimes \nu)} \leq \mathrm{E}_{(X, d, \mu)} \mathrm{E}_{(Y, \delta, \nu)}
$$

Proof. It is similar to the proof of Proposition 1.11. Let $F$ be a mean zero 1Lipschitz function on the product space. Set, for every $x \in X, y \in Y, F^{y}(x)=$ $F(x, y)$ and $G(y)=\int F^{y} d \mu$. Observe that $F^{y}$ and $G$ are 1-Lipschitz on their respective spaces. We then write, for every $\lambda \geq 0$,

$$
\begin{aligned}
\int \mathrm{e}^{\lambda F} d \mu \otimes \nu & =\int \mathrm{e}^{\lambda G(y)}\left(\int \mathrm{e}^{\lambda\left[F^{y}(x)-\int F^{y} d \mu\right]} d \mu(x)\right) d \nu(y) \\
& \leq \mathrm{E}_{(X, d, \mu)}(\lambda) \int \mathrm{e}^{\lambda G} d \nu
\end{aligned}
$$

from which the claim follows since $\int G d \nu=0$.
The next statement is a simple illustration of the use of Laplace functionals. It will describe a basic concentration behavior in product spaces with respect to the $\ell^{1}$-metric.

Proposition 1.16. If $\operatorname{Diam}(X, d)=D<\infty$, then, for any probability measure $\mu$ on the Borel sets of $(X, d)$,

$$
\mathrm{E}_{(X, d, \mu)}(\lambda) \leq \mathrm{e}^{D^{2} \lambda^{2} / 2}, \quad \lambda \geq 0
$$

Proof. Let $F$ be a mean zero 1-Lipschitz function on ( $X, d$ ). By Jensen's inequality, for every $\lambda \geq 0$,

$$
\begin{aligned}
\int \mathrm{e}^{\lambda F} d \mu & \leq \iint \mathrm{e}^{\lambda[F(x)-F(y)]} d \mu(x) d \mu(y) \\
& \leq \sum_{i=0}^{\infty} \frac{(D \lambda)^{2 i}}{(2 i)!} \\
& \leq \mathrm{e}^{D^{2} \lambda^{2} / 2}
\end{aligned}
$$

and the proposition is proved.
As a consequence of Propositions $1.14,1.15$ and 1.16 , we get the following simple, yet important, corollary.

Corollary 1.17. Let $P=\mu_{1} \otimes \cdots \otimes \mu_{n}$ be any product probability measure on the Cartesian product $X=X_{1} \times \cdots \times X_{n}$ of metric spaces $\left(X_{i}, d_{i}\right)$ with finite diameters $D_{i}, i=1, \ldots, n$, equipped with the $\ell^{1}$-metric $d=\sum_{i=1}^{n} d_{i}$. Then, if $F$ is a 1-Lipschitz function on ( $X, d$ ), for every $r \geq 0$,

$$
P\left(\left\{F \geq \int F d P+r\right\}\right) \leq \mathrm{e}^{-r^{2} / 2 D^{2}}
$$

where $D^{2}=\sum_{i=1}^{n} D_{i}^{2}$. In particular,

$$
\alpha_{P}(r) \leq \mathrm{e}^{-r^{2} / \mathrm{s} D^{2}}, \quad r>0
$$

Applied to sums $S=Y_{1}+\cdots+Y_{n}$ of real-valued independent random variables $Y_{1}, \ldots, Y_{n}$ on some probability space $(\Omega, \mathcal{A}, \mathbb{P})$ such that $u_{i} \leq Y_{i} \leq v_{i}, i=1, \ldots, n$, Corollary 1.17 yields (with worse constants) a Hoeffding type inequality [Hoe] (see [Sto], [MD2])

$$
\begin{equation*}
\mathbb{P}(\{S \geq \mathbb{E}(S)+r\}) \leq \mathrm{e}^{-r^{2} / 2 D^{2}} \tag{1.23}
\end{equation*}
$$

for every $r \geq 0$ where $D^{2} \geq \sum_{r=1}^{n}\left(v_{2}-u_{\imath}\right)^{2}$. Exponential inequalitics such as (1.23), obtaincd from Laplace transform estimates, have actually a long run in the study of limit theorems in classical probability theory going back to S. Bernstein, A. Kolmogorov, Y. Prokhorov etc (cf. e.g. [Sto]).

In Corollary 1.17, we may consider in particular the trivial metric on each factor so that the $\ell^{1}$-metric on $X=X_{1} \times \cdots \times X_{n}$ is the Hamming metric

$$
d(x, y)=\sum_{i=1}^{n} \mathbf{1}_{\left\{x_{\imath} \neq y_{\imath}\right\}}=\operatorname{Card}\left\{1 \leq i \leq n ; x_{\imath} \neq y_{\imath}\right\}
$$

(where we denote by $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$ the coordinates of the points $x, y$ in the product space $X$ ). Hence, any product probability measure $P$ on the product space has normal concentration

$$
\begin{equation*}
\alpha_{P}(r) \leq \mathrm{e}^{-r^{2} / 8 n}, \quad r>0 . \tag{1.24}
\end{equation*}
$$

This is already good enough to recover (up to numerical constants) concentration (1.5) on the discrete cube $\{0,1\}^{n}$. In terms of the observable diameter of the product space $X=X_{1} \times \cdots \times X_{n}$ with respect to the Hamming metric and any product probability measure $P$,

$$
\begin{equation*}
\operatorname{ObsDiam}_{P}(X)=O(\sqrt{n}) . \tag{1.25}
\end{equation*}
$$

As already mentioned next to Proposition 1.11, this approach is however not well suited to concentration bounds with respect to $\ell^{2}$-metrics (like the Euclidean metric) which are independent of the number of spaces in the product (dimension free concentration) as it is the case for Gaussian measures.

In Chapter 4, we establish normal concentration by showing that for every Borel set $A$ in $X$,

$$
\begin{equation*}
\int \mathrm{e}^{c d(\cdot, A)^{2}} d \mu \leq \frac{1}{\mu(A)} \tag{1.26}
\end{equation*}
$$

where $d(x, A)$ is the distance from the point $x$ to the set $A$. Indeed, under (1.26), for every $r>0$,

$$
1-\mu\left(A_{r}\right)=\mu(\{d(\cdot, A) \geq r\}) \leq \frac{1}{\mu(A)} \mathrm{e}^{-c r^{2}}
$$

so that $\alpha_{\mu}(r) \leq 2 \mathrm{e}^{-c r^{2}}, r>0$.
In the same spirit, one may investigate infimum-convolution inequalities that actually allow us to investigate concentration properties outside the usual metric setting. Given a measurable space $(X, \mathcal{A})$, consider a non-negative cost function $\tilde{c}: X \times X \rightarrow \mathbb{R}_{+}$. A typical example is the quadratic cost $\tilde{\mathrm{c}}(x, y)=\tilde{\mathrm{c}}(x-y)=$ $\frac{1}{2}|x-y|^{2}$ on $\mathbb{R}^{n} \times \mathbb{R}^{n}$. Given a real-valued measurable function $f$ on $X$, denote by $Q_{\tilde{c}} f$ the infimum-convolution of $f$ with respect to the cost $\tilde{c}$ defined by

$$
\begin{equation*}
Q_{\tilde{c}} f(x)=\inf _{y \in X}[f(y)+\tilde{c}(x, y)], \quad x \in X . \tag{1.27}
\end{equation*}
$$

If $\mu$ is a probability measurc on $\mathcal{A}$, and $\tilde{c}$ a non-negative measurablc cost function on $X$, we say that $\mu$ satisfics an infimum-convolution inequality with respect to the cost $\tilde{c}$ if for all bounded measurable functions $f$ on $X$,

$$
\begin{equation*}
\int \mathrm{e}^{Q_{\tilde{\varepsilon}} f} d \mu \int \mathrm{e}^{-f} d \mu \leq 1 \tag{1.28}
\end{equation*}
$$

If we adopt the convention that $+\infty \times 0 \leq 1$, the above inequality extends to all $\overline{\mathbb{R}}$-valued functions $f$.

The preceding definition is motivated by its connection to concentration.
Proposition 1.18. If $\mu$ satisfies an infimum-convolution inequality with respect to the cost $\tilde{\mathbf{c}}$, then, for every measurable set $A$ in $X$ and every $r>0$,

$$
1-\mu\left(\left\{\inf _{y \in A} \tilde{c}(\cdot, y)<r\right\}\right) \leq \frac{1}{\mu(A)} \mathrm{e}^{-r}
$$

The proof simply follows by applying (1.28) to the function $f$ that is equal to 0 on $A$ and $+\infty$ outside. Then $Q_{\tilde{c}} f(x) \geq r$ if and only if $\inf _{y \in A} \tilde{\mathrm{c}}(x, y) \geq r$. Conclude with Chebyshev's exponential inequality.

A typical application is of course the cost given by the distance $\tilde{\mathbf{c}}(x, y)=d(x, y)$ on a metric space $(X, d)$. One may also consider powers of the distance functions. The example of

$$
\begin{equation*}
\tilde{\mathbf{c}}(x, y)=\frac{c}{2} d(x, y)^{2}, \quad x, y \in X \tag{1.29}
\end{equation*}
$$

for some $c>0$ is of particular interest. It should be noted that by Jensen's inequality, inequality (1.28) implies that for every bounded measurable function $f$ on $X$,

$$
\begin{equation*}
\int \mathrm{e}^{Q_{\tilde{z}} f} d \mu \leq \mathrm{e}^{\int f d \mu} \tag{1.30}
\end{equation*}
$$

Now, for the choice (1.29) of the cost $\tilde{\mathfrak{c}}$, whenever $F$ is Lipschitz on $(X, d)$ with Lipschitz coefficient $\|F\|_{\text {Lip }}$, for every $x \in X$,

$$
\begin{aligned}
Q_{\tilde{c}} F(x) & \geq F(x)+\inf _{y \in X}\left[-\|F\|_{\text {Lip }} d(x, y)+\frac{\mathrm{c}}{2} d(x, y)^{2}\right] \\
& \geq F(x)-\frac{1}{2 \mathrm{c}}\|F\|_{\text {Lip }}^{2} .
\end{aligned}
$$

Hence it follows from (1.30) that

$$
\int \mathrm{e}^{F} d \mu \leq \mathrm{e}^{\int F d \mu+\|F\|_{\text {Lip }}^{2} / 2 c}
$$

We thus recover from Proposition 1.18 the concentration result deduced in Proposition 1.14 from the Laplace bounds. We will return to this aspect in Chapter 6.

Another instance of interest is the case of a topological vector space $X$ with its Borel $\sigma$-field. Given a measurable non-negative function $\tilde{\mathrm{c}}$ on $X$, consider the cost $\tilde{\mathbf{c}}(x, y)=\tilde{c}(x-y), x, y \in X$. The concentration result of Proposition 1.18 then amounts to the inequality

$$
\begin{equation*}
1-\mu(\{A+\{\tilde{\mathrm{c}}<r\}\}) \leq \frac{1}{\mu(A)} \mathrm{e}^{-r}, \quad r>0 \tag{1.31}
\end{equation*}
$$

where we denote by $A+B$ the Minkowski sum

$$
A+B=\{x+y ; x \in A, y \in B\}
$$

of two sets $A$ and $B$ in $X$.
As for the concentration functions and Laplace functionals, the infimum-convolution property (1.28) satisfies a useful contraction property. Indeed, let $\mu$ satisfy an infimum-convolution inequality with respect to a cost function $\tilde{\mathrm{c}}$ on $X \times X$. Let $\tilde{e}$ be a cost function on $Y \times Y$ and let $\varphi: X \rightarrow Y$ be such that

$$
\tilde{e}(\varphi(x), \varphi(y)) \leq \tilde{\mathbf{c}}(x, y)
$$

for all $x \in X, y \in Y$. Then the image measure of $\mu$ by $\varphi$ satisfies an infimumconvolution inequality with cost $\tilde{e}$ on $Y$. Indeed, it is enough to observe that for every $f: Y \rightarrow \mathbb{R}, Q_{\tilde{c}}(f \circ \varphi) \geq\left(Q_{\tilde{e}} f\right) \circ \varphi$.

One basic aspect of the infimum-convolution inequality is its stability under products.

Proposition 1.19. Let $\mu$ and $\nu$ be Borel probability measures satisfying infimumconvolution inequalities with respect to costs $\tilde{c}$ and $\tilde{e}$ on $X$ and $Y$, respectively. Then $\mu \otimes \nu$ satisfies an infimum-convolution inequality with respect to the cost $\tilde{c}+\tilde{e}$ on $X \times Y$.

Proof. Given $f=f(x, y)$ on the product space, set $f^{y}(x)=f(x, y)$ for every $y \in Y$ as well as $g(y)=\log \int \mathrm{e}^{Q_{\bar{c}} f^{y}} d \mu$. Observe that

$$
\int \mathrm{e}^{Q_{\tilde{c}+\tilde{\varepsilon}} f} d \mu \leq \mathrm{e}^{Q_{\tilde{E}} g}
$$

By (1.28) applied to $f^{y}$ with respect to $\mu$ for every $y$ and to $g$ with respect to $\nu$, we have

$$
\int \mathrm{e}^{-f^{y}} d \mu \leq \mathrm{e}^{-g(y)} \quad \text { and } \quad \int \mathrm{e}^{Q_{\bar{e} g}} d \nu \int \mathrm{e}^{-g} d \nu \leq 1
$$

The conclusion follows.
As a consequence of Proposition 1.19, each time a measure $\mu$ satisfies the infimum-convolution inequality (1.28), the $n$-fold product probability measure $\mu^{n}$ on $X^{n}$ satisfies the concentration inequality of Proposition 1.18 with respect to the sum of the costs along each coordinate. With respect to Proposition 1.15, this result allows us to deal with more general metrics than the $\ell^{1}$-metric on product spaces, such as for example the $\ell^{2}$-metric related to the quadratic cost. In particular, if $P=\mu_{1} \times \cdots \times \mu_{n}$ is any product measure on $\mathbb{R}^{n}$, in order that $P$ has normal concentration with respect to the Euclidean metric, it suffices to know that each one dimensional marginal $\mu_{i}$ satisfies an infimum-convolution inequality (1.28) with the same cost $\tilde{\mathrm{c}}(x)=\mathrm{c} x^{2}, x \in \mathbb{R}$, for some $\mathrm{c}>0$. We develop application of this principle to dimension free concentration in Chapters 4 and 6.

## Notes and Remarks

The definition of concentration function was first introduced in [Am-M]. It is formalized in [Gr-M1] and further analyzed in [M-S], and these are the references from which the elementary properties of Section 1.2 are taken. Concentration and deviation inequalities for Lipschitz functions on high dimenisonal spheres have been emphasized by P. Lévy [Lé]. Their equivalence with concentration inequalities is also part of the folklore of the subject. Sharper constants in normal deviation inequalities are discussed in [Bob6]. Many properties discussed in Section 1.3 of this chapter may be found in the reference [M-S]. Further introductions to the concentration of measure phenomenon and its applications are [Mi5] and [Sche5]. See also [Bal] for an introduction in the context of modern convex geometry.

Observable diameters of metric measure spaces are described by M. Gromov in [Grom2] where further geometric invariants related to concentration are analyzed. Expansion coefficients are also discussed there and used in [Gr-M1] (see Chapter 3).

Inequalities on Laplace transforms are a traditional tool to produce (normal) concentration. Infimum-convolution inequalities were introduced in this way by B. Maurey in [Mau2] inspired by investigations by M. Talagrand [Tal3]. The various results on concentration under infimum-convolution inequalities of Section 1.6 are taken from [Mau2] and will be revisited in Chapter 6.

## 2. ISOPERIMETRIC AND

 FUNCTIONAL EXAMPLESAs already illustrated in the first section of the first chapter, isoperimetric inequalities are a basic source of examples of concentration properties. In the first sections of this chapter we present the basic isoperimetric and Brunn-Minkowski inequalities leading to measure concentration (and in particular, cover more carefully the early examples of Section 1.1). We however do not present proofs of the isoperimetric inequalities but rather provide in Sections 2.2 and 2.3 complete functional arguments (mainly from semigroup theory) to reach the concentration examples initially derived from isoperimetry. Indeed, while the first concern of isoperimetry is extremal sets, the concentration phenomenon dealing with non-infinitesimal neighborhoods is a milder property that may be established far outside the isoperimetric context as will be amply demonstrated throughout this book. Geometric examples involve lower bounds on the Ricci curvature as parts of the Riemannian comparison theorems. These are treated here with rather elementary functional tools (Bochner's formula and convexity criteria) which do not require any deep knowledge in Riemannian geometry.

### 2.1 Isoperimetric examples

Isoperimetric inequalities are a basic source of examples of the concentration principle. However, their main interest lies in extremal sets and surface measures, whereas concentration deals with big enlargements. As such, concentration covers situations far outside isoperimetric considerations. This section thus only describes the concentration properties that follow from isoperimetry rather than the isoperimetric inequalities themselves.

Let $(X, d)$ be a metric space equipped with a (not necessarily finite) Borel measure $\mu$. The boundary measure or Minkowski content of a Borel set $A$ in $X$ with respect to $\mu$ is defined as

$$
\begin{equation*}
\mu^{+}(A)=\liminf _{r \rightarrow 0} \frac{1}{r} \mu\left(A_{r} \backslash A\right) \tag{2.1}
\end{equation*}
$$

where we recall that $A_{r}=\{x \in X ; d(x, A)<r\}$ is the (open) $r$-neighborhood of $A$ (with respect to $d$ ).

The isoperimetric function of $\mu$ is the largest function $I_{\mu}$ on $[0, \mu(X)]$ such that

$$
\begin{equation*}
\mu^{+}(A) \geq I_{\mu}(\mu(A)) \tag{2.2}
\end{equation*}
$$

holds for every Borel set $A \subset X$ such that $\mu(A)<\infty$. When $B$ is such that $\mu^{+}(B)=$ $I_{\mu}(\mu(B)), B$ has mininial boundary measure among sets of the same measure, and $B$ is said to be an extremal set. Isoperinetry thus expresses that whenever $A$ is a measurable set with the same volume as an extremal set $B$, then the boundary measure of $A$ is greater than or equal to the boundary measure of $B$. One of the main intcrests in isoperimetric inequalities lies in explicit expressions for extremal sets. Unfortunately, extremal sets are rather difficult to determine. One motivation for the concentration phenomenon is that methods and results are available for large families of examples for which the characterization of isoperimetric extremal sets is simply hopeless.

The isoperimetric function $I_{\mu}$ is explicitly known only in a few cases. The most notable ones are the constant curvature spaces, going back to the works of P. Lévy [Lé] and E. Schmidt [Schmi]. Indeed, let $X$ be either the Euclidean $n$-space $\mathbb{R}^{n}$, the standard $n$-sphere $\mathbb{S}^{n} \subset \mathbb{R}^{n+1}$ with its geodesic metric or the $n$-dimensional hyperbolic space $\mathbb{H}^{n}$ with its hyperbolic metric. Equip these spaces with their Riemannian volume element $d v=d \mu$ (normalized in the case of the sphere) and denote by $v(r)$ the measure of a ball with radius $r>0$. Then

$$
\begin{equation*}
I_{\mu}=v^{\prime} \circ v^{-1} \tag{2.3}
\end{equation*}
$$

In particular, $I_{\mu}(a)=n \omega_{n}^{1 / n} a^{(n-1) / n}$ in the case of Lebesgue measure on $\mathbb{R}^{n}$ where $\omega_{n}$ is the volume of the Euclidean unit ball. Extremal sets are given in each case by geodesic balls. Further examples will be discussed later. One of the most fruitful among such examples is Gaussian isoperimetry, which will be described below as limiting spherical isoperimetry.

The first statement is the bridge between isoperimetric and concentration properties. We assume there for simplicity that $\mu$ is Borel measure on a metric space $(X, d)$ such that the liminf in the definition (2.1) of $\mu^{+}(A)$ is a true limit for $A$ given by a finite union of open balls and such that the family of these subsets is a determining class for $\mu$. These assumptions are easily seen to cover the preceding classical examples, as well as measures which are absolutely continuous with respect to Lebesgue measure on $\mathbb{R}^{n}$.

Proposition 2.1. Let $\mu$ be as above. Assume that $I_{\mu} \geq v^{\prime} \circ v^{-1}$ for some strictly increasing differentiable function $v: I \subset \mathbb{R} \rightarrow[0, \mu(X)]$. Then, for every $r>0$,

$$
v^{-1}\left(\mu\left(A_{r}\right)\right) \geq v^{-1}(\mu(A))+r
$$

Proof. By the hypotheses, it is enough to assume that $A$ is given by a finite union of open balls. The family of such sets is closed under the operation $A \mapsto A_{r}, r>0$. Now, the function $h(r)=v^{-1}\left(\mu\left(A_{r}\right)\right)$ satisfies

$$
h^{\prime}(r)=\frac{\mu^{+}\left(A_{r}\right)}{v^{\prime} \circ v^{-1}\left(\mu\left(A_{r}\right)\right)} \geq 1
$$

so that $h(r)=h(0)+\int_{0}^{r} h^{\prime}(s) d s \geq v^{-1}(\mu(A))+r$ which is the desired claim.
Note that conversely, if

$$
v^{-1}\left(\mu\left(A_{r}\right)\right) \geq v^{-1}(\mu(A))+r, \quad r>0
$$

then, for every subset $A$ with $\mu(A)<\infty$,

$$
\begin{align*}
\mu^{+}(A) & \geq \liminf _{r \rightarrow 0} \frac{1}{r}\left[v\left(v^{-1}(\mu(A))+r\right)-\mu(A)\right]  \tag{2.4}\\
& =v^{\prime} \circ v^{-1}(\mu(A))
\end{align*}
$$

For the constant curvature spaces, equality in (2.4) is achieved on geodesic balls so that Proposition 2.1 may be expressed equivalently as the comparison result

$$
\begin{equation*}
\mu\left(A_{r}\right) \geq \mu\left(B_{r}\right), \quad r>0 \tag{2.5}
\end{equation*}
$$

as soon as $A$ is a set with $\mu(A)=\mu(B)$ where $B$ is a ball. This geometric description emphasizes the interest in explicit knowledge of extremal sets to bound below $\mu\left(A_{r}\right)$ for any set $A$. However, the difference in perspective between isoperimetry and concentration is that the latter makes use of the integrated form (2.5) of isoperimetry with no emphasis on surface measure and extremal sets.

If $\mu$ is a probability measure on the Borel sets of $(X, d)$, recall its concentration function $\alpha_{\mu}=\alpha_{(X, d, \mu)}$.
Corollary 2.2. Let $\mu$ be a probability measure on ( $X, d$ ) for which Proposition 2.1 applies and assume that $I_{\mu} \geq v^{\prime} \circ v^{-1}$. Then,

$$
\alpha_{(X, d, \mu)}(r) \leq 1-v\left(v^{-1}\left(\frac{1}{2}\right)+r\right), \quad r>0
$$

Denote for example by $\sigma^{n}$ the normalized volume element on the unit sphere $\mathbb{S}^{n}$ equipped with its geodesic distance, $n \geq 2$. Then, for every $0<r \leq \pi$,

$$
v(r)=s_{n}^{-1} \int_{0}^{r} \sin ^{n-1} \theta d \theta
$$

where $s_{n}=\int_{0}^{\pi} \sin ^{n-1} \theta d \theta$. Since $v^{-1}\left(\frac{1}{2}\right)=\frac{\pi}{2}$, we evaluate the quantity $1-v\left(\frac{\pi}{2}+r\right)$ for $0<r \leq \frac{\pi}{2}$. We have

$$
\begin{aligned}
1-s_{n}^{-1} \int_{0}^{(\pi / 2)+r} \sin ^{n-1} \theta d \theta & =s_{n}^{-1} \int_{(\pi / 2)+r}^{\pi} \sin ^{n-1} \theta d \theta \\
& =s_{n}^{-1} \int_{r}^{\pi / 2} \cos ^{n-1} \theta d \theta
\end{aligned}
$$

By the change of variables $\theta=\tau / \sqrt{n-1}$, and the elementary inequality $\cos u \leq$ $\mathrm{e}^{-u^{2} / 2}, 0 \leq u \leq \frac{\pi}{2}$,

$$
\begin{aligned}
\int_{r}^{\pi / 2} \cos ^{n-1} \theta d \theta & =\frac{1}{\sqrt{n-1}} \int_{r \sqrt{n-1}}^{(\pi / 2) \sqrt{n-1}} \cos ^{n-1}\left(\frac{\tau}{\sqrt{n-1}}\right) d \tau \\
& \leq \frac{1}{\sqrt{n-1}} \int_{r \sqrt{n-1}}^{\infty} \mathrm{e}^{-\tau^{2} / 2} d \tau \\
& \leq \frac{\sqrt{\pi}}{\sqrt{2(n-1)}} \mathrm{e}^{-(n-1) r^{2} / 2}
\end{aligned}
$$

where we used that $1-\Phi(r) \leq \frac{1}{2} \mathrm{c}^{-r^{2} / 2}, r \geq 0$. To cvaluate $s_{n}$ from below, note that by integration by parts $s_{n}=[(n-2) /(n-1)] s_{n-2}, n \geq 2$, so that $\sqrt{n-1} s_{n} \geq \sqrt{n-3} s_{n-2}$. Hence $\sqrt{n-1} s_{n} \geq 2, n \geq 2$. As a consequence, we may state the following important consequence.

Theorem 2.3. For the standard $n$-sphere $\mathbb{S}^{n}, n \geq 2$, equipped with its geodesic metric $d$ and normalized volume clement $\mu$,

$$
\alpha_{\left(\mathbb{S}^{n}, d, \sigma^{n}\right)} \leq \mathrm{e}^{-(n-1) r^{2} / 2}, \quad r>0
$$

(actually $0<r \leq \pi$ ).
Up to numerical constants, we may regard $\mathbb{S}^{n}$ equivalently as a subset of $\mathbb{R}^{n+1}$ endowed with the usual Euclidean metric. Notice that Theorem 2.3 applied to sets the diameter of which tends to zero implies the classical isoperimetric inequality in Euclidean space.

As already emphasized in Section 1.1, this property is of special interest when the dimension $n$ is large in which case a very small enlargement, of the order of $\frac{1}{\sqrt{n}}$, yields a set of almost full measure. In other words, given a set $A$ with $\sigma^{n}(A) \geq \frac{1}{2}$, most of the points on the sphere are within distance $\frac{1}{\sqrt{n}}$ from $A$. By Proposition 1.3 , for every continuous function $F$ on $\mathbb{S}^{n}$ and every $\eta>0$,

$$
\begin{equation*}
\mu\left(\left\{\left|F-m_{F}\right|>\omega_{F}(\eta)\right\}\right) \leq 2 \mathrm{e}^{-(n-1) \eta^{2} / 2} \tag{2.6}
\end{equation*}
$$

where $m_{F}$ is a median of $F$ and $\omega_{F}$ the modulus of continuity of $F$. When $n$ is large, functions with small oscillations are thus almost constant. Inequality (2.6) is referred to as Lévy's inequality. In terms of the observable diameter (cf. Section 1.4),

$$
\begin{equation*}
\operatorname{ObsDiam}_{\sigma^{n}}\left(\mathbb{S}^{n}\right)=O\left(\frac{1}{\sqrt{n}}\right) \tag{2.7}
\end{equation*}
$$

For the $n$-sphere $\mathbb{S}_{R}^{n}$ with radius $R>0$ equipped with the normalized invariant measure $\sigma_{R}^{n}$,

$$
\begin{equation*}
\alpha_{\sigma_{R}^{n}}(r) \leq \mathrm{e}^{-(n-1) r^{2} / 2 R^{2}}, \quad r>0 \tag{2.8}
\end{equation*}
$$

The isoperimetric inequality on spheres has been extended by M. Gromov [Grom1], using ideas going back to P. Lévy, as a comparison theorem for Riemannian manifolds with strictly positive curvature. Let ( $X, g$ ) be a compact connected smooth Riemannian manifold of dimension $n(\geq 2)$ with Riemannian metric $g$, equipped with the normalized Riemannian volume element $d \mu=\frac{d v}{V}$ where $V$ is the total volume of $X$. Denote by $c(X)$ the infimum of the Ricci curvature tensor over all unit tangent vectors, and assume that $c(X)>0$. The $n$-sphere $\mathbb{S}_{R}^{n}$ with radius $R>0$ is of constant curvature $c\left(\mathbb{S}_{R}^{n}\right)=\frac{n-1}{R^{2}}$. Ricci curvature is a way to describe the variations of the Riemannian measure with respect to the Euclidean one. We refer to [C-E], [G-H-L], [Cha2], etc. for standard introductions to curvature in Riemannian geometry as well as for some classical examples (see also below). While Ricci curvature appears as a crucial geometric parameter in the subsequent statements, we provide in Section 2.3 a simple functional approach to these results relying only on the use of Bochner's formula (2.29) that does not require any deep understanding of Riemannian geometry. Furthermore, the log-concavity condition
of Theorem 2.7 and Proposition 2.18 below may be used to get some further insight into the geometric content of curvature in this context. Recall the isoperimetric function $I$.

Theorem 2.4. Let $(X, g)$ be a compact connected smooth Riemannian manifold of dimension $n(\geq 2)$ equipped with the normalized Riemannian volume element $d \mu=\frac{d v}{V}$ such that $\mathrm{c}(X)>0$. Then

$$
I_{\mu} \geq I_{\sigma_{R}^{n}}
$$

where $R>0$ is such that $\mathrm{c}\left(\mathbb{S}_{R}^{n}\right)=\frac{n-1}{R^{2}}=\mathrm{c}(X)$. In particular, $(X, g, \mu)$ has normal concentration

$$
\alpha_{(X, g, \mu)}(r) \leq \mathrm{e}^{-c r^{2} / 2}, \quad r>0
$$

This isoperimetric comparison theorem strongly emphasizes the importance of a model space, here the sphere, to which manifolds may be compared. It does not yield any information on the extremal sets for $I_{\mu}$ itself. Equality in the inequality $I_{\mu} \geq I_{\sigma_{R}^{n}}$ occurs only if $X$ is a sphere.

Theorem 2.4 includes a number of geometric examples of interest for which a lower bound on the Ricci curvature is known, some of which we discuss now.

It is clear that (Riemannian) products of spheres or of Riemannian manifolds with a common lower bound $\mathrm{c}>0$ on the Ricci curvatures satisfy Theorem 2.4. Therefore measure concentration holds independently of the number of factors in the product. This is in contrast with $\ell^{1}$-products as analyzed in Proposition 1.11 and Corollary 1.17.

Let $\mathbb{0}^{n}$ be the group of all $n \times n$ real orthogonal matrices. For $1 \leq k \leq n$, let

$$
\mathbb{W}_{k}^{n}=\left\{e=\left(e_{1}, \ldots, e_{k}\right) ; e_{\imath} \in \mathbb{R}^{n}, e_{i} \cdot e_{\jmath}=\delta_{i j}, 1 \leq i, j \leq k\right\}
$$

be the so-called Stiefel manifolds. Equip $\mathbb{W}_{k}^{n}$ with the metric

$$
d(e, f)=\left(\sum_{i=1}^{k}\left|e_{i}-f_{i}\right|^{2}\right)^{1 / 2}
$$

Note that $\mathbb{W}_{n}^{n}=\mathbb{O}^{n}, \mathbb{W}_{1}^{n}=\mathbb{S}^{n-1}$ and $\mathbb{W}_{n-1}^{n}=\mathbb{S O}^{n}=\left\{T \in \mathbb{O}^{n} ; \operatorname{det}(T)=1\right\}$. In general, $\mathbb{W}_{n, k}$ may be identified with the quotient $\mathbb{O}^{n} / \mathbb{O}^{n-k}$ via the map $\varphi: \mathbb{O}^{n} \rightarrow \mathbb{W}_{k}^{n}, \varphi\left(e_{1}, \ldots, e_{n}\right)=\left(e_{1}, \ldots, e_{k}\right)$.

The value of $\mathrm{c}\left(\mathrm{SO}^{n}\right)$ is known and equal to $\frac{n-1}{4}$ [C-E]. Therefore, by Theorem 2.4, the normalized Haar measure $\mu$ on $\mathrm{SO}^{n}$ has normal concentration function $\mathrm{e}^{-(n-1) r^{2} / 8}$. By Proposition 1.2, this property is inherited by the quotients of $\mathrm{SO}^{n}$. In particular, all the Stiefel manifolds have normal concentration. Up to normalization factors, the same conclusions apply to the unitary group.

Similar conclusions hold for Grassmann manifolds. Recall that the Grassmann manifold $\mathbb{G}_{k}^{n}, 1 \leq k \leq n$, is a metric space of all $k$-dimensional subspaces of $\mathbb{R}^{n}$ with the Hausdorff distance between the unit spheres of the subspaces of $E$ and $F$ :

$$
d(E, F)=\sup \left\{d\left(x, \mathbb{S}^{n-1} \cap E\right) ; x \in \mathbb{S}^{n-1} \cap F\right\}
$$

Since $\mathbb{G}_{k}^{n}$ is again a quotient of $\mathrm{SO}^{n}$, (normalized Haar) measure on $\mathbb{G}_{k}^{n}$ has normal concentration.
$\Lambda$ wealth of further geometric examples are presented and discussed in [Grom2] on the hasis of Theoren 2.4, including subvarieties in $\mathbb{S}^{n}$, real and complex projectives spaces, ctc. For example, the (Lipschitz) Hopf fibration $\mathbb{S}^{2 n+1} \rightarrow \mathbb{C P}^{n}$ indicates that

$$
\operatorname{ObsDiam}\left(\mathbb{C P}{ }^{n}\right)=O\left(\frac{1}{\sqrt{n}}\right)
$$

Of inore delicate algebraic and metric geometry, the observable diameter of a complex algebraic submanifold $X \subset \mathbb{C} P^{n}$ of fixed codimension and degree, with normalized Riemannian volume and the induced path metric, satisfies

$$
\operatorname{ObsDiam}(X)=O\left(\frac{\log n}{n}\right)
$$

We refer to [Grom2] for further details.
It is well known that uniform measures on $n$-dimensional spheres with raduss $\sqrt{n}$ approximate (when projected on a finite number of coordinates) Gaussian measures (Poincaré's lemma) [MK], [Str2], [Le3]. In this sense, the isoperimetric iuccuality on high dimensional spheres gives rise to an isoperimetric inequality for Gausciau ineasures. Extremal sets are then half-spaces (which may be considered A bails with (cnters at infinity). More precisely, let $\gamma=\gamma^{k}$ be the canonical Gaussiim measure on the Borel sets of $\mathbb{R}^{k}$ with density $(2 \pi)^{-k / 2} \mathrm{e}^{-|x|^{2} / 2}$ with respect to Thessgue measure. Equip $\mathbb{R}^{k}$ with its usual Euclidean metric induced by the norm $|x|=\left(\sum_{l=1}^{k} x_{\imath}^{2}\right)^{1 / 2}, x=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$.

Theorem 2.5. For any $k \geq 1$,

$$
I_{\gamma}=\Phi^{\prime} \circ \Phi^{-1}
$$

where $\Phi(t)=(2 \pi)^{-1 / 2} \int_{-\infty}^{t} \mathrm{c}^{-x^{2} / 2} d x, t \in[-\infty,+\infty]$, is the distribution function of the canonical Gaussian measure in dimension one. Moreover, the equality $\gamma^{+}(A)=$ $I_{.}(\because(A))$ holds if and only if $A$ is a half-space in $\mathbb{R}^{k}$.

Since the distribution of half-spaces is one-dimensional, the isoperimetric inequality of Theorem 2.5 in its integrated form (2.5) indicates that whenever $A$ is a Borel set, in $\mathbb{R}^{k}$ and $\gamma(A)=\Phi(a)$ for sonne $a \in \mathbb{R}$, then

$$
\begin{equation*}
\gamma\left(A_{r}\right) \geq \Phi(a+r) \tag{2.9}
\end{equation*}
$$

for every $r>0$ where $A_{,}$, is the neighborhood of order $r>0$ in the Euclidean metric on $\mathbb{R}^{k}$. Using that $\Phi(0)=\frac{1}{2}$ and $1-\Phi(r) \leq \mathrm{e}^{-r^{2} / 2}, r>0$, we get the following corollary.

Corollary 2.6. The canouical Gaussian measure $\gamma$ on $\mathbb{R}^{k}$ equipped with its Eudideani metiic has normal concentration

$$
\alpha_{\left(\mathbb{R}^{\lambda}, \gamma\right)}(r) \leq \mathrm{e}^{-r^{2} / 2}, \quad r>0
$$

Alternatively, one may perform the Poincaré limit on (2.8). In particular, by Proposition 1.3, fcr every 1-Lipschitz function $F$ on $\mathbb{R}^{k}$ and every $r \geq 0$,

$$
\begin{equation*}
\gamma\left(\left\{F \geq m_{F}+r\right\}\right) \leq \mathrm{e}^{-r^{2} / 2} \tag{2.10}
\end{equation*}
$$

where $m_{F}$ is a median of $F$ for $\gamma$. This inequality extends the trivial case of linear functions. In terms of the observable diameter,

$$
\begin{equation*}
\operatorname{ObsDiam}_{\gamma}\left(\mathbb{R}^{k}\right)=O(1) \tag{2.11}
\end{equation*}
$$

uniformly in $k \geq 1$. The preceding results for canonical Gaussian measures inımediately extend to arbitrary Gaussian measures replacing the standard Euclidean structure by the corresponding covariance structure. One important feature of both Theorem 2.5 and Corollary 2.6 is indeed the dimension free character of the isopcrimetric and concentration functions of Gaussian measures. This observation opens the extension to infinite dimensional Gaussian analysis (cf. [Bor2], [Le-T], [Le3], $[\mathrm{Li}],[\mathrm{Bog}])$. For example, (2.10) holds similarly for a functional $F: E \rightarrow \mathbb{R}$ on an abstract Wiener space $(E, H, \mu)$ that is 1 -Lipschitz in the directions of $H$, that is, $|F(x+h)-F(x)| \leq|h|$ for all $x \in E, h \in H$.

As for Theorem 2.4, Theorem 2.5 may be turned into a comparison theorem. Due to the dimension free character of Gaussian isoperimetry, this is better presented in terms of (strictly) log-concave probability measures (on a finite dimensional state space). The following statement is moreover a concrete illustration of the geometric content of Ricci curvature in the preceding Riemannian language.

Theorem 2.7. Let $\mu$ be a probability measure on $\mathbb{R}^{n}$ with smootli strictly positive density $\mathrm{e}^{-U}$ with respect to Lebesgue measure such that, for some $c>0$. Hess $U(x) \geq$ cId as symmetric matrices uniformly in $x \in \mathbb{R}^{n}$. Then,

$$
I_{\mu} \geq \sqrt{\mathrm{c}} I_{\gamma}
$$

In particular,

$$
\alpha_{\left(\mathbb{R}^{n}, \mu\right)}(r) \leq \mathrm{e}^{-c r^{2} / 2}, \quad r>0
$$

where $\mathbb{R}^{n}$ is equipped with the standard Euclidean metric, as usual.
The convexity condition in Theorem 2.7 is stable under various operations. For example, image measures of log-concave measures in convex domains in $\mathbb{R}^{n}$ under linear projections $\mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ are log-concave with the same log-concavity bound.

Although Theorem 2.3 may be properly modified to yield similarly the case of dimension one, that is, the case of the circle, it is simpler to deduce this case by contraction of the Gaussian measure following Proposition 1.2. We nay even state the result on the product space. Let $\mu_{[0,1]^{n}}$ be the uniform measure on $[0.1]^{n}$ (with the induced Euclidean metric) that is the product measure of Lebesgue measure on $[0,1]$ in each direction. Then $\mu_{[0,1]^{n}}$ is the image of the canonical Gaussian measure $\gamma=\gamma^{n}$ on $\mathbb{R}^{n}$ under the map $\varphi=\Phi^{\otimes n}$ where we recall that $\Phi$ is the distribution function of the standard normal distribution in dimension one. Since $\|\varphi\|_{\text {Lip }}=(2 \pi)^{-1 / 2}$, we may state the following consequence. The constants are not sharp.

Proposition 2.8. Let $\mu_{[0,1]^{n}}$ be a uniform measure on $[0,1]^{n}$. Then

$$
\alpha_{\left([0,1]^{n}, \mu_{\left.[0,1]^{n}\right)}\right.}(r) \leq \mathrm{e}^{-\pi r^{2}}, \quad r>0
$$

We may also push forward Gaussian measure on the Euclidean unit ball.

Proposition 2.9. Let $\mathcal{B}^{n}$ be the Euclidean unit ball in $\mathbb{R}^{n}$ equipped with the normalized uniform measure $\mu_{\mathcal{B}^{n}}$. Then

$$
\alpha_{\left(\mathcal{B}^{n}, \mu_{\left.\mathcal{B}^{n}\right)}\right.}(r) \leq \mathrm{e}^{-c n r^{2}}, \quad r>0
$$

where $\mathrm{c}>0$ is numerical.
Proof. Denote by $\gamma_{\rho}$ the image measure of the canonical Gaussian measure $\gamma$ on $\mathbb{R}^{n}$ under the 1 -Lipschitz map $x \mapsto|x|$. Further, denote by $v: \mathbb{R}^{+} \rightarrow[0,1]$ the map that pushes $\gamma_{\rho}$ forward to the probability measure $d\left(t^{n}\right)$ on $[0,1]$. In other words, for every $t \in[0,1]$,

$$
\gamma\left(\left\{x \in \mathbb{R}^{n} ; v(|x|) \leq t\right\}\right)=\gamma_{\rho}(\{r \geq 0 ; v(r) \leq t\})=t^{n}
$$

It is an easy matter to check from the definition that $\|v\|_{\text {Lip }} \leq \frac{C}{\sqrt{n}}$ for some numerical $C>0$. Then set

$$
\varphi(x)=\frac{x}{|x|} v(|x|), \quad x \in \mathbb{R}^{n} \backslash\{0\}
$$

The image measure of $\gamma$ under $\varphi$ is $\mu_{\mathcal{B}^{n}}$ and $\|\varphi\|_{\text {Lip }}=\|v\|_{\text {Lip }}$. The conclusion then follows again from Proposition 1.2.

One may also deduce Proposition 2.9 from concentration on spheres by integration in polar coordinates together with the fact (see above) that the measure $d\left(t^{n}\right)$ on $[0,1]$ has normal concentration with rate of the order of $n$. Concentration on Euclidean spheres or balls is thus similar, with the same dimensional rate. Actually, simple volume estimates show that a uniform measure on the Euclidean unit ball $\mathcal{B}^{n}$ in high dimension is strongly concentrated on its boundary since for $\varepsilon \sim \frac{t}{n}$,

$$
\operatorname{vol}_{n}\left(\mathcal{B}^{n}\right)-(1-\varepsilon)^{n} \operatorname{vol}_{n}\left(\mathcal{B}^{n}\right) \sim\left(1-\mathrm{e}^{-t}\right) \operatorname{vol}_{n}\left(\mathcal{B}^{n}\right)
$$

as $n \rightarrow \infty$. Here $\operatorname{vol}_{n}(\cdot)$ denotes the volume element in $\mathbb{R}^{n}$ (Lebesgue measure). The same holds for large families of convex bodies, including the cube. This observation intuitively justifies many transfers from the ball to the sphere and conversely.

In the same spirit, one may transfer concentration for Gaussian measures back to spheres. This is the content of the following proposition, which we state quite informally.

Proposition 2.10. Concentration for Gaussian measures implies concentration on spheres.

Proof. The image measure of the canonical Gaussian measure on $\mathbb{R}^{n+1}$ under the $\operatorname{map} x \mapsto \frac{x}{|x|}$ is $\sigma^{n}$. Given a 1-Lipschitz function $F: \mathbb{S}^{n} \rightarrow \mathbb{R}$, and $x_{0}$ a fixed point on $\sigma^{n}$, define $G: \mathbb{R}^{n+1} \rightarrow \mathbb{R}$ by $G(x)=|x|\left(F\left(\frac{x}{|x|}\right)-F\left(x_{0}\right)\right)(G(0)=0)$. Then $G=F-F\left(x_{0}\right)$ on $\mathbb{S}^{n}$ and $\|G\|_{\text {Lip }} \leq 2 \pi$. Let $m_{n}$ be a median of $x \mapsto|x|$ with respect to $\gamma$ on $\mathbb{R}^{n+1}$. For every $r>0$,

$$
\begin{aligned}
\gamma \otimes \gamma(\{(x, y) \in & \left.\left.\mathbb{R}^{n+1} \times \mathbb{R}^{n+1} ;\left|G\left(\frac{x}{|x|}\right)-G\left(\frac{y}{|y|}\right)\right| \geq 3 r\right\}\right) \\
\leq & \gamma \otimes \gamma\left(\left\{(x, y) ;\left|G\left(\frac{x}{m_{n}}\right)-G\left(\frac{y}{m_{n}}\right)\right| \geq r\right\}\right) \\
& +2 \gamma\left(\left\{x ;\left|G\left(\frac{x}{|x|}\right)-G\left(\frac{x}{m_{n}}\right)\right| \geq r\right\}\right)
\end{aligned}
$$

Now,

$$
\left|G\left(\frac{x}{|x|}\right)-G\left(\frac{x}{m_{n}}\right)\right| \leq 2 \pi\left|\frac{|x|}{m_{n}}-1\right|
$$

and $G\left(\frac{\cdot}{m_{n}}\right)$ is $\frac{2 \pi}{m_{n}}$-Lipschitz on $\mathbb{R}^{n+1}$. Apply now (2.10) to both $G\left(\frac{\cdot}{m_{n}}\right)$ and $x \mapsto \frac{|x|}{m_{n}}$ to get

$$
\begin{aligned}
\gamma \otimes \gamma\left(\left\{(x, y) ;\left|G\left(\frac{x}{|x|}\right)-G\left(\frac{y}{|y|}\right)\right|\right.\right. & \geq 3 r\}) \\
& \leq 2 \mathrm{e}^{-m_{n}^{2} r^{2} / 32 \pi^{2}}+4 \mathrm{e}^{-m_{n}^{2} r^{2} / 8 \pi^{2}}
\end{aligned}
$$

A simple computation shows that $m_{n} \sim \sqrt{n}$. The claim easily follows by Corollary 1.5.

We close this section with some discrete examples. We start by a further isoperimetric inequality, on the discrete cube, and with the corresponding concentration phenomenon. Equip the $n$-dimensional discrete cube $X=\{0,1\}^{n}$ with the normalized Hamming metric

$$
d(x, y)=\frac{1}{n} \operatorname{Card}\left(\left\{x_{i} \neq y_{i} ; i=1, \ldots, n\right\}\right)
$$

$x=\left(x_{1}, \ldots, x_{n}\right), y=\left(y_{1}, \ldots, y_{n}\right) \in\{0,1\}^{n}$, and with the uniform measure $\mu(A)=$ $2^{-n} \operatorname{Card}(A), A \subset X$. Extremal sets of the isoperimetric problem

$$
\inf \left\{\mu\left(A_{r}\right) ; \mu(A)=\varepsilon\right\}
$$

have been identified in [Ha] as hereditary sets $A$ in the sense that if $x=\left(x_{1}, \ldots, x_{n}\right)$ $\in A$ and if $y=\left(y_{1}, \ldots, y_{n}\right) \in\{0,1\}^{n}$ is such that $y_{i} \leq x_{i}$ for all $i=1, \ldots, n$, then $y \in A$. For $\varepsilon=\frac{1}{2}$, such an hereditary set $A$ is given by

$$
A=\left\{x \in\{0,1\}^{n} ; \sum_{i=1}^{n} x_{i} \leq \frac{n}{2}\right\}
$$

For any integer $k \geq 0$, classical binomial bounds (cf. e.g. [MD2]) show that

$$
\mu\left(\left\{x ; \sum_{i=1}^{n} x_{i}-\frac{n}{2} \geq k\right\}\right) \leq \mathrm{e}^{-2 k^{2} / n}
$$

We may thus come to the following concentration result on the discrete cube. With a weaker numerical constant, this was already observed through (1.24). The normalization of the metric so far is chosen for the matter of comparison with spherical concentration.

Theorem 2.11. For a uniform measure $\mu=\mu^{n}$ on $\{0,1\}^{n}$ equipped with the normalized Hamming metric,

$$
\alpha_{\left(\{0,1\}^{n}, \mu\right)}(r) \leq \mathrm{e}^{-2 n r^{2}}, \quad r>0
$$

In the same spirit, expander graphs may also satisfy some measure concentration. Let $X=(V, \mathcal{E})$ be a finite graph with set of vertices $V$ and set of edges $\mathcal{E}$.

Assume that each vertex has at most a fixed number $k_{0}$ of adjacent edges. A subset $A$ of $V$ has boundary $\partial A$ consisting of all vertices in the complement of $A$ that are adjacent to $A$. Assume now that $X$ satisfies the (linear) isoperimetric inequality

$$
\begin{equation*}
\operatorname{Card}(\partial A) \geq h \operatorname{Card}(A) \tag{2.12}
\end{equation*}
$$

for some $h>0$ and all subsets $A$ of $V$ such that $\operatorname{Card}(A) \leq \frac{1}{2} \operatorname{Card}(V)$. Then (2.12) amounts to the expansion property (cf. Section 1.5),

$$
\operatorname{Exp}_{\mu}(1) \geq 1+h>1
$$

Here $\mu$ is a normalized counting measure on $V$ and we give the path metric to $X$ having all edges of unit length. By Proposition 1.13, each such expander graph has thus exponential concentration.

One class of examples are the Cayley graphs. If $V$ is a finite group and $S \subset V$ a symmetric set of generators of $V$, we may join $x$ and $y$ in $V$ by an edge if $x=s^{-1} y$ for some $s \in S$. Here $k_{0}=\operatorname{Card}(S)$ and the path distance on $X=(V, \mathcal{E})$ is the word distance in $V$ induced by $S$.

The isoperimetric inequality (2.12) is actually related to the so-called Cheeger isoperimetric constaint, useful in Riemannian geometry (see Section 3.1). Assume for simplicity that $\mu$ is a probability measure on the Borel sets of a metric space ( $X, d$ ) such that, for some constant $h>0$ and all Borel sets $A$ in $X$,

$$
\begin{equation*}
\mu^{+}(A) \geq h \min (\mu(A), 1-\mu(A)) \tag{2.13}
\end{equation*}
$$

This isoperimetric inequality is of weaker type than the spherical and Gaussian type isoperimetric inequalities. As an easy consequence of Corollary 2.2 with $v(r)=$ $\frac{h}{2} \int_{-\infty}^{r} \mathrm{e}^{-h|x|} d x, r \in \mathbb{R}, \mu$ has an exponential concentration function.
Proposition 2.12. Let $\mu$ be a probability measure on the Borel sets of a metric space ( $X, d$ ) satisfying (2.13) for some $h>0$. Then $(X, d, \mu)$ has exponential concentration

$$
\alpha_{(X, d, \mu)}(r) \leq \mathrm{e}^{-h r}, \quad r>0
$$

A functional description of this result and its relation with spectrum will be provided in Section 3.1.

### 2.2 Brunn-Minkowski inequalities

Geometric and functional Brunn-Minkoswki inequalities may be used to provide simple but powerful concentration results.

The classical Brunn-Minkowski inequality indicates that for all bounded Borel measurable sets $A, B$ in $\mathbb{R}^{n}$,

$$
\begin{equation*}
\operatorname{vol}_{n}(A+B)^{1 / n} \geq \operatorname{vol}_{n}(A)^{1 / n}+\operatorname{vol}_{n}(B)^{1 / n} \tag{2.14}
\end{equation*}
$$

where $A+B=\{x+y ; x \in A, y \in B\}$ is the Minkowski sum of $A$ and $B$ and where we recall that $\operatorname{vol}_{n}(\cdot)$ denotes the volume element in $\mathbb{R}^{n}$. In its equivalent multiplicative form, for every $\theta \in[0,1]$,

$$
\begin{equation*}
\operatorname{vol}_{n}(\theta A+(1-\theta) B) \geq \operatorname{vol}_{n}(A)^{\theta} \operatorname{vol}_{n}(B)^{1-\theta} \tag{2.15}
\end{equation*}
$$

Indeed, under (2.14),

$$
\begin{aligned}
\operatorname{vol}_{n}(\theta A+(1-\theta) B)^{1 / n} & \geq \theta \operatorname{vol}_{n}(A)^{1 / n}+(1-\theta) \operatorname{vol}_{n}(B)^{1 / n} \\
& \geq\left(\operatorname{vol}_{n}(A)^{\theta} \operatorname{vol}_{n}(B)^{1-\theta}\right)^{1 / n}
\end{aligned}
$$

by the arithmetic-geometric mean inequality. Conversely, if $A^{\prime}=\operatorname{vol}_{n}(A)^{-1 / n} A$ and $B^{\prime}=\operatorname{vol}_{n}(B)^{-1 / n} B$, then (2.15) implies that $\operatorname{vol}_{n}\left(\theta A^{\prime}+(1-\theta) B^{\prime}\right) \geq 1$ for every $\theta \in[0,1]$. Since

$$
\theta A^{\prime}+(1-\theta) B^{\prime}=\frac{A+B}{\operatorname{vol}_{n}(A)^{1 / n}+\operatorname{vol}_{n}(B)^{1 / n}}
$$

for

$$
\theta=\frac{\operatorname{vol}_{n}(A)^{1 / n}}{\operatorname{vol}_{n}(A)^{1 / n}+\operatorname{vol}_{n}(B)^{1 / n}}
$$

(2.14) immediately follows by homogeneity.

The Brunn-Minkowski inequality may be used to produce a simple proof of Euclidean isoperimetry by taking $B$ to be the ball with center at the origin and radius $r>0$ : then (2.14) shows that

$$
\operatorname{vol}_{n}\left(A_{r}\right)^{1 / n}=\operatorname{vol}_{n}(A+B)^{1 / n} \geq \operatorname{vol}_{n}(A)^{1 / n}+v(r)^{1 / n}
$$

where we recall that $v(r)$ is the volume of the Euclidean ball of radius $r>0$. Since $v^{1 / n}$ is linear,

$$
\operatorname{vol}_{n}(A)^{1 / n}+v(r)^{1 / n}=v\left(v^{-1}\left(\operatorname{vol}_{n}(A)\right)+r\right)^{1 / n}
$$

so that

$$
v^{-1}\left(\operatorname{vol}_{n}\left(A_{r}\right)\right) \geq v^{-1}\left(\operatorname{vol}_{n}(A)\right)+r
$$

which amounts to isoperimetry by Proposition 2.1.
The multiplicative form of the Brunn-Minskowski inequality admits a functional version.

Theorem 2.13. Let $\theta \in[0,1]$ and let $u, v, w$ be non-negative measurable functions on $\mathbb{R}^{n}$ such that for all $x, y \in \mathbb{R}^{n}$,

$$
\begin{equation*}
w(\theta x+(1-\theta) y) \geq u(x)^{\theta} v(y)^{1-\theta} \tag{2.16}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int w d x \geq\left(\int u d x\right)^{\theta}\left(\int v d x\right)^{1-\theta} \tag{2.17}
\end{equation*}
$$

Applied to the characteristic functions of bounded measurable sets $A$ and $B$ in $\mathbb{R}^{n}$, it yields the multiplicative form (2.15) of the geometric Brunn-Minkowski inequality.

For the sake of completeness, we present a proof of the functional BrunnMinkowski theorem using the transportation of measure that we learned from F. Barthe.

Proof. We start with $n=1$ and then perform induction on dimension. By homogeneity, we may assume that $\int u d x=\int v d x=1$ and by approximation that $u$ and $v$ are continuous with strictly positive values. Define $x, y:[0,1] \rightarrow \mathbb{R}$ by

$$
\int_{-\infty}^{x(t)} u(q) d q=t, \quad \int_{-\infty}^{y(t)} v(q) d q=t
$$

Therefore $x$ and $y$ are increasing and differentiable and

$$
x^{\prime}(t) u(x(t))=y^{\prime}(t) v(y(t))=1
$$

Set $z(t)=\theta x(t)+(1-\theta) y(t), t \in[0,1]$. By the arithmetic-geometric mean inequality, for every $t$,

$$
\begin{equation*}
z^{\prime}(t)=\theta x^{\prime}(t)+(1-\theta) y^{\prime}(t) \geq\left(x^{\prime}(t)\right)^{\theta}\left(y^{\prime}(t)\right)^{1-\theta} \tag{2.18}
\end{equation*}
$$

Now, since $z$ is injective, by the hypothesis (2.16) on $w$ and (2.18),

$$
\begin{aligned}
\int w d x & \geq \int_{0}^{1} w(z(t)) z^{\prime}(t) d t \\
& \geq \int_{0}^{1} u(x(t))^{\theta} v(y(t))^{1-\theta}\left(x^{\prime}(t)\right)^{\theta}\left(y^{\prime}(t)\right)^{1-\theta} d t \\
& =\int_{0}^{1}\left[u(x(t)) x^{\prime}(t)\right]^{\theta}\left[v(y(t)) y^{\prime}(t)\right]^{1-\theta} d t \\
& =1
\end{aligned}
$$

This proves the case $n=1$. It is then easy to deduce the general case by induction on $n$. Suppose $n>1$ and assume the Brunn-Minkowski theorem holds in $\mathbb{R}^{n-1}$. Let $u, v, w$ be non-negative measurable functions on $\mathbb{R}^{n}$ satisfying (2.16) for some $\theta \in[0,1]$. Let $q \in \mathbb{R}$ be fixed and define $u_{q}: \mathbb{R}^{n-1} \rightarrow[0, \infty)$ by $u_{q}(x)=u(x, q)$ and similarly for $v_{q}$ and $w_{q}$. Clearly, if $q=\theta q_{0}+(1-\theta) q_{1}, q_{0}, q_{1} \in \mathbb{R}$,

$$
w_{q}(\theta x+(1-\theta) y) \geq u_{q}(x)^{\theta} v_{q}(y)^{1-\theta}
$$

for all $x, y \in \mathbb{R}^{n-1}$. Therefore, by the induction hypothesis,

$$
\int_{\mathbb{R}^{n-1}} w_{q} d x \geq\left(\int_{\mathbb{R}^{n-1}} u_{q} d x\right)^{\theta}\left(\int_{\mathbb{R}^{n-1}} v_{q} d x\right)^{1-\theta}
$$

Finally, applying the one-dimensional case shows that

$$
\int w d x=\int\left(\int_{\mathbb{R}^{n-1}} w_{q} d x\right) d q \geq\left(\int u d x\right)^{\theta}\left(\int v d x\right)^{1-\theta}
$$

which is the desired result. Theorem 2.13 is established.
Brunn-Minkowski inequalities may be used to produce concentration type inequalities, and to recover in particular the application of Theorem 2.7 to concentration. We however start with a milder result for log-concave measures.

On $\mathbb{R}^{n}$ (for simplicity), we say that a Borel probability measure $\mu$ is log-concave if for any Borel sets $A$ and $B$ in $\mathbb{R}^{n}$, and every $\theta \in[0,1]$,

$$
\begin{equation*}
\mu(\theta A+(1-\theta) B) \geq \mu(A)^{\theta} \mu(B)^{1-\theta} \tag{2.19}
\end{equation*}
$$

If $\mu$ has strictly positive density $\mathrm{e}^{-U}, \mu$ is log-concave if and only if $U$ is convex. If $\mathcal{K}$ is any convex body of finite volume in $\mathbb{R}^{n}$, the uniform normalized measure on $\mathcal{K}$ defined by

$$
\begin{equation*}
\mu_{\mathcal{K}}(A)=\frac{\operatorname{vol}_{n}(A \cap \mathcal{K})}{\operatorname{vol}_{n}(\mathcal{K})} \tag{2.20}
\end{equation*}
$$

is log-concave by the Brunn-Minkowski inequality.
The following is a concentration result for homothetics.
Proposition 2.14. Let $\mu$ be log-concave. Then, for all convex symmetric sets $A$ in $\mathbb{R}^{n}$ with measure $\mu(A)=a>0$,

$$
1-\mu(r A) \leq a\left(\frac{1-a}{a}\right)^{(r+1) / 2}
$$

for every $r>1$. In particular, if $a>\frac{1}{2}$,

$$
\limsup _{r \rightarrow \infty} \frac{1}{r} \log (1-\mu(r A))<0
$$

Proof. Since $A$ is convex and symmetric, one may check that

$$
\mathbb{R}^{n} \backslash A \supset \frac{2}{r+1}\left(\mathbb{R}^{n} \backslash(r A)\right)+\frac{r-1}{r+1} A
$$

Then, by (2.19),

$$
1-\mu(A) \geq(1-\mu(r A))^{2 /(r+1)} \mu(A)^{(r-1) /(r+1)}
$$

from which the result follows.
If $F$ on $\mathbb{R}^{n}$ is non-negative, convex and symmetric, and if $A=\{|F| \leq m\}$ with $\mu(A) \geq \frac{3}{4}$ for example, then we get from Proposition 2.14 that for every $r>1$,

$$
\mu(\{|F| \geq m r\}) \leq \mathrm{e}^{-r / 2}
$$

Integrating in $r$ shows that for some numerical constant $C>0,\|F\|_{q} \leq C q m$ for every $q \geq 1$ where $\|\cdot\|_{q}$ is the $L^{q}$-norm with respect to $\mu$. Since we may choose $m=4\|F\|_{1}$, it follows that, for some $C>0$ and all $q \geq 1$,

$$
\begin{equation*}
\|F\|_{q} \leq C q\|F\|_{1} \tag{2.21}
\end{equation*}
$$

This result applies in particular to the normalized Lebesgue measure $\mu_{\mathcal{K}}(2.20)$ on a convex body $\mathcal{K}$. The reverse Hölder inequality (2.21) is rather useful in the geometry of convex bodies. For example, if $\mathcal{K}=\left[-\frac{1}{2},+\frac{1}{2}\right]^{n}$ and $F(x)=\left\|\sum_{i=1}^{n} x_{i} v_{i}\right\|, x=$
$\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, for vectors $v_{1}, \ldots, v_{n}$ in some normed vector space $(E,\|\cdot\|)$, the preceding yields

$$
\begin{equation*}
\left(\int_{\left[-\frac{1}{2},+\frac{1}{2}\right]^{n}}\left\|\sum_{\imath=1}^{n} x_{i} v_{\imath}\right\|^{q} d x\right)^{1 / q} \leq C q \int_{\left[-\frac{1}{2},+\frac{1}{2}\right]^{n}}\left\|\sum_{i=1}^{n} x_{i} v_{i}\right\| d x \tag{2.22}
\end{equation*}
$$

These inequalities are part of the Khintchine-Kahane inequalities (see Section 7.1).
We now consider strict log-concavity conditions. Assume indeed that $\mu$ is a probability measure on $\mathbb{R}^{n}$ with smooth strictly positive density $\mathrm{e}^{-U}$ with respect to Lebesgue measure such that for some $c>0$ and all $x, y \in \mathbb{R}^{n}$,

$$
\begin{equation*}
U(x)+U(y)-2 U\left(\frac{x+y}{2}\right) \geq \frac{\mathrm{c}}{4}|x-y|^{2} . \tag{2.23}
\end{equation*}
$$

A typical example is of course the canonical Gaussian measure $\gamma$ on $\mathbb{R}^{n}$ for which $\mathrm{c}=1$. Given a bounded measurable function $f$ on $\mathbb{R}^{n}$, apply then the functional Brunn-Minkowski Theorem 2.13 to

$$
u(x)=\mathrm{e}^{Q_{c / 2} f(x)-U(x)}, \quad v(y)=\mathrm{e}^{-f(y)-U(y)}, \quad w(z)=\mathrm{e}^{-U(z)}
$$

where we define, following (1.27), $Q_{c} f, \mathrm{c}>0$, as the infimum-convolution

$$
Q_{c} f(x)=\inf _{y \in \mathbb{R}^{n}}\left[f(y)+\frac{\mathrm{c}}{2}|x-y|^{2}\right], \quad x \in \mathbb{R}^{n},
$$

with cost $\tilde{\mathbf{c}}(x, y)=\frac{c}{2}|x-y|^{2},(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$. By definition of $Q_{c} f$ and the convexity hypothesis (2.23) on $U$, condition (2.16) is satisfied with $\theta=\frac{1}{2}$ so that

$$
1 \geq \int \mathrm{e}^{Q_{c / 2} f} d \mu \int \mathrm{e}^{-f} d \mu
$$

We then make use of Proposition 1.18 to obtain a first alternative argument for the concentration results of Corollary 2.6 and Theorem 2.7 which were deduced there from isoperimetry.

Theorem 2.15. Let $d \mu=\mathrm{e}^{-U} d x$ where $U$ satisfies (2.23). Then,

$$
\alpha_{\mu}(r) \leq 2 \mathrm{e}^{-c r^{2} / 4}, \quad r>0
$$

In particular

$$
\alpha_{\gamma}(r) \leq 2 \mathrm{e}^{-r^{2} / 4}, \quad r>0
$$

for the canonical Gaussian measure $\gamma$ on $\mathbb{R}^{n}$.
Note that the constants provided by Theorem 2.15 are not quite optimal. Theorem 2.15 applies similarly to arbitrary norms $\|\cdot\|$ on $\mathbb{R}^{n}$ instead of the Euclidean norm in (2.23). Concentration then takes place with respect to the metric given by the norm. We may also work with $p$-convex potentials $U, p \geq 2$, satisfying for some $\mathrm{c}>0$ and all $x, y \in \mathbb{R}^{n}$,

$$
\begin{equation*}
U(x)+U(y)-2 U\left(\frac{x+y}{2}\right) \geq \frac{\mathrm{c}}{2 p}\|x-y\|^{p} \tag{2.24}
\end{equation*}
$$

to produce concentration of the type

$$
\alpha_{\mu}(r) \leq 2 \mathrm{e}^{-c_{p} r^{p}}, \quad r>0,
$$

for some $c_{p}>0$ only depending on $p \geq 2$.
In the last part of this section, we discuss how Brunn-Minkowski inequalities may be further used to determine concentration properties for uniform and surface measures on the unit ball of uniformy convex spaces, extending the case of the standard sphere.

A normed space $X=\left(\mathbb{R}^{n},\|\cdot\|\right)$ is said to be uniformly convex if for each $\varepsilon>0$ there is $\delta=\delta(\varepsilon)>0$ such that whenever $x, y \in X$ with $\|x\|=\|y\|=1$ and $\|x-y\| \geq \varepsilon$, then

$$
1-\frac{\|x+y\|}{2} \geq \delta(\varepsilon) .
$$

The modulus of convexity of the normed space $X$ is thus defined as the function of $\varepsilon, 0<\varepsilon \leq 2$,

$$
\delta_{X}(\varepsilon)=\inf \left\{1-\left\|\frac{x+y}{2}\right\| ;\|x\|=\|y\|=1,\|x-y\| \geq \varepsilon\right\} .
$$

$\mathrm{L}^{p}$-spaces, $1<p<\infty$, are uniformly convex with modulus of convexity of power type, $\delta(\varepsilon) \geq C \varepsilon^{\max (p, 2)}$ for every $\varepsilon$. Further examples are discussed in [Li-T].

Now let $X$ be uniformly convex and let $\mathcal{B}$ be the unit ball of $(X,\|\cdot\|)$. Denote by $\mu_{\mathcal{B}}$ the normalized uniform volume element on $\mathcal{B}$. Given two non-empty sets $A, B \subset \mathcal{B}$ at distance $\varepsilon \in(0,1)$, we have by definition of the modulus of convexity that

$$
\frac{1}{2}(A+B) \subset\left(1-\delta_{X}(\varepsilon)\right) \mathcal{B}
$$

Hence, by the Brunn-Minkowski inequality (2.15),

$$
\mu_{\mathcal{B}}^{1 / 2}(A) \mu_{\mathcal{B}}^{1 / 2}(B) \leq\left(1-\delta_{X}(\varepsilon)\right)^{n} .
$$

Taking for $B$ the complement of $A_{\varepsilon}$, we get,

$$
\begin{align*}
\mu_{\mathcal{B}}\left(A_{\varepsilon}\right) & \geq 1-\frac{1}{\mu_{\mathcal{B}}(A)}\left(1-\delta_{X}(\varepsilon)\right)^{2 n} \\
& \geq 1-\frac{1}{\mu_{\mathcal{B}}(A)} \mathrm{e}^{-2 n \delta_{X}(\varepsilon)} \tag{2.25}
\end{align*}
$$

Here we recover in particular concentration on the Euclidean unit ball in $\mathbb{R}^{n}$ (Proposition 2.9).

This measure concentration result for $\mu_{\mathcal{B}}$ may easily be transferred to the normalized surface measure $\mu_{\partial \mathcal{B}}$ of $\mathcal{B}$ with respect to itself, defined by

$$
\begin{equation*}
\mu_{\partial \mathcal{B}}(A)=\mu_{\mathcal{B}}\left(\bigcup_{0 \leq t \leq 1} t A\right), \quad A \subset \partial \mathcal{B} . \tag{2.26}
\end{equation*}
$$

Indeed, given a measurable set $A$ on $\partial \mathcal{B}$, consider

$$
\Gamma=\bigcup_{1 / 2 \leq t \leq 1} t A \subset \mathcal{B} .
$$

Clearly $\mu_{\mathcal{B}}(\Gamma) \geq \frac{1}{2} \mu_{\partial \mathcal{B}}(A)$ while $\Gamma_{\varepsilon} \subset \bigcup_{0 \leq t \leq 1} t A_{2 \varepsilon}$. Thercfore, as a consequence of (2.25), we obtain the following result that covers in particular the standard sphere $\mathbb{S}^{n}$ itself.

Theorem 2.16. Denote by $\mu_{\partial \mathcal{B}}$ the surface measure as defined in (2.26) on the boundary of the unit ball $\mathcal{B}$ of a uniformly convex space $X=\left(\mathbb{R}^{n},\|\cdot\|\right)$ with modulus of convexity $\delta_{X}$. Then,

$$
\alpha_{\left(X,\|\cdot\|, \mu_{\partial B}\right)}(r) \leq 4 \mathrm{e}^{-2 n \delta_{X}(r / 2)}, \quad r>0 .
$$

As we have seen, $\delta(\varepsilon) \geq C \varepsilon^{\max (p, 2)}$ on $\mathrm{L}^{p}$-spaces, $1<p<\infty$. Therefore, if $\mathcal{B}_{p}^{n}$ is the ball in $\mathbb{R}^{n}$ for the norm

$$
|x|_{p}=\left(\sum_{\imath=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}, \quad x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n},
$$

and if $\mu$ is normalized Lebesgue measure on $\mathcal{B}_{p}^{n}$, or its boundary, then

$$
\alpha_{\left(\mathcal{B}_{p}^{n},\| \|_{p}, \mu\right)}(r) \leq C \mathrm{e}^{-c n r^{p}}, \quad r>0,
$$

for $2 \leq p<\infty$ and

$$
\operatorname{ObsDiam}_{\mu}\left(\mathcal{B}_{p}^{n},|\cdot|_{p}\right)=O\left(n^{-1 / p}\right),
$$

while for $1<p \leq 2$,

$$
\begin{equation*}
\alpha_{\left(\mathcal{B}_{p}^{n},| |_{p}, \mu\right)}(r) \leq C \mathrm{e}^{-c n r^{2}}, \quad r>0, \tag{2.27}
\end{equation*}
$$

and

$$
\operatorname{ObsDiam}_{\mu}\left(\mathcal{B}_{p}^{n},|\cdot|_{p}\right)=O\left(n^{-1 / 2}\right) .
$$

The functions $x \mapsto|x|_{p}^{p}$ are examples of $p$-convex potentials, $p \geq 2$, in the sense of (2.24) (or more generally $x \mapsto\|x\|^{p}$ for a norm $\|\cdot\|$ with modulus of convexity of power type $p \geq 2$; cf. [Li-T]). Therefore, considering the product probability measure on $\mathbb{R}^{n}$ when each coordinate is endowed with the distribution $c_{p} \mathrm{e}^{-|x|^{p}} d x$, the preceding may also be deduced from the analogues of Propositions 2.9 and 2.10 for this measure. This is the argument outlined at the end of Chapter 4 to prove that (2.27) also holds in this form for $p=1$.

### 2.3 Semigroup tools

In this section, we present some rather elementary semigroup arguments to reach the full concentration properties on spheres and manifolds with strictly positive curvature as well as for Gaussian measures and strictly log-concave distributions derived in Section 2.1 from sharp isoperimetric inequalities. The functional approach we adopt, relying only on Bochner's formula, allows a neat and tireless treatment of the geometric Ricci curvature.

We start with the case of the sphere, or more generally of a Riemannian manifold with a strictly positive lower bound on the Ricci curvature. We then describe how the formal argument extends. Thus, as in Section 2.1, let ( $X, g$ ) be a compact connected smooth Riemannian manifold of dimension $n(\geq 2)$ equipped with the
normalized Riemannian volume element $d \mu=\frac{d v}{V}$ where $V$ is the total volume of $X$. Denote by $c=\mathrm{c}(X)$ the infimum of the Ricci curvature tensor over all unit tangent vectors, and assume that $c>0$. We use Laplace's bounds to establish the following result. By Proposition 1.7, it shows that $(X, g, \mu)$ has normal concentration

$$
\alpha_{(X, g . \mu)}(r) \leq 2 \mathrm{e}^{-c r^{2} / 8}, \quad r>0
$$

Proposition 2.17. Let $(X, g)$ be a compact connected smooth Riemannian manifold of dimension $n(\geq 2)$ equipped with the normalized Riemannian volume element $d \mu=\frac{d v}{V}$ such that $\mathrm{c}(X)>0$. For any 1-Lipschitz function $F$ on $X$, and any $r \geq 0$,

$$
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \mathrm{e}^{-c r^{2} / 2}
$$

Proof. By Proposition 1.14, it is enough to show that

$$
\begin{equation*}
\mathrm{E}_{(X, g, \mu)}(\lambda) \leq \mathrm{e}^{\lambda^{2} / 2 c} \tag{2.28}
\end{equation*}
$$

for every $\lambda \geq 0$ where we recall that $\mathrm{E}_{(X, g, \mu)}$ is the Laplace functional of $\mu$ defined in Section 1.6.

Let $\nabla$ be the gradient on $(X, g)$ and $\Delta$ be the Laplace-Beltrami operator. Bochner's formula (see [G-H-L], [Cha2], etc.) indicates that for every smooth function $f$ on $X$,

$$
\begin{equation*}
\frac{1}{2} \Delta\left(|\nabla f|^{2}\right)-\nabla f \cdot \nabla(\Delta f)=\|\operatorname{Hess} f\|_{2}^{2}+\operatorname{Ric}(\nabla f, \nabla f) \tag{2.29}
\end{equation*}
$$

where $\|$ Hess $f \|_{2}$ is the Hilbert-Schmidt norm of the Hessian of $f$ and Ric is the Ricci tensor. By the hypothesis,

$$
\begin{equation*}
\frac{1}{2} \Delta\left(|\nabla f|^{2}\right)-\nabla f \cdot \nabla(\Delta f) \geq c|\nabla f|^{2} \tag{2.30}
\end{equation*}
$$

This is the only place where Ricci curvature is really used for the concentration result of Proposition 2.17. We now take (2.30) into account by functional semigroup tools.

Consider the heat semigroup $P_{t}=\mathrm{e}^{t \Delta}, t \geq 0$, with generator the Laplace operator $\Delta$ on $X$ (cf. [Yo], [Davie2], [F-O-T], etc.). Given a (regular) real-valued function $f$ on $X$,

$$
u=u(x, t)=P_{t} f(x), \quad x \in X, t \geq 0
$$

is the solution of the initial value problem for the partial differential (heat) equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u \tag{2.31}
\end{equation*}
$$

with $u(\cdot, 0)=f$.
Let $f$ be smooth on $X$. It is an immediate consequence of (2.30) that, for every $t \geq 0$,

$$
\begin{equation*}
\left|\nabla P_{t} f\right|^{2} \leq \mathrm{e}^{-2 c t} P_{t}\left(|\nabla f|^{2}\right) \tag{2.32}
\end{equation*}
$$

Indeed, let $t \geq 0$ be fixed and set $\psi(s)=\mathrm{e}^{-2 c s} P_{s}\left(\left|\nabla P_{t-s} f\right|^{2}\right)$ for every $0 \leq s \leq t$. By (2.31),

$$
\begin{aligned}
\psi^{\prime}(s)=2 \mathrm{e}^{-2 c s} & {\left[-\mathrm{c} P_{s}\left(\left|\nabla P_{t-s} f\right|^{2}\right)\right.} \\
& \left.+P_{s}\left(\frac{1}{2} \Delta\left(\left|\nabla P_{t-s} f\right|^{2}\right)-\nabla P_{t-s} f \cdot \nabla\left(\Delta P_{t-s} f\right)\right)\right]
\end{aligned}
$$

Hence, by (2.30) applied to $P_{t-s} f$ for every $s, \psi$ is non-decreasing and (2.32) follows.
Now, let $F$ be a mean zero 1-Lipschitz function on $(X, g)$ and let $\lambda \geq 0$. We may and do assume that $F$ is smooth enough for what follows. In particular $|\nabla F| \leq 1$ almost everywhere. Set $\Psi(t)=\int \mathrm{e}^{\lambda P_{t} F} d \mu, t \geq 0$. Since $\Psi(\infty)=1$ and since, by (2.32),

$$
\left|\nabla P_{t} F\right|^{2} \leq \mathrm{e}^{-2 c t}
$$

we can write for every $t \geq 0$,

$$
\begin{aligned}
\Psi(t) & =1-\int_{t}^{\infty} \Psi^{\prime}(s) d s \\
& =1-\lambda \int_{t}^{\infty}\left(\int \Delta\left(P_{s} F\right) \mathrm{e}^{\lambda P_{s} F} d \mu\right) d s \\
& =1+\lambda^{2} \int_{t}^{\infty}\left(\int\left|\nabla P_{s} F\right|^{2} \mathrm{e}^{\lambda P_{s} F} d \mu\right) d s \\
& \leq 1+\lambda^{2} \int_{t}^{\infty} \mathrm{e}^{-2 c s} \Psi(s) d s
\end{aligned}
$$

where we used integration by parts in the space variable. By Gronwall's lemma,

$$
\Psi(0)=\int \mathrm{e}^{\lambda F} d \mu \leq \mathrm{e}^{\lambda^{2} / 2 c}
$$

which is (2.28), at least for a smooth function $F$. The general case follows from a standard regularization procedure. The proof is complete.

The principle of proof of Proposition 2.17 applies similarly to further examples of analytic interest, which include the concentration result of Theorem 2.7 and provide an alternative description of the conclusion of Theorem 2.15, which was based on the Brunn-Minkowski approach. We only outline the argument. Consider indeed, a Borel probability measure $\mu$ on $\mathbb{R}^{n}$, with density $\mathrm{e}^{-U}$ with respect to Lebesgue measure, where $U$ is a smooth function on $\mathbb{R}^{n}$. On $U$ we adopt some convexity assumption that corresponds to the Ricci curvature lower bound in a Riemannian context. Suppose indeed that, as in Theorem 2.7, for some c>0, Hess $U(x) \geq$ cId uniformly in $x \in \mathbb{R}^{n}$. A typical example is the Gaussian density $U(x)=|x|^{2} / 2$ (up to the normalization factor) for which $\mathrm{c}=1$. Consider then the second order differential operator $\mathrm{L}=\Delta-\nabla U \cdot \nabla$ on $\mathbb{R}^{n}$ with invariant and symmetric measure $\mu$. Integration by parts for $L$ reads as

$$
\begin{equation*}
\int f(-\mathrm{L} g) d \mu=\int \nabla f \cdot \nabla g d \mu \tag{2.33}
\end{equation*}
$$

for smooth $f, g$. It is then a mere exercise to check the analogues of Bochner's formula (2.29) and of (2.30), namely

$$
\frac{1}{2} \mathrm{~L}\left(|\nabla f|^{2}\right)-\nabla f \cdot \nabla(\mathrm{~L} f)=\|\operatorname{Hess} f\|_{2}^{2}+\operatorname{Hess}(U)(\nabla f, \nabla f)
$$

and, by the convexity assumption on $U$,

$$
\begin{equation*}
\frac{1}{2} \mathrm{~L}\left(|\nabla f|^{2}\right)-\nabla f \cdot \nabla(\mathrm{~L} f) \geq \mathrm{c}|\nabla f|^{2} \tag{2.34}
\end{equation*}
$$

Following then the standard Hille-Yoshida theory of self-adjoint operators [Yo], we may consider, under mild growth conditions on $U$, the invariant and time reversible semigroup $\left(P_{t}\right)_{t \geq 0}$ with infinitesimal generator $L$ (cf. also [Du-S], [Fr], [F-O-T], [Davie1], [Roy], etc., and below for a probabilistic outline). Therefore, in particular, $\frac{\partial P_{t} f}{\partial t}=\mathrm{L} P_{t} f$. Strict convexity of $U$ easily enters this framework. For example, in the case of the canonical Gaussian measure $\gamma$ on $\mathbb{R}^{n}, \mathrm{~L} f(x)=\Delta f(x)-x \cdot \nabla f(x)$, $x \in \mathbb{R}^{n}$, for $f$ smooth enough, and the semigroup $\left(P_{t}\right)_{t \geq 0}$ with generator L admits the integral representation

$$
P_{t} f(x)=\int_{\mathbb{R}^{n}} f\left(\mathrm{e}^{-t} x+\left(1-\mathrm{e}^{-2 t}\right)^{1 / 2} y\right) d \gamma(y), \quad x \in \mathbb{R}^{n}, t \geq 0
$$

Now (2.34) may be used exactly in the same way to show the corresponding commutation inequality (2.32) for $\left(P_{t}\right)_{t>0}$. The same proof as the one of Proposition 2.17 thus leads to the following result.

Proposition 2.18. Let $d \mu=\mathrm{e}^{-U} d x$ be a probability measure on the Borel sets of $\mathbb{R}^{n}$ such that, for some $c>0$, Hess $U(x) \geq c$ Id uniformly in $x \in \mathbb{R}^{n}$. Then, for every bounded 1-Lipschitz function $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and every $r \geq 0$,

$$
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \mathrm{e}^{-c r^{2} / 2}
$$

Together with Proposition 1.7, we thus find again the concentration properties of $\mu$ derived from isoperimetry in Theorem 2.7 or from Brunn-Minskowski inequalities in Theorem 2.15.

As a consequence, if $\gamma$ is the canonical Gaussian measure on $\mathbb{R}^{n}$ with density $(2 \pi)^{-n / 2} \mathrm{e}^{-|x|^{2} / 2}$ with respect to Lebesgue measure, for every 1-Lipschitz function $F$ on $\mathbb{R}^{n}$ and every $r \geq 0$,

$$
\begin{equation*}
\gamma\left(\left\{F \geq \int F d \gamma+r\right\}\right) \leq \mathrm{e}^{-r^{2} / 2}, \quad r \geq 0 \tag{2.35}
\end{equation*}
$$

This inequality must be compared with the corresponding inequality for the median in (2.10). It extends similarly the case of linear functionals.

An alternative proof of (2.35) may be provided by a beautiful simple argument using Brownian integration. For every smooth function $f$ on $\mathbb{R}^{n}$, write

$$
\begin{equation*}
f(W(1))-\mathbb{E} f(W(1))=\int_{0}^{1} \nabla P_{1-t} f(W(t)) \cdot d W(t) \tag{2.35}
\end{equation*}
$$

where $(W(t))_{t \geq 0}$ is Brownian motion on $\mathbb{R}^{n}$ starting at the origin defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and where $\left(P_{t}\right)_{t \geq 0}$ denotes its associated semigroup (the heat semigroup), with the probabilistic normalization (that is, with generator $\frac{1}{2} \Delta$ ). Note then that the above stochastic integral has the same distribution as $\beta(T)$ where $(\beta(t))_{t \geq 0}$ is a one-dimensional Brownian motion and where

$$
T=\int_{0}^{1}\left|\nabla P_{1-t} f(W(t))\right|^{2} d t
$$

Therefore, for every 1-Lipschitz function $F, T \leq 1$ almost surely so that, for all $r \geq 0$,

$$
\begin{aligned}
\mathbb{P}(\{F(W(1))-\mathbb{E} F(W(1)) \geq r\}) & \leq \mathbb{P}\left(\left\{\max _{0 \leq t \leq 1} \beta(t) \geq r\right\}\right) \\
& =2 \int_{r}^{\infty} \mathrm{e}^{-x^{2} / 2} \frac{d x}{\sqrt{2 \pi}} \\
& \leq \mathrm{e}^{-r^{2} / 2}
\end{aligned}
$$

Since $W(1)$ has distribution $\gamma$, this is thus simply (2.35).
As time of Brownian motion changes, continuous martingales satisfy similarly sharp deviation inequalities. Assume for simplicity that $M=\left(M_{t}\right)_{0 \leq t \leq 1}$ is a realvalued continuous martingale on some filtered probability space $\left(\Omega, \mathcal{F}, \mathcal{F}_{t}, \mathbb{P}\right)$ satisfying the usual conditions (cf. [R-Y]). Denote by $\left(\langle M, M\rangle_{t}\right)_{0 \leq t \leq 1}$ its quadratic increasing process and assume that $\langle M\rangle_{1} \leq D^{2}$ almost surely. Then, for every $r \geq 0$,

$$
\begin{aligned}
\mathbb{P}\left(\left\{M_{1} \geq \mathbb{E}\left(M_{1}\right)+r\right\}\right) & \leq \mathbb{P}\left(\left\{\max _{0 \leq t \leq\langle M, M\rangle_{1}} \beta(t) \geq r\right\}\right) \\
& \leq \mathbb{P}\left(\left\{\max _{0 \leq t \leq D^{2}} \beta(t) \geq r\right\}\right)
\end{aligned}
$$

so that

$$
\begin{equation*}
\mathbb{P}\left(\left\{M_{1} \geq \mathbb{E}\left(M_{1}\right)+r\right\}\right) \leq \mathrm{e}^{-r^{2} / 2 D^{2}} \tag{2.37}
\end{equation*}
$$

Alternatively, and assuming that $M_{0}=0$ for simplicity,

$$
\mathrm{e}^{\lambda M_{t}-\frac{\lambda^{2}}{2}\langle M, M\rangle_{t}}, \quad \lambda \in \mathbb{R}, t \geq 0
$$

is a martingale with expectation 1 . Hence, for any $\lambda, r \geq 0$,

$$
\begin{aligned}
\mathbb{P}\left(\left\{M_{1} \geq r\right\}\right) & \leq \mathbb{P}\left(\left\{\lambda M_{1}-\frac{\lambda^{2}}{2}\langle M, M\rangle_{1} \geq \lambda r-\frac{\lambda^{2}}{2} D^{2}\right\}\right) \\
& \leq \mathrm{e}^{-\lambda r+\lambda^{2} D^{2} / 2}
\end{aligned}
$$

from which we recover (2.37) by optimizing in $\lambda$.
Related to the representation formula (2.36), a somewhat analogous method may be developed in the setting of general Markov processes under the technique of forward and backward martingales. For simplicity, suppose that $\left(\xi_{t}\right)_{t \geq 0}$ is a strong Markov process on some probability space with continuous paths taking its values in a locally compact space $X$ with countable base, that it is time homogeneous, and that for each $x \in X$, there is a probability measure $\mathbb{P}^{x}$ on $\Omega=C([0, \infty), X)$ corresponding to the law of $\xi$ conditioned to start with $\xi_{0}=x$. More generally,
let $\mathbb{P}^{\mu}$ be the law of $\xi$ where the law of $\xi_{0}$ is a Radon measure $\mu$. Such a process induces a Markov semigroup $\left(P_{t}\right)_{t \geq 0}$ on bounded Borel functions defined by

$$
P_{t} f(x)=\mathbb{E}\left(f\left(\xi_{t}\right) \mid \xi_{0}=x\right)=\mathbb{E}^{x}\left(f\left(\xi_{t}\right)\right), \quad t \geq 0, x \in X
$$

Because of the Markov property, $P_{s} P_{t}=P_{s+t}$.
Suppose for regularity purposes that $P_{t}: C_{b}(X) \rightarrow C_{b}(X)$. If $\left(P_{t}\right)_{t>0}$ has stationary (not necessarily finite) measure $\mu$ (that is, $\mathbb{P}^{\mu}\left(\left\{X_{t} \in A\right\}\right)=\mu(A)$ for all $t$ or equivalently $\left.\int P_{t} f d \mu=\int f d \mu\right)$, then $P_{t} \operatorname{maps} L^{p}(\mu)$ into itself for every $1 \leq p \leq \infty$. We can thus express $P_{t}=\mathrm{e}^{t \mathrm{~L}}$, where L is a uniquely defined closed (unbounded) operator from $\mathrm{L}^{p} \rightarrow \mathrm{~L}^{p}$ as well as from $C_{b}(X) \rightarrow C_{b}(X)$ known as the infinitesimal generator of $\xi$ (cf. [Yo], [S-V], [I-W], [F-O-T]).

Now let $f \in \mathcal{D}(\mathrm{~L}) \cap C_{b}(X)$ where $\mathcal{D}(\mathrm{L})$ is the domain of L . Itô's formula of martingale characterization expresses that

$$
\begin{equation*}
f\left(\xi_{t}\right)-f\left(\xi_{0}\right)=M_{t}+\int_{0}^{t} \mathrm{~L} f\left(\xi_{s}\right) d s \tag{2.38}
\end{equation*}
$$

where $M_{t}=M_{t}^{f, \xi}$ is a $\mathbb{P}^{\mu}$-continuous local martingale whenever $L f$ is in $L^{1}(\mu)$ and a $\mathbb{P}^{x}$-local martingale for any $f$ satisfying $\mathrm{L} f \in C_{b}(X)$. In concrete situations, the operator $L$ is frequently the closure of a second order elliptic operator. This is the situation we encountered above with the Laplace-Beltrami operator on a manifold $(X, g)$. In these geometric cases, one can usually identify the quadratic variation process $\langle M, M\rangle_{t}$ of $M$ as

$$
\langle M, M\rangle_{t}=\int_{0}^{t}\left|\nabla f\left(\xi_{s}\right)\right|^{2} d s
$$

When the operator $L$ is selfadjoint, the adjoint semigroup is the same as the original one. This analytic remark has stochastic counterparts. The processes $\xi_{1-t}$ and $\xi_{t}$ are identical in law when started with initial distribution $\mu$. We say that the process is reversible with respect to $\mu$. In particular, $M_{t}^{f, \xi_{1-t}}=\widetilde{M}_{t}$ is also a martingale (in the filtration $\mathcal{F}_{t}=\sigma\left(\xi_{1-s}, s<t\right)$ ). So, by (2.38),

$$
f\left(\xi_{t}\right)=f\left(\xi_{0}\right)+M_{t}+\int_{0}^{t} \mathrm{~L} f\left(\xi_{s}\right) d s
$$

and

$$
f\left(\xi_{t}\right)=f\left(\xi_{1}\right)+\widetilde{M}_{t}+\int_{0}^{1-t} \mathrm{~L} f\left(\xi_{1-s}\right) d s
$$

Taking the two expressions together,

$$
2 f\left(\xi_{t}\right)=\left(f\left(\xi_{0}\right)+f\left(\xi_{1}\right)\right)+\left(M_{t}+\widetilde{M}_{1-t}\right)+\int_{0}^{1} \mathrm{~L} f\left(\xi_{s}\right) d s
$$

and thus

$$
d f\left(\xi_{t}\right)=\frac{1}{2}\left(d M_{t}+d \widetilde{M}_{1-t}\right)
$$

Here the nost useful form is

$$
f\left(\xi_{1}\right)-f\left(\xi_{0}\right)=M_{1}-\widetilde{M}_{1}
$$

where $M$ and $\widetilde{M}$ are both martingales with

$$
d\langle M, M\rangle_{t}=d\langle\widetilde{M}, \widetilde{M}\rangle_{1-t}=\left|\nabla f\left(\xi_{t}\right)\right|^{2} d t
$$

It then follows from (2.37) that whenever $F$ is 1-Lipschitz, for every $r \geq 0$,

$$
\mathbb{P}^{\mu}\left(\left\{\left|F\left(\xi_{1}\right)-F\left(\xi_{0}\right)\right| \geq r\right\}\right) \leq 2 \mathrm{e}^{-r^{2} / 8}
$$

To make use of this result, taking, for example, $F$ to be the distance function to some fixed set $A$ shows that

$$
\mathbb{P}^{\mu}\left(\left\{\xi_{0} \in A, d\left(\xi_{1}, A\right) \geq r\right\}\right) \leq 2 \mathrm{e}^{-r^{2} / 8}
$$

for every $r \geq 0$. While such a bound does not require any geometric assumptions on curvature as in previous analogous results, its application is conditioned by the initial information $\xi_{0} \in A$ that is handled by geometric arguments involving volume of balls and curvature. Further applications in probability and potential theory are discussed in [L-Z], [Tak], [Ly].

## Notes and Remarks

The isoperimetric inequality on the sphere goes back to P. Lévy [Lé] and E. Schmidt [Schmi]. A short self-contained proof is presented in the appendix of [F-L-M]. An alternative method relying on two-point symmetrization is used in [B-T] and presented in [Beny], [Sche5]. Isoperimetric inequalities are discussed in [B-Z], [Os], etc. Lévy's original idea [Lé] was extended by M. Gromov [Grom1] (see [M-S], [Grom2], [G-H-L]) as a comparison theorem for Riemannian manifolds with a strictly positive lower bound on the Ricci curvature (Theorem 2.4). Further geometric applications of Theorem 2.4 are discussed in [Grom2]. Concentration for Grassmann and Stiefel manifolds, orthogonal groups, and first spectrum applications go back to the pioneering works [Mi1], [Mi3] by V. Milman. The Gaussian isoperimetric inequality (Theorem 2.6) is due independently to C. Borell [Bor2] and V. N. Sudakov and B. Tsirel'son [S-T] as limiting spherical isoperimetry. An intrinsic proof using Gaussian symmetrization is due to A. Ehrhard [Eh] while S. Bobkov gave in [Bob4] a functional argument based on a two-point inequality and the central limit theorem. The paper [Bor2] develops the infinite dimensional aspects of the Gaussian isoperimetric inequality (see [Li], [Bog], and for applications, [Le3]). Theorem 2.7 is established in a more general context in [Ba-L] via the functional formulation of [Bob4] (see also [Bob3]) with the semigroup tools of Section 2.3. This result may also be proved more simply by the localization lemma of L. Lovász and M. Simonovits [L-S] as developed in [K-L-S] and explained in [Grom2] (using the separation ideas of [Gr-M2]). See also [Ale]. Proposition 2.8 was observed in [I-S-T] and [Pis1] and Proposition 2.10 in [M-S] (see also [Grom2]). Theorem 2.11 is a direct consequence of the solution of the isoperimetric problem on the discrete cube by L. H. Harper [Ha] (for a simple proof see [F-F] and for a far reaching generalization [W-W]).

Historical aspects of the Brunn-Minkowski theorem are discussed in [DG]. To its functional version, the names of R. Henstock and A. MacBeath, A. Prékopa, L. Leindler, H. Brascamp and E. Lieb, C. Borell, etc. should be associated. Pertinence of Brunn-Minkowski inequalities to measure concentration has a long run (see [M-S]). Proposition 2.14 is due to C. Borell [Bor1]. Improved (and optimal) estimates are obtained in [L-S] by means of the localization method for the uniform distribution on the Euclidean ball and extended in [Gu] to all log-concave measures. Inequality (2.21) is fruitful in the analysis of high dimensional convex sets and was extended to multilinear functions in [Bou] (see also [Bob7]). Recent developments on levels of concentration with respect to a given class of functions with new geometric applications to concentration of random sets in $\mathbb{R}^{n}$ with respect to linear functions are initiated in [Gi-M2] (see also [Mi7]). For a recent application of concentration to the central limit theorem for convex bodies, see [A-B-P]. Inequality (2.22) is part of the Khintchine-Kahane inequalities [Ka] and will be investigated more precisely in Section 7.1.

Cheeger type isoperimetric inequalities for log-concave measures are studied in [Bob5]. The proof of Theorem 2.15 is essentially due to B. Maurey [Mau2] (see also [Schmu1], [B-G], [Bo-L3]). Extensions of the functional Brunn-Minkowski theorem to Riemannian manifolds were described recently in [CE-MC-S] and may be used to recover the concentration results of Theorem 2.4. Theorem 2.16 is due to M. Gromov and V. Milman [Gr-M2], the simple proof taken from [AR-B-V]. See also [Schmu1], [Bo-L3]. More on concentration in $\mathrm{L}^{p}$-spaces may be found in [Sche3], [Sche5], [S-Z1], [S-S1] (see also Chapter 4).

The semigroup arguments of Section 2.3 were developed originally for logarithmic Sobolev inequalities by D. Bakry and M. Emery [B-E] (see [Bak1], [Bak2]) and their adaptation to concentration inequalities was noticed in [Le1]. Propositions 2.17 and 2.18 are taken from [Le1] (see also [Le5]). General diffusions and Lipschitz functions with respect to the carré du champ operator are treated similarly [Bak1], [Le6]. The discrete analogue for non-local generators on graphs is studied in [Schmu3] by appropriate notion of curvature of a graph (with illustrations).

Further semigroup arguments relying on logarithmic Sobolev inequalities and covariance identities are developed in the same spirit in Chapter 5.

The Brownian proof of (2.35) is due to I. Ibragimov, B. Tsirel'son and V. Sudakov [I-T-S], and was unfortunately ignored for a long time. The representation formula (2.36) is a particular form of the important Clark-Ocone formula in stochastic analysis [Mal], [ Nu ] (and may be used to produce concentration inequalities on more general path spaces).

The so-called forward and backward martingale method was put forward in the paper [L-Z], and further developed by M. Takeda [Tak]. The exposition here is taken from the notes [Ly] by T. Lyons to which we refer for applications to geometric potential theory.

## 3. CONCENTRATION AND GEOMETRY

In this chapter, we discuss the concept of Lévy families and its geometric counterparts motivated by the examples presented in the preceding chapter. Following the sphere example, the Lévy families describe asymptotic concentration as the dimension goes to infinity. In the first section, we describe how spectral properties entail exponential concentration, both in continuous and discrete settings. Applications to spectral and diameter bounds are the topic of Section 3.2. In particular, with the tool of concentration, we recover Cheng's upper bound on the diameter of a Riemannian manifold with non-negative Ricci curvature. We then present and study the Lévy families. Topological applications to fixed point theorems emphasized by M. Gromov and V. Milman are further motivation for this geometric investigation. The last application is the historical starting point of the development of the concentration of measure phenomenon. V. Milman [Mi3] indeed used concentration on high dimensional spheres in the early 1970's to produce an inspiring proof of Dvoretzky's theorem about almost spherical sections of convex bodies. We present this proof below with the help of Gaussian rather than spherical concentration as put forward in [Pis2].

### 3.1 Spectrum and concentration

In this section, we show how spectral properties may yield concentration properties. Assume we are given a smooth compact Riemannian manifold $X$ with Riemannian metric $g$. Denote by $V$ the total volume of $X$ and by $d \mu=\frac{d v}{V}$ the normalized Riemannian volume element on ( $X, g$ ). In Chapter 2, we described normal concentration properties of $\mu$ under the rather stringent assumption that the Ricci curvatures of ( $X, g$ ) are strictly positive. In this section, we bound the concentration function $\alpha_{(X, g, \mu)}$ by the spectrum of the Laplace operator $\Delta$ on $(X, g)$. More precisely, denote by $\lambda_{1}=\lambda_{1}(X)>0$ the first non-trivial eigenvalue of $\Delta$. It is well known (cf. [Cha1], [G-H-L]) that $\lambda_{1}$ is characterized by the variational inequality

$$
\begin{equation*}
\lambda_{1} \operatorname{Var}_{\mu}(f) \leq \int f(-\Delta f) d \mu=\int|\nabla f|^{2} d \mu \tag{3.1}
\end{equation*}
$$

for all smooth real-valued $f$ 's on $(X, g)$ where

$$
\operatorname{Var}_{\mu}(f)=\int f^{2} d \mu-\left(\int f d \mu\right)^{2}
$$

is the variance of $f$ with respect to $\mu$ and where $|\nabla f|$ is the Riemannian length of the gradient of $f$. The historical such inequality (3.1) is the so-called Poincaré
inequality on the circle (with $\lambda_{1}=1$ ), which is established by comparing, for a mean zero function $f$, the $\mathrm{L}^{2}$-norms of $f$ and $f^{\prime}$ along the trigonometric basis.

Theorem 3.1. Let $(X, g)$ be a compact Riemannian manifold with normalized Riemannian measure $\mu$. Then, $(X, d, \mu)$ has exponential concentration

$$
\alpha_{(X, g, \mu)}(r) \leq \mathrm{e}^{-r \sqrt{\lambda_{1}} / 3}, \quad r>0
$$

where $\lambda_{1}>0$ is the first non-trivial eigenvalue of the Laplace operator $\Delta$ on $(X, g)$.
Proof. Let $A$ and $B$ be (open) subsets of $X$ such that $d(A, B)=\varepsilon>0$. Set $\mu(A)=a, \mu(B)=b$. Consider the function $f$ given by

$$
f(x)=\frac{1}{a}-\frac{1}{\varepsilon}\left(\frac{1}{a}+\frac{1}{b}\right) \min (d(x, A), \varepsilon), \quad x \in X
$$

(so that $f=1 / a$ on $A$ and $f=1 / b$ on $B$ ). By a simple regularization argument, we may apply (3.1) to this $f$. We need then simply evaluate appropriately the various terms of this inequality. Clearly, $f$ is Lipschitz, $\nabla f=0$ on $A \cup B$ and

$$
|\nabla f| \leq \frac{1}{\varepsilon}\left(\frac{1}{a}+\frac{1}{b}\right)
$$

almost everywhere. Therefore

$$
\int|\nabla f|^{2} d \mu \leq \frac{1}{\varepsilon^{2}}\left(\frac{1}{a}+\frac{1}{b}\right)^{2}(1-a-b)
$$

On the other hand,

$$
\begin{aligned}
\operatorname{Var}_{\mu}(f) & =\int\left(f-\int f d \mu\right)^{2} d \mu \\
& \geq \int_{A}\left(f-\int f d \mu\right)^{2} d \mu+\int_{B}\left(f-\int f d \mu\right)^{2} d \mu \\
& \geq \frac{1}{a}+\frac{1}{b}
\end{aligned}
$$

It thus follows from (3.1) that

$$
\lambda_{1} \varepsilon^{2} \leq\left(\frac{1}{a}+\frac{1}{b}\right)(1-a-b) \leq \frac{1-a-b}{a b}
$$

so that

$$
b \leq \frac{1-a}{1+\lambda_{1} \varepsilon^{2} a} \leq \frac{1}{1+\lambda_{1} \varepsilon^{2} a}
$$

Choosing for $A$ the complement of $B_{\varepsilon}$ and assuming that $\mu\left(B_{\varepsilon}\right)=1-a \leq \frac{1}{2}$ shows that

$$
\mu\left(B_{\varepsilon}\right) \geq\left(1+\frac{\lambda_{1} \varepsilon^{2}}{2}\right) \mu(B)
$$

In other words, the expansion coefficient of $\mu$ on $(X, g)$ satisfies

$$
\operatorname{Exp}_{\mu}(\varepsilon) \geq 1+\frac{\lambda_{1} \varepsilon^{2}}{2}>1
$$

Set then $\varepsilon>0$ so that $\lambda_{1} \varepsilon^{2}=2$ and the conclusion follows from Proposition 1.13. The numerical constant 3 is not sharp at all.

The proof of Theorem 3.1 is complete.
On the standard $n$-sphere $\mathbb{S}^{n}, \lambda_{1}=n$ [Cha1] so that Theorem 3.1 yields a weaker concentration than Theorem 2.3. By Lichnerowicz's lower bound $\lambda_{1} \geq \frac{n c(X)}{n-1}$ ([G-H-L], [Cha2]) on a compact Riemannian manifold ( $X, g$ ) with dimension $n$ and strictly positive lower bound $\mathrm{c}(X)$ on its Ricci curvature, the same comment applies with respect to Theorem 2.4. However, Theorem 3.1 holds true on any compact manifold.

It is a simple yet non-trivial observation (see Corollary 5.7 below for a proof) that $\lambda_{1}(X \times Y)=\min \left(\lambda_{1}(X), \lambda_{1}(Y)\right)$ for Riemannian manifolds $X$ and $Y$. Theorem 3.1 therefore provides a useful tool to concentration in product spaces. In particular, if $X^{n}$ is the $n$-fold Riemannian product of a compact Riemannian manifold ( $X, g$ ) equipped with the product measure $\mu^{n}$, then

$$
\operatorname{ObsDiam}_{\mu^{n}}\left(X^{n}\right)=O(1)
$$

This is in contrast with the Cartesian product for which we observed in (1.25) that ObsDiam $\mu^{n}\left(X^{n}\right)$ is essentially of the order of $\sqrt{n}$. This observation is the first step towards dimension free measure concentration for $\ell^{2}$-metrics that will be investigated deeply in Chapter 4 and subsequent.

The proof of Theorem 3.1 generalizes to probability measures $\mu$ on a metric space $(X, d)$ that satisfies a Poincaré inequality

$$
\begin{equation*}
\operatorname{Var}_{\mu}(f) \leq C \int|\nabla f|^{2} d \mu \tag{3.2}
\end{equation*}
$$

with respect to some (generalized length of) gradient $|\nabla f|$. One may for example consider, given a locally Lipschitz function $f$ on $(X, d)$, the length of the gradient of $f$ at the point $x \in X$ to be

$$
|\nabla f|(x)=\underset{y \rightarrow x}{\limsup } \frac{|f(x)-f(y)|}{d(x, y)}
$$

Note that if $\mu$ on $(X, d)$ satisfies a Poincaré inequality (3.2) with constant $C$, the pushed forward measure $\mu_{\varphi}$ by a 1-Lipschitz $\operatorname{map} \varphi:(X, d) \rightarrow(Y, \delta)$ also satisfies (3.2) with constant $C$. Eigenfunction expansions and decompositions along orthogonal polynomials are a fruitful source of examples of measures satisfying (3.2) (see for example [Kl], [K-L-O], etc. and the references therein). For example, the Hermite basis of the $L^{2}$-space over the the canonical Gaussian measure $\gamma$ on $\mathbb{R}^{n}$ shows that $\gamma$ satisfies (3.2) with $C=1$. Rather than spectrum, we actually use Poincaré inequalities towards concentration through the energy $\int|\nabla f|^{2} d \mu$. The next statement is an immediate adaptation of Theorem 3.1.

Corollary 3.2. Assume that $\mu$ is a probability measure on the Borel sets of a metric space $(X, d)$ such that for some $C>0$ and all locally Lipschitz real-valued functions $f$ on ( $X, d$ ),

$$
\operatorname{Var}_{\mu}(f) \leq C \int|\nabla f|^{2} d \mu
$$

Then

$$
\alpha_{(X, g, \mu)}(r) \leq \mathrm{e}^{-r / 3 \sqrt{C}}, \quad r>0
$$

Theorem 3.1 has an analogue on graphs to which we turn now. It is convenient to deal with finite state Markov chains.

Let $X$ be a finite or countable set. Let $\Pi(x, y) \geq 0$ satisfy

$$
\sum_{y \in X} \Pi(x, y)=1
$$

for every $x \in X$. Assume furthermore that there is a symmetric invariant probability measure $\mu$ on $X$, that is, $\Pi(x, y) \mu(\{x\})$ is symmetric in $x$ and $y$, and $\sum_{x} \Pi(x, y) \mu(\{x\})=\mu(\{y\})$ for every $y \in X$. In other words, $(\Pi, \mu)$ is a reversible Markov chain. Define

$$
\mathcal{Q}(f, f)=\frac{1}{2} \sum_{x, y \in X}[f(x)-f(y)]^{2} \Pi(x, y) \mu(\{x\})
$$

We may speak of the spectral gap, or rather the Poincaré constant, of the chain $(\Pi, \mu)$ as the largest $\lambda_{1}>0$ such that for all $f$ 's,

$$
\begin{equation*}
\lambda_{1} \operatorname{Var}_{\mu}(f) \leq \mathcal{Q}(f, f) \tag{3.3}
\end{equation*}
$$

Set also

$$
\left\|\|f\|_{\infty}^{2}=\frac{1}{2} \sup _{x \in X} \sum_{y \in X}|f(x)-f(y)|^{2} \Pi(x, y)\right.
$$

The triple norm $\|\|\cdot\|\|_{\infty}$ may be thought of as a discrete version of the Lipschitz norm in the continuous setting. Although it may not be well adapted to all discrete structures, it behaves similarly for what concerns spectrum and exponential concentration. Theorem 3.3 below is the analogue of Theorem 3.1 in this discrete setting. We however adopt a different strategy of proof best adapted to this case. The argument may be applied similarly to yield alternative proofs of both Theorem 3.1 and Corollary 3.2.

Theorem 3.3. Let $(\Pi, \mu)$ be a reversible Markov chain on $X$, as before, with a spectral gap $\lambda_{1}>0$. Then, whenever $\||F|\|_{\infty} \leq 1, F$ is integrable with respect to $\mu$ and for every $r \geq 0$,

$$
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq 3 \mathrm{e}^{-r \sqrt{\lambda_{1}} / 2} .
$$

Proof. Let $F$ be a bounded mean zero function on $X$ with $\||F|\| \|_{\infty} \leq 1$. Set $\Lambda(\lambda)=\int \mathrm{e}^{\lambda F} d \mu, \lambda \geq 0$. We apply the Poincaré inequality to $\mathrm{e}^{\lambda F / 2}$. The main observation is that

$$
\begin{equation*}
\mathcal{Q}\left(\mathrm{e}^{\lambda F / 2}, \mathrm{e}^{\lambda F / 2}\right) \leq\|F\|_{\infty}^{2} \int \mathrm{e}^{\lambda F} d \mu \tag{3.4}
\end{equation*}
$$

Indced, for $\lambda \geq 0$, by symmetry,

$$
\begin{aligned}
\mathcal{Q}\left(\mathrm{e}^{\lambda F / 2}, \mathrm{e}^{\lambda F / 2}\right) & =\frac{1}{2} \sum_{x, y \in X}\left[\mathrm{e}^{\lambda F(x) / 2}-\mathrm{e}^{\lambda F(y) / 2}\right]^{2} \Pi(x, y) \mu(\{x\}) \\
& =\sum_{F(y)<F(x)}\left[\mathrm{e}^{\lambda F(x) / 2}-\mathrm{e}^{\lambda F(y) / 2}\right]^{2} \Pi(x, y) \mu(\{x\}) \\
& \leq \frac{\lambda^{2}}{2} \sum_{x, y \in X}[F(x)-F(y)]^{2} \mathrm{e}^{\lambda F(x)} \Pi(x, y) \mu(\{x\})
\end{aligned}
$$

from which (3.4) follows by definition of $\left|\left||F| \|_{\infty}\right.\right.$. Therefore,

$$
\Lambda(\lambda)-\Lambda\left(\frac{\lambda}{2}\right)^{2} \leq \frac{\lambda^{2}}{\lambda_{1}} \Lambda(\lambda)
$$

that is, for every $\lambda<\sqrt{\lambda_{1}}$,

$$
\Lambda(\lambda) \leq \frac{1}{1-\lambda^{2} / \lambda_{1}} \Lambda\left(\frac{\lambda}{2}\right)^{2}
$$

Applying the same inequality for $\lambda / 2$ and iterating, yields, after $n$ steps,

$$
\Lambda(\lambda) \leq \prod_{k=0}^{n-1}\left(\frac{1}{1-\lambda^{2} / 4^{k} \lambda_{1}}\right)^{2^{k}} \Lambda\left(\frac{\lambda}{2^{n}}\right)^{2^{n}}
$$

Since $\Lambda(\lambda)=1+o(\lambda)$, we have that $\Lambda\left(\lambda / 2^{n}\right)^{2^{n}} \rightarrow 1$ as $n \rightarrow 0$. Therefore,

$$
\Lambda(\lambda) \leq \prod_{k=0}^{\infty}\left(\frac{1}{1-\lambda^{2} / 4^{k} \lambda_{1}}\right)^{2^{k}}
$$

where the product converges whenever $\lambda<\sqrt{\lambda_{1}}$. The proof of the proposition is easily completed. Indeed, setting for example $\lambda=\frac{1}{2} \sqrt{\lambda_{1}}$ yields that

$$
\Lambda\left(\frac{\sqrt{\lambda_{1}}}{2}\right)=\int \mathrm{e}^{\sqrt{\lambda_{1}} F / 2} d \mu \leq 3
$$

By Chebyshev's inequality

$$
\mu(\{F \geq r\}) \leq 3 \mathrm{e}^{-r \sqrt{\lambda_{1}} / 2}
$$

for every $r \geq 0$. As in Proposition 1.7, the result is easily extended to arbitrary $F$ with $\||F|\|_{\infty} \leq 1$ which completes the proof.

We may define a distance on $X$ associated with $\left|||\cdot|| \|_{\infty}\right.$ as

$$
d(x, y)=\sup _{\|f\|_{\infty} \leq 1}[f(x)-f(y)], \quad x, y \in X
$$

Then, together with Proposition 1.7, Theorem 3.3 indicates that

$$
\begin{equation*}
\alpha_{(X . d, \mu)}(r) \leq 3 \mathrm{e}^{-r \sqrt{\lambda_{1}} / 4}, \quad r>0 \tag{3.5}
\end{equation*}
$$

The distance most often used is however not $d$ but the combinatorial distance $d_{c}$ associated with the graph with vertex-set $X$ and edge-set $\{(x, y): \Pi(x, y)>0\}$. This distance can be defined as the minimum number of edges one has to cross to go from $x$ to $y$. Equivalently,

$$
d_{c}(x, y)=\sup _{\|\nabla f\|_{\infty} \leq 1}[f(x)-f(y)]
$$

where

$$
\|\nabla f\|_{\infty}=\sup \{|f(x)-f(y)| ; \Pi(x, y)>0\} .
$$

Now since $\sum_{y} \Pi(x, y)=1$,

$$
\left\|\|f\|_{\infty}^{2} \leq \frac{1}{2}\right\| \nabla f \|_{\infty}^{2}
$$

In particular, $d_{c} \leq d / \sqrt{2}$ and thus (3.5) also holds for $d_{c}$.
As an example, let $X=(V, \mathcal{E})$ be a finite connected oriented graph with symmetric set of vertices $V$ and set of edges $\mathcal{E}$. Equip $V$ with the normalized uniform measure and the combinatorial metric $d_{c}$. We may consider $\Pi(x, y)=\frac{1}{k(x)}$ whenever $x$ and $y$ are adjacent in $V$, and 0 otherwise, where $k(x)$ is the number of neighbors of $x$. Consider the quadratic form

$$
\widetilde{\mathcal{Q}}(f, f)=\sum_{x \sim y}[f(x)-f(y)]^{2}
$$

where the sum runs over all neighbors $x \sim y$ in $X$. Since $X$ is connected, $\widetilde{\mathcal{Q}}(f, f) \geq 0$ for all $f$ 's and is zero whenever $f$ is constant. Let $\lambda_{1}>0$ be the first non-trivial eigenvalue of $\widetilde{\mathcal{Q}}$, that is, of the Laplace operator on $X$. As a consequence of Theorem 3.3, we have the following result.

Corollary 3.4. Let $k_{0}=\max \{k(x) ; x \in V\}<\infty$. Then

$$
\alpha_{\left(X, d_{c}, \mu\right)}(r) \leq 3 \mathrm{e}^{-r \sqrt{\lambda_{1} / 16 k_{0}}}, \quad r>0
$$

The most important examples of applications of the preceding corollary are the Cayley graphs. Recall that if $V$ is a finite group and $S \subset V$ a symmetric set of generators of $V$, we may join $x$ and $y$ in $V$ by an edge if $x=s^{-1} y$ for some $s \in S$. The path distance on $X=(V, \mathcal{E})$ is the word distance in $V$ induced by $S$ and $k_{0}=\operatorname{Card}(S)$.

Spectral and Poincaré inequalities have an $L^{1}$ counterpart related to Cheeger's isoperimetric constant that describes the correspondence between the previous concentration results and the isoperimetric approach of Proposition 2.12. If for example ( $X, g$ ) is a compact Riemannian manifold with normalized Riemannian measure $\mu$, denote by $h>0$ the best constant such that

$$
\begin{equation*}
h \int\left|f-\int f d \mu\right| d \mu \leq \int|\nabla f| d \mu \tag{3.6}
\end{equation*}
$$

for all smooth functions $f$ on ( $X, g$ ). Cheeger's inequality [Chee] indicates that

$$
\begin{equation*}
\lambda_{1} \geq \frac{h^{2}}{4} . \tag{3.7}
\end{equation*}
$$

Applying actually (3.6) to characteristic functions of sets amounts to

$$
\mu^{+}(A) \geq 2 h \mu(A)(1-\mu(A)),
$$

which is close to the isoperimetric inequality (2.13). By Cheeger's inequality (3.7), Theorem 3.1 thus covers the isoperimetric approach in this case, producing similar exponential concentration under weaker geometric invariants. The same comments are more or less in order on graphs (cf. [Al-M], [Alon], [B-H-T]).

### 3.2 Spectral and diameter bounds

On the basis of the results of Section 3.1, we investigate here some relationships between spectral and diameter bounds.

Assume we are given a smooth complete Riemannian manifold ( $X, g$ ) that is not necessarily compact but with finite volume $V$. We denote as usual by $d \mu=\frac{d v}{V}$ the normalized Riemannian volume element. Denote by $\lambda_{1}=\lambda_{1}(X)$ the first nontrivial eigenvalue of the Laplace operator on $(X, g)$.

If $B(x, r)$ is the (open) ball with center $x$ and radius $r>0$ in $(X, g)$, it follows from Theorem 3.1 applied to the 1-Lipschitz function $d(x, \cdot)$ that $\lambda_{1}=\lambda_{1}(X)=0$ as soon as

$$
\begin{equation*}
\limsup _{r \rightarrow \infty} \frac{1}{r} \log (1-\mu(B(x, r)))=0 \tag{3.8}
\end{equation*}
$$

for some (all) $x$ in $X$. The following is a kind of converse.
Theorem 3.5. Let $(X, g)$ be a smooth complete Riemannian manifold with dimension $n$ and finite volume. Let $\mu$ be the normalized Riemannian volume on $(X, g)$. Assume that the Ricci curvature of $(X, g)$ is bounded below. Then $(X, g)$ is compact as soon as

$$
\liminf _{r \rightarrow \infty} \frac{1}{r} \log (1-\mu(B(x, r)))=-\infty
$$

for some (or all) $x \in X$. In particular $\lambda_{1}>0$ under this condition. Furthermore, if $(X, g)$ has non-negative Ricci curvature and if $D$ is the diameter of $(X, g)$,

$$
\begin{equation*}
D \leq \frac{C_{n}}{\sqrt{\lambda_{1}}} \tag{3.9}
\end{equation*}
$$

where $C_{n}>0$ only depends on the dimension $n$ of $X$.
The upper bound (3.9) goes back to the work of S.-Y. Cheng [Chen] in Riemannian geometry (see also [Cha1]).
Proof. We proceed by contradiction and assume that $X$ is not compact. Choose $B\left(x, r_{0}\right)$ a geodesic ball in ( $X, g$ ) with center $x$ and radius $r_{0}>0$ such that $\mu\left(B\left(x, r_{0}\right)\right) \geq \frac{1}{2}$. By non-compactness (and completeness), for every $r>0$, we
can take $z$ at distance $r_{0}+2 r$ from $x$. In particular, $B\left(x, r_{0}\right) \subset B\left(z, 2\left(r_{0}+r\right)\right)$. By the Riemannian volume comparison theorem [C-E], [Cha2], for every $y \in X$ and $0<s<t$,

$$
\begin{equation*}
\frac{\mu(B(y, t))}{\mu(B(y, s))} \leq\left(\frac{t}{s}\right)^{n} \mathrm{e}^{t \sqrt{(n-1) K}} \tag{3.10}
\end{equation*}
$$

where $-K, K \geq 0$, is a lower bound on the Ricci curvature of $(X, g)$. Therefore,

$$
\begin{aligned}
\mu(B(z, r)) & \geq\left(\frac{r}{2\left(r_{0}+r\right)}\right)^{n} \mathrm{e}^{-2\left(r+r_{0}\right) \sqrt{(n-1) K}} \mu\left(B\left(z, 2\left(r_{0}+r\right)\right)\right) \\
& \geq \frac{1}{2}\left(\frac{r}{2\left(r_{0}+r\right)}\right)^{n} \mathrm{e}^{-2\left(r_{0}+r\right) \sqrt{(n-1) K}}
\end{aligned}
$$

where we used that $\mu\left(B\left(z, 2\left(r_{0}+r\right)\right)\right) \geq \mu\left(B\left(x, r_{0}\right)\right) \geq \frac{1}{2}$. Since $B(z, r)$ is included in the complement of $B\left(x, r_{0}+r\right)$,

$$
\begin{equation*}
1-\mu\left(B\left(x, r+r_{0}\right)\right) \geq \frac{1}{2}\left(\frac{r}{2\left(r_{0}+r\right)}\right)^{n} \mathrm{e}^{-2\left(r_{0}+r\right) \sqrt{(n-1) K}} \tag{3.11}
\end{equation*}
$$

which is impossible as $r \rightarrow \infty$ by the assumption. The first part of the theorem is established.

Thus $(X, g)$ is compact. Denote by $D$ its diameter. Assume that $(X, g)$ has non-negative Ricci curvature. That is, we may take $K=0$ in (3.10). By Theorem 3.1 , for every measurable subset $A$ in $X$ such that $\mu(A) \geq \frac{1}{2}$, and every $r>0$,

$$
\begin{equation*}
1-\mu\left(A_{r}\right) \leq \mathrm{e}^{-\sqrt{\lambda_{1}} r / 3} \tag{3.12}
\end{equation*}
$$

Let $B\left(x, \frac{D}{8}\right)$ be the ball with center $x$ and radius $\frac{D}{8}$. We distinguish between two cases. If $\mu\left(B\left(x, \frac{D}{8}\right)\right) \geq \frac{1}{2}$, apply (3.12) to $A=B\left(x, \frac{D}{8}\right)$. By definition of $D$, we may choose $r=r_{0}=\frac{D}{8}$ in (3.11) to get

$$
\frac{1}{2 \cdot 4^{n}} \leq 1-\mu\left(A_{D / 8}\right) \leq \mathrm{e}^{-\sqrt{\lambda_{1}} D / 24}
$$

If $\mu\left(B\left(x, \frac{D}{8}\right)\right)<\frac{1}{2}$, apply (3.12) to $A$, the complement of $B\left(x, \frac{D}{8}\right)$. Since the ball $B\left(x, \frac{D}{16}\right)$ is included in the complement of $A_{D / 16}$ and since by (3.10) with $t=D$,

$$
\mu\left(B\left(x, \frac{D}{16}\right)\right) \geq \frac{1}{16^{n}}
$$

we get from (3.12) with $r=\frac{D}{16}$ that

$$
\frac{1}{16^{n}} \leq \mathrm{e}^{-\sqrt{\lambda_{1}} D / 48}
$$

The conclusion easily follows from either case. Theorem 3.5 is established.
In the last part of this section, we describe analogous conclusions in the discrete case. As in Section 3.1, let $\Pi(x, y)$ be a Markov chain on a finite state space $X$ with symmetric invariant probability measure $\mu$. Denote by $\lambda_{1}>0$ the spectral gap of (II, $\mu$ ) defined by

$$
\lambda_{1} \operatorname{Var}_{\mu}(f) \leq \mathcal{Q}(f, f)
$$

for every $f$ on $X$. Recall that here

$$
\mathcal{Q}(f, f)=\frac{1}{2} \sum_{x, y \in X}[f(x)-f(y)]^{2} \Pi(x, y) \mu(\{x\}) .
$$

If $d$ is the distance defined from the norm

$$
\left\|\left|f \|_{\infty}^{2}=\frac{1}{2} \sup _{x \in X} \sum_{y \in X}\right| f(x)-\left.f(y)\right|^{2} \Pi(x, y) ;\right.
$$

recall also from Theorem 3.3 and (3.5) that

$$
\begin{equation*}
\alpha_{(X, d, \mu)}(r) \leq 3 \mathrm{e}^{-r \sqrt{\lambda_{1}} / 4}, \quad r>0 . \tag{3.13}
\end{equation*}
$$

Denote by $D$ the diameter of $X$ for the distance $d$.
Proposition 3.6. If $\mu$ is nearly constant, that is, if there exists $C>0$ such that, for every $x, \mu(\{x\}) \leq C \min _{y \in X} \mu(\{y\})$, then

$$
\lambda_{1} \leq\left(\frac{8 \log (12 C \operatorname{Card}(\mathrm{X}))}{D}\right)^{2} .
$$

Proof. Consider two points $x, y \in X$ such that $d(x, y)=D$. By Corollary 1.4 and (3.13),

$$
\mu(\{x\}) \mu(\{y\}) \leq 12 \mathrm{e}^{-D \sqrt{\lambda_{1}} / 8} .
$$

Since, by the hypothesis on $\mu, \min _{z \in X} \mu(\{z\}) \geq(C \operatorname{Card}(X))^{-1}$, the conclusion follows.

Recall that the combinatorial diameter $D_{c}$ is such that $D_{c} \leq D / \sqrt{2}$.

### 3.3 Lévy families

In this section, we deal with families of metric measure spaces ( $X^{n}, d^{n}$ ) equipped with Borel probability measures $\mu^{n}, n \geq 1$. Denote by $D^{n}$ the diameter of ( $X^{n}, d^{n}$ ) and assume that $1 \leq D^{n}<\infty, n \geq 1$. According to the definition of the concentration function, we say that the family $\left(X^{n}, d^{n}, \mu^{n}\right)_{n \geq 1}$ is a Lévy family if for every $r>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \alpha_{\left(X^{n}, d^{n}, \mu^{n}\right)}\left(D^{n} r\right)=0 . \tag{3.14}
\end{equation*}
$$

More quantitatively, we say that $\left(X^{n}, d^{n}, \mu^{n}\right)_{n>1}$ is a normal Lévy family if there are constants $C, \mathrm{c}>0$ such that for every $n \geq 1$ (or only $n$ large enough) and $r>0$,

$$
\begin{equation*}
\alpha_{\left(X^{n}, d^{n}, \mu^{n}\right)}(r) \leq C \mathrm{e}^{-c n r^{2}} . \tag{3.15}
\end{equation*}
$$

Since we assumed that $D^{n} \geq 1$, any normal Lévy family is a Lévy family. The omission of $D^{n}$ in the definition of a normal Lévy family is justified by the fact that many examples become that way Lévy families with their natural metrics.

A particular situation occurs when $\mu^{n}, n \geq 1$, is a family of probability measures on a given fixed metric space ( $X, d$ ). We then say similarly that $\left(X, d, \mu^{n}\right)_{n \geq 1}$ is a Lévy family if for every $r>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \alpha_{\left(X, d, \mu^{n}\right)}(r)=0 . \tag{3.16}
\end{equation*}
$$

The study of Chapter 2 provides a number of geometric examples of (normal) Lévy families. Let us review a few of them. The family $\left(\mathbb{S}_{R_{n}}^{n}, \sigma_{R_{n}}^{n}\right)$ of the Euclidean spheres with radii $R_{n}$ equipped with normalized Haar measures is a Lévy family as soon as $n^{-1 / 2} R_{n} \rightarrow 0$ as $n \rightarrow \infty$. It is a normal Lévy family if $R_{n} \sim 1$. More generally, by Theorem 2.4, a family $\left(X^{n}, g^{n}\right)_{n \geq 1}$ of compact Riemannian manifolds equipped with the normalized volume elements $\mu^{n}$ such that $\mathrm{c}\left(X^{n}\right) \rightarrow \infty$ with $n$ is a Lévy family. Recall that we denote by $\mathrm{c}(X)$ the infimum of the Ricci curvature tensor over all unit tangent vectors of a Riemannian manifold ( $X, g$ ). This includes $\mathbb{S}^{n}, \mathrm{SO}^{n}$ for which $\mathrm{c}\left(\mathrm{SO}^{n}\right)=\frac{n-1}{4}$, the Stiefeld manifolds $\mathbb{W}_{k}^{n}$, etc. (cf. [Mi1], [C-E], [Cha2]). By Propositions 2.8 and 2.9 , we may add the examples of unit cubes $[0,1]^{n}$ (with normalized Euclidean metric) and Euclidean unit balls which form normal Lévy families for their uniform measures.

If $\left(X^{n}, g^{n}\right)_{n>1}$ are compact Riemannian manifolds such that $\lambda_{1}\left(X^{n}\right) \rightarrow \infty$ as $n \rightarrow \infty$ where $\lambda_{1}\left(X^{n}\right)$ is the first non-trivial eigenvalue of the Laplace operator on $X^{n}$, then $\left(X^{n}, g^{n}\right)_{n \geq 1}$ is a Lévy family by Theorem 3.1, however usually not normal.

The discrete cubes $\{0,1\}^{n}$ with normalized Hamming metrics and counting measures define a normal Lévy family. There are many known families of $k_{0}$ regular graphs $X$ (with $k_{0}$ fixed) such that $\operatorname{Card}(X) \rightarrow \infty$ whereas $\lambda_{1} \geq \epsilon>0$ stays bounded away from zero (the so-called expanders graphs). Moreover graphs with this property are "generic" amongst $k_{0}$-regular graphs [Alo]. These examples thus give also rise to Lévy families. Further combinatorial examples such as the symmetric group $\Pi^{n}$ will be described in the next chapter.

The following simple proposition is an alternative definition of Lévy families. Recall that if $A$ is a subset of a metric space ( $X, d$ ) and if $r>0$, we let $A_{r}=$ $\{x \in X ; d(x, A)<r\}$.

Proposition 3.7. Let $\left(X^{n}, d^{n}, \mu^{n}\right)_{n \geq 1}$ be a Lévy family. Then, for any sequence $A^{n} \subset X^{n}, n \geq 1$, such that $\liminf _{n \rightarrow \infty} \mu^{n}\left(A^{n}\right)>0$, we have for every $\varepsilon>0$,

$$
\lim _{n \rightarrow \infty} \mu^{n}\left(\left(A^{n}\right)_{\varepsilon D^{n}}\right)=1
$$

When $\left(X^{n}, d^{n}, \mu^{n}\right)_{n \geq 1}$ is a normal Lévy family, the same result holds with $\varepsilon D^{n}$ replaced by $\varepsilon$.

Proof. Let $\liminf _{n \rightarrow \infty} \mu^{n}\left(A^{n}\right)>\eta>0$. Since $\left(X^{n}, d^{n}, \mu^{n}\right)_{n>1}$ is a Lévy family, for every $r>0, \alpha_{\mu^{n}}\left(D^{n} r\right)<\eta$ for all $n$ 's large enough. Therefore by Lemma 1.1, for every $n$ large enough and every $s>0$,

$$
1-\mu^{n}\left(\left(A^{n}\right)_{D^{n}(r+s)}\right) \leq \alpha_{\mu^{n}}\left(D^{n} s\right) .
$$

Using again that $\alpha_{\mu^{n}}\left(D^{n} s\right) \rightarrow 0$ as $n \rightarrow \infty$, and since $r, s>0$ are arbitrary, the conclusion follows.

The next statement describes the general properties of Lévy families that immediately follow from the definition and results of Chapter 1.

Proposition 3.8. Let $\left(X^{n}, d^{n}, \mu^{n}\right)_{n \geq 1}$ be a (normal) Lévy family.
For every $n \geq 1$, let $\varphi^{n}$ be a Lipschitz map between $\left(X^{n}, d^{n}\right)$ and $\left(Y^{n}, \delta^{n}\right)$. Denote by $\mu_{\varphi^{n}}^{n}$ the image measure of $\mu^{n}$ by $\varphi^{n}, n \geq 1$. If $\sup _{n \geq 1}\left\|\varphi^{n}\right\|_{\text {Lip }}<\infty$, then $\left(Y^{n}, \delta^{n}, \mu_{\varphi^{n}}^{n}\right)_{n \geq 1}$ is again a (normal) Lévy family.

If $\left(Y^{n}, \delta^{n}, \mu^{n}\right)_{n>1}$ is another (normal) Lévy family, the product family $\left(X^{n} \times Y^{n}, d^{n}+\delta^{n},\left(\bar{\mu}^{n} \otimes \nu^{n}\right)_{n \geq 1}\right)_{n \geq 1}$ is a (normal) Lévy family.

Let $A^{n} \subset X^{n}, n \geq 1$, Borel sets such that $\liminf _{n \rightarrow \infty} \mu^{n}\left(A^{n}\right)>0$. Then $\left(X^{n}, d^{n}, \mu^{n}\left(\cdot \mid A_{n}\right)\right)_{n \geq 1}$ is a (normal) Lévy family.

### 3.4 Topological applications

In this section, we present applications of the concentration of measure phenomenon to some fixed point theorems.

Let $(X, d)$ be a metric space, and let $G$ be a family of maps from $X$ into $X$. We say that a subset $A$ of $X$ is essential (with respect to the action of $G$ ) if for every $\varepsilon>0$ and every finite subset $\left\{g_{1}, \ldots, g_{\ell}\right\} \subset G$,

$$
\bigcap_{k=1}^{\ell} g_{k}\left(A_{\varepsilon}\right) \neq \emptyset .
$$

(Recall $A_{\varepsilon}=\{x \in X ; d(x, A)<\varepsilon\}$. We then say that the pair $(X, G)$ has the property of concentration if for every finite covering $X \subset \bigcup_{i=1}^{N} A^{i}, A^{i} \subset X$, there exists $A^{i}$ which is essential (for the action of $G$ ).

The following proposition connects this definition with Lévy families.
Proposition 3.9. Let $(X, d)$ and $G$ be as before. Suppose that $G=\bigcup_{n \geq 1} G^{n}$, $G^{n} \subset G^{n+1}$, and that there exist probability measures $\mu^{n}, n \geq 1$, on the Borel sets of $(X, d)$ such that $\mu^{n}$ is $G^{n}$-invariant for each $n$. If $\left(X, d, \mu^{n}\right)_{n \geq 1}$ is a Lévy family, then $(X, G)$ has the property of concentration.

Proof. Assume $X=\bigcup_{i=1}^{N} A^{i}$. There exists $i, 1 \leq i \leq N$, such that

$$
\limsup _{n \rightarrow \infty} \mu^{n}\left(A^{i}\right) \geq \frac{1}{2 N}
$$

Selecting a subsequence $n^{\prime}$, by Proposition 3.7, for every $\varepsilon>0$,

$$
\lim _{n^{\prime} \rightarrow \infty} \mu^{n^{\prime}}\left(\left(A^{i}\right)_{\varepsilon}\right)=1
$$

Since $\mu^{n}$ is $G^{n}$-invariant, for every $g \in G$,

$$
\lim _{n^{\prime} \rightarrow \infty} \mu^{n^{\prime}}\left(g\left(\left(A^{i}\right)_{\varepsilon}\right)\right)=1
$$

It immediately follows that $A^{i}$ is essential.

The following examples illustrate the proposition. Let $H$ be an infinite dimensional Hilbert space and let $\left(e_{\imath}\right)_{i \geq 1}$ be an orthonormal basis of $H$. The orthogonal group $\mathrm{S} \mathbb{0}^{n}$ may be realized as unitary operators on $H$ which are the identity on the span of $\left(e_{2}\right)_{i>n}$. Then $\mathrm{SO}^{n} \subset \mathrm{SO}^{n+1}$. Consider then $X=G=\mathrm{SO}{ }^{\infty}=\bigcup_{n \geq 1} \mathrm{SO}^{n}$ equipped with the Hilbert-Schmidt operator metric. Then $(X, G)$ has the concentration property. To prove it, recall that $S \mathbb{O}^{n}$ equipped with the normalized Haar measures $\mu^{n}, n \geq 1$, form a normal Lévy family and apply Proposition 3.9 (with $\mu^{n}$ defined on all of $X$ ).

Exactly the same proof together with concentration on spheres shows that the unit sphere $S^{\infty}$ of $H$ with the action of $G=\mathrm{SO}^{\infty}$ has the concentration property. One may also show that if $u$ is a unitary operator on $H$ and if $G=\left(u^{n}\right)_{n \geq 1}$, then $\left(S^{\infty}, G\right)$ has the property of concentration in the above sense.

If $G$ consists of a family of pairwise commuting unitary operators on $H$, then ( $S^{\infty}, G$ ) has still the property of concentration. However, this is no more true if $G$ is the group of all unitary operators. Recently, V. Pestov [ Pe 1$],[\mathrm{Pe} 2]$ described conditions on $G$ in terms of amenability for the property of concentration to hold. Let $\pi$ be a unitary representation of a group $G$ in $H$. In particular, $G$ acts on the unit sphere $S_{H}$ of the space of representation.

Theorem 3.10. A discrete group is amenable if and only if the dynamical system ( $S_{H}, G, \pi$ ) has the property of concentration for every unitary representation $\pi$ of $G$ in $H$.

If $G^{\prime}$ is a subgroup of $G$ and $\left(S_{H}, G\right)$ has the property of concentration, then ( $S_{H}, G^{\prime}$ ) also has the property of concentration. For example, if $F_{2}$ denotes the free group on two generators, the pair formed by the unit sphere of the space $L^{2}\left(F_{2}\right)$ and the full unitary group of this space does not have the property of concentration.

Moreover, amenable representations can be characterized in terms of the concentration property. The proof of Theorem 3.10 is based on proper extensions of fixed point theorems under the property of concentration to which we turn now. Actually, the concentration property of the system ( $S_{H}, G, \pi$ ) has to do not with the amenability of the acting group $G$ as such, but rather with the amenability of the representation $\pi$. We refer to [Pe1] for the proof of Theorem 3.10 and for extensions to locally compact groups as well as for dynamical and ergodic applications.

As announced, we turn to fixed point theorems under the property of concentration. Let $(X, d)$ be a metric space. Let $G$ be a family of continuous maps from $X$ into $X$ and suppose the identity map belongs to $G$. We call the pair ( $X, G$ ) a $G$-space. We do not assume that $G$ is a group (or even a semigroup) although this will mostly be the case.

Proposition 3.11. Let $(X, d)$ be a $G$-space and let $\Gamma$ be a compact space. Assume that $(X, G)$ has the property of concentration. Let $\psi: X \rightarrow \Gamma$ be any map with domain $X$. Then there exists $x \in \Gamma$ such that for any neighborhood $O$ of $x$, the set $\psi^{-1}(O)$ is essential in $X$.

We call such point $x$ an essential point of the map $\psi$.
Proof. We proceed by contradiction. If such $x$ does not exist, we can find for every $y$ in $\Gamma$ an open neighborhood $O_{y}$ such that $\psi^{-1}\left(O_{y}\right)$ is not essential. Since $\Gamma$ is compact, there is a finite family $\left(O_{i}\right)_{1 \leq i \leq N}$ of the covering $\left(O_{y}\right)_{y \in \Gamma}$ of $\Gamma$ such that
$\Gamma \subset \bigcup_{i=1}^{N} O_{i}$. Therefore $\bigcup_{i=1}^{N} \psi^{-1}\left(O_{i}\right)=X$ and, by the concentration property, one of the sets $\psi^{-1}\left(O_{i}\right)$ has to be essential which is a contradiction. The proposition is proved.

A map $\psi: X \rightarrow \Gamma$ where $\Gamma$ is compact is called uniformly continuous if for any closed subset $A \subset \Gamma$ and any open neighborhood $O_{A}$ of $A$, there is $\varepsilon>0$ such that

$$
\psi\left(\left[\psi^{-1}(A)\right]_{\varepsilon}\right) \subset O_{A}
$$

Theorem 3.12. Let $(X, d)$ be a $G$-space and let $\Gamma$ be a compact space. Assume that $(X, G)$ has the property of concentration. Let $\psi: X \rightarrow \Gamma$ be uniformly continuous and $g \in G$ be fixed, and assume that there exists a continuous $J: \Gamma \rightarrow \Gamma$ such that $J g=\psi g$. Then any essential point of $\psi$ is a fixed point for $J$.

Before turning to the proof of Theorem 3.12, let us mention the following immediate consequence that motivated the present investigation and that follows by choosing $\Gamma=X, \psi$ the identity map and $J=g$.
Corollary 3.13. Let $(X, d)$ be a compact $G$-space. If $(X, G)$ has the property of concentration, then there is a point $x \in X$ which is fixed under the action of $G$.

More generally, if $\psi: X \rightarrow \Gamma$ is equivariant in the sense that for every $g \in G$ there exists a continuous $J_{g}: \Gamma \rightarrow \Gamma$ such that $J_{g} \psi=\psi g$, then any essential point of $\psi$ is a fixed point for $J_{g}, g \in G$. One example is provided by a (compact) group $G$ acting on $\Gamma$, fixing $x \in \Gamma$, and setting $\psi: G \rightarrow \Gamma, \psi g=g x$.
Proof of Theorem 3.12. Let $x$ be an essential point of $\psi$ such that $J(x)=y \neq x$. By continuity of $J$, there exist open neighborhoods $O_{x}$ of $x$ and $O_{y}$ of $y$ such that $J\left(O_{x}\right) \subset O_{y}$ and $O_{x} \cap O_{y}=\emptyset$. We may moreover choose $O_{x}$ such that for some neighborhoods $U$ and $V$ of the closures of $O_{x}$ and $O_{y}$, we have $U \cap V=\emptyset$. Since $x$ is an essential point of $\psi, \psi^{-1}\left(O_{x}\right)=\chi \subset X$ is an essential set. Therefore, for every $\varepsilon>0,(g(\chi))_{\varepsilon} \cap \chi_{\varepsilon} \neq \emptyset$. Since $\psi$ is uniformly continuous, there exists $\varepsilon>0$ such that $\psi(\chi)_{\varepsilon} \subset U$ and $\psi\left(\left[\psi^{-1}\left(O_{y}\right)\right]_{\varepsilon}\right) \subset V$. Since

$$
g(\chi) \subset \psi^{-1}\left(J\left(O_{x}\right)\right) \quad \text { and } \quad J\left(O_{x}\right) \subset O_{y}
$$

we get $\psi\left((g(\chi))_{\varepsilon}\right) \subset V$. Now, $(g(\chi))_{\varepsilon} \cap \chi_{\varepsilon} \neq \emptyset$, so that $U \cap V \neq \emptyset$ which yields a contradiction. The proof of Theorem 3.12 is complete.

In the final part of this section, we turn to some finite dimensional analogue for which we may not claim fixed points but for which we estimate the diameter of minimal invariant subspaces.

Let $(X, d)$ be a compact metric space with a Borel probability measure $\mu$. We denote by $\alpha_{\mu}$ the concentration function of $(X, d, \mu)$. Also let $G$ be a family of measure-preserving maps from $X$ into $X$.

Let ( $\Gamma, \delta)$ be a compact metric space and let $\psi: X \rightarrow \Gamma$ be an equivariant map. We assume that $\left\|J_{g}\right\|_{\text {Lip }} \leq L$ for every $J_{g}$. Denote by $N_{\Gamma}(\varepsilon)$ the minimum number of (open) balls of radius $\varepsilon>0$ which cover $\Gamma$.
Theorem 3.14. Under the above conditions and notations, there exists $x \in \Gamma$ such that for every $J_{g}, g \in G$,

$$
d\left(J_{g} x, x\right) \leq(1+L) \inf \left(\varepsilon+\|\psi\|_{\text {Lip }}(s+r)\right)
$$

where the infimum runs over all $\varepsilon, s, r>0$ such that $N_{\Gamma}(\varepsilon) \alpha_{\mu}(s)<1$ and $\alpha_{\mu}(r)<\frac{1}{2}$.

Proof. Let $\varepsilon>0$ and $s>0$ satisfy the required condition and choose a finite subset $\mathcal{S}$ of $\Gamma$ with cardinality $N_{\Gamma}(\varepsilon)$ such that the balls centered in $\mathcal{S}$ with radius $\varepsilon$ cover $\Gamma$. Choose $x \in \mathcal{S}$ such that

$$
\mu\left(\psi^{-1}(B(x, \varepsilon))\right) \geq \frac{1}{N_{\Gamma}(\varepsilon)}>\alpha_{\mu}(s)
$$

where $B(x, \varepsilon)$ is the ball with center $x$ and radius $\varepsilon$ in $\Gamma$. Define $\chi=\psi^{-1}(B(x, \varepsilon))$. By Lemma 1.1,

$$
\mu\left(\chi_{s+r}\right) \geq 1-\alpha_{\mu}(r)>\frac{1}{2}
$$

when $\alpha_{\mu}(r)<\frac{1}{2}$. Now,

$$
\psi\left(\chi_{s+r}\right) \subset B\left(x, \varepsilon+(s+r)\|\psi\|_{\text {Lip }}\right)=B_{1}
$$

while, by the definition of $L$, for any $g \in G$,

$$
J_{g}\left(B_{1}\right) \subset B\left(J_{g} x, L\left(\varepsilon+(s+r)\|\psi\|_{\text {Lip }}\right)\right)=B_{2}
$$

Therefore, $\mu\left(\psi^{-1}\left(B_{1}\right)\right) \geq \mu\left(\chi_{s+r}\right) \geq \frac{1}{2}$ while

$$
\mu\left(\psi^{-1}\left(B_{2}\right)\right) \geq \mu\left(\psi^{-1} J_{g}\left(B_{1}\right)\right)=\mu\left(g \psi^{-1}\left(B_{1}\right)\right)>\frac{1}{2}
$$

It follows that $B_{1} \cap B_{2} \neq \emptyset$ so that

$$
d\left(J_{g} x, x\right) \leq(1+L)\left(\varepsilon+\|\psi\|_{\text {Lip }}(s+r)\right)
$$

Since $g$ is arbitrary in $G$, the theorem is established.
A typical application occurs when $\Gamma$ is a compact set in $\mathbb{R}^{k}$ equipped with a norm $\|\cdot\|$ in which case $N_{\Gamma}(\varepsilon) \leq\left(1+\frac{2 R}{\varepsilon}\right)^{k}$ where $R$ is the radius of $\Gamma$ for the norm $\|\cdot\|$ (see Lemma 3.18 below). Then, provided that $\mu$ has normal concentration $\alpha_{\mu}(r) \leq C \mathrm{e}^{-c n r^{2}}, r>0$, it may be shown from Theorem 3.14 that $R \leq$ Const $\sqrt{\frac{k}{n}}$ where the constant depends on the various parameters in Theorem 3.14 (see [Mi4] for details).

### 3.5 Euclidean sections of convex bodies

This last section is devoted to the historical example of application of concentration to the geometric problem of spherical sections of convex bodies.

Let $\mathcal{K}$ be a convex symmetric body in $\mathbb{R}^{n}$, that is, a convex compact subset of $\mathbb{R}^{n}$ with non-empty interior, symmetric with respect to the origin. $\mathcal{K}$ is said to contain almost Euclidean sections of dimension $k$ if, for every $\varepsilon>0$, there exist a $k$-dimensional subspace $H$ and an ellipsoid $\mathcal{E}$ in $H$ such that

$$
\begin{equation*}
(1-\varepsilon) \mathcal{E} \subset \mathcal{K} \cap H \subset(1+\varepsilon) \mathcal{E} \tag{3.17}
\end{equation*}
$$

This geometric description admits the following equivalent functional formulation. A Banach space $E$ (with norm $\|\cdot\|$ ) is said to contain a subspace ( $1+\varepsilon$ )isomorphic to the Euclidean space $\mathbb{R}^{k}$ if there are vectors $v_{1}, \ldots, v_{k}$ in $E$ such that for all $t=\left(t_{1}, \ldots, t_{k}\right)$ in $\mathbb{R}^{k}$,

$$
\begin{equation*}
(1-\varepsilon)|t| \leq\left\|\sum_{\imath=1}^{k} t_{2} v_{2}\right\| \leq(1+\varepsilon)|t| \tag{3.18}
\end{equation*}
$$

where $|\cdot|$ is the Euclidean norm on $\mathbb{R}^{k}$. Indeed, if $\|\cdot\|$ is the gauge of the convex body $\mathcal{K}$, the subspace $H$ generated by $v_{1}, \ldots, v_{k}$ and the ellipsoid $\mathcal{E}$, the image of the Euclidean unit ball of $\mathbb{R}^{k}$ under the isomorphism $e_{i} \rightarrow v_{i}$, satisfy (3.17).

The important next statement is the famous Dvoretzky theorem in the local theory of normed spaces.

Theorem 3.15. For each $\varepsilon>0$ there exists $\eta(\varepsilon)>0$ such that every Banach space $E$ of dimension $n$ contains a subspace ( $1+\varepsilon$ )-isomorphic to $\mathbb{R}^{k}$ where $k=[\eta(\varepsilon) \log n]$.

Since every $2 n$-dimensional ellipsoid has an $n$-dimensional section which is a multiple of the canonical Euclidean ball, we see from Theorem 3.15 that for each $\varepsilon>0$ there exists $\eta(\varepsilon)>0$ such that every centrally symmetric convex body $\mathcal{K}$ admits a central section $\mathcal{K}_{0}$ with dimension $k \geq \eta(\varepsilon) \log n$ and $\rho>0$ such that $(1-\varepsilon) \rho \mathcal{B}^{k} \subset \mathcal{K}_{0} \subset(1+\varepsilon) \rho \mathcal{B}^{k}$ where $\mathcal{B}^{k}$ is the canonical Euclidean ball in the subspace spanned by $\mathcal{K}_{0}$.

The rest of the section is devoted to the proof of this result. While the original concentration proof by V. Milman [Mi3] uses high dimensional spherical concentration, we rather make use of Gaussian concentration following [Pis2] (see also [Pis3]). The main argument will be to span the Euclidean subspace by the rotational invariance of Gaussian distributions. The first lemma, known as the Dvoretzky-Rodgers lemma, will be crucial in the choice of the underlying Gaussian distribution.

Lemma 3.16. Let $(E,\|\cdot\|)$ be a Banach space of dimension $n$ and let $m=[n / 2]$ (integer part). There exist vectors $w_{1}, \ldots, w_{m}$ in $E$ such that $\left\|w_{j}\right\| \geq 1 / 2$ for all $j=1, \ldots, m$ and

$$
\left\|\sum_{j=1}^{m} t_{j} w_{j}\right\| \leq|t|
$$

for all $t \in \mathbb{R}^{m}$.
Proof. We first construct an operator $T: \mathbb{R}^{n} \rightarrow E$ such that $\|T\| \leq 1$ and $\left\|T_{\mid V}\right\| \geq \operatorname{dim}(V) / n$ for all subspaces $V$ of $\mathbb{R}^{n}$. In particular $\|T\|=1$. To this task, consider any determinant function (associated to any fixed matrix representation) $S \rightarrow \operatorname{det}(S)$. Let $T$ be such that

$$
\operatorname{det}(T)=\max \left\{\operatorname{det}(S) ; S: \mathbb{R}^{n} \rightarrow E,\|S\| \leq 1\right\}
$$

Then, for any $\varepsilon>0$ and any $S: \mathbb{R}^{n} \rightarrow E$,

$$
\begin{equation*}
\operatorname{det}(T+\varepsilon S) \leq \operatorname{det}(T)\|T+\varepsilon S\|^{n} \tag{3.19}
\end{equation*}
$$

Now,

$$
\begin{aligned}
\operatorname{det}(T+\varepsilon S) & =\operatorname{det}(T) \operatorname{det}\left(\operatorname{Id}+\varepsilon T^{-1} S\right) \\
& =\operatorname{det}(T)\left(1+\varepsilon \operatorname{Tr}\left(T^{-1} S\right)+\mathrm{o}(\varepsilon)\right)
\end{aligned}
$$

Hence, substituting in (3.19), we get

$$
\begin{aligned}
1+\varepsilon \operatorname{Tr}\left(T^{-1} S\right) & \leq\|T+\varepsilon S\|^{n}+o(\varepsilon) \\
& \leq(1+\varepsilon\|S\|)^{n}+o(\varepsilon) \\
& \leq 1+\varepsilon n\|S\|+o(\varepsilon)
\end{aligned}
$$

so that $\operatorname{Tr}\left(T^{-1} S\right) \leq n\|S\|$. Consider now a subspace $V$ in $\mathbb{R}^{n}$ and let $P: \mathbb{R}^{n} \rightarrow V$ be the orthogonal projection. Setting $S=T P$ we get

$$
\operatorname{dim}(V)=\operatorname{Tr}(P)=\operatorname{Tr}\left(T^{-1} S\right) \leq n\|S\|
$$

Therefore $\|T P\| \geq \operatorname{dim}(V) / n$ which proves the claim.
It is now casy to complete the proof of the lemma. Let $T$ be as before. Choose $y_{1}$ in $\mathbb{R}^{n}$ such that $\left|y_{1}\right|=1$ and $\left\|T y_{1}\right\|=\|T\|=1$. Then choose $y_{2}$ orthogonal to $y_{1}$ such that $\left|y_{2}\right|=1$ and $\left\|T y_{2}\right\|=\|T Q\| \geq\left(1-\frac{1}{n}\right)$ where $Q$ is the orthogonal projection onto $\left\{y_{1}\right\}^{\perp}$. Continuing in this way on the basis of the preceding claim, one constructs a sequence such that $y_{j} \in\left\{y_{1}, \ldots, y_{j-1}\right\}^{\perp}$ and $\left|y_{j}\right|=1,\left\|T y_{j}\right\| \geq$ $(n-j+1) / n$. Set then $w_{j}=T y_{j}, j=1, \ldots,[n / 2]$, which have the required propertics. The proof of Lemma 3.16 is complete.

Defince the $\operatorname{map} F: \mathbb{R}^{m} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
F(x)=\left\|\sum_{j=1}^{m} x_{j} w_{j}\right\|, \quad x=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m} \tag{3.20}
\end{equation*}
$$

By Lemma 3.16, $\|F\|_{\text {Lip }} \leq 1$. Indeed, for all $x, y \in \mathbb{R}^{m}$,

$$
|F(x)-F(y)| \leq\left\|\sum_{j=1}^{m}\left(x_{j}-y_{j}\right) w_{j}\right\| \leq|x-y|
$$

Denoting by $\gamma$ the canonical Gaussian measure on $\mathbb{R}^{m}$, by (2.35) for example, for every $r \geq 0$,

$$
\begin{equation*}
\gamma\left(\left\{\left|F-\int F d \gamma\right| \geq r\right\}\right) \leq 2 \mathrm{e}^{-r^{2} / 2} \tag{3.21}
\end{equation*}
$$

It is an important feature of the construction of Lemma 3.16 that $M_{F}=\int F d \gamma$ is much greater (for $n$ large) than $\|F\|_{\text {Lip }} \leq 1$. This is the effect of high dimensional geometry in this Gaussian framework. Namely, denoting by $\mu$ the uniform measure on the discrete cube $\{-1,+1\}^{m}$, by symmetry of $\gamma$,

$$
M_{F}=\iint\left\|\sum_{j=1}^{m} \varepsilon_{j} x_{j} w_{j}\right\| d \mu(\varepsilon) d \gamma(x)
$$

By Jensen's inequality, conditionally on $\varepsilon_{k}, k \neq j$, it follows that

$$
M_{F} \geq \int \max _{1 \leq j \leq m}\left\|x_{j} w_{j}\right\| d \gamma(x) \geq \frac{1}{2} \int \max _{1 \leq j \leq m}\left|x_{j}\right| d \gamma(x)
$$

where we used Lemma 3.16 in the second step. By a well-known and elementary computation, there is a numerical constant $\rho>0$ such that

$$
\int \max _{1 \leq j \leq m}\left|x_{j}\right| d \gamma(x) \geq 2 \rho \sqrt{\log m}
$$

Hence, for every $n \geq 3$,

$$
\begin{equation*}
M_{F} \geq \rho \sqrt{\log n} \tag{3.22}
\end{equation*}
$$

As a next step, we need two technical lemmas to discretize the problem of finding Euclidean subspaces. A $\delta$-net $(\delta>0)$ of $A \subset \mathbb{R}^{k}$ is a subset $\mathcal{S} \subset A$ such that for every $t$ in $A$ one can find $s$ in $\mathcal{S}$ with $|t-s| \leq \delta$.

Lemma 3.17. For each $\varepsilon>0$ there is $\delta=\delta(\varepsilon)>0$ with the following property. Let $\mathcal{S}$ be a $\delta$-net of the unit sphere of $\mathbb{R}^{k}$. Then, if for some $v_{1}, \ldots, v_{k}$ in a Banach space $E$, we have $1-\delta \leq\left\|\sum_{i=1}^{k} t_{i} v_{i}\right\| \leq 1+\delta$ for all $t$ in $\mathcal{S}$, then

$$
(1-\varepsilon)|t| \leq\left\|\sum_{i=1}^{k} t_{i} v_{i}\right\| \leq(1+\varepsilon)|t|
$$

for all $t$ in $\mathbb{R}^{k}$.
Proof. It is enough, by homogeneity, to establish the conclusion for every $t$ in $\mathbb{R}^{k}$ with $|t|=1$. By definition of $\mathcal{S}$, there exists $t^{0}$ in $\mathcal{S}$ such that $\left|t-t^{0}\right| \leq \delta$, hence $t=t^{0}+\lambda_{1} s$ with $s$ in the unit sphere of $\mathbb{R}^{k}$ and $\left|\lambda_{1}\right| \leq \delta$. Iterating the procedure, we get that $t=\sum_{\ell=0}^{\infty} \lambda_{\ell} t^{\ell}$ with $t^{\ell} \in \mathcal{S}$ and $\left|\lambda_{\ell}\right| \leq \delta^{\ell}$ for all $\ell \geq 0$. Hence

$$
\left\|\sum_{i=1}^{k} t_{i} v_{i}\right\| \leq \sum_{\ell=0}^{\infty} \delta^{\ell}\left\|\sum_{i=1}^{k} t_{i}^{\ell} v_{i}\right\| \leq \frac{1+\delta}{1-\delta}
$$

$(\delta<1)$. In the same way,

$$
\left\|\sum_{i=1}^{k} t_{i} v_{i}\right\| \geq 1-2 \delta
$$

It therefore suffices to choose $\delta$ appropriately, as a function of $\varepsilon>0$ only, in order to get the conclusion.

The size of a $\delta$-net of spheres in finite dimension is easily estimated in terms of $\delta>0$ and the dimension, as is shown by the next lemma which follows from a simple volume argument.

Lemma 3.18. There is a $\delta$-net $\mathcal{S}$ of the unit sphere of $\mathbb{R}^{k}$ of cardinality less than $\left(1+\frac{2}{\delta}\right)^{k} \leq \mathrm{e}^{2 k / \delta}$.

Proof. Let $t^{1}, \ldots, t^{\ell}$ be maximal in the unit sphere of $\mathbb{R}^{k}$ under the relations $\left|t^{i}-t^{j}\right|>\delta$ for $i \neq j$. Then the balls in $\mathbb{R}^{k}$ with centers $t^{i}$ and radius $\frac{\delta}{2}$ are disjoint and are all contained in the ball with center at the origin and radius $1+\frac{\delta}{2}$. By comparing the volumes, we get $\ell\left(\frac{\delta}{2}\right)^{k} \leq\left(1+\frac{\delta}{2}\right)^{k}$ from which the lemma follows.

We are now in a position to prove Theorem 3.15. The main argument is the concentration property for Gaussian measures (3.21). The idea is to span the Euclidean subspace by the Gaussian rotational invariance. Consider the Lipschitz function $F$ defined in (3.20) and recall the canonical Gaussian measure $\gamma$ on $\mathbb{R}^{m}$, $m=[n / 2]$. Let $k \geq 1$ be specified later on and let $t=\left(t_{1}, \ldots, t_{k}\right)$ in the unit sphere of $\mathbb{R}^{k}$ (i.e., $|t|=1$ ). By the Gaussian rotational invariance, the distribution of the map

$$
\left(X_{1}, \ldots, X_{k}\right) \in\left(\mathbb{R}^{m}\right)^{k} \mapsto \sum_{i=1}^{k} t_{i} X_{i} \in \mathbb{R}^{m}
$$

under the product measure $\gamma^{k}$ on $\left(\mathbb{R}^{m}\right)^{k}$ is the same as $\gamma$. Therefore, by (3.21), for every $r \geq 0$,

$$
\gamma^{k}\left(\left\{\left(X_{1}, \ldots, X_{k}\right) \in\left(\mathbb{R}^{m}\right)^{k} ;\left|F\left(\sum_{\imath=1}^{k} t_{2} X_{\imath}\right)-M_{F}\right| \geq r\right\}\right) \leq 2 \mathrm{e}^{-r^{2} / 2}
$$

Now let $\varepsilon>0$ be fixed and choose $\delta=\delta(\varepsilon)>0$ according to Lemma 3.17. Furthermore, let $\mathcal{S}$ be a $\delta$-net in the unit sphere of $\mathbb{R}^{k}$, which can be chosen with cardinality less than or equal to $\mathrm{e}^{2 k / \delta}$ (Lemma 3.18). Let $r=\delta M_{F}$. The preceding inequality together with the definition of $F$ thus implies that

$$
\begin{aligned}
\gamma^{k}\left(\left\{\exists t \in \mathcal{S} ;\left|\left\|\sum_{i=1}^{k} t_{i} \frac{Z_{i}}{M_{F}}\right\|-1\right| \geq \delta\right\}\right) & \leq 2 \operatorname{Card}(\mathcal{S}) \mathrm{e}^{-\delta^{2} M_{F}^{2} / 2} \\
& \leq 2 \mathrm{e}^{(2 k / \delta)-\left(\delta^{2} M_{F}^{2} / 2\right)}
\end{aligned}
$$

where

$$
Z_{i}=\sum_{j=1}^{m} X_{i j} w_{j} \in E, \quad X_{i}=\left(X_{i j}\right)_{1 \leq j \leq m}, i=1, \ldots, k
$$

Assume $n$ to be large enough (otherwise there is nothing to prove). Since $M_{F} \geq$ $\rho \sqrt{\log n}$, we can then choose $k=[\eta \log n]$ for $\eta=\eta(\delta)=\eta(\varepsilon)$ small enough such that the preceding probability is strictly less than 1. It follows that there is at least one realization of $\left(X_{1}, \ldots, X_{k}\right)$ such that $\left(v_{1}, \ldots, v_{k}\right)=\left(M_{F}\right)^{-1}\left(Z_{1}, \ldots, Z_{k}\right)$ satisfy

$$
1-\delta \leq\left\|\sum_{i=1}^{k} t_{i} v_{i}\right\| \leq 1+\delta
$$

for all $t$ in $S$. Together with Lemma 3.17, this completes the proof of the theorem.
The preceding proof of Theorem 3.15 actually shows that most random sections (in the sense of $\gamma^{k}$ ) will produce almost Euclidean subspaces. Further use of concentration arguments (by means of empirical processes) shows that the dependence of $\varepsilon$ of the function $\eta(\varepsilon)$ is of the order of $\varepsilon^{2}$ [Sche2]. The order $k \sim \log n$ is optimal as shown by the example of the cube. $\ell^{p}$-balls in $\mathbb{R}^{n}$ have Euclidean sections proportional to $n^{2 / p}$ for $p \geq 2$ and of the order of $n$ for $1 \leq p \leq 2$ [F-L-M].

As announced, the original measure concentration argument by V. Milman [Mi3] used spherical rather than Gaussian concentration. One nice feature of the spherical proof is the following geometric consequence [Mi3], [Mi5].

Theorem 3.19. For each $\eta>0$ there exists $\delta=\delta(\eta)>0$ such that for any continuous function $F$ on $\mathbb{S}^{n}$, there exists a $k$-dimensional sphere $\mathbb{S}^{k} \subset \mathbb{S}^{n}$ (i.e., the unit sphere of a $(k+1)$-dimensional subspace) with $k=[\delta n]$ such that for any $x$ in $\mathbb{S}^{k}$,

$$
\left|F(x)-m_{F}\right|<\omega_{F}(2 \eta)
$$

where $m_{F}$ is a median of $F$ (for $\sigma^{n}$ ) and $\omega_{F}$ is the modulus of continuity of $F$.
Proof. It is a consequence of Lévy's inequality (2.6). Consider the set

$$
A=\left\{\left|F-m_{F}\right|<\omega_{F}(\eta)\right\} .
$$

By (2.6), we know that

$$
\sigma^{n}(A) \geq 1-2 \mathrm{e}^{(n-1) \eta^{2} / 2}
$$

Fix $x$ in $\mathbb{S}^{n}$ and let $\mu$ be the Haar probability measure on $\mathrm{S} \mathbb{O}^{n}$. Clearly,

$$
\mu\left(\left\{T \in \mathrm{SO}^{n} ; T x \in A\right\}\right)=\sigma^{n}(A) \geq 1-2 \mathrm{e}^{-(n-1) \eta^{2} / 2}
$$

This implies that for any finite set $\mathcal{S}$ in $\mathbb{S}^{n}$,

$$
\mu\left(\left\{T \in \mathrm{SO}^{n} ; T \mathcal{S} \subset A\right\}\right) \geq 1-2 \operatorname{Card}(\mathcal{S}) \mathrm{e}^{-(n-1) \eta^{2} / 2}
$$

Therefore, if $2 \operatorname{Card}(\mathcal{S})<\mathrm{e}^{(n-1) \eta^{2} / 2}$, we may find a rotation $T$ such that $T \mathcal{S}$ is a subset of $A$. Choose then $\mathcal{S}$ to be a $\delta$-net of $\mathbb{S}^{k}$ according to Lemma 3.18. This is thus possible for $k=[\delta n]$ for some appropriate $\delta=\delta(\eta)>0$ from which the result follows.

## Notes and Remarks

Dvoretzky's theorem on Euclidean subspaces of Banach spaces (Theorem 3.15) was established first in [Dv]. The new proof by V. Milman [Mi3] was at the starting point of the developments of the concentration ideas. Since then, V. Milman indeed strongly promoted the usefulness of the concentration of measure phenomenon in various contexts [Mi5], and convinced in particular M. Talagrand of the importance of this simple, but useful, property. The proof presented in Section 3.5 of Dvoretzky's theorem is the Gaussian version, due to G. Pisier [Pis2], [Pis3], of Milman's argument (that used concentration on high dimensional spheres). Lemma 3.16 is an important step known as the Dvoretzky-Rodgers lemma [D-R]. Applications of concentration to Dvoretzky-like theorems have been a main issue in the local theory of Banach spaces in the decades 1970-90, starting with the fundamental contribution [F-L-M] by T. Figiel, J. Lindenstrauss and V. Milman where the connection with type and cotype of Banach spaces is amply demonstrated. The main results are extensively reviewed in the Lecture Notes [M-S] by V. Milman and G. Schechtman and more recently in the Handbook in the geometry of Banach spaces [J-L] (cf. the contributions [Sche5], [Gi-M1], [J-S3], etc.) See also [Pis3]. In particular, fine embeddings of subspaces of $L^{p}$ in finite dimensional $\ell^{p}$-spaces and finite dimensional $\ell^{p}$-subspaces, $1<p \leq 2$, in connection with stable type, have been investigated by W. Johnson and G. Schechtman [J-S1] and G. Pisier [Pis1] together with further probabilistic concentration inequalities for series of independent random vectors (cf. [Pis2], [Sche5]). Approximation of zonoids by zonotopes by random embeddings in [B-L-M] makes use of concentration through empirical process methods as initiated in [Sche3]. Theorem 3.19 is taken from Milman's original paper [Mi3]. V. Milman also used concentration for some infinite dimensional integration questions and other problems [Mi2].

Concentration under spectral properties was first put forward by M. Gromov and V. Milman in [Gr-M1] from which Theorem 3.1 and its proof are taken. A proof of Theorem 3.1 using a variation on the Herbst argument of Chapter 5 is presented in [Schmu2]. The corresponding results on graphs and applications to expander graphs and superconcentrators have been investigated by N. Alon and V. Milman [Al-M],
[Alo]. See also [B-H-T]. Further geometric examples may be found in [Grom2]. The proof of Theorem 3.3 is taken from [A-S]. Connections between concentration and Poincaré's inequalities strongly developed on the probabilistic side during the past decade (cf. [Lc5] and the references therein).

The results of Section 3.2 are inspired by early contributions of R. Brooks [Bro]. Theorem 3.5 is implicit in [Le5] where the analogous results between bounds on the diameter and the logarithmic Sobolev constant are developed. Cheng's inequality (3.9) was established in [Chen].

The Lévy families are introduced and analyzed from a geometric and topological point of view by M. Gromov and V. Milman in [Gr-M1] where a number of geometric examples are provided. The results of Section 3.3 and the fixed point theorems of Section 3.4 are taken from this reference. See also [Grom2], [Mi5]. In particular, the interested reader will find in [Grom2] inspiring developments on convergence of metric measure spaces related to the Lévy families. Theorem 3.14 is due to V. Milman [Mi4]. Theorem 3.10 is one example of the recent deep investigation by V. Pestov [Pe1], [Pe2] to connect measure concentration and ergodic theory by showing that an action on some group has concentration if and only if it is amenable.

## 4. CONCENTRATION IN PRODUCT SPACES

While products of Lévy families are still Lévy families, at a more quantitative level the concentration functions of product spaces are very sensible to dimension. An important issue addressed in this chapter is to describe dimension free concentration properties in product spaces. With respect to the high dimensional effects of concentration developed in Chapter 3, the normalization chosen here points towards the dimension free Gaussian model. Several methods are developed to this task, and further ones will be presented in Chapters 5 and 6.

We already described in Chapter 1 concentration in product spaces for the $\ell^{1}$-metric and the Hamming metric. In this chapter (and the subsequent ones), we rather deal with the $\ell^{2}$-metric to produce dimension free concentration properties. We start with a useful martingale method that discretizes some of the martingale tools of Chapter 2. We next present some aspects of the deep investigation by M. Talagrand [Tal7] of concentration in product spaces. Following his work, we analyze successively the convex hull and $q$-point approximations of powerful use in discrete and combinatorial probability theory as illustrated in Section 8.4. In particular, while the basic definition of concentration deals with metric spaces, we investigate here examples in product spaces that go far outside the usual metric setting. Proofs rely on a basic induction scheme together with geometric arguments. Section 4.4 is devoted to the application of infimum-convolution inequalities to concentration for product measures as already outlined at the end of the first chapter. The last part describes the striking concentration phenomenon for the exponential distribution that goes beyond the concentration phenomenon for Gaussian measures. From a probabilistic point of view, most of the concentration and deviation inequalities we will obtain furthermore extend classical inequalities on sums of independent random variables to arbitrary Lipschitz (or Lipschitz and convex) functionals of the sample, leading to powerful tools in applications (see Chapters 7 and 8).

### 4.1 Martingale methods

We examine first some useful martingale inequalities that yield a variety of further concentration results.

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space. Denote by $\mathbb{E}(f)$ the expectation of an integrable real-valued function $f$ on $(\Omega, \mathcal{F})$ with respect to $\mathbb{P}$. Consider a finite filtration of sub- $\sigma$-fields

$$
\{\emptyset, \Omega\}=\mathcal{F}_{0} \subset \mathcal{F}_{1} \subset \cdots \subset \mathcal{F}_{n}=\mathcal{F}
$$

of the $\sigma$-field $\mathcal{F}$. For every $i=1, \ldots, n$, set

$$
d_{\imath}=\mathbb{E}^{\mathcal{F}_{\imath}}(f)-\mathbb{E}^{\mathcal{F}_{\imath}-1}(f)
$$

where $\mathbb{E}^{\mathcal{F}_{1}}$ denotes conditional expectation with respect to the sub- $\sigma$-field $\mathcal{F}_{2}$. The first lemma bounds the deviation of a function $f$ from its mean in terms of the sizes of the increments $d_{i}$. It is the discrete analogue of (2.37).

Lemma 4.1. Let $f$ be integrable with respect to $\mathbb{P}$. For every $r \geq 0$,

$$
\mathbb{P}(\{f \geq \mathbb{E}(f)+r\}) \leq \mathrm{e}^{-r^{2} / 2 D^{2}}
$$

where $D^{2} \geq \sum_{i=1}^{n}\left\|d_{i}\right\|_{\infty}^{2}$.
Applied simultaneously to $-f$, Lemma 4.1 yields the concentration of $f$ around its mean,

$$
\begin{equation*}
\mathbb{P}(\{|f-\mathbb{E}(f)| \geq r\}) \leq 2 \mathrm{e}^{-r^{2} / 2 D^{2}} \tag{4.1}
\end{equation*}
$$

Proof. By convexity, for every $\lambda \in \mathbb{R}$ and $-1 \leq u \leq+1$,

$$
\mathrm{e}^{\lambda u} \leq \frac{1+u}{2} \mathrm{e}^{\lambda}+\frac{1-u}{2} \mathrm{e}^{-\lambda}
$$

Hence, by homogeneity and since $\mathbb{E}^{\mathcal{F}_{\imath-1}}\left(d_{\imath}\right)=0$, for every $\lambda \in \mathbb{R}$,

$$
\mathbb{E}^{\mathcal{F}_{i-1}}\left(\mathrm{e}^{\lambda d_{2}}\right) \leq \cosh \left(\lambda\left\|d_{i}\right\|_{\infty}\right) \leq \mathrm{e}^{\lambda^{2}\left\|d_{i}\right\|_{\infty}^{2} / 2}
$$

The properties of conditional expectations then prove that

$$
\mathbb{E}\left(\mathrm{e}^{\Sigma_{\imath=1}^{n} d_{\imath}}\right)=\mathbb{E}\left(\mathrm{e}^{\Sigma_{\imath=1}^{n-1} d_{2}} \mathbb{E}^{\mathcal{F}_{n-1}}\left(\mathrm{e}^{\lambda d_{n}}\right)\right) \leq \mathrm{e}^{\lambda^{2}\left\|d_{n}\right\|_{\infty}^{2} / 2} \mathbb{E}\left(\mathrm{e}^{\Sigma_{\imath=1}^{n-1} d_{\imath}}\right)
$$

Iterating,

$$
\mathbb{E}\left(\mathrm{e}^{\Sigma_{i=1}^{n} d_{2}}\right) \leq \mathrm{e}^{\lambda^{2} D^{2} / 2}
$$

Since $f-\mathbb{E}(f)=\sum_{i=1}^{n} d_{i}$, by Chebyshev's exponential inequality, for every $\lambda, r \geq 0$,

$$
\mathbb{P}(\{f \geq \mathbb{E}(f)+r\}) \leq \mathrm{e}^{-\lambda r} \mathbb{E}\left(\mathrm{e}^{\Sigma_{\imath=1}^{n} d_{2}}\right) \leq \mathrm{e}^{-\lambda r+\lambda^{2} D^{2} / 2}
$$

Minimizing in $\lambda \geq 0$ thus yields the inequality of the lemma.
Lemma 4.1 is the martingale extension of the Hoeffding type inequality (1.23). Inequalities of this type have been proved extremely useful in the study of limit theorems in classical probability theory and in discrete algorithmic mathematics [MD2].

Lemma 4.1 is of special interest once the decomposition

$$
\{\emptyset, \Omega\}=\mathcal{F}_{0} \subset \mathcal{F}_{1} \subset \cdots \subset \mathcal{F}_{n}=\mathcal{F}
$$

in sub- $\sigma$-fields is such that the martingale differences $d_{i}$ of a given function $f$ can be controlled. The following metric decomposition is a useful tool in this regard.

A finite metric space ( $X, d$ ) is of length at most $\ell$ if there exist an increasing sequence $\{X\}=\mathcal{X}^{0}, \mathcal{X}^{1}, \ldots, \mathcal{X}^{n}=\{\{x\}\}_{x \in X}$ of partitions of $X\left(\mathcal{X}^{i}\right.$ is a refinement
of $\mathcal{X}^{\imath-1}$ ) and positive numbers $a_{1}, \ldots, a_{n}$ with $\ell=\left(\sum_{r=1}^{n} a_{\imath}^{2}\right)^{1 / 2}$ such that, if $\mathcal{X}^{i}=$ $\left\{A_{j}^{2}\right\}_{1 \leq \jmath \leq m_{i}}$, for all $i=1, \ldots, n, p=1, \ldots, m_{i-1}$ and $j, k$ such that $A_{j}^{2}, A_{k}^{2} \subset A_{p}^{2-1}$, there exists a one-to-one and onto function $\phi: A_{j}^{2} \rightarrow A_{k}^{2}$ such that $d(x, \phi(x)) \leq a_{i}$ for every $x \in A_{j}^{2}$. Note that $\ell$ is always smaller than or equal to the diameter of $X$.
Theorem 4.2. Let $(X, d)$ be a finite metric space of length at most $\ell$, and let $\mu$ be the normalized counting measure on $X$. Then, for every 1-Lipschitz function $F$ on ( $X, d$ ) and every $r \geq 0$,

$$
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \mathrm{e}^{-r^{2} / 2 \ell^{2}} .
$$

In particular,

$$
\alpha_{(X, d, \mu)}(r) \leq \mathrm{e}^{-r^{2} / 8 \ell^{2}}, \quad r>0
$$

Before turning to the proof of Theorem 4.2, let us present examples that motivate the definition of spaces with controlled length in the above sense. First, let $X$ be the discrete cube $\{0,1\}^{n}$ equipped with the normalized Hamming metric and normalized counting (product) measure $\mu=\mu^{n}$. The obvious choice of partitions (adding one coordinate at each step) shows that $\{0,1\}^{n}$ is of length at most $\frac{1}{\sqrt{n}}$. Therefore, we deduce from Theorem 4.2 that

$$
\begin{equation*}
\alpha_{\left(\{0,1\}^{n}, \mu\right)}(r) \leq \mathrm{e}^{-n r^{2} / 8}, \quad r>0 . \tag{4.2}
\end{equation*}
$$

Compare with Theorem 2.11.
Actually, the same would apply to any product measure with respect to the Hamming metric. Indeed, let $\left(\Omega_{i}, \Sigma_{i}, \mu_{i}\right), i=1, \ldots, n$, be arbitrary finite probability spaces and let $P$ be the product measure $\mu_{1} \otimes \cdots \otimes \mu_{n}$ on the product space $X=\Omega_{1} \times \cdots \times \Omega_{n}$. A point $x$ in $X$ has coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$. Equip $X=\Omega_{1} \times \cdots \times \Omega_{n}$ with the Hamming metric

$$
d(x, y)=\operatorname{Card}\left\{1 \leq i \leq n ; x_{i} \neq y_{i}\right\} .
$$

Choose the partitions $\mathcal{X}^{i}$ consisting of the elements

$$
\Omega_{1} \times \cdots \times \Omega_{i} \times\left(x_{i+1}, \ldots, x_{n}\right), \quad x_{i+1}, \ldots, x_{n} \in \Omega .
$$

It is clear that the sequence of partitions $\left(\mathcal{X}^{i}\right)_{1 \leq i \leq n}$ fulfils the definition of the length of a metric space with all the $a_{i}$ 's equal to 1 by definition of the Hamming metric. We thus recover in this way (1.24).

A further, non-product, example is given by the symmetric group $\Pi^{n}$ of permutations of $\{1, \ldots, n\}$ equipped with the normalized metric

$$
d(\sigma, \pi)=\frac{1}{n} \operatorname{Card}\{i ; \sigma(i) \neq \pi(i)\}
$$

and uniform measure $\mu$ (assigning mass ( $n$ !) $)^{-1}$ to each permutation). (The choice of the normalized metric is again guided here for the matter of comparison with spherical concentration.) For every $i=1, \ldots, n$, consider the elements

$$
A_{j_{1}, \ldots, j_{\imath}}=\left\{\sigma \in \Pi^{n} ; \sigma(1)=j_{1}, \ldots, \sigma(i)=j_{i}\right\}
$$

where the $j_{1}, \ldots, j_{2}$ are distinct in $\{1, \ldots, n\}$. These elements form a partition $\mathcal{X}^{2}$ of $\Pi^{n}$. Now, given $A=A_{\jmath_{1}, \ldots, \jmath_{\imath}}$ as above, let $B=A_{\jmath_{1}, \ldots, \jmath_{2}, p}$ and $C=A_{\jmath_{1}, \ldots, \jmath_{2}, q}$ be contained in $A$. Let $\tau$ be the transposition that changes $p$ with $q$. Define $\phi: B \rightarrow C$ by letting $\phi(\sigma)=\tau \circ \sigma$. It is easily seen that $d(\sigma, \phi(\sigma)) \leq \frac{2}{n}$ so that we may take the $a_{\imath}$ 's equal to $\frac{2}{n}$.

Corollary 4.3. Let $\mu$ be a uniform measure on the symmetric group $\Pi^{n}$. For any 1-Lipschitz function $F$ on ( $\Pi^{n}, d$ ) and any $r \geq 0$,

$$
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \mathrm{e}^{-n r^{2} / 8} .
$$

In particular,

$$
\alpha_{\left(\Pi^{n}, d, \mu\right)}(r) \leq \mathrm{e}^{-n r^{2} / 32}, \quad r>0 .
$$

We now present the proof of Theorem 4.2.
Proof of Theorem 4.2. Denote by $\mathcal{F}_{i}$ the $\sigma$-field generated by the partition $\mathcal{X}^{i}$, $i=1, \ldots, n$. Given $F$ integrable with respect to $P$, set $F_{i}=E^{\mathcal{F}_{i}}(F), i=0,1, \ldots, n$ $\left(F_{0}=\mathbb{E}(F)\right)$. For any $B=A_{j}^{i}$ and $C=A_{k}^{i}$ contained in $A_{p}^{2-1}, F_{i}$ is constant on $B$ and $C$ and

$$
\begin{equation*}
\left|F_{\imath \mid B}-F_{i \mid C}\right| \leq a_{i} \tag{4.3}
\end{equation*}
$$

where $F_{i \mid B}, F_{i \mid C}$ denote the restriction of $F_{i}$ to $B$, respectively $C$. Indeed, $F_{i \mid B}=$ $(\operatorname{Card}(B))^{-1} \sum_{\sigma \in B} F(\sigma)$ while

$$
F_{i \mid C}=(\operatorname{Card}(C))^{-1} \sum_{\sigma \in C} F(\sigma)=(\operatorname{Card}(B))^{-1} \sum_{\sigma \in B} F(\phi(\sigma))
$$

so that (4.3) immediately follows.
Therefore, for any $A, B$ as before, $\left|F_{i \mid B}-F_{\imath-1 \mid A}\right| \leq a_{i}$. Indeed,

$$
F_{i-1 \mid A}=\frac{1}{N} \sum_{C \subset A} F_{i \mid A}
$$

with $N=\operatorname{Card}\{C ; C \subset A\}$ so that

$$
\left|F_{i \mid B}-F_{i-1 \mid A}\right| \leq \frac{1}{N} \sum_{C \subset A}\left|F_{i \mid B}-F_{i \mid C}\right| \leq a_{i} .
$$

Hence $\left\|d_{i}\right\|_{\infty} \leq a_{i}$ for any $i=1, \ldots, n$ and Lemma 4.1 yields the desired conclusion. The proof of Theorem 4.2 is complete.

The examples of the discrete cube and symmetric group suggest one further extension of the method. Given a compact metric group $G$ with a translation invariant metric $d$, and a closed subgroup $H$ of $G$, one can define a natural metric $\delta$ on the quotient $G / H$ by

$$
\delta\left(g H, g^{\prime} H\right)=d\left(g, g^{\prime} H\right)=d\left(g^{\prime-1} g, H\right) .
$$

The translation invariance of $d$ implies that this is actually a metric and that $d\left(g, g^{\prime} H\right)$ does not depend on the representative $g$ of $g H$.

Theorem 4.4. Let $G$ be a compact inctric gronp witin a translation invariant metric $d$ and let $G=G_{0} \supset G_{1} \supset \cdots \supset G_{n}=\{c\}$ be a decreasing sequence of closed sulsspaces of $G$. Denote by $a_{2}$ the diametcr of $G_{1-1} / G_{1}, i=1 \ldots \ldots n$. and let $\ell=\left(\sum_{\imath=1}^{n} a_{2}^{2}\right)^{1 / 2}$. Let $\mu$ be Haar incasure on $G$. Then.

$$
\alpha_{(G . d . \mu)}(r) \leq \mathrm{c}^{-r^{2} / 8 \ell^{2}}, \quad r>0
$$

Proof. We show that for every mean zero 1-Lipschitz function $F$ on $(G, d)$ and every $r \geq 0$,

$$
\mu(\{F \geq r\}) \leq \mathrm{e}^{-r^{2} / 2 \ell^{2}}
$$

Let $\mathcal{F}_{i}, i=0, \ldots, n$, be the $\sigma$-algebra generated by the sets $\left\{g G_{i}\right\}_{g \in G}$. Note that if $g G_{i-1} \supset h G_{\imath}$, then $g^{-1} h \in G_{\imath-1}$. If both $g G_{\imath-1} \supset h_{1} G_{\imath}$ and $g G_{\imath-1} \supset h_{2} G_{\imath}$, let $s \in G_{\imath-1}$ be such that

$$
\operatorname{Diam}\left(G_{\imath-1} / G_{i}\right)=d\left(g^{-1} h_{1}, g^{-1} h_{2} G_{\imath}\right)=d\left(g^{-1} h_{1}, g^{-1} h_{2} s\right)
$$

Define then $\phi: h_{1} G_{\imath} \rightarrow h_{2} G_{i}$ by $\phi\left(h_{1} r\right)=h_{2} s r$. Then

$$
d\left(h_{1} r, \phi\left(h_{1} r\right)\right)=d\left(h_{1}, h_{2} s\right)=\operatorname{Diam}\left(G_{\imath-1} / G_{\imath}\right)=a_{i} .
$$

Therefore, if $F_{\imath}=\mathbb{E}^{\mathcal{F}_{\imath}}(F), i=0, \ldots, n$, the oscillation of $F_{\imath}$ on cach atom of $\mathcal{F}_{\imath-1}$ is at most $a_{i}$, so that, in the notation of Lemma 4.1, $\left\|d_{2}\right\|_{\infty} \leq a_{2}$. Lemma 4.1 then allows us to complete the proof of the theorem.

In the case of the symmetric group over $n$ elements, we may take $G=\Pi^{n}$, $G_{\imath}=\Pi^{n-\imath}$ and $a_{i}=\frac{2}{n}$. One further instance of this theorem is the $n$-dimensional torus $\mathbb{T}^{n}$ equipped with the normalized product measure $\mu$ and the normalized $\ell^{1}$ metric $\frac{1}{n} \sum_{\imath=1}^{n}\left|s_{\imath}-t_{\imath}\right|$. Taking $\mathbb{T}^{2}, i=0, \ldots, n$, as subgroups, one gets $a_{\imath} \leq \frac{1}{n}$ for every $i$ so that, by Theorem 4.4,

$$
\alpha_{\left(\mathbb{T}^{n}, d, \mu\right)}(r) \leq 2 \mathrm{e}^{-n r^{2} / \mathrm{s}}, \quad r>0
$$

This result is to be compared with Proposition 2.7 where the stronger Euclidean metric was inforced, for which dimension free concentration holds.

We complete this section by another application of the martingale method to norms of sums of independent random vectors (one can also use the language of supremum of empirical processes as in Chapter 7). Let $Y_{1}, \ldots, Y_{n}$ be independent integrable random variables on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$ taking values in a Banach space $(E,\|\cdot\|)$ and let $S=\sum_{\imath=1}^{n} Y_{2}$. Now

$$
\|S\|-\mathbb{E}(\|S\|)=\sum_{i=1}^{n} d_{i}
$$

can be written as a sum of martingale differences with respect to the filtration $\mathcal{F}_{2}$ generated by $Y_{1}, \ldots, Y_{2}, i=1, \ldots, n$, with the property that, for every $i=1, \ldots, n$,

$$
\begin{aligned}
\left|d_{\imath}\right| & =\left|\left(\mathbb{E}^{\mathcal{F}_{\imath}}-\mathbb{E}^{\mathcal{F}_{\imath-1}}\right)(\|S\|)\right| \\
& =\left|\left(\mathbb{E}^{\mathcal{F}_{\imath}}-\mathbb{E}^{\mathcal{F}_{\imath-1}}\right)\left(\|S\|-\left\|S-Y_{\imath}\right\|\right)\right| \\
& \leq\left\|Y_{i}\right\|+\mathbb{E}\left(\left\|Y_{\imath}\right\|\right)
\end{aligned}
$$

by the triangle inequality and independence. In a sense, $\|S\|-\mathbb{E}(\|S\|)$ is as good as the sum $\sum_{i=1}^{n}\left\|Y_{i}\right\|$, so that, provided $\mathbb{E}(\|S\|)$ is under control, the classical onedimensional results apply. As a consequence of Lemma 4.1, we thus obtain the following extension of (1.23).
Corollary 4.5. Let $Y_{1}, \ldots, Y_{n}$ be independent bounded random vectors in a Banach space $(E,\|\cdot\|)$ and let $S=\sum_{i=1}^{n} Y_{i}$. For every $r \geq 0$,

$$
\mathbb{P}(\{|\|S\|-\mathbb{E}(\|S\|)| \geq r\}) \leq 2 \mathrm{e}^{-r^{2} / 2 D^{2}}
$$

where $D^{2} \geq \sum_{i=1}^{n}\left\|Y_{i}\right\|_{\infty}^{2}$.

### 4.2 Convex hull approximation

In this section, we investigate concentration for product measures through geometric considerations involving convexity properties. Let $\left(\Omega_{i}, \Sigma_{i}, \mu_{i}\right), i=1, \ldots, n$, be arbitrary probability spaces and let $P$ be the product measure $\mu_{1} \otimes \cdots \otimes \mu_{n}$ on $X=\Omega_{1} \times \cdots \times \Omega_{n}$. A point $x$ in $X$ has coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$.

Recall the Hamming distance on $X$ defined by

$$
d(x, y)=\operatorname{Card}\left\{1 \leq i \leq n ; x_{i} \neq y_{i}\right\} .
$$

As we have seen in (1.24) and Section 4.1 above, the concentration function of any product probability $P$ on $(X, d)$ satisfies

$$
\begin{equation*}
\alpha_{(X, d, P)}(r) \leq \mathrm{e}^{-c r^{2} / n}, \quad r>0, \tag{4.4}
\end{equation*}
$$

for some numerical constant c $>0$. In particular, if $P(A) \geq \frac{1}{2}$, for most of the elements $x$ in $\Omega^{n}$, there exists $y \in A$ within distance $\sqrt{n}$ of $x$.

The same result actually applies to all the Hamming metrics

$$
d_{a}(x, y)=\sum_{i=1}^{n} a_{i} \mathbf{1}_{\left\{x_{i} \neq y_{2}\right\}}, \quad a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}_{+}^{n}
$$

with $|a|^{2}=\sum_{i=1}^{n} a_{i}^{2}$ instead of $n$ on the right-hand side of (4.4). This type of normalization leads to dimension free formulations.

Note that various measurability questions may arise in the subsequent statements. These are actually completely unessential and will be ignored below (start for example with finite or Polish probability spaces $\Omega_{i}$ ).

We now introduce a control that will be uniform in the Hamming metrics $d_{a}$ whenever $|a| \leq 1$. We define, for every non-empty subset $A$ of $X=\Omega_{1} \times \cdots \times \Omega_{n}$ and every $x \in X$, a distance $\mathcal{D}_{A}^{c}(x)$ from $x$ to $A$ as

$$
\mathcal{D}_{A}^{c}(x)=\sup _{|a|=1} d_{a}(x, A)
$$

This definition somewhat hides the combinatorial and convexity properties of the functional $\mathcal{D}_{A}^{c}$ that will be needed in its investigation. For a subset $A \subset X$ and $x \in X$, let

$$
U_{A}(x)=\left\{s=\left(s_{i}\right)_{1 \leq i \leq n} \in\{0,1\}^{n} ; \exists y \in A \text { such that } y_{i}=x_{i} \text { if } s_{i}=0\right\} .
$$

One can use equivalently the collection of the characteristic functions $1_{\left\{x_{i} \neq \boldsymbol{y}_{\mathbf{2}}\right\}}$, $y \in A$. Denote by $V_{A}(x)$ the convex hull of $U_{A}(x)$ as a subset of $[0,1]^{n} \subset \mathbb{R}^{n}$. Note that $0 \in V_{A}(x)$ if and only if $x \in A$. One may then measure the distance from $x$ to $A$ by the Euclidean distance $d\left(0, V_{A}(x)\right)$ from 0 to $V_{A}(x)$. It is easily seen that

$$
\begin{equation*}
\mathcal{D}_{A}^{c}(x)=d\left(0, V_{A}(x)\right)=\inf _{y \in V_{A}(x)}|y| . \tag{4.5}
\end{equation*}
$$

We recall that $|\cdot|$ denotes the Euclidean norm on $\mathbb{R}^{n}$. Indeed, if $d\left(0, V_{A}(x)\right) \leq r$, there exists $z$ in $V_{A}(x)$ with $|z| \leq r$. Let $a \in \mathbb{R}_{+}^{n}$ with $|a|=1$. Then

$$
\inf _{y \in V_{A}(x)}(a \cdot y) \leq a \cdot z \leq|z| \leq r
$$

where $u \cdot v$ is the scalar product of $u, v \in \mathbb{R}^{n}$. Since

$$
\begin{equation*}
\inf _{y \in V_{A}(x)}(a \cdot y)=\inf _{s \in U_{A}(x)}(a \cdot s)=d_{a}(x, A) \tag{4.6}
\end{equation*}
$$

$\mathcal{D}_{A}^{c}(x) \leq r$. Conversely, let $z \in V_{A}(x)$ be such that $|z|=d\left(0, V_{A}(x)\right)(>0)$ and set $a=z /|z|$. Let $y \in V_{A}(x)$. By convexity, for every $\theta \in[0,1], \theta y+(1-\theta) z \in V_{A}(x)$ so that

$$
|z+\theta(y-z)|^{2}=|\theta y+(1-\theta) z|^{2} \geq|z|^{2}
$$

Hence, as $\theta \rightarrow 0,(y-z) \cdot z \geq 0$, that is,

$$
a \cdot y \geq|z|=d\left(0, V_{A}(x)\right)
$$

for every $y \in V_{A}(x)$. Now, by (4.6),

$$
\mathcal{D}_{A}^{c}(x) \geq d_{a}(x, A)=\inf _{y \in V_{A}(x)}(a \cdot y) \geq d\left(0, V_{A}(x)\right)
$$

which is the claim.
The next theorem extends the concentration (4.4) to this uniformity with dimension free bounds.

Theorem 4.6. For every measurable non-empty subset $A$ of $X=\Omega^{1} \times \cdots \times \Omega^{n}$, and every product probability measure $P$ on $X$,

$$
\int \mathrm{e}^{\left(\mathcal{D}_{A}^{c}\right)^{2} / 4} d P \leq \frac{1}{P(A)}
$$

In particular, for every $r \geq 0$,

$$
P\left(\left\{\mathcal{D}_{A}^{c} \geq r\right\}\right) \leq \frac{1}{P(A)} \mathrm{e}^{-r^{2} / 4}
$$

The general scheme of proof is by induction on the number of coordinates together with geometric argument involving projections and sections to lower dimensional subspaces. The main difficulty in this type of statements is to find the adapted recurrence hypothesis expressed here by the exponential integral inequalities. For simplicity in the notation, we assume that we are given a probability
space ( $\Omega . \Sigma, \mu$ ) and that $P$ is the $n$-fold product $\mu^{n}$ of $\mu$ on $X=\Omega^{n}$. This is no loss of generality. Since the crucial inequalities will not depend on $n$, we need simply to work on products of $(\widetilde{\Omega}, \widetilde{\mu})=\left(\prod_{\imath=1}^{n} \Omega_{2}, \bigotimes_{\imath=1}^{n} \mu_{\imath}\right)$ with itself and consider the coordinate map

$$
\widetilde{x}=\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right) \in \widetilde{\Omega}^{n} \rightarrow\left(\widetilde{x}_{\imath}\right)_{\imath} \in \Omega_{\imath}, \quad \tilde{x}_{i}=\left(\left(\widetilde{x}_{\imath}\right)_{1}, \ldots,\left(\widetilde{x}_{\imath}\right)_{n}\right) \in \widetilde{\Omega}
$$

that only depends on the $i$-th factor.
Proof of Theorem 4.6. The case $n=1$ is easy. To go from $n$ to $n+1$, let $A$ be a subset of $\Omega^{n+1}$ and let $B$ be its projection on $\Omega^{n}$. Furthermore, for $\omega \in \Omega$, let $A(\omega)$ be the section of $A$ along $\omega$. If $x \in \Omega^{n}$ and $\omega \in \Omega$, set $z=(x, \omega)$. The key observation is the following: if $s \in U_{A(\omega)}(x)$, then $(s, 0) \in U_{A}(z)$, and if $t \in U_{B}(x)$, then $(t, 1) \in U_{A}(z)$. It follows that if $\xi \in V_{A(\omega)}(x), \zeta \in V_{B}(x)$ and $0 \leq \theta \leq 1$, then $(\theta \xi+(1-\theta) \zeta, 1-\theta) \in V_{A}(z)$. By the description (4.5) of $\mathcal{D}_{A}^{c}$ and convexity of the square function,

$$
\begin{aligned}
\mathcal{D}_{A}^{c}(z)^{2} & \leq(1-\theta)^{2}+|\theta \xi+(1-\theta) \zeta|^{2} \\
& \leq(1-\theta)^{2}+\theta|\xi|^{2}+(1-\theta)|\zeta|^{2}
\end{aligned}
$$

Hence,

$$
\mathcal{D}_{A}^{c}(z)^{2} \leq(1-\theta)^{2}+\theta \mathcal{D}_{A(\omega)}^{c}(x)^{2}+(1-\theta) \mathcal{D}_{B}^{c}(x)^{2}
$$

Now, by Hölder's inequality and the induction hypothesis, for every $\omega$ in $\Omega$,

$$
\begin{aligned}
& \int_{\Omega^{n}} \mathrm{e}^{\left(\mathcal{D}_{A}^{c}(x, \omega)\right)^{2} / 4} d P(x) \\
& \leq \mathrm{e}^{(1-\theta)^{2} / 4}\left(\int_{\Omega^{n}} \mathrm{e}^{\left(\mathcal{D}_{A(\omega)}^{c}\right)^{2} / 4} d P\right)^{\theta}\left(\int_{\Omega^{n}} \mathrm{e}^{\left(\mathcal{D}_{B}^{c}\right)^{2} / 4} d P\right)^{1-\theta} \\
& \leq \mathrm{e}^{(1-\theta)^{2} / 4}\left(\frac{1}{P(A(\omega))}\right)^{\theta}\left(\frac{1}{P(B)}\right)^{1-\theta}
\end{aligned}
$$

that is,

$$
\int_{\Omega^{n}} \mathrm{e}^{\left(\mathcal{D}_{A}^{c}(x, \omega)\right)^{2} / 4} d P(x) \leq \frac{1}{P(B)} \mathrm{e}^{(1-\theta)^{2} / 4}\left(\frac{P(A(\omega))}{P(B)}\right)^{-\theta}
$$

Optimize now in $\theta$. To this aim, use that, for every $u \in[0,1]$,

$$
\begin{equation*}
\inf _{\theta \in[0,1]} e^{(1-\theta)^{2} / 4} u^{-\theta} \leq 2-u \tag{4.7}
\end{equation*}
$$

Taking $\theta=1+2 \log u$ if $u \geq \mathrm{e}^{-1 / 2}$ and $\theta=0$ otherwise, and taking logarithms, it suffices to show that

$$
\log (2-u)+\log u+(\log u)^{2} \geq 0
$$

which is established through elementary calculus. Therefore, by (4.7),

$$
\int_{\Omega^{n}} \mathrm{e}^{\left(\mathcal{D}_{A}^{c}(x, \omega)\right)^{2} / 4} d P(x) \leq \frac{1}{P(B)}\left(2-\frac{P(A(\omega))}{P(B)}\right)
$$

To conclude, integrate in $\omega$ so that, by Fubini's theorem,

$$
\begin{aligned}
\int_{\Omega^{n+1}} \mathrm{e}^{\left(\mathcal{D}_{A}^{\prime}(x . \omega)\right)^{2} / 4} d P(x) d \mu(\omega) & \leq \frac{1}{P(B)}\left(2-\frac{P \otimes \mu(A)}{P(B)}\right) \\
& \leq \frac{1}{P \otimes \mu(A)}
\end{aligned}
$$

since $u(2-u) \leq 1$ for every real number $u$. Theorem 4.6 is established.
The strength of the functional $\mathcal{D}_{A}^{c}(x)$ with respect to the Hamming metric is that all choices of $a_{i}$ 's (depending upon $x$ ) are possible. This makes Theorem 4.6 a principle of considerable power in applications, as will be further demonstrated in Chapters 7 and 8 . As a first illustration, let $\Omega=\{0,1\}$ and $\mu_{p}$ be the probability measure that gives mass $p$ to 1 . Denote by $P=\mu_{p}^{n}$ the product measure of $\mu_{p}$ on $\Omega^{n}$. Consider a subset $A$ of $\Omega^{n}$ that is hereditary in the sense that if $x=\left(x_{1}, \ldots, x_{n}\right) \in A$ and if $y=\left(y_{1}, \ldots, y_{n}\right) \in \Omega^{n}$ is such that $y_{i} \leq x_{i}$ for all $i=1, \ldots, n$, then $y \in A$. For $x \in \Omega^{n}$, set $J=\left\{1 \leq i \leq n ; x_{\imath}=1\right\}$ and $N(x)=\operatorname{Card}(J)$. Choosing $a_{i}=1$ if $i \in J$ and 0 otherwise shows that

$$
d(x, A) \leq \mathcal{D}_{A}^{c}(x) \sqrt{N(x)}
$$

where $d(x, A)$ is the usual Hamming distance from $x$ to $A$. Therefore, for every $r, s>0$,

$$
\begin{aligned}
P(\{d(\cdot, A) \geq r\}) & \leq P\left(\left\{\mathcal{D}_{A}^{c} \geq r s^{-1 / 2}\right\}\right)+P(\{y: N(y)>s\}) \\
& \leq \frac{1}{P(A)} \mathrm{e}^{-r^{2} / 4 s}+P(\{y: N(y)>s\})
\end{aligned}
$$

Since the last term is very small for $s>p n$, we see that Theorem 4.6 produces the correct order $(p n)^{-1}$ in the coefficient of $r^{2}$.

By definition of the convex hull distance $\mathcal{D}_{A}^{c}(x)$ as a supremum of distances, its application to Lipschitz functions requires some care. Consider indeed a function $F: X \rightarrow \mathbb{R}$ on the product space $X=\Omega_{1} \times \cdots \times \Omega_{n}$ such that for every $x \in X$ there exists $a=a(x) \in \mathbb{R}_{+}^{n}$ with $|a|=1$ such that for every $y \in X$,

$$
\begin{equation*}
F(x) \leq F(y)+d_{a}(x, y) \tag{4.8}
\end{equation*}
$$

The important feature in the extension provided by Theorem 4.6 is that $a$ may depend on $x$. Then let $A=\{F \leq m\}$. By (4.8) and the definition of $\mathcal{D}_{A}^{c}(x)$, it is clear that

$$
F(x) \leq m+d_{a}(x, A) \leq m+\mathcal{D}_{A}^{c}(x)
$$

for every $x$. Hence, by Theorem 4.6, for every $r \geq 0$,

$$
P(\{F \geq m+r\}) \leq P\left(\left\{\mathcal{D}_{A}^{c} \geq r\right\}\right) \leq \frac{1}{P(A)} \mathrm{e}^{-r^{2} / 4}
$$

In other words,

$$
P(\{F \leq m\}) P(\{F \geq m+r\}) \leq \mathrm{e}^{-r^{2} / 4}, \quad r \geq 0
$$

Choose then successively $m=m_{F}$ and $m=m_{F}-r$ where $m_{F}$ is a median of $F$ for $P$ to get the following result.

Corollary 4.7. Let $P$ be a product probability measure on the product space $X=\Omega_{1} \times \cdots \times \Omega_{n}$ and let $F: X \rightarrow \mathbb{R}$ be 1-Lipschitz in the sense of (4.8). Then, for every $r \geq 0$,

$$
P\left(\left\{\left|F-m_{F}\right| \geq r\right\}\right) \leq 4 \mathrm{e}^{-r^{2} / 4}
$$

where $m_{F}$ is a median of $F$ for $P$.
Replacing $F$ by $-F$, Corollary 4.7 applies similarly if (4.8) is replaced by $F(y) \leq F(x)+d_{a}(x, y)$.

A typical application of Corollary 4.7 concerns supremum of linear functionals. In a probabilistic language, consider independent real-valued random variables $Y_{1}, \ldots, Y_{n}$ on some probability space $(\Omega, \mathcal{A}, \mathbb{P})$ such that for real numbers $u_{i}, v_{i}$, $i=1, \ldots, n$,

$$
u_{i} \leq Y_{i} \leq v_{i}, \quad i=1, \ldots, n
$$

Set

$$
\begin{equation*}
Z=\sup _{t \in \mathcal{T}} \sum_{i=1}^{n} t_{i} Y_{i} \tag{4.9}
\end{equation*}
$$

where $\mathcal{T}$ is a (finite or countable) family of vectors $t=\left(t_{1}, \ldots, t_{n}\right)$ in $\mathbb{R}^{n}$ such that $\sigma=\sup _{t \in \mathcal{T}}\left(\sum_{\imath=1}^{n} t_{i}^{2}\left(v_{\imath}-u_{\imath}\right)^{2}\right)^{1 / 2}<\infty$. Apply Corollary 4.7 to

$$
F(x)=\sup _{t \in \mathcal{T}} \sum_{i=1}^{n} t_{i} x_{i}
$$

on $X=\prod_{\imath=1}^{n}\left[u_{i}, v_{i}\right]$ under the product measure of the laws of the $Y_{i}$ 's, $i=1, \ldots, n$. Indeed, given $x=\left(x_{1}, \ldots, x_{n}\right) \in X$, let $t=t(x)$ achieve the supremum of $F(x)$ (start with $\mathcal{T}$ finite if necessary). Then, for every $y \in X$,

$$
\begin{aligned}
F(x)=\sum_{i=1}^{n} t_{i} x_{i} & \leq \sum_{i=1}^{n} t_{i} y_{i}+\sum_{i=1}^{n}\left|t_{i}\right|\left|x_{i}-y_{i}\right| \\
& \leq F(y)+\sigma \sum_{i=1}^{n} \frac{\left|t_{i}\right|\left|v_{i}-u_{i}\right|}{\sigma} \mathbf{1}_{\left\{x_{i} \neq y_{\imath}\right\}}
\end{aligned}
$$

Hence $\sigma^{-1} F$ satisfies (4.8) with $a=a(x)=\sigma^{-1}\left(\left|t_{1}\right|, \ldots,\left|t_{n}\right|\right)$. Thus Corollary 4.7 yields the following consequence that has to be compared with (1.23) for $\mathcal{T}$ reduced to one point.

Corollary 4.8. Let $Z$ be as in (4.9) and denote by $m_{Z}$ a median of $Z$. Then, for every $r \geq 0$,

$$
\mathbb{P}\left(\left\{\left|Z-m_{Z}\right| \geq r\right\}\right) \leq 4 \mathrm{e}^{-r^{2} / 4 \sigma^{2}}
$$

Furthermore,

$$
\left|\mathbb{E}(Z)-m_{Z}\right| \leq 4 \sqrt{\pi} \sigma \quad \text { and } \quad \operatorname{Var}(Z) \leq 16 \sigma^{2}
$$

What is actually hidden behind this example are the convexity properties of the functional $F$. It is easy to check that if $\Omega=[0,1]$ and if $d_{B}$ is the Euclidean
distance to the convex hull $B=\operatorname{Conv}(A)$ of $A$, then $d_{B} \leq \mathcal{D}_{A}^{c}$. Indeed, given $x \in[0,1]^{n}$, for any $y^{k} \in A, \theta^{k} \geq 0, \sum_{k} \theta^{k}=1$,

$$
\begin{aligned}
d_{B}(x) & \leq\left|x-\sum_{k} \theta^{k} y^{k}\right| \\
& \leq\left(\sum_{i=1}^{n}\left|\sum_{k} \theta^{k}\left(x_{i}-y_{i}^{k}\right)\right|^{2}\right)^{1 / 2} \\
& \leq\left(\sum_{i=1}^{n}\left|\sum_{k} \theta^{k} 1_{\left\{x_{i} \neq y_{2}^{k}\right\}}\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

since $x_{i}, y_{i}^{k} \in[0,1]$. The conclusion follows from the combinatorial description (4.5) of $\mathcal{D}_{A}^{c}(x)$.
Corollary 4.9. For any product probability measure $P$ on $[0,1]^{n}$, and any measurable set $A \subset[0,1]^{n}$,

$$
\int \mathrm{e}^{d_{B}^{2} / 4} d P \leq \frac{1}{P(A)}
$$

where $B$ is the convex hull of $A$.
Let $F$ be a 1-Lipschitz convex function on $[0,1]^{n}$. Set $A=\{F \leq m\}$ where $m \in \mathbb{R}$. Since $F$ is convex, $A$ is convex. For every $x \in[0,1]^{n}$ such that $d(x, A)<r$, $F(x)<m+r$. Hence, by Corollary 4.9,

$$
P(\{F \leq m\}) P(\{F \geq m+r\}) \leq \mathrm{e}^{-r^{2} / 4}
$$

Choosing successively as before $m=m_{F}$ and $m=m_{F}-r$ where $m_{F}$ is a median of $F$ for $P$, we get the following important consequence of Theorem 4.6. Alternatively, if $F$ is convex and 1-Lipschitz, for every $x, y \in[0,1]^{n}$,

$$
F(x) \leq F(y)+\sum_{i=1}^{n}\left(x_{i}-y_{i}\right) \partial_{i} F(x) \leq F(y)+d_{a}(x, y)
$$

with $a=a(x)=\left(\left|\partial_{1} F(x)\right|, \ldots,\left|\partial_{n} F(x)\right|\right)$ and thus $F$ satisfies (4.8).
Corollary 4.10. For every product probability $P$ on $[0,1]^{n}$, every convex 1 Lipschitz function $F$ on $\mathbb{R}^{n}$, and every $r \geq 0$,

$$
P\left(\left\{\left|F-m_{F}\right| \geq r\right\}\right) \leq 4 \mathrm{e}^{-r^{2} / 4}
$$

where $m_{F}$ is a median of $F$ for $P$.
Corollary 4.10 extends to probability measures $\mu_{i}$ supported on $\left[u_{i}, v_{i}\right], i=$ $1, \ldots, n$, for functions $F$ such that

$$
\sum_{i=1}^{n}\left(v_{i}-u_{i}\right)^{2}\left(\partial_{i} F\right)^{2} \leq 1
$$

In particular, if $P$ is a product measure on $\left[u . v_{1}\right]^{n}$ and if $F$ is convex and 1-Lipschit\% on $\mathbb{R}^{\prime \prime}$. for every $r \geq 0$.

$$
\begin{equation*}
P\left(\left\{\left|F-m_{F}\right| \geq r\right\}\right) \leq 4 \mathrm{e}^{-r^{2} / 4(v-u)^{2}} \tag{4.10}
\end{equation*}
$$

By Proposition 1.8, we may replace the median by the nean up to numerical constants. The numerical constant 4 in the exponent may be improved to get close to the best possible value 2 . This concentration inequality is very similar to Gaussian concentration, however with $F$ convex. This convexity assumption cannot be omitted in general as shown by the following example. Let $P$ be a uniform product measure on $\{0,1\}^{n} \subset[0,1]^{n}$ and assume that $n=2 k$ is even. Let the Hamming ball

$$
A=\left\{x \in\{0,1\}^{n} ; \sum_{\imath=1}^{n} x_{i} \leq k\right\}
$$

and $F(x)=d(x, A), x \in \mathbb{R}^{n}$, where $d$ is Euclidean metric. Clearly $\|F\|_{\text {Lip }}=1$ and 0 is a median of $F$. Now, if $\sum_{\imath=1}^{n}\left(2 x_{\imath}-1\right) \geq \rho \sqrt{k}$ for some $\rho>0$ to be specified latcr, for all $y \in A$,

$$
\frac{\rho}{2} \sqrt{k} \leq \sum_{i=1}^{n}\left(x_{i}-y_{i}\right) \leq \sum_{i=1}^{n}\left|x_{i}-y_{\imath}\right|^{2}
$$

Hence $d(x, A) \geq \sqrt{\frac{\rho}{2}} k^{1 / 4}$. It follows from the central limit theorem that

$$
P\left(\left\{x ; d(x, A) \geq \sqrt{\frac{\rho}{2}}\left(\frac{n}{2}\right)^{1 / 4}\right\}\right) \geq P\left(\left\{x ; \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(2 x_{i}-1\right) \geq \frac{\rho}{\sqrt{2}}\right\}\right) \geq \frac{1}{4}
$$

for $\rho>0$ sufficiently small and independent of $n$. Therefore concentration is not available.

Theorem 4.6 may be generalized along the same lines of proof to non-quadratic distances. One possibility is to measure the distance to $V_{A}(x)$ in another way. To this task, given $\beta \geq 0$, set

$$
\mathcal{D}_{\beta, A}(x)=\inf _{y \in V_{A}(x)} \sum_{v=1}^{n} \tau_{\beta}\left(y_{\imath}\right)
$$

where

$$
\begin{equation*}
\tau_{\beta}(1-u)=\beta u \log u-(1+\beta u) \log \left(\frac{1+\beta u}{1+\beta}\right), \quad u \in[0,1] . \tag{4.11}
\end{equation*}
$$

The reader should observe that $\mathcal{D}_{\beta, A}$ corresponds in the preceding notation to $\left(\mathcal{D}_{A}^{c}\right)^{2}$ rather than to $\mathcal{D}_{A}^{c}$.
Theorem 4.11. For every non-empty subset $A$ of $X=\Omega^{1} \times \cdots \times \Omega^{n}$, and every product probability measure $P$ on $\Omega^{n}$,

$$
\int \mathrm{e}^{\mathcal{D}_{\beta, A}} d P \leq \frac{1}{P(A)^{\beta}}
$$

In particular, for every $r \geq 0$,

$$
P\left(\left\{\mathcal{D}_{\beta, A} \geq r\right\}\right) \leq \frac{1}{P(A)^{\beta}} \mathrm{e}^{-r}
$$

We refer to [Tal7] for a proof of Theorem 4.11 along the lines of the proof of Theoren 4.6. One striking aspect of this result is that the form of the function $\tau_{\beta}$ is exactly determined by the optimization (4.7) when dealing with the extra parameter $\beta$. We present a proof of Theorem 4.11 with the tool of information inequalities in Chapter 6.

### 4.3 Control by several points

The preceding convex hull approximation suggests the possibility of various notions of enlargements in product spaces that go outside the scope of distances. The following is a control by a finite number of points that is not metric.

As in the previous section, let $\left(\Omega_{\imath}, \sigma_{i}, \mu_{i}\right), i=1, \ldots, n$, be arbitrary probability spaces and let $P=\mu_{1} \otimes \cdots \otimes \mu_{n}$ be the product measure on $X=\Omega_{1} \times \cdots \times \Omega_{n}$. If $q$ is an integer $\geq 2$ and if $A^{1}, \ldots, A^{q}$ are subsets of $X$, then, for every $x=\left(x_{1}, \ldots, x_{n}\right)$ in $\Omega^{n}$, let $\mathcal{D}^{q}(x)=\mathcal{D}_{A^{1}, \ldots, A^{q}}^{q}(x)$ be defined by

$$
\begin{aligned}
& \mathcal{D}^{q}(x)=\inf \left\{k \geq 0 ; \exists y^{1} \in A^{1}, \ldots, \exists y^{q} \in A^{q}\right. \text { such that } \\
& \left.\quad \quad \operatorname{Card}\left\{1 \leq i \leq n ; x_{\imath} \notin\left\{y_{i}^{1}, \ldots, y_{\imath}^{q}\right\}\right\} \leq k\right\}
\end{aligned}
$$

(We agree that $\mathcal{D}^{q}=\infty$ if one of the $A_{\imath}$ 's is empty.) If, for every $i=1, \ldots, n$, $A^{i}=A$ for some $A \subset \Omega^{n}, \mathcal{D}^{q}(x) \leq k$ means that the coordinates of $x$ may be copied, with the exception of $k$ of them, by the coordinates of $q$ elements in $A$. Using again a proof by induction on the number of coordinates, we establish the following result.

Theorem 4.12. Under the previous notations,

$$
\int q^{\mathcal{D}^{q}(x)} d P(x) \leq \prod_{i=1}^{q} \frac{1}{P\left(A^{2}\right)}
$$

In particular, for every integer $k$,

$$
P\left(\left\{\mathcal{D}^{q} \geq k\right\}\right) \leq q^{-k} \prod_{i=1}^{q} \frac{1}{P\left(A^{i}\right)}
$$

Proof. As in the proof of Theorem 4.6, we may assume that $X=\Omega^{n}$ is the $n$-fold product of a probability space $(\Omega, \Sigma, \mu)$ with the product measure $P=\mu^{n}$. One first observes that if $g$ is a function on $\Omega$ such that $\frac{1}{q} \leq g \leq 1$, then

$$
\begin{equation*}
\int \frac{1}{g} d \mu\left(\int g d \mu\right)^{q} \leq 1 \tag{4.12}
\end{equation*}
$$

Indeed, since $\log u \leq u-1, u \geq 0$, it suffices to show that

$$
\int \frac{1}{g} d \mu+q \int g d \mu=\int\left(\frac{1}{g}+q g\right) d \mu \leq q+1
$$

But this is obvious since $\frac{1}{u}+q u \leq q+1$ for $\frac{1}{q} \leq u \leq 1$.

Let $g_{\imath}, i=1, \ldots, q$, be functions on $\Omega$ such that $0 \leq g_{\imath} \leq 1$. Applying (4.12) to $g$ given by $\frac{1}{g}=\min \left(q, \min _{1 \leq \imath \leq q} \frac{1}{g_{\imath}}\right)$ yields

$$
\begin{equation*}
\int \min \left(q, \min _{1 \leq \imath \leq q} \frac{1}{g_{\imath}}\right) d \mu\left(\prod_{\imath=1}^{q} \int g_{\imath} d \mu\right) \leq 1 \tag{4.13}
\end{equation*}
$$

since $g_{i} \leq g$ for every $i=1, \ldots, q$.
We prove the theorem by induction on $n$. If $n=1$, the result follows from (4.12) by taking $g_{i}=1_{A^{2}}$. Assume Theorem 4.12 has been proved for $n$ and let us prove it for $n+1$. Consider sets $A^{1}, \ldots, A^{q}$ of $\Omega^{n+1}$. For $\omega \in \Omega$, consider the sections $A^{i}(\omega), i=1, \ldots, q$, as well as the projections $B^{i}$ of $A^{i}$ on $\Omega^{n}, i=1, \ldots, q$. Note that if we set $g_{i}=P\left(A^{i}(\omega)\right) / P\left(B^{i}\right)$ in (4.13) we get by Fubini's theorem that

$$
\begin{equation*}
\int \min \left(q \prod_{i=1}^{q} \frac{1}{P\left(B^{i}\right)}, \min _{1 \leq j \leq q} \prod_{i=1}^{q} \frac{1}{P\left(C^{i j}\right)}\right) d \mu \leq \prod_{i=1}^{q} \frac{1}{P \otimes \mu\left(A^{i}\right)} \tag{4.14}
\end{equation*}
$$

where $C^{i j}=B^{i}$ if $i \neq j$ and $C^{i 2}=A^{i}(\omega)$. The basic observation is now the following: for $(x, \omega) \in \Omega^{n} \times \Omega$,

$$
\mathcal{D}_{A^{1}, \ldots, A^{q}}^{q}(x, \omega) \leq 1+\mathcal{D}_{B^{1}, \ldots, B^{q}}^{q}(x)
$$

and, for every $1 \leq j \leq q$,

$$
\mathcal{D}_{A^{1}, \ldots, A^{q}}^{q}(x, \omega) \leq \mathcal{D}_{C^{1 〕}, \ldots, C^{q \jmath}}^{q}(x)
$$

It follows that

$$
\begin{aligned}
& \int_{\Omega^{n+1}} q^{\mathcal{D}_{A^{1}, ~, A^{q}}^{q}(x, \omega)} d P(x) d \mu(\omega) \\
& \leq \int_{\Omega^{n+1}} \min \left(q \cdot q^{\mathcal{D}_{B^{1}, \ldots, B^{q}}^{q}(x)}, \min _{1 \leq j \leq q} q^{\mathcal{D}_{C^{1 J}, \ldots, C^{q}}^{q}(x)}\right) d P(x) d \mu(\omega) \\
& \leq \int_{\Omega} \min \left(q \int_{\Omega^{n}} q^{\mathcal{D}_{B^{1}, \ldots, B^{q}}^{q}(x)} d P(x),\right. \\
&\left.\min _{1 \leq j \leq q} \int_{\Omega^{n}} q^{\mathcal{D}_{C^{1 J}, ., C q \jmath}^{q}(x)} d P(x)\right) d \mu(\omega) \\
& \leq \int_{\Omega} \min \left(q \prod_{i=1}^{q} \frac{1}{P\left(B^{i}\right)}, \min _{1 \leq j \leq q} \prod_{i=1}^{q} \frac{1}{P\left(C^{i j}\right)}\right) d \mu(\omega)
\end{aligned}
$$

by the recurrence hypothesis. The conclusion follows from (4.14) and the proof of Theorem 4.12 is thus complete.

In the applications, $q$ is usually fixed, for example equal to 2 . Theorem 4.12 then shows how to control, with a fixed subset $A$, arbitrary samples with an exponential decay of the probability in the number of coordinates which are neglected. Let us consider a class of functions to which this property may be applied. For a subset $I \subset\{1, \ldots, n\}$, set $\Omega_{I}=\prod_{i \in I} \Omega_{i}$ and denote by $\Omega^{*}$ the collection of all $\Omega_{I}$ 's, $I \subset\{1, \ldots, n\}$. If $x=\left(x_{1}, \ldots, x_{n}\right) \in \Omega_{1} \times \cdots \times \Omega_{n}$ and $I \subset\{1, \ldots, n\}$, we denote similarly $x_{I}=\left(x_{i}\right)_{i \in I} \in \Omega_{I}$. A function $F: \Omega^{*} \rightarrow \mathbb{R}_{+}$is said to be monotone if
$F\left(x_{I}\right) \leq F\left(x_{J}\right)$ whenever $I \subset J . F$ is said to be subadditive if for $I, J$ disjoint in $\{1, \ldots, n\}$ and $x_{I \cup J} \in \Omega_{I \cup J}$,

$$
F\left(x_{I \cup J}\right) \leq F\left(x_{I}\right)+F\left(x_{J}\right)
$$

Typical examples of monotone and subadditive functions are the following. If $\Omega_{\imath}=$ $[0, \infty)$ for every $i=1, \ldots, n$, set $F\left(x_{I}\right)=\sum_{i \in I} x_{i}$. If $\Omega_{\imath}$ are subsets of a normed space $(E,\|\cdot\|)$, put

$$
F\left(x_{I}\right)=\mathbb{E}\left(\left\|\sum_{i \in I} \varepsilon_{i} x_{i}\right\|\right)
$$

where $\varepsilon_{i}$ are independent symmetric $\pm 1$ Bernoulli random variables.
Corollary 4.13. Let $P$ be any product measure on $X=\Omega_{1} \times \cdots \times \Omega_{n}$ and let $F$ be monotone and subadditive on $\Omega^{*}$. We denote in the same way the restriction of $F$ to $X$. Let $m$ be chosen so that (for example) $P(\{F \leq m\}) \geq \frac{1}{2}$. Then, for every integers $k, q \geq 1$, and every $r \geq 0$,

$$
P(\{F \geq q m+r\}) \leq 2^{q} q^{-(k+1)}+P\left(\left\{x ; \max _{I ; \operatorname{Card}(I) \leq k} F\left(x_{I}\right) \geq r\right\}\right) .
$$

Proof. Let $A=\{F \leq m\}$ and let $\mathcal{D}^{q}=\mathcal{D}_{A, \ldots, A}^{q}$. If $x \in\left\{\mathcal{D}^{q} \leq k\right\}$, there exist $y^{1}, \ldots, y^{q}$ in $A$ such that $\operatorname{Card}(I) \leq k$ where

$$
I=\left\{1 \leq i \leq n ; x_{i} \notin\left\{y_{i}^{1}, \ldots, y_{i}^{q}\right\}\right\} .
$$

Take then a partition $\left(J_{j}\right)_{1 \leq j \leq q}$ of $I^{c}=\{1, \ldots, n\} \backslash I$ such that $x_{i}=y_{i}^{j}$ if $i \in J_{j}$. Then, by subadditivity and monotonicity,

$$
F\left(x_{I^{c}}\right) \leq \sum_{j=1}^{q} F\left(y_{J_{j}}^{j}\right) \leq \sum_{j=1}^{q} F\left(y_{\{1, \ldots, n\}}^{j}\right) \leq q m .
$$

The conclusion immediately follows from Theorem 4.12.
Applied to a sum of non-negative independent random variables this yields the following.

Corollary 4.14. Let $Y_{1}, \ldots, Y_{n}$ be non-negative independent random variables on some probability space $(\Omega, \mathcal{A}, \mathbb{P})$ and set $S=Y_{1}+\cdots+Y_{n}$. Let $m$ be such that $\mathbb{P}(\{S \leq m\}) \geq \frac{1}{2}$ and denote by $\left\{Y_{1}^{*}, \ldots, Y_{n}^{*}\right\}$ the non-increasing rearrangement of the sample $\left\{Y_{1}, \ldots, Y_{n}\right\}$. Then, for any integers $k, q \geq 1$, and every $r \geq 0$,

$$
\mathbb{P}(\{S \geq q m+r\}) \leq 2^{q} q^{-(k+1)}+\mathbb{P}\left(\left\{\sum_{i=1}^{k} Y_{i}^{*} \geq r\right\}\right) .
$$

If the random variables are bounded by some $C>0, k$ is usually chosen of the order of $C r$ so that the second term on the right-hand side of the inequality of Corollary 4.14 cancels.

Let $\mathcal{T}$ be a family of $n$-tuples $t=\left(t_{1}, \ldots, t_{n}\right), t_{\imath} \geq 0$. It is clear that the preceding argument leading to Corollary 4.14 applies in the same way to

$$
S=\sup _{t \in \mathcal{T}} \sum_{\imath=1}^{n} t_{\imath} Y_{\imath}
$$

to yield

$$
\begin{equation*}
\mathbb{P}(\{S \geq q m+r\}) \leq 2^{q} q^{-(k+1)}+\mathbb{P}\left(\left\{\sigma \sum_{i=1}^{k} Y_{i}^{*} \geq r\right\}\right) \tag{4.15}
\end{equation*}
$$

where $\sigma=\sup \left\{t_{i} ; 1 \leq i \leq n, t \in \mathcal{T}\right\}$.
The case of random variables with arbitrary signs will be studied in this way in Chapter 7 with the tool of (probabilistic) symmetrization.

### 4.4 Convex infimum-convolution

In this section, we develop the tool of infimum-convolution inequalities, introduced in Section 1.6, for product measures to recover some of the results of Section 4.2. Recall from Section 1.6 that given a measurable non-negative function $\tilde{c}$ on a topological vector space $X$ and a real-valued measurable function $f$ on $X$, we denote by $Q_{\tilde{c}} f$ the infimum-convolution of $f$ with respect to the cost $\tilde{\mathrm{c}}(x, y)=\tilde{\mathrm{c}}(x-y)$, $x, y \in X$,

$$
Q_{\tilde{c}} f(x)=\inf _{y \in X}[f(y)+\tilde{c}(x-y)], \quad x \in X
$$

If $\mu$ is a probability measure on the Borel sets of $X$, and c is a non-negative measurable cost function on $X$, we say that $\mu$ satisfies an infimum-convolution inequality with respect to the cost $\tilde{\mathrm{c}}$ if for all bounded measurable functions $f$ on $X$,

$$
\begin{equation*}
\int \mathrm{e}^{Q_{\tilde{c}} f} d \mu \int \mathrm{e}^{-f} d \mu \leq 1 \tag{4.16}
\end{equation*}
$$

We have scen in Proposition 1.18 and (1.31) how (4.16) is simply related to concentration by the fact that for every Borel set $A$ and every $r \geq 0$,

$$
\begin{equation*}
1-\mu(\{A+\{\tilde{\mathrm{c}}<r\}\}) \leq \frac{1}{\mu(A)} \mathrm{e}^{-r} \tag{4.17}
\end{equation*}
$$

As a consequence of Proposition 1.19, each time a measure $\mu$ satisfies the infimum-convolution inequality (4.16), the product measure $\mu^{n}$ on $X^{n}$ satisfies the concentration inequality (4.16) with the cost function $\sum_{i=1}^{n} \tilde{\mathrm{c}}\left(x_{i}\right), x_{1}, \ldots, x_{n} \in X$.

We apply this observation in the context of the infimum-convolution inequality for convex functions. Let us say that a probability measure $\mu$ on the Borel sets of $X$ satisfies a convex infimum-convolution inequality with respect to a convex cost $\tilde{\mathbf{c}}$ if for all bounded measurable convex functions $f$ on $X$,

$$
\begin{equation*}
\int \mathrm{e}^{Q_{\tilde{c}} f} d \mu \int \mathrm{e}^{-f} d \mu \leq 1 \tag{4.18}
\end{equation*}
$$

It is easy to see that the convex infimum-convolution inequality also satisfies the product property of Proposition 1.19. In the following statement, $X_{1}, \ldots, X_{n}$ is a
family of normed vector spaces and a point $x$ in the product space $X=X_{1} \times \cdots \times X_{n}$ will be denoted $x=\left(x_{1}, \ldots, x_{n}\right)$. The norms on the various $X_{i}$ will be denoted in the same way by $\|\cdot\|$.
Theorem 4.15. Let $X_{1}, \ldots, X_{n}$ be normed vector spaces and, for each $i=1, \ldots, n$, let $\mu_{i}$ be a probability measure supported by a set of diameter less than or equal to 1 on $X_{i}$. Then the product probability measure $P=\mu_{1} \otimes \cdots \otimes \mu_{n}$ satisfies the convex infimum-convolution inequality on $X=X_{1} \times \cdots \times X_{n}$ with respect to the cost function $\tilde{\mathbf{c}}(x)=\frac{1}{4} \sum_{i=1}^{n}\left\|x_{i}\right\|^{2}, x \in X$.
Proof. By the product property of the convex infimum-convolution inequality, it is enough to deal with a single probability measure $\mu$ supported by a set $A$ of diameter less than or equal to 1 on a normed space $(X,\|\cdot\|)$. Let $f$ be a convex function on $A$ for which we may assume without loss of generality that $\inf f(A)=0$. Let $x \in A, \varepsilon>0$ and $a \in A$ be such that $f(a) \leq \varepsilon$. For $\theta \in[0,1]$, and $y=\theta x+(1-\theta) a$, by convexity,

$$
Q_{\tilde{c}} f(x) \leq f(y)+\frac{1}{4}\|x-y\|^{2} \leq \theta f(x)+(1-\theta) \varepsilon+\frac{1}{4}(1-\theta)^{2}
$$

since $\operatorname{Diam}(A) \leq 1$. Choosing optimal $\theta$, we deduce that $Q_{\tilde{c}} f(x) \leq \psi(f(x))$ where

$$
\psi(u)= \begin{cases}u-u^{2} & \text { if } 0 \leq u \leq \frac{1}{2} \\ \frac{1}{4} & \text { if } u \geq \frac{1}{2}\end{cases}
$$

One can check that $\mathrm{e}^{\psi(u)} \leq 2-\mathrm{e}^{-u}$ for every $u \geq 0$. Indeed, for $0 \leq u \leq \frac{1}{2}$,

$$
\frac{1}{2}\left(\mathrm{e}^{u-u^{2}}+\mathrm{e}^{-u}\right)=\mathrm{e}^{-u^{2} / 2} \cosh \left(u-\frac{u^{2}}{2}\right) \leq \mathrm{e}^{-u^{2} / 2} \cosh (u) \leq 1
$$

while for $u \geq \frac{1}{2}, \mathrm{e}^{-u} \leq 2-\mathrm{e}^{1 / 4}$. It follows that

$$
\int \mathrm{e}^{Q_{z} f} d \mu \leq 2-\int \mathrm{e}^{-f} d \mu \leq\left(\int \mathrm{e}^{-f} d \mu\right)^{-1}
$$

which proves the theorem.
The simple minded Theorem 4.15 has strong consequences. We may indeed recover with it Corollary 4.9 and thus the useful Corollary 4.10. Indeed, let $X_{i}=\mathbb{R}$ for every $i=1, \ldots, n$ and let $\mu_{i}$ be probability measures supported by $[0,1]$. Given a convex set $A$, apply Theorem 4.15 to the (convex) function $f$ equal to 0 on $A$ and to $+\infty$ outside. Since $Q_{\tilde{c}} f=\frac{1}{4} d(\cdot, A)^{2}$, the claim follows.

### 4.5 The exponential distribution

In this section, we consider a special concentration property of the exponential distribution. Let $\nu^{n}$ be the product measure on $\mathbb{R}^{n}$ when each factor is endowed
with the measure $\nu$ of density $\frac{1}{2} \mathrm{e}^{-|x|}$ with respect to Lebesgue measure. Denote by $\mathcal{B}^{n}=\mathcal{B}_{2}^{n}$ the Euclidean (open) unit ball and by $\mathcal{B}_{1}^{n}$ the $\ell^{1}$-unit ball in $\mathbb{R}^{n}$, i.e.,

$$
\mathcal{B}_{1}^{n}=\left\{x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} ; \sum_{\imath=1}^{n}\left|x_{\imath}\right|<1\right\}
$$

Theorem 4.16. For every Borel set $A$ in $\mathbb{R}^{n}$ and every $r>0$,

$$
1-\nu^{n}\left(A+6 \sqrt{r} \mathcal{B}_{2}^{n}+9 r \mathcal{B}_{1}^{n}\right) \leq \frac{1}{\nu^{n}(A)} \mathrm{e}^{-r}
$$

A striking feature of Theorem 4.16 is that it may be used to improve some aspects of concentration for Gaussian measures especially for cubes. Consider indeed the increasing map $\Psi: \mathbb{R} \rightarrow \mathbb{R}$ that transforms $\nu$ into the one-dimensional canonical Gaussian measure $\gamma$. It is a simple matter to check that

$$
\begin{equation*}
|\Psi(x)-\Psi(y)| \leq K \min \left(|x-y|,|x-y|^{1 / 2}\right), \quad x, y \in \mathbb{R} \tag{4.19}
\end{equation*}
$$

for some numerical constant $K>0$. The map $\varphi=\Psi^{\otimes n}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ defined by $\varphi(x)=\left(\Psi\left(x_{i}\right)\right)_{1 \leq i \leq n}$ transforms $\nu^{n}$ into $\gamma^{n}$. Consider now a Borel set $A$ of $\mathbb{R}^{n}$ such that $\gamma^{n}(A) \geq \frac{1}{2}$. Then, by Theorem 4.16,

$$
\begin{aligned}
\gamma^{n}\left(\varphi \left(\varphi^{-1}(A)+6 \sqrt{r}\right.\right. & \left.\left.\mathcal{B}_{2}^{n}+9 r \mathcal{B}_{1}^{n}\right)\right) \\
& =\nu^{n}\left(\varphi^{-1}(A)+6 \sqrt{r} \mathcal{B}_{2}^{n}+9 r \mathcal{B}_{1}^{n}\right) \\
& \geq 1-2 \mathrm{e}^{-r} .
\end{aligned}
$$

However, it follows from (4.19) that

$$
\varphi\left(\varphi^{-1}(A)+6 \sqrt{r} \mathcal{B}_{2}^{n}+9 r \mathcal{B}_{1}^{n}\right) \subset A+K^{\prime} \sqrt{r} \mathcal{B}_{2}^{n}
$$

Thus Theorem 4.16 implies (within numerical constants) concentration for $\gamma^{n}$. To actually illustrate the improvement for some classes of sets, let

$$
A=\left\{x \in \mathbb{R}^{n} ; \max _{1 \leq i \leq n}\left|x_{i}\right| \leq m\right\}
$$

where $m=m(n)$ is chosen so that $\gamma^{n}(A) \geq \frac{1}{2}$ (and hence $m(n)$ is of order $\sqrt{\log n}$ ). Then, when $r \geq 1$ is very small compared to $\log n$, it is easily seen that actually

$$
\begin{aligned}
\varphi\left(\varphi^{-1}(A)+\sqrt{r} \mathcal{B}_{2}^{n}+r \mathcal{B}_{1}^{n}\right) & \subset A+K_{1}\left(\frac{6 \sqrt{r}}{\sqrt{\log n}} \mathcal{B}_{2}^{n}+\frac{9 r}{\sqrt{\log n}} \mathcal{B}_{1}^{n}\right) \\
& \subset A+K_{2} \sqrt{\frac{r}{\log n}} \sqrt{r} \mathcal{B}_{2}^{n}
\end{aligned}
$$

To establish Theorem 4.16, we show that the exponential distribution satisfies the infimum-convolution inequality (4.16) for a cost that gives rise to the enlargement $6 \sqrt{r} \mathcal{B}_{2}^{n}+9 r \mathcal{B}_{1}^{n}$ through (4.17). By Proposition 1.19, it will be enough to deal
with the dimension one. By a further symmetrization argument, we need only consider the one-sided exponential measure with density $\mathrm{e}^{-x}$ with respect to Lebesgue measure on $\mathbb{R}_{+}$.

Proposition 4.17. The probability measure with density $\mathrm{e}^{-x}$ on $\mathbb{R}_{+}$satisfies the infimum-convolution inequality with cost function $\tilde{c}(x-y)$ on $\mathbb{R} \times \mathbb{R}$ where

$$
\tilde{c}(x)= \begin{cases}\frac{1}{18} x^{2} & \text { if }|x| \leq 2 \\ \frac{2}{9}(|x|-1) & \text { if }|x|>2\end{cases}
$$

Proof. Let $f$ be a bounded measurable function on $\mathbb{R}_{+}$. Let

$$
J_{0}=\int_{0}^{\infty} \mathrm{e}^{-f(x)-x} d x \quad \text { and } \quad J_{1}=\int_{0}^{\infty} \mathrm{e}^{Q_{\tilde{c}} f(y)-y} d y
$$

For $0<t<1$, define $x(t)$ and $y(t)$ by the relations

$$
\int_{0}^{x(t)} \mathrm{e}^{-f(x)-x} d x=t J_{0} \quad \text { and } \quad \int_{0}^{y(t)} \mathrm{e}^{Q_{z} f(y)-y} d y=t J_{1}
$$

By differentiation,

$$
x^{\prime}(t)=J_{0} \mathrm{e}^{f(x(t))+x(t)} \quad \text { and } \quad y^{\prime}(t)=J_{1} \mathrm{e}^{-Q_{\tilde{c}} f(y(t))+y(t)}
$$

Here $y^{\prime}$ is the usual derivative while $x^{\prime}$ is understood in the weak sense of the Sobolev space $H_{1}$. Since

$$
Q_{\tilde{c}} f(y(t)) \leq f(x(t))+c(x(t)-y(t))
$$

we get

$$
y^{\prime}(t) \geq J_{1} \mathrm{e}^{-f(x(t))-\tilde{c}(x(t)-y(t))+y(t)}
$$

Now let $z(t)=\frac{1}{2}(x(t)+y(t))-\tilde{c}(x(t)-y(t))$. We have

$$
z^{\prime}(t)=\left(\frac{1}{2}-\tilde{c}^{\prime}(x(t)-y(t))\right) x^{\prime}(t)+\left(\frac{1}{2}+\tilde{c}^{\prime}(x(t)-y(t))\right) y^{\prime}(t)
$$

Now $\left|\tilde{c}^{\prime}\right| \leq \frac{1}{2}$. Writing $x$ for $x(t)$ and $y$ for $y(t)$, and using the inequality $\lambda u+\lambda^{-1} v \geq$ $2 \sqrt{u v}$ for $\lambda=\mathrm{e}^{f(x)}$, we get

$$
\begin{aligned}
z^{\prime}(t) \geq & \left(\frac{1}{2}-\tilde{c}^{\prime}(x-y)\right) J_{0} \mathrm{e}^{x+f(x)} \\
& +\left(\frac{1}{2}+\tilde{c}^{\prime}(x-y)\right) J_{1} \mathrm{e}^{-\tilde{c}(x-y)+y-f(x)} \\
\geq & \sqrt{1-4 \tilde{c}^{\prime}(x-y)^{2}} \sqrt{J_{0} J_{1}} \mathrm{e}^{\frac{1}{2}(x+y)-\frac{1}{2} \tilde{c}(x-y)} \\
\geq & \sqrt{J_{0} J_{1}} \mathrm{e}^{z(t)} \sqrt{1-4 \tilde{c}^{\prime}(x-y)^{2}} \mathrm{e}^{\frac{1}{2} \tilde{c}(x-y)}
\end{aligned}
$$

Now, $\left(1-4 \tilde{c}^{\prime}(u)^{2}\right) \mathrm{e}^{\tilde{c}(u)} \geq 1$ for every $u \in \mathbb{R}$. Since $\tilde{c}$ is even, it is enough to check the latter for $u \geq 0$. For $u \geq 2, \tilde{c}^{\prime}$ is constant and $\tilde{c}$ is increasing. For $0 \leq u \leq 2$,
it reduces to the elcmentary incquality $\mathrm{e}^{-\imath / 18} \leq 1-(4 v / 81)$ for $0 \leq v \leq 4$. As a consequence, it follows that

$$
\mathrm{e}^{-z(t)} z^{\prime}(t) \geq \sqrt{J_{0} J_{1}}
$$

which, after integration between 0 and 1 , yields the result. Proposition 4.17 is established.

To complete the proof of Theorem 4.16, observe first that Proposition 4.17 holds, up to numerical constants, for the two-sided exponential distribution with the cost function

$$
\tilde{\mathrm{c}}(x)= \begin{cases}\frac{1}{36} x^{2} & \text { if }|x| \leq 4  \tag{4.20}\\ \frac{2}{9}(|x|-2) & \text { if }|x|>4\end{cases}
$$

By Proposition 1.19, the product $\nu^{n}$ of the two-sided exponential distribution on $\mathbb{R}^{n}$ satisfies the infimum-convolution inequality with the cost $\sum_{r=1}^{n} \tilde{\mathbf{c}}\left(x_{i}\right), x=$ $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$. It is then a mere exercise to check that

$$
\left\{x \in \mathbb{R}^{n} ; \sum_{i=1}^{n} \tilde{\mathrm{c}}\left(x_{i}\right)<r\right\} \subset 6 \sqrt{r} \mathcal{B}_{2}^{n}+9 r \mathcal{B}_{1}^{n}
$$

from which the conclusion follows by (4.17).
As in Chapter 1, the concentration inequality on sets of Theorem 4.16 may be translated equivalently to functions. This is the content of the next proposition.

Proposition 4.18. Let $F$ be a real-valued function on $\mathbb{R}^{n}$ such that $\|F\|_{\text {Lip }} \leq a$ and such that its Lipschitz coefficient with respect to the $\ell^{1}$-metric is less than or equal to $b$, that is,

$$
|F(x)-F(y)| \leq b \sum_{i=1}^{n}\left|x_{i}-y_{i}\right|, \quad x, y \in \mathbb{R}^{n}
$$

Then, for every $r \geq 0$,

$$
\begin{equation*}
\nu^{n}(\{F \geq M+r\}) \leq K \exp \left(-\frac{1}{K} \min \left(\frac{r}{b}, \frac{r^{2}}{a^{2}}\right)\right) \tag{4.21}
\end{equation*}
$$

for some numerical constant $K>0$ where $M$ is either a median of $F$ for $\nu^{n}$ or its mean. Conversely, if the latter holds, the concentration result of Theorem 4.16 holds.

By Rademacher's theorem, the hypotheses on $F$ are equivalent to saying that $F$ is almost everywhere differentiable with

$$
\sum_{i=1}^{n}\left|\partial_{i} F\right|^{2} \leq a^{2} \quad \text { and } \quad \max _{1 \leq i \leq n}\left|\partial_{i} F\right| \leq b
$$

almost everywhere. The inequality of Proposition 4.18 extends in the appropriate sense the classical case of linear functions $F$ (sums of exponential random variables)
with a quadratic exponential growth for the small values of $r$ and a linear one for the large values, and may be shown to be sharp in this case.
Proof. Apply first Theorem 4.16 to $A=\left\{F \leq m_{F}\right\}$ where $m_{F}$ is a median of $F$ for $\nu^{n}$ and note that by the Lipschitz bounds on $F$,

$$
A+6 \sqrt{r} \mathcal{B}_{2}^{n}+9 r \mathcal{B}_{1}^{n} \subset\left\{F \leq m_{F}+6 a \sqrt{r}+9 b r\right\} .
$$

The positive solution $s$ to the equation $6 a \sqrt{r}+9 b r=s$ behaves like $s \approx \min \left(\frac{s}{b}, \frac{s^{2}}{a^{2}}\right)$. This yields the inequality of the proposition for the median. Using a routine argument (cf. Proposition 1.8), the deviation inequality from either the median or the mean are equivalent up to numerical constants. Conversely, for $A \subset \mathbb{R}^{n}$ and $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, set

$$
F_{A}(x)=\inf _{z \in A} \sum_{i=1}^{n} \min \left(\left|x_{\imath}-z_{\imath}\right|,\left|x_{i}-z_{i}\right|^{2}\right)
$$

For $r>0$, set further $F=\min \left(F_{A}, r\right)$. Then $\sum_{i=1}^{n}\left|\partial_{i} F\right|^{2} \leq 4 r$ and $\max _{1 \leq i \leq n}\left|\partial_{i} F\right|$ $\leq 2$ almost everywhere. Indeed, it is enough to prove this result for $G=\min \left(G_{z}, r\right)$ for every fixed $z$ where

$$
G_{z}(x)=\sum_{i=1}^{n} \min \left(\left|x_{i}-z_{i}\right|,\left|x_{i}-z_{i}\right|^{2}\right)
$$

Now, almost everywhere, and for every $i=1, \ldots, n,\left|\partial_{i} G_{z}(x)\right| \leq 2\left|x_{i}-z_{i}\right|$ if $\left|x_{i}-z_{i}\right| \leq 1$ whereas $\left|\partial_{i} G_{z}(x)\right| \leq 1$ if $\left|x_{i}-z_{i}\right|>1$. Therefore, $\max _{1 \leq i \leq n}\left|\partial_{i} G_{z}(x)\right| \leq$ 2 and

$$
\sum_{i=1}^{n}\left|\partial_{i} G_{z}(x)\right|^{2} \leq 4 \sum_{i=1}^{n} \min \left(\left|x_{i}-z_{i}\right|,\left|x_{i}-z_{i}\right|^{2}\right)=4 G_{z}(x)
$$

which yields the announced claim. If $\nu^{n}(A) \geq \frac{1}{2}, 0$ is a median of $F$ so that, by the hypothesis with $M$ the median,

$$
\nu^{n}\left(\left\{F_{A} \geq r\right\}\right)=\nu^{n}(\{F \geq r\}) \leq \mathrm{e}^{-r / 4 K}
$$

Since $\left\{F_{A} \leq r\right\} \subset A+\sqrt{r} \mathcal{B}_{2}^{n}+r \mathcal{B}_{1}^{n}$, this amounts to the inequality of Theorem 4.16.

In the final corollary, we apply Theorem 4.16 to concentration of products of the measure $\nu_{p}$ with density $c_{p} \mathrm{e}^{-|x|^{p}}, 1 \leq p<\infty$, with respect to Lebesgue measure on $\mathbb{R}$. We recall the $\ell^{p}$-unit ball $\mathcal{B}_{p}^{n}, 1 \leq p<\infty$, in $\mathbb{R}^{n}$,

$$
\mathcal{B}_{p}^{n}=\left\{x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} ;|x|_{p}=\left(\sum_{i=1}^{n}\left|x_{\imath}\right|^{p}\right)^{1 / p}<1\right\}
$$

and

$$
\mathcal{B}_{\infty}^{n}=\left\{x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} ;|x|_{\infty}=\max _{1 \leq i \leq n}\left|x_{i}\right|<1\right\}
$$

Denote by $\nu_{p}^{n}$ the product measure of $\nu_{p}$ on $\mathbb{R}^{n}$.

Theorem 4.19. There is a constant $K>0$ only depending on $1 \leq p<\infty$ such that for any Borel set $A$ in $\mathbb{R}^{n}$ and any $r>0$,

$$
1-\nu_{p}^{n}\left(A+\sqrt{r} \mathcal{B}_{2}^{n}+r^{1 / p} \mathcal{B}_{p}^{n}\right) \leq \frac{1}{\nu_{p}^{n}(A)} \mathrm{e}^{-r / K}
$$

Proof. For $p=1$, this is the content of Theorem 4.16. We show how this case implies the other ones. As for the comparison with Gaussian measures, consider the increasing transformation $\Psi_{p}$ from $\mathbb{R}$ to $\mathbb{R}$ that maps $\nu_{1}$ into $\nu_{p}$. Denote then by $\varphi_{p}=\Psi_{p}^{\otimes n}$ the map from $\mathbb{R}^{n}$ into itself given by $\varphi_{p}(x)=\left(\Psi_{p}\left(x_{i}\right)\right)_{1 \leq i \leq n}, x=$ $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} ; \varphi_{p}$ transforms $\nu_{1}^{n}$ into $\nu_{p}^{n}$. If $\nu_{p}^{n}(A) \geq \frac{1}{2}$, then $\nu_{1}^{n}\left(\varphi_{p}^{-1}(A)\right) \geq \frac{1}{2}$. By Theorem 4.16,

$$
\nu_{1}^{n}\left(\varphi_{p}^{-1}(A)+6 \sqrt{r} \mathcal{B}_{2}^{n}+9 r \mathcal{B}_{1}^{n}\right) \geq 1-2 \mathrm{e}^{-r}
$$

for every $r>0$. Thus it suffices to show that

$$
\begin{equation*}
\varphi_{p}\left(\varphi_{p}^{-1}(A)+6 \sqrt{r} \mathcal{B}_{2}^{n}+9 r \mathcal{B}_{1}^{n}\right) \subset A+K\left(\sqrt{r} \mathcal{B}_{2}^{n}+r^{1 / p} \mathcal{B}_{p}^{n}\right) \tag{4.22}
\end{equation*}
$$

To this task, we need the following simple but a bit technical estimates we leave to the reader (see [Tal6]). First, for all $x, y \in \mathbb{R}$,

$$
\begin{equation*}
\left|\Psi_{p}(x)-\Psi_{p}(y)\right| \leq K \min \left(|x-y|,|x-y|^{1 / p}\right) \tag{4.23}
\end{equation*}
$$

(Compare with (4.19).) Here and below, $K>0$ denotes a constant only depending on $p$ and possibly changing from line to line. Second, define $\vartheta_{p}(u)=u^{2}$ for $|u| \leq 1$ and $\vartheta_{p}(u)=u^{p}$ for $|u| \geq 1$ and set for $r>0$,

$$
V_{p}(r)=\left\{x \in \mathbb{R}^{n} ; \sum_{i=1}^{n} \vartheta_{p}\left(x_{i}\right)<r\right\}
$$

Then

$$
\begin{equation*}
\sqrt{r} \mathcal{B}_{2}^{n}+r \mathcal{B}_{1}^{n} \subset 12 V_{1}(r) \tag{4.24}
\end{equation*}
$$

while for every $p$,

$$
\begin{equation*}
V_{p}(r) \subset \sqrt{r} \mathcal{B}_{2}^{n}+r^{1 / p} \mathcal{B}_{p}^{n} \tag{4.25}
\end{equation*}
$$

Therefore, by (4.24) and (4.25), in order to prove (4.22), it suffices to show that for every $r>0$,

$$
\varphi_{p}\left(\varphi_{p}^{-1}(A)+2 V_{1}(r)\right) \subset A+V_{p}(K r)
$$

Consider $y \in \varphi_{p}^{-1}(A)+2 V_{1}(r)$. Thus $y=\varphi_{p}^{-1}(x)+z$ where $x \in A$ and $\sum_{i=1}^{n} \vartheta_{p}\left(\frac{z_{z}}{2}\right)<r$. By (4.23),

$$
\left|\Psi_{p}\left(y_{i}\right)-x_{i}\right| \leq K \min \left(\left|z_{i}\right|,\left|z_{i}\right|^{1 / p}\right)
$$

for every $i$. If $\left|z_{i}\right| \leq 1$,

$$
\vartheta_{p}\left(\frac{\Psi_{p}\left(y_{i}\right)-x_{i}}{K}\right) \leq z_{i}^{2}
$$

while if $\left|z_{i}\right| \geq 1$, since $\vartheta_{p}$ increases,

$$
\vartheta_{p}\left(\frac{\Psi_{p}\left(y_{i}\right)-x_{i}}{K}\right) \leq\left|z_{i}\right|
$$

Now $\vartheta_{1}(u)=\min \left(u^{2},|u|\right) \leq K \vartheta_{1}\left(\frac{u}{2}\right)$ so that

$$
\vartheta_{p}\left(\frac{\Psi_{p}\left(y_{\imath}\right)-x_{\imath}}{K}\right) \leq \vartheta_{1}\left(z_{\imath}\right) \leq K \vartheta_{1}\left(\frac{z_{2}}{2}\right)
$$

and

$$
\sum_{i=1}^{n} \vartheta_{p}\left(\frac{\Psi_{p}\left(y_{i}\right)-x_{i}}{K}\right) \leq K r
$$

The proof is easily completed.
As in Proposition 4.18, the concentration result of Theorem 4.19 may be translated equivalently to functions.

It should be noted that the arguments developed in Propositions 2.9 and 2.10 transferring concentration for Gaussian measures to concentration on the Euclidean ball and sphere may be applied similarly starting from Theorem 4.16 (or rather Proposition 4.18) to yield a concentration result on the $\ell^{1}$-unit ball or sphere in $\mathbb{R}^{n}$. Indeed, if $x$ is distributed according to $\nu_{1}^{n}$, then $x /|x|_{1}$ is distributed according to the normalized surface measure on the sphere of $\ell^{1}$ in $\mathbb{R}^{n}$. We may thus reach in this way concentration for uniform measure on the unit ball, or sphere, of $\ell^{1}$, hence including the value $p=1$ in (2.27).

Proposition 4.20. If $\mu$ is uniformly distributed on the unit sphere, or ball, of $\ell^{p}$ in $\mathbb{R}^{n}, 1 \leq p \leq 2$,

$$
\alpha_{\left(\mathcal{B}_{p}^{n}, \cdot| |_{p}, \mu\right)}(r) \leq C \mathrm{e}^{-c n r^{2}}, \quad r>0
$$

where $C, \mathrm{c}>0$ are constants depending only on $p$.
We refer to [AR-V], [Sche4] for details and proofs. In particular, on the basis of Theorem 4.19, the result may be obtained simultaneously for every $1 \leq p \leq 2$. Recall that in the case of $1<p<2$, the relevant measure $\mu$ is not the surface measure but the one induced from Lebesgue measure on the full ball defined in (2.26).

In another direction, the paper [S-Z2] deals with Lipschitz functions with respect to the Euclidean metric.

Proposition 4.21. If $\mu$ is uniformly distributed on the unit ball, or sphere, of $\ell^{p}$ in $\mathbb{R}^{n}, 1 \leq p \leq 2$,

$$
\alpha_{\left(\mathcal{B}_{p}^{n},\left.|\cdot|\right|_{2}, \mu\right)}(r) \leq C \mathrm{e}^{-c n r^{p}}, \quad r>0
$$

where $C, \mathrm{c}>0$ are constants depending only on $p$.

## Notes and Remarks

This chapter presents various views on concentration for product measures. Lemma 4.1 goes back to [Az]. The generality of the martingale method as presented in Section 4.1 was understood by G. Schechtman [Sche1] (from which most of the results of this section are taken; see also [M-S]) after the important step by B. Maurey [Mau1] on the symmetric group (Corollary 4.3). Its first occurrence however goes back to the Yurinskii method of Corollary 4.5 [Yu1], [Yu2] to bound norms of sums
of independent random vectors fron their mean in probability in Banach spaces (cf. [Le-T]). Optimal concentration functions on the discrete cube via the martingale method are discussed in [MD1] and [Tal7]. The notes [MD2] form a complete survey of the applications of the bounded diffcrence martingale method to algorithmic discrete mathematics. Recent developments of the methods towards fluctuations results are due to O. Catoni [Ca].

It soon became apparent that the Laplace approach would not yield optimal results when applied to more general functionals. In [Tal1], M. Talagrand established Corollary 4.9 for a uniform measure on the discrete cube. W. Johnson and G. Schechtman [J-S2] extended the argument to all measures on the discrete cube that prompted M. Talagrand to the abstract formulation presented here as Section 4.2. There is an analogue of Theorem 4.6 on the symmetric group [Tal7], extended recently by C. McDiarmid [MD3], and presented in Section 8.2 below.

Motivated by questions in probability in Banach spaces (cf. Chapter 7), M. Talagrand [Tal2] established simultaneously Theorem 4.12. The first proof uses delicate rearrangement and symmetrization techniques of isoperimetric flavor. The short proof presented here appears in [Tal7].

The memoir [Tal7] by M. Talagrand is a landmark paper on concentration in product spaces, which presents definitive results with applications to a number of questions on norms of sums of independent random vectors and discrete algorithmic probabilities. See also [Tal8] for an introduction. The results of Sections 4.2 and 4.3 are taken from there and some applications are developed in Chapters 7 and 8. Penalty versions of the results presented here with applications to distributions with unbounded supports are also investigated in [Tal7].

The application of infimum-convolutions to concentration properties of product measures was emphasized by B. Maurey in [Mau2]. The results of Section 4.4 are taken from this reference.

It was again the merit of M. Talagrand [Tal3] to emphasize the concentration properties of the exponential distribution. The exposition of Section 4.5 is entirely taken from the nice approach developed by B. Maurey [Mau2]. The method is already implicitly present in Talagrand's work, which reaches moreover some isoperimetric statements. Theorem 4.19 is taken from [Tal6]. The papers [M-P] and [S-Z1] develop the crucial argument to transfer the measures $\nu_{p}^{n}$ to uniform measures on $\ell^{p}$-balls and spheres. Applications of this principle to concentration on the $\ell^{p}$-balls, $1 \leq p \leq 2$, (Propositions 4.20 and 4.21 ) appear in [S-S1], [S-Z1], [S-Z2], [AR-V], [Sche4]. These results may be used in various embedding questions (cf. [Sche5]).

## 5. ENTROPY AND CONCENTRATION

In this chapter, we illustrate how normal concentration properties may follow from a functional logarithmic Sobolev inequality. This is in parallel with the exponential concentration under spectral bounds investigated in Section 3.1. Although rather elementary, this observation is a powerful scheme which allows us to both establish some new concentration inequalities and recover several of the concentration results in product spaces presented in the previous chapter due to the basic product property of entropy. The first section presents the logarithmic Sobolev inequalities introduced by L. Gross [Gros1] and develops the basic scheme from logarithmic Sobolev inequalities to concentration that is going back to some unpublished observation by I. Herbst. We next investigate entropy of product measures and their applications to concentration in product spaces. Section 5.3 analyzes, with the tool of logarithmic Sobolev inequalities, the concentration properties of the exponential distribution while section 5.4 is devoted to some discrete analogues. The last section describes related covariance identities that also entail measure concentration.

### 5.1 Logarithmic Sobolev inequalities and concentration

We present in this section the Herbst argument leading to measure concentration from a logarithmic Sobolev inequality.

Given a probability measure $\mu$ on some measurable space $(\Omega, \Sigma)$, for every non-negative measurable function $f$ on $(\Omega, \Sigma)$, define its entropy as

$$
\operatorname{Ent}_{\mu}(f)=\int f \log f d \mu-\int f d \mu \log \int f d \mu
$$

if $\int f \log (1+f) d \mu<\infty$, and $+\infty$ if not. Note that $\operatorname{Ent}_{\mu}(f) \geq 0$ by Jensen's inequality and that entropy is homogeneous of degree 1 .

We introduce the concept of logarithmic Sobolev inequality. To avoid some technical questions, let us consider first the case of the Euclidean space $\mathbb{R}^{n}$. A probability measure $\mu$ on the Borel sets of $\mathbb{R}^{n}$ is said to satisfy a logarithmic Sobolev inequality if for some constant $C>0$ and all smooth enough functions $f$ on $\mathbb{R}^{n}$,

$$
\begin{equation*}
\operatorname{Ent}_{\mu}\left(f^{2}\right) \leq 2 C \int|\nabla f|^{2} d \mu \tag{5.1}
\end{equation*}
$$

Here $\nabla f$ denotes the usual gradient of $f$ and $|\nabla f|$ its Euclidean length. Hereinafter, by smooth we understand enough regularity so that the various terms in (5.1) make sense.

The logarithnnic Sobolev inequality is to be compared with the Poincaré inequality (or spectral gap inequality) of Section 3.1,

$$
\begin{equation*}
\operatorname{Var}_{\mu}(f) \leq C \int|\nabla f|^{2} d \mu \tag{5.2}
\end{equation*}
$$

where we recall that

$$
\operatorname{Var}_{\mu}(f)=\int f^{2} d \mu-\left(\int f d \mu\right)^{2}
$$

is the variance of a (square integrable) function $f$. Applying (5.1) to $1+\varepsilon f$ and letting $\varepsilon \rightarrow 0$ shows by a standard Taylor expansion that the logarithmic Sobolev inequality (5.1) is a stronger statement than the Poincaré inequality (5.2). This observation moreover motivates the choice of the normalization $2 C$ in (5.1). The basic example of the canonical Gaussian measure $\gamma$ on $\mathbb{R}^{n}$ satisfies (5.1) (and thus also (5.2)) with $C=1$. As we already mentioned in Chapter 3, the constant 1 in the Poincaré inequality for $\gamma$ may also be described as the eigenvalue of the first Hermite polynomial in the orthogonal decomposition of $\mathrm{L}^{2}(\gamma)$. While Poincaré inequalities are spectral, this is not the case for logarithmic Sobolev inequalities, which do not usually follow from eigenfunction expansions.

Logarithmic Sobolev inequalities are part of the family of classical Sobolev inequalities. In terms of Sobolev embeddings, under a logarithmic Sobolev inequality, functions in $H^{1}$ do not belong necessarily to some $\mathrm{L}^{p}$-space with $p>2$, but to the Orlicz space $\mathrm{L}^{2} \log \mathrm{~L}$. This embedding is optimal for the basic example of Gaussian measures. On the other hand, no constant depending on the dimension arises in the logarithmic Sobolev inequality for Gaussian measures. This is one fundamental aspect of the infinite dimensional character of logarithmic Sobolev inequalities that will be exploited here toward dimension free concentration.

Although we already provided a number of arguments leading to concentration of Gaussian measures, we present, for the matter of completeness, a proof of the logarithmic Sobolev inequality for Gaussian measures (that will lead below to concentration). The argument relies on the semigroup tools of Section 2.3.
Theorem 5.1. For every smooth enough function $f$ on $\mathbb{R}^{n}$,

$$
\operatorname{Ent}_{\gamma}\left(f^{2}\right) \leq 2 \int|\nabla f|^{2} d \gamma
$$

Proof. Recall from Section 2.3 the second-order differential operator $\mathrm{L}=\Delta-x \cdot \nabla$ on $\mathbb{R}^{n}$ with associated semigroup $\left(P_{t}\right)_{t \geq 0}$ called the Ornstein-Uhlenbeck semigroup (cf. [Bak1]). In this particular example, $\left(P_{t}\right)_{t \geq 0}$ admits an explicit integral representation as

$$
\begin{equation*}
P_{t} f(x)=\int f\left(\mathrm{e}^{-t} x+\left(1-\mathrm{e}^{-2 t}\right)^{1 / 2} y\right) d \gamma(y), \quad t \geq 0, x \in \mathbb{R}^{n} \tag{5.3}
\end{equation*}
$$

Let $f$ be smooth and non-negative on $\mathbb{R}^{n}$. To be more precise, we take $f$ smooth and such that $\varepsilon \leq f \leq 1 / \varepsilon$ for some $\varepsilon>0$, which we set to 0 at the end of the argument. Since $P_{0} f=f$ and $\lim _{t \rightarrow \infty} P_{t} f=\int f d \gamma$, write

$$
\operatorname{Ent}_{\gamma}(f)=-\int_{0}^{\infty} \frac{d}{d t}\left(\int P_{t} f \log P_{t} f d \gamma\right) d t
$$

By the chain rule formula and integration by parts for $\mathrm{L}(2.33)$,

$$
\begin{aligned}
\frac{d}{d t} \int P_{t} f \log P_{t} f d \gamma & =\int \mathrm{L} P_{t} f \log P_{t} f d \gamma+\int \mathrm{L} P_{t} f d \gamma \\
& =-\int \frac{\left|\nabla P_{t} f\right|^{2}}{P_{t} f} d \gamma
\end{aligned}
$$

since $\gamma$ is invariant under the action of $P_{t}$ and thus $\int \mathrm{L} P_{t} f d \gamma=0$. Now, by the integral representation (5.3), for every $t \geq 0$,

$$
\nabla P_{t} f=\mathrm{e}^{-t} P_{t}(\nabla f)
$$

and thus

$$
\begin{equation*}
\left|\nabla P_{t} f\right| \leq \mathrm{e}^{-t} P_{t}(|\nabla f|) \tag{5.4}
\end{equation*}
$$

By the Cauchy-Schwarz inequality for $P_{t}$,

$$
P_{t}(|\nabla f|)^{2} \leq P_{t} f P_{t}\left(\frac{|\nabla f|^{2}}{f}\right) .
$$

Summarizing,

$$
\operatorname{Ent}_{\gamma}(f) \leq \int_{0}^{\infty} \mathrm{e}^{-2 t}\left(\int P_{t}\left(\frac{|\nabla f|^{2}}{f}\right) d \mu\right) d t=\frac{1}{2} \int \frac{|\nabla f|^{2}}{f} d \mu
$$

by invariance. By the change of $f$ into $f^{2}$ the theorem is established.
The preceding proof works similarly for all log-concave measures $d \mu=\mathrm{e}^{-U} d x$ such that Hess $U(x) \geq c \mathrm{Id}>0$ for some $c>0$ uniformly in $x \in \mathbb{R}^{n}$.
Theorem 5.2. Let $d \mu=\mathrm{e}^{-U} d x$ where, for some $c>0$, Hess $U(x) \geq c$ Id uniformly in $x \in \mathbb{R}^{n}$. Then for all smooth functions $f$ on $\mathbb{R}^{n}$,

$$
\operatorname{Ent}_{\mu}\left(f^{2}\right) \leq \frac{2}{c} \int|\nabla f|^{2} d \mu
$$

In order to establish Theorem 5.2, one should however note that the argument above (cf. (5.4)) requires to improve (2.32) into

$$
\left|\nabla P_{t} f\right| \leq \mathrm{e}^{-c t} P_{t}(|\nabla f|)
$$

where, as in Section 2.3, $\left(P_{t}\right)_{t \geq 0}$ is the semigroup with generator $\mathrm{L}=\Delta-\nabla U \cdot \nabla$ (cf. [Bak2], [Le6] for a proof of Theorem 5.2 along these lines). Alternatively, following the proof of Theorem 5.1, set (with the corresponding notations)

$$
\phi(t)=\int \frac{\left|\nabla P_{t} f\right|^{2}}{P_{t} f} d \mu, \quad t \geq 0
$$

Check then that $\phi^{\prime}(t) \leq-2 c \phi(t), t \geq 0$, as a consequence of (2.34) applied to $\log P_{t} f$. Hence $\phi(t) \leq \mathrm{e}^{-2 c t} \phi(0), t \geq 0$, from which the conclusion follows (cf. [B-E], [Bak1], [Le7]). As we have seen in Theorem 2.7, such measures satisfy a

Gaussian type isoperimetric incquality. It may be slown that this isoperimetric incquality actually implies the logaritlınic Sobolev incquality (cf. [Le5]).

The proof of Theorens 5.1 and 5.2 further extends to (compact) Riemamian manifolds $(X, g)$ with a strictly positive lower bound $c=c(X)>0$ on the Ricci curvature. As for the first non-trivial cigenvaluc $\lambda_{1}=\lambda_{1}(X)$ of the Laplace operator $\Delta$ on a compact Riemanuian manifold ( $X, g$ ). we may define formally the logarithmic Sobolev constant of $\Delta$ or of the normalized Riemannian measure $\mu$ on $(X, g)$ as the constant $\rho_{0}=\rho_{0}(X)$ such that

$$
\begin{equation*}
\rho_{0} \operatorname{Ent}_{\mu}\left(f^{2}\right) \leq 2 \int f(-\Delta f) d \mu=2 \int|\nabla f|^{2} d \mu \tag{5.5}
\end{equation*}
$$

holds for all smooth functions $f$ on $(X, g)$. By the Sobolev embedding theorem, it is known [Rot1] that $\rho_{0}>0$ on any compact manifold, and furthermore as above that $\rho_{0} \leq \lambda_{1}$. The proof of Theorem 5.1 thus extends, as for Theorem 5.2, to show that

$$
\begin{equation*}
\lambda_{1} \geq \rho_{0} \geq \mathrm{c}(X) \tag{5.6}
\end{equation*}
$$

In analogy with the Lichnerowicz lower bound $\lambda_{1} \geq \frac{n c(X)}{n-1}$ [Chal], [G-H-L], this may actually be improved [B-E] together with the dimension $n$ of $X$ as

$$
\lambda_{1} \geq \rho_{0} \geq \frac{n \mathrm{c}(X)}{n-1}
$$

In particular,

$$
\begin{equation*}
\operatorname{Ent}_{\sigma^{n}}\left(f^{2}\right) \leq \frac{2}{n} \int|\nabla f|^{2} d \sigma^{n} \tag{5.7}
\end{equation*}
$$

on the standard $n$-sphere $\mathbb{S}^{n}$, including $n=1$. We refer to [Bak1], [Le6] for further details on these aspects and for the proofs of (5.6) and (5.7).

We now present the Herbst argument from a logarithmic Sobolev inequality to concentration. The principle is similar to the application of spectral properties to concentration presented in Section 3.1, but logarithmic Sobolev inequalities allow us to reach normal concentration. To begin with, let us consider a probability measure $\mu$ on the Borcl sets of $\mathbb{R}^{n}$. Assume that $\mu$ satisfies the logarithmic Sobolev inequality (5.1). We will then show that

$$
\mathrm{E}_{\mu}(\lambda) \leq \mathrm{e}^{C \lambda^{2} / 2}, \quad \lambda \geq 0
$$

where we recall that $\mathrm{E}_{\mu}$ is the Laplace functional of $\mu$ (Section 1.6). Thus let $F$ be a smooth bounded Lipschitz function on $\mathbb{R}^{n}$ such that $\int F d \mu=0$. In particular, since $F$ is assumed to be regular enough, we can have that $|\nabla F| \leq\|F\|_{\text {Lip }}$ at every point. We apply (5.1) to $f^{2}=\mathrm{e}^{\lambda F-C \lambda^{2}\|F\|_{\text {Lip }}^{2} / 2}$ for every $\lambda \in \mathbb{R}$. We have

$$
\begin{aligned}
\int|\nabla f|^{2} d \mu & =\frac{\lambda^{2}}{4} \int|\nabla F|^{2} \mathrm{e}^{\lambda F-C \lambda^{2}\|F\|_{\text {Lip }}^{2} / 2} d \mu \\
& \leq \frac{\lambda^{2}}{4} \int \mathrm{e}^{\lambda F-C \lambda^{2}\|F\|_{\text {Lip }}^{2} / 2} d \mu
\end{aligned}
$$

Setting $\Lambda(\lambda)=\int \mathrm{e}^{\lambda F-C \lambda^{2}\|F\|_{L \mathrm{~L}}^{2} / 2} d \mu, \lambda \in \mathbb{R}$, by the definition of entropy,

$$
\begin{aligned}
& \int\left[\lambda F-\frac{C}{2} \lambda^{2}\|F\|_{\text {Lip }}^{2}\right] \mathrm{e}^{\lambda F-C \lambda^{2}\|F\|_{\text {Lip }}^{2} / 2} d \mu-\Lambda(\lambda) \log \Lambda(\lambda) \\
& \leq \frac{C}{2} \lambda^{2}\|F\|_{\text {Lip }}^{2} \Lambda(\lambda) .
\end{aligned}
$$

In other words,

$$
\lambda \Lambda^{\prime}(\lambda) \leq \Lambda(\lambda) \log \Lambda(\lambda), \quad \lambda \in \mathbb{R} .
$$

If $H(\lambda)=\frac{1}{\lambda} \log \Lambda(\lambda)\left(\right.$ with $\left.H(0)=\Lambda^{\prime}(0) / \Lambda(0)=\int F d \mu=0\right), \lambda \in \mathbb{R}$, then $H^{\prime}(\lambda) \leq 0$ for every $\lambda$. Therefore, $H$ is non-increasing and thus $\Lambda(\lambda) \leq 1$ for every $\lambda$, that is,

$$
\begin{equation*}
\int \mathrm{e}^{\lambda F} d \mu \leq \mathrm{e}^{C \lambda^{2}\|F\|_{\text {Lip }}^{2} / 2} . \tag{5.8}
\end{equation*}
$$

Replacing $F$ by a smooth convolution, (5.8) extends to all mean zero Lipschitz functions. In particular, by Proposition 1.14 every 1-Lipschitz function $F$ on $\mathbb{R}^{n}$ is integrable with respect to $\mu$ and, for every $r \geq 0$,

$$
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \mathrm{e}^{-r^{2} / 2 C} .
$$

Furthermore

$$
\alpha_{\left(\mathbb{R}^{n}, \mu\right)}(r) \leq \mathrm{e}^{-r^{2} / \mathrm{s} C}, \quad r>0 .
$$

The preceding argument actually extends to measures on arbitrary metric spaces provided a natural extension of the length of the gradient is chosen. As in Section 3.1, given a locally Lipschitz function $f$ on a metric space ( $X, d$ ), define the length of the gradient of $f$ at the point $x \in X$ as

$$
\begin{equation*}
|\nabla f|(x)=\limsup _{y \rightarrow x} \frac{|f(x)-f(y)|}{d(x, y)} . \tag{5.9}
\end{equation*}
$$

This gradient satisfies the chain rule

$$
\begin{equation*}
|\nabla \phi(f)| \leq\left|\phi^{\prime}(f)\right||\nabla f| \tag{5.10}
\end{equation*}
$$

for $\phi: \mathbb{R} \rightarrow \mathbb{R}$ smooth enough. Note that $|\nabla f|(x) \leq\|F\|_{\text {Lip }}$ at any $x$. By Rademacher's theorem, a Lipschitz function $F$ on $\mathbb{R}^{n}$ is almost everywhere differentiable and $\|\nabla F\|_{\infty}=\|F\|_{\text {Lip }}$. Furthermore, on $\mathbb{R}^{n}$, (5.1) extends to all locally Lipschitz functions. With a proof that just repeats the case of $\mathbb{R}^{n}$, the next result indicates that under a logarithmic Sobolev inequality, the underlying measure has normal concentration (Herbst's argument).

Theorem 5.3. Let $\mu$ be a probability measure on the Borel sets of a metric space ( $X, d$ ) such that for some $C>0$ and all locally Lipschitz functions $f$ on $X$,

$$
\operatorname{Ent}_{\mu}\left(f^{2}\right) \leq 2 C \int|\nabla f|^{2} d \mu
$$

Then, every 1-Lipschitz function $F: X \rightarrow \mathbb{R}$ is integrable and such that for every $r \geq 0$,

$$
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \mathrm{e}^{-r^{2} / 2 C} .
$$

In particular,

$$
\alpha_{(X, d, \mu)}(r) \leq \mathrm{e}^{-r^{2} / 8 C}, \quad r>0
$$

The normal concentration produced by Theorem 5.3 is optimal as shown by the example of the Gaussian measure $\gamma$ for which $C=1$. We saw in Corollary 3.2 that if a probability measure $\mu$ on $(X, d)$ satisfies the Poincaré inequality

$$
\operatorname{Var}_{\mu}(f) \leq C \int|\nabla f|^{2} d \mu
$$

for all locally Lipschitz functions $f$ on $(X, d)$, then $\mu$ has exponential concentration. Theorem 5.3 thus improves this result to normal concentration under a logarithmic Sobolev inequality. Therefore, as spectrum was used in Section 3.1 to recover the exponential isoperimetric concentration of Proposition 2.12, entropy and logarithmic Sobolev inequalities may be used to reach the Gaussian isoperimetric concentration of Theorem 2.7. As for Poincaré inequalities, note that if $\mu$ on $(X, d)$ satisfies the logarithmic Sobolev inequality of Theorem 5.3 with constant $C$, the pushed forward measure $\mu_{\varphi}$ by a 1-Lipschitz map $\varphi:(X, d) \rightarrow(Y, \delta)$ also satisfies the same inequality. On a Riemannian manifold, Theorem 5.3 yields the following consequence that must be compared with Theorem 3.1 and that may be used to produce further examples of normal Lévy families in the sense of Section 3.3. Recall the logarithmic Sobolev constant $\rho_{0}$ of (5.5).

Corollary 5.4. Let $(X, g)$ be a compact Riemannian manifold with normalized Riemannian measure $\mu$. Then,

$$
\alpha_{(X, g, \mu)}(r) \leq \mathrm{e}^{-\rho_{0} r^{2} / \mathrm{s}}, \quad r>0
$$

where $\rho_{0}>0$ is the logarithmic Sobolev constant of the Laplace operator $\Delta$ on $(X, g)$.

By (5.6), Corollary 5.4 covers Theorem 2.4. It might be worthwhile noting that Corollary 5.4 together with (5.7) improves the numerical constant of Theorem 2.3 including the one-dimensional torus.

To conclude this section, we briefly mention that both Poincaré and logarithmic Sobolev inequalities are stable under perturbation by a bounded potential. This is the content of the next simple proposition. One odd feature of this result is that it usually yields rather poor constants as functions of the dimension.

Proposition 5.5. Let $\mu$ be a probability measure on the Borel sets of $\mathbb{R}^{n}$ and let $V$ be bounded on $\mathbb{R}^{n}$. Define $d \nu=Z^{-1} \mathrm{e}^{V} d \mu$ where $Z$ is the normalization factor. Then, if $\mu$ satisfies a Poincaré or logarithmic Sobolev inequality with constant $C$, then $\nu$ satisfies the same inequality with the constant $C \mathrm{e}^{4\|V\|_{\infty}}$.
Proof. Note first that $\mathrm{e}^{-\|V\|_{\infty}} \leq Z \leq \mathrm{e}^{\|V\|_{\infty}}$. Let $\zeta$ be a smooth convex function on some open interval $I$ of the real line. Typically, $\zeta(u)=u^{2}$ on $\mathbb{R}$ or $\zeta(u)=u \log u$ on $\mathbb{R}_{+}$. By convexity of $\zeta$, for any probability measure $\mu$ and any smooth (bounded) $f: I \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\int \zeta(f) d \mu-\zeta\left(\int f d \mu\right)=\inf _{t \in I} \int\left[\zeta(f)-\zeta(t)+(t-f) \zeta^{\prime}(t)\right] d \mu \tag{5.11}
\end{equation*}
$$

where the integrand on the right-hand side is non-negative. It immediately follows that

$$
\int \zeta(f) d \nu-\zeta\left(\int f d \nu\right) \leq \mathrm{e}^{2\|V\|_{\infty}}\left[\int \zeta(f) d \mu-\zeta\left(\int f d \mu\right)\right]
$$

Hence, if

$$
\operatorname{Var}_{\mu}(f) \leq C \int|\nabla f|^{2} d \mu
$$

the choice of $\zeta(u)=u^{2}$ yields

$$
\operatorname{Var}_{\nu}(f) \leq C \mathrm{e}^{2\|V\|_{\infty}} \int|\nabla f|^{2} d \mu \leq C \mathrm{e}^{4\|V\|_{\infty}} \int|\nabla f|^{2} d \nu
$$

If

$$
\operatorname{Ent}_{\mu}\left(f^{2}\right) \leq 2 C \int|\nabla f|^{2} d \mu
$$

then, taking $\zeta(u)=u \log u$,

$$
\operatorname{Ent}_{\nu}\left(f^{2}\right) \leq 2 C \mathrm{e}^{2\|V\|_{\infty}} \int|\nabla f|^{2} d \mu \leq 2 C \mathrm{e}^{4\|V\|_{\infty}} \int|\nabla f|^{2} d \nu
$$

Proposition 5.5 is proved.

### 5.2 Product measures

One important feature of entropy (and of variance) is its product property. Together with the Herbst argument, this will give rise to a powerful tool to analyze dimension free concentration properties of product measures $P=\mu_{1} \otimes \cdots \otimes \mu_{n}$. To illustrate the usefulness of this tool in product spaces, recall from Chapter 1 that the $\ell^{1}$ metric cannot reflect dimension free concentration properties since the Lipschitz norm is not additive. We thus have to work at a higher level that motivates the interest for logarithmic Sobolev inequalities that deal (on $\mathbb{R}^{n}$ for example) with the energy

$$
\int|\nabla f|^{2} d P=\int \sum_{i=1}^{n}\left(\partial_{i} f\right)^{2} d \mu_{1} \otimes \cdots \otimes d \mu_{n}
$$

which is clearly better adapted to product spaces than the Lipschitz coefficient $\|f\|_{\text {Lip }}=\|\nabla f\|_{\infty}$.

Assume thus we are given probability spaces $\left(\Omega_{i}, \Sigma_{i}, \mu_{i}\right), i=1, \ldots, n$. Denote by $P$ the product probability measure $\mu_{1} \otimes \cdots \otimes \mu_{n}$ on the product space $X=$ $\Omega_{1} \times \cdots \times \Omega_{n}$ equipped with the product $\sigma$-field. A point $x$ in $X$ is denoted $x=\left(x_{1}, \ldots, x_{n}\right), x_{i} \in \Omega_{i}, i=1, \ldots, n$. Given $f$ on the product space, we write furthermore $f_{i}, i=1, \ldots, n$, for the function on $\Omega_{i}$ defined by

$$
f_{i}\left(x_{i}\right)=f\left(x_{1}, \ldots, x_{i-1}, x_{i}, x_{i+1}, \ldots, x_{n}\right)
$$

with $x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}$ fixed. The first result is the additivity of entropy.

Proposition 5.6. For every non-negative function $f$ on the product space $X$,

$$
\operatorname{Ent}_{P}(f) \leq \sum_{\imath=1}^{n} \int \operatorname{Ent}_{\mu_{\imath}}\left(f_{\imath}\right) d P
$$

The statement is the same for variances, namely for any $f$ on the product space,

$$
\begin{equation*}
\operatorname{Var}_{P}(f) \leq \sum_{i=1}^{n} \int \operatorname{Var}_{\mu_{\mathrm{t}}}\left(f_{i}\right) d P \tag{5.12}
\end{equation*}
$$

Proof. We only prove it for entropy, the proof for variance being entirely similar, and even simpler. For a non-negative function $f$ on some probability space $(\Omega, \Sigma, \mu)$,

$$
\begin{equation*}
\operatorname{Ent}_{\mu}(f)=\sup \left\{\int f g d \mu ; \int \mathrm{e}^{g} d \mu \leq 1\right\} . \tag{5.13}
\end{equation*}
$$

Indeed, assume by homogeneity that $\int f d \mu=1$. By Young's inequality

$$
u v \leq u \log u-u+\mathrm{e}^{v}, \quad u \geq 0, \quad v \in \mathbb{R},
$$

we get, for $\int \mathrm{e}^{g} d \mu \leq 1$,

$$
\int f g d \mu \leq \int f \log f d \mu-1+\int \mathrm{e}^{g} d \mu \leq \int f \log f d \mu
$$

The converse is obvious.
To prove Proposition 5.6, given $g$ such that $\int \mathrm{e}^{g} d P \leq 1$, set, for every $i=$ $1, \ldots, n$,

$$
g^{i}\left(x_{i}, \ldots, x_{n}\right)=\log \left(\frac{\int \mathrm{e}^{g\left(x_{1}, \ldots, x_{n}\right)} d \mu_{1}\left(x_{1}\right) \cdots d \mu_{i-1}\left(x_{i-1}\right)}{\int \mathrm{e}^{g\left(x_{1}, \ldots, x_{n}\right)} d \mu_{1}\left(x_{1}\right) \cdots d \mu_{i}\left(x_{i}\right)}\right)
$$

Then $g \leq \sum_{i=1}^{n} g^{i}$ and $\int \mathrm{e}^{\left(g^{2}\right)} d \mu_{i}=1$. Therefore,

$$
\begin{aligned}
\int f g d P & \leq \sum_{i=1}^{n} \int f g^{i} d P \\
& =\sum_{i=1}^{n} \int\left(\int f_{i}\left(g^{i}\right)_{i} d \mu_{i}\right) d P \\
& \leq \sum_{i=1}^{n} \int \operatorname{Ent}_{\mu_{\imath}}\left(f_{i}\right) d P
\end{aligned}
$$

which is the result. Proposition 5.6 is established.
Corollary 5.7. Let $\mu_{i}$ on $\left(X_{i}, d_{i}\right)$ satisfy the logarithmic Sobolev inequality

$$
\operatorname{Ent}_{\mu_{\imath}}\left(f^{2}\right) \leq 2 C_{i} \int\left|\nabla_{i} f\right|^{2} d \mu_{i}
$$

for every locally Lipschitz function $f$ on $X_{\imath}, i=1, \ldots, n$, wherc $\left|\nabla_{\imath} f\right|$ is the generalized modulus of gradient in the $i$-th space $X_{i}$. Then the product mcasurc $P=\mu_{1} \otimes \cdots \otimes \mu_{n}$ on the product space $X=X_{1} \times \cdots \times X_{n}$ satisfics the logarithmic Sobolev inequality

$$
\operatorname{Ent}_{P}\left(f^{2}\right) \leq 2 \max _{1 \leq i \leq n} C_{\imath} \int|\nabla f|^{2} d P
$$

for every locally Lipschitz function $f$ on $X$ where

$$
|\nabla f|^{2}=\sum_{i=1}^{n}\left|\nabla_{i} f\right|^{2}
$$

The same assertion holds for the Poincaré inequality. In particular, if ( $X_{i}, g_{i}$ ), $i=1, \ldots, n$, are compact Riemannian manifolds, and if $X$ is the Riemannian product of the $X_{i}$ 's,

$$
\lambda_{1}(X)=\min _{1 \leq i \leq n} \lambda_{1}\left(X_{i}\right) \quad \text { and } \quad \rho_{0}(X)=\min _{1 \leq i \leq n} \rho_{0}\left(X_{i}\right)
$$

The main consequence of Corollary 5.7 is that it yields, together with the Herbst argument, concentration results in product spaces with respect to the Euclidean metric $\left(\sum_{i=1}^{n} d_{i}^{2}\right)^{1 / 2}$ which are independent of the dimension. Corollary 5.7 may be combined in applications with the perturbation result of Proposition 5.5.

The following is a simple consequence of Proposition 5.6 that bounds in a useful way the entropies along each coordinate.

Corollary 5.8. For every function $f$ on the product space $X=\Omega_{1} \times \cdots \times \Omega_{n}$ and every product probability measure $P=\mu_{1} \otimes \cdots \otimes \mu_{n}$,

$$
\operatorname{Ent}_{P}\left(\mathrm{e}^{f}\right) \leq \frac{1}{2} \sum_{i=1}^{n} \int \mathcal{R}_{i}\left(\mathrm{e}^{f_{2}}\right)(x) d P(x)
$$

where, for $i=1, \ldots, n$,

$$
\mathcal{R}_{i}\left(\mathrm{e}^{f_{\imath}}\right)(x)=\iint_{\left\{f_{i}\left(x_{i}\right) \geq f_{\imath}\left(y_{i}\right)\right\}}\left[f_{i}\left(x_{i}\right)-f_{i}\left(y_{i}\right)\right]^{2} \mathrm{e}^{f_{\imath}\left(x_{i}\right)} d \mu_{i}\left(x_{i}\right) d \mu_{i}\left(y_{i}\right)
$$

Proof. The proof is elementary. We may assume $f$ bounded. By the product property of entropy (Proposition 5.6), it is enough to deal with the case $n=1$. By Jensen's inequality,

$$
\operatorname{Ent}_{P}\left(\mathrm{e}^{f}\right) \leq \int f \mathrm{e}^{f} d P-\int \mathrm{e}^{f} d P \int f d P
$$

The right-hand side of the latter may then be rewritten as

$$
\begin{aligned}
& \frac{1}{2} \iint[f(x)-f(y)]\left[\mathrm{e}^{f(x)}-\mathrm{e}^{f(y)}\right] d P(x) d P(y) \\
& \quad=\iint_{\{f(x) \geq f(y)\}}[f(x)-f(y)]\left[\mathrm{e}^{f(x)}-\mathrm{e}^{f(y)}\right] d P(x) d P(y)
\end{aligned}
$$

Since for $u \geq v$

$$
(u-v)\left(\mathrm{e}^{u}-\mathrm{e}^{v}\right) \leq \frac{1}{2}(u-v)^{2}\left(\mathrm{e}^{u}+\mathrm{e}^{v}\right) \leq(u-v)^{2} \mathrm{e}^{u}
$$

the conclusion easily follows. Corollary 5.8 is established.
On the basis of these results, we first illustrate the use of logarithmic Sobolev inequalities in the basic example of the Hamming metric. As a consequence of Corollary 5.8, if

$$
N(f)=\sup _{x \in X}\left(\sum_{i=1}^{n} \int\left|f(x)-f_{i}\left(y_{i}\right)\right|^{2} d \mu_{i}\left(y_{i}\right)\right)^{1 / 2}
$$

then

$$
\begin{equation*}
\operatorname{Ent}_{P}\left(\mathrm{e}^{f}\right) \leq N(f)^{2} \int \mathrm{e}^{f} d P \tag{5.14}
\end{equation*}
$$

If $F$ is a 1 -Lipschitz function with respect to the Hamming metric on the product space $X$ then $N(F)^{2} \leq n$. Now, the proof of Theorem 5.3 above immediately shows from (5.14) that if $F$ is mean zero and 1-Lipschitz, then for every $\lambda \in \mathbb{R}$,

$$
\int \mathrm{e}^{\lambda F} d P \leq \mathrm{e}^{n \lambda^{2}}
$$

Therefore, by Proposition 1.14, for any product probability $P$ on the product space $X=\Omega_{1} \times \cdots \times \Omega_{n}$ equipped with the Hamming metric,

$$
\alpha_{(X, d, P)}(r) \leq \mathrm{e}^{-r^{2} / 16 n}, \quad r>0
$$

that should be compared once more to (1.24) (and (4.2)).
In the last part of this section, we provide along the same lines an elementary approach to Corollary 4.10. The point is that while the deviation inequalities have no reason to be tensorizable, they are actually consequences of a logarithmic Sobolev inequality, which only needs to be proved in dimension one. The main result in this direction is the following statement. Let $\mu_{1}, \ldots, \mu_{n}$ be arbitrary probability measures on the unit interval $[0,1]$ and let $P$ be the product probability measure $P=\mu_{1} \otimes \cdots \otimes \mu_{n}$ on $[0,1]^{n}$. We say that a function on $\mathbb{R}^{n}$ is separately convex if it is convex in each coordinate. Recall that a convex function on $\mathbb{R}$ is continuous and almost everywhere differentiable.

Theorem 5.9. Let $F$ be separately convex and 1-Lipschitz on $\mathbb{R}^{n}$. Then, for every product probability measure $P$ on $[0,1]^{n}$, and every $r \geq 0$,

$$
P\left(\left\{F \geq \int F d P+r\right\}\right) \leq \mathrm{e}^{-r^{2} / 4}
$$

Proof. The theorem will follow from the following stronger statement of independent interest.

Proposition 5.10. For every separately convex function $f$ and every product probability $P$ on $\mathbb{R}^{n}$,

$$
\operatorname{Ent}_{P}\left(\mathrm{e}^{f}\right) \leq \iint \sum_{i=1}^{n}\left(x_{i}-y_{i}\right)^{2}\left(\partial_{i} f\right)(x)^{2} \mathrm{e}^{f(x)} d P(x) d P(y)
$$

Proof. By Corollary 5.8, it is enough to show that for every $i=1, \ldots, n$ and every $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$,

$$
\mathcal{R}_{i}\left(\mathrm{e}^{f_{\imath}}\right)(x) \leq \iint\left(x_{\imath}-y_{i}\right)^{2} f_{\imath}^{\prime}\left(x_{i}\right)^{2} \mathrm{e}^{f_{\imath}\left(x_{\imath}\right)} d \mu_{\imath}\left(x_{i}\right) d \mu_{\imath}\left(y_{\imath}\right)
$$

Now, since $f$ is separately convex, for all $x, y \in \mathbb{R}^{n}$,

$$
f_{i}\left(x_{i}\right)-f_{i}\left(y_{i}\right) \leq\left(x_{i}-y_{i}\right) f_{i}^{\prime}\left(x_{i}\right) .
$$

The proof is easily completed. Proposition 5.10 is established.
We now complete the proof of Theorem 5.9 following the Herbst argument. Let $F$ be a separately convex Lipschitz function such that $\|F\|_{\text {Lip }} \leq 1$ by homogeneity. By Rademacher's theorem, $|\nabla F| \leq 1$ almost everywhere. Replacing $F$ by a convolution with a Gaussian kernel, we may actually suppose that $|\nabla F| \leq 1$ everywhere. Then, the argument is entirely similar to the proof of Theorem 5.3. Applying indeed Proposition 5.10 to $\lambda F-\lambda^{2}, \lambda \geq 0$, we deduce that

$$
\operatorname{Ent}_{P}\left(\mathrm{e}^{\lambda F-\lambda^{2}}\right) \leq \lambda^{2} \int|\nabla F|^{2} \mathrm{e}^{\lambda F-\lambda^{2}} d P
$$

where we used that $P$ is concentrated on $[0,1]^{n}$. Therefore, for every $\lambda \geq 0$,

$$
\lambda \Lambda^{\prime}(\lambda) \leq \Lambda(\lambda) \log \Lambda(\lambda)
$$

where $\Lambda(\lambda)=\int \mathrm{e}^{\lambda F-\lambda^{2}} d P$. The proof is completed as in Theorem 5.3.
It should be pointed out that Theorem 5.9 does not produce deviation inequalities under the mean since we have to work with $\lambda \geq 0$ to preserve convexity. The point is that Theorem 5.9 is stated for separately convex functions, whereas deviations under the mean seem to require the full convexity assumption. (See [Sa] for a discussion of deviation inequalities under the mean of convex functions with respect to product measures.)

Proposition 5.10 is of particular use for norms of sums of independent random vectors and will be crucial in the investigation of sharp bounds in Section 7.3. The proposition also puts forward the generalized gradient (in dimension one)

$$
|\nabla f|(x)=\left(\int(x-y)^{2} f^{\prime}(y)^{2} d \mu(y)\right)^{1 / 2}
$$

of statistical interest.

### 5.3 Modified logarithmic Sobolev inequalities

As we have seen in Section 4.5, products of the usual exponential distribution somewhat surprisingly satisfy a concentration property which, in some respect, is stronger than concentration for Gaussian measures. Our first aim here will be to show that this result can be seen as a consequence of some appropriate logarithmic Sobolev inequality which we call modified. One of its main interest is that it
tensorizes with two parameters on the gradient, one on its supremuin norm and one on the usual quadratic norm. This feature is the appropriate explanation for the concentration property of the exponential distribution.

We first investigate a modified logarithmic Sobolev inequality for the exponential distribution. We then describe the product properties of modified logarithmic Sobolev inequalities and their applications to concentration. We then observe that all measures satisfying a Poincaré inequality do satisfy the same modified inequality as the exponential distribution.

Let us start back with the concentration property described by Theorem 4.16. Let $\nu^{n}$ be the product measure on $\mathbb{R}^{n}$ when each factor is endowed with the measure $\nu$ of density $\frac{1}{2} \mathrm{e}^{-|x|}$ with respect to Lebesgue measure. Recall $\mathcal{B}_{2}^{n}$ the Euclidean unit ball and $\mathcal{B}_{1}^{n}$ the $\ell^{1}$-unit ball in $\mathbb{R}^{n}$. Then, for every Borel set $A$ in $\mathbb{R}^{n}$ and every $r>0$,

$$
\begin{equation*}
1-\nu^{n}\left(A+6 \sqrt{r} \mathcal{B}_{2}^{n}+9 r \mathcal{B}_{1}^{n}\right) \leq \frac{1}{\nu^{n}(A)} \mathrm{e}^{-r} \tag{5.15}
\end{equation*}
$$

As we have seen in Proposition 4.18, this concentration property on sets may be translated equivalently on functions. Let $F$ be a real-valued function on $\mathbb{R}^{n}$ such that $\|F\|_{\text {Lip }} \leq a$ and with Lipschitz coefficient $b$ with respect to the $\ell^{1}$-metric, that is,

$$
|F(x)-F(y)| \leq b \sum_{i=1}^{n}\left|x_{\imath}-y_{i}\right|, \quad x, y \in \mathbb{R}^{n}
$$

Then, for cvery $r \geq 0$,

$$
\begin{equation*}
\nu^{n}(\{F \geq M+r\}) \leq \exp \left(-\frac{1}{K} \min \left(\frac{r}{b}, \frac{r^{2}}{a^{2}}\right)\right) \tag{5.16}
\end{equation*}
$$

for some numerical constant $K>0$ where $M$ is a median or the mean of $F$ for $\nu_{n}$.
Our first task will be to present an elementary proof of (5.16) based on logarithmic Sobolev inequalities. Following the Herbst argument in the case of the exponential distribution would require to determine the appropriate logarithmic Sobolev incquality satisfied by $\nu^{n}$. We cannot hope for a classical logarithmic Sobolev incquality to hold simply because it would imply that linear functions have a Gaussian tail for $\nu^{n}$. To investigate logarithmic Sobolev inequalities for $\nu^{n}$, it is enough, by the fundanental product property of entropy, to deal with the dimension one. One first inequality may be deduced from the Gaussian logarithmic Sobolev inequality. Given a smooth function $f$ on $\mathbb{R}$, apply Theorem 5.1 in dimension 2 to $g(x, y)=f\left(\frac{x^{2}+y^{2}}{2}\right)$. Letting $\tilde{\nu}$ denote the one-sided exponential distribution with density $\mathrm{e}^{-x}$ with respect to Lebesgue measure on $\mathbb{R}_{+}$, we get

$$
\operatorname{Ent}_{\tilde{\nu}}\left(f^{2}\right) \leq 4 \int x f^{\prime}(x)^{2} d \tilde{\nu}(x)
$$

If $\tilde{\boldsymbol{\nu}}^{n}$ denote the product measure on $\mathbb{R}_{+}^{n}$, we have similarly for every smooth $f$ on $\mathbb{R}_{+}^{n}$,

$$
\begin{equation*}
\operatorname{Ent}_{\tilde{\nu}^{n}}\left(f^{2}\right) \leq 4 \int \sum_{i=1}^{n} x_{i}\left|\partial_{i} f(x)\right|^{2} d \tilde{\nu}^{n}(x) \tag{5.17}
\end{equation*}
$$

It does not seem however that this logarithmic Sobolev inequality (5.17) can yield (5.16), and thus the geometric concentration (5.15), via the Herbst argument. In
a seuse, this negative obscrvation is compatible with the fact that (5.15) improves upon some aspects of the concentration for Gaussian measures as we have scen in Section 4.5. We thus have to look for some other version of the logaritlınic Sobolev inequality for the exponential distribution. To this task, let us obscrve that. at the level of Poincarć incqualities, there are two distinct inequalities. For simplicity, let us deal again only with $n=1$. The first one, in the spirit of (5.17), is

$$
\begin{equation*}
\operatorname{Var}_{\tilde{\nu}}(f) \leq \int x f^{\prime}(x)^{2} d \tilde{\nu}(x) \tag{5.18}
\end{equation*}
$$

This may be shown, either from the Gaussian Poincaré inequality as beforc, with however a worse constant, or by noting that the first eigenvalue of the Laguerre generator with invariant measure $\tilde{\nu}$ is 1 . Actually, (5.17) is exactly the (optimal) logarithmic Sobolev inequality associated to the Laguerre generator. By the way, that 4 is the best constant in (5.17) is an easy consequence of our arguments. Indeed, if (5.17) holds with a constant $C<4$, a function $F$ on $\mathbb{R}_{+}$such that $x F^{\prime}(x)^{2} \leq 1$ almost everywhere would be such that $\int \mathrm{e}^{F^{2} / 4} d \tilde{\nu}<\infty$ by Theorem 5.3 (together with Proposition 1.9). But the example of $F(x)=2 \sqrt{x}$ contradicts this consequence (cf. [Ko-S]).

A second Poincaré inequality states that

$$
\begin{equation*}
\operatorname{Var}_{\tilde{\nu}}(f) \leq 4 \int f^{\prime 2} d \tilde{\nu} \tag{5.19}
\end{equation*}
$$

Inequalities (5.18) and (5.19) are not directly comparable and, in a sense, we are looking for an analogue of (5.19) for entropy.

To introduce this result, let us first recall the proof of (5.19). We will work with the double exponential distribution $\nu$. It is plain that all the results hold, with the obvious modifications, for the one-sided exponential distribution $\tilde{\nu}$. We also work below with smooth functions. (One may consider for example the space of all continuous almost everywhere differentiable functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that $\int|f| d \nu^{n}<\infty, \int|\nabla f| d \nu^{n}<\infty$ and

$$
\lim _{x_{\imath} \rightarrow \pm \infty} \mathrm{e}^{-\left|x_{\imath}\right|} f\left(x_{1}, \ldots, x_{\imath}, \ldots, x_{n}\right)=0
$$

for every $i=1, \ldots, n$ and $x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n} \in \mathbb{R}$.) The main argument of the proof is the following simple observation. If $\phi$ is smooth on $\mathbb{R}$, by the integration by parts formula,

$$
\begin{equation*}
\int \phi d \nu=\phi(0)+\int \operatorname{sgn}(x) \phi^{\prime}(x) d \nu(x) \tag{5.20}
\end{equation*}
$$

Lemma 5.11. For every smooth $f$ on $\mathbb{R}$,

$$
\operatorname{Var}_{\nu}(f) \leq 4 \int f^{\prime 2} d \nu
$$

Proof. Set $g(x)=f(x)-f(0)$. Then, by (5.20) and the Cauchy-Schwarz inequality,

$$
\begin{aligned}
\int g^{2} d \nu & =2 \int \operatorname{sgn}(x) g^{\prime}(x) g(x) d \nu(x) \\
& \left.\leq 2\left(\int{g^{\prime}}^{2} d \nu\right)\right)^{1 / 2}\left(\int g^{2} d \nu\right)^{1 / 2}
\end{aligned}
$$

Since $\operatorname{Var}_{\nu}(f)=\operatorname{Var}_{\nu}(g) \leq \int g^{2} d \nu$, and $g^{\prime}=f^{\prime}$, the lemma follows.
We turn to the corresponding inequality for entropy and the main result of this section.

Theorem 5.12. For every $0<\rho<1$ and every Lipschitz function $f$ on $\mathbb{R}$ such that $\left|f^{\prime}\right| \leq \rho<1$ almost everywhere,

$$
\operatorname{Ent}_{\nu}\left(\mathrm{e}^{f}\right) \leq \frac{2}{1-\rho} \int f^{\prime 2} \mathrm{e}^{f} d \nu
$$

Note that Theorem 5.12, when applied to functions $\varepsilon f$ as $\varepsilon \rightarrow 0$, implies Lemma 5.11. Theorem 5.12 is the first example of what we will call a modified logarithmic Sobolev inequality. Theorem 5.12 is basically only used below for some fixed values of $\rho$, for example $\rho=\frac{1}{2}$.
Proof. Changing $f$ into $f+$ const we may assume that $f(0)=0$. Since $u \log u \geq u-1$, $u \geq 0$, we have

$$
\operatorname{Ent}_{\nu}\left(\mathrm{e}^{f}\right) \leq \int\left[f \mathrm{e}^{f}-\mathrm{e}^{f}+1\right] d \nu
$$

Since $\left|f^{\prime}\right| \leq \rho<1$ almost everywhere, the functions $\mathrm{e}^{f}, f \mathrm{e}^{f}$ and $f^{2} \mathrm{e}^{f}$ are smooth in our preceding sense. Therefore, by repeated use of (5.20),

$$
\int\left[f \mathrm{e}^{f}-\mathrm{e}^{f}+1\right] d \nu=\int \operatorname{sgn}(x) f^{\prime}(x) f(x) \mathrm{e}^{f(x)} d \nu(x)
$$

and

$$
\begin{aligned}
\int f^{2} \mathrm{e}^{f} d \nu= & 2 \int \operatorname{sgn}(x) f^{\prime}(x) f(x) \mathrm{e}^{f(x)} d \nu(x) \\
& +\int \operatorname{sgn}(x) f^{\prime}(x) f(x)^{2} \mathrm{e}^{f(x)} d \nu(x)
\end{aligned}
$$

By the Cauchy-Schwarz inequality and the assumption on $f^{\prime}$,

$$
\int f^{2} \mathrm{e}^{f} d \nu \leq 2\left(\int f^{\prime 2} \mathrm{e}^{f} d \nu\right)^{1 / 2}\left(\int f^{2} \mathrm{e}^{f} d \nu\right)^{1 / 2}+\rho \int f^{2} \mathrm{e}^{f} d \nu
$$

so that

$$
\int f^{2} \mathrm{e}^{f} d \nu \leq\left(\frac{2}{1-\rho}\right)^{2} \int f^{\prime 2} \mathrm{e}^{f} d \nu
$$

Now, by the Cauchy-Schwarz inequality again,

$$
\begin{aligned}
\operatorname{Ent}_{\nu}\left(\mathrm{e}^{f}\right) & \leq \int \operatorname{sgn}(x) f^{\prime}(x) f(x) \mathrm{e}^{f(x)} d \nu(x) \\
& \leq\left(\int{f^{\prime}}^{2} \mathrm{e}^{f} d \nu\right)^{1 / 2}\left(\int f^{2} \mathrm{e}^{f} d \nu\right)^{1 / 2} \\
& \leq \frac{2}{1-\rho} \int{f^{\prime}}^{2} \mathrm{e}^{f} d \nu
\end{aligned}
$$

which is the result. Theorem 5.12 is proved.

We are now ready to describe the application to concentration. As a consequence of Theorem 5.12 and of the product property of entropy (Proposition 5.6), for every smooth enough function $F$ on $\mathbb{R}^{n}$ such that $\max _{1 \leq \imath \leq n}\left|\partial_{i} F\right| \leq 1$ almost everywhere and every $\lambda,|\lambda| \leq \rho<1$,

$$
\begin{equation*}
\operatorname{Ent}_{\nu^{n}}\left(\mathrm{e}^{\lambda F}\right) \leq \frac{2 \lambda^{2}}{1-\rho} \int \sum_{i=1}^{n}\left(\partial_{i} F\right)^{2} \mathrm{e}^{\lambda F} d \nu \tag{5.21}
\end{equation*}
$$

For simplicity, let us take $\rho=\frac{1}{2}$ (although $\rho<1$ might improve some numerical constants below). Moreover, assume that $\sum_{i=1}^{n}\left(\partial_{i} F\right)^{2} \leq a^{2}$ almost everywhere. Then, by (5.21),

$$
\operatorname{Ent}_{\nu^{n}}\left(\mathrm{e}^{\lambda F}\right) \leq 4 a^{2} \lambda^{2} \int \mathrm{e}^{\lambda F} d \nu^{n}
$$

for every $|\lambda| \leq \frac{1}{2}$. We now argue as in the proof of Theorem 5.3. Let $\Lambda(\lambda)=$ $\int \mathrm{e}^{\lambda F-4 a^{2} \lambda^{2}} d \nu^{n},|\lambda| \leq \frac{1}{2}$. The preceding inequality expresses that

$$
\lambda \Lambda^{\prime}(\lambda) \leq \Lambda(\lambda) \log \Lambda(\lambda), \quad|\lambda| \leq \frac{1}{2}
$$

Integrating this differential inequality shows that

$$
\int \mathrm{e}^{\lambda F} d \nu^{n} \leq \mathrm{e}^{\int F d \nu^{n}+4 a^{2} \lambda^{2}},
$$

which only holds for $|\lambda| \leq \frac{1}{2}$. By Chebyshev's exponential inequality, for every $r \geq 0$ and $|\lambda| \leq \frac{1}{2}$,

$$
\nu^{n}\left(\left\{F \geq \int F d \nu^{n}+r\right\}\right) \leq \mathrm{e}^{-\lambda r+4 a^{2} \lambda^{2}}
$$

Minimizing over $\lambda\left(\right.$ take $\lambda=r / 8 a^{2}$ if $r \leq 4 a^{2}$ and $\lambda=\frac{1}{2}$ if $r \geq 4 a^{2}$ ) shows that, for every $r \geq 0$,

$$
\nu^{n}\left(\left\{F \geq \int F d \nu^{n}+r\right\}\right) \leq \exp \left(-\frac{1}{4} \min \left(r, \frac{r^{2}}{4 a^{2}}\right)\right)
$$

By homogeneity, this inequality amounts to (5.16) (with $K=16$ ) and our claim is proved. As already mentioned, we have a similar result for the one-sided exponential distribution.

The inequality put forward in Theorem 5.12 for the exponential distribution is an example of what can be called modified logarithmic Sobolev inequalities. In order to describe this notion in some generality, we set the following definition. It allows us to describe various types of concentration behavior by the appropriate functional logarithmic Sobolev inequality. We take again the framework of a metric space $(X, d)$ with the generalized length of a gradient $|\nabla f|$. We say that a probability measure $\mu$ on the Borel sets of a metric space ( $X, d$ ) satisfies a modified logarithmic Sobolev inequality if there is a function $\beta(\rho) \geq 0$ on $\mathbb{R}_{+}$such that, whenever $\|\nabla f\|_{\infty} \leq \rho$,

$$
\begin{equation*}
\operatorname{Ent}_{\mu}\left(\mathrm{e}^{f}\right) \leq \beta(\rho) \int|\nabla f|^{2} \mathrm{e}^{f} d \mu \tag{5.22}
\end{equation*}
$$

for all $f$ 's such that $\int \mathrm{e}^{f} d \mu<\infty$.

According to Theorem 5.12, the exponential distribution $\nu$ on the line satisfies a modified logarithmic Sobolev inequality with respect to the usual gradient with $\beta(\rho)$ bounded for the small values of $\rho$. On the other hand, the canonical Gaussian measure $\gamma$ satisfies a modified logarithmic Sobolev inequality with $\beta(\rho)=\frac{1}{2}, \rho \geq 0$.

The definition (5.22) implies that

$$
\operatorname{Ent}_{\mu}\left(\mathrm{e}^{f}\right) \leq \rho^{2} \beta(\rho) \int \mathrm{e}^{f} d \mu
$$

for every $f$ with $\|\nabla f\|_{\infty} \leq \rho$. In particular, if $\beta(\rho)$ is bounded for the small values of $\rho$, Lipschitz functions will have an exponential tail.

The main new feature here is that the modified logarithmic Sobolev inequalities tensorize in terms of two parameters rather than only the Lipschitz bound. This property is summarized in the next proposition which is an elementary consequence of the product property of entropy (Proposition 5.6). It allows new concentration behaviors.

Let $\mu_{1}, \ldots, \mu_{n}$ be probability measures on respective metric spaces $\left(X_{i}, d_{i}\right)$, $i=1, \ldots, n$, and let $P=\mu_{1} \otimes \cdots \otimes \mu_{n}$ be the product probability on the product space $X=X_{1} \times \cdots \times X_{n}$. If $f$ is a function on the product space, for each $i, f_{i}$ is the function $f$ depending on the $i$-th variable with the other coordinates fixed. As in Corollary 5.7 , we denote by $\left|\nabla_{i} f\right|$ the generalized modulus of gradient in the $i$-th space $X_{i}$.

Proposition 5.13. Assume that for every function $f$ on $X_{i}$ such that $\left\|\nabla_{i} f\right\|_{\infty} \leq \rho$,

$$
\operatorname{Ent}_{\mu_{i}}\left(\mathrm{e}^{f}\right) \leq \beta(\rho) \int\left|\nabla_{i} f\right|^{2} \mathrm{e}^{f} d \mu_{i}, \quad i=1, \ldots, n
$$

Then, for every $f$ on the product space such that $\max _{1 \leq i \leq n}\left\|\nabla_{i} f_{i}\right\|_{\infty} \leq \rho$,

$$
\operatorname{Ent}_{P}\left(\mathrm{e}^{f}\right) \leq \beta(\rho) \int|\nabla f|^{2} \mathrm{e}^{f} d P
$$

where $|\nabla f|^{2}=\sum_{r=1}^{n}\left|\nabla_{i} f\right|^{2}$.
According to the behavior of $\beta(\rho)$, this proposition yields concentration properties in terms of the parameters

$$
\left\|\sum_{i=1}^{n}\left|\nabla_{i} f\right|^{2}\right\|_{\infty} \quad \text { and } \quad \max _{1 \leq i \leq n}\left\|\nabla_{i} f\right\|_{\infty}
$$

For example, if $\beta(\rho) \leq c$ for $0 \leq \rho \leq \rho_{0}$, the product measure $P$ will satisfy the same concentration inequality as the one for the exponential distribution (5.16). In the next section, we investigate instances where $\beta(\rho) \leq \kappa \mathrm{e}^{\delta \rho}, \rho \geq 0$, related to the Poisson measure.

We now observe that the concentration properties of the exponential distribution are actually shared by all measures satisfying a Poincaré inequality. More precisely, every such measure satisfies the modified logarithmic Sobolev inequality of Theorem 5.12.

Thus let $|\nabla f|$ be a generalized modulus of gradient (5.9) on a metric space ( $X, d$ ), satisfying thus the chain rulc formula (5.10). Let $\mu$ be a probability measure on the Borel $\sigma$-field of $X$ such that for some $C>0$ and all locally Lipschitz functions $f$,

$$
\begin{equation*}
\operatorname{Var}_{\mu}(f) \leq C \int|\nabla f|^{2} d \mu \tag{5.23}
\end{equation*}
$$

We already know from Corollary 3.2 that such a Poincaré inequality implies exponential integrability of Lipschitz functions. We next show how it also implies a modified logarithmic Sobolev inequality which yields, as just discussed, concentration properties for the product measures $\mu^{n}$ similar to those of the products of the exponential distribution. We refer to [Bo-L1] for a proof of Theorem 5.14 below that extends the argument of Theorem 5.12.

Theorem 5.14. Let $\mu$ be a probability measure on the Borel sets of a metric space ( $X, d$ ) satisfying the Poincaré inequality (5.23). Then, for any function $f$ on $X$ such that $\|\nabla f\|_{\infty} \leq \rho<2 / \sqrt{C}$,

$$
\operatorname{Ent}_{\mu}\left(\mathrm{e}^{f}\right) \leq \beta(\rho) \int|\nabla f|^{2} \mathrm{e}^{f} d \mu
$$

where

$$
\beta(\rho)=\frac{C}{2}\left(\frac{2+\rho \sqrt{C}}{2-\rho \sqrt{C}}\right)^{2} \mathrm{e}^{\sqrt{5 C} \rho} .
$$

Note that $\beta(\rho)$ is uniformly bounded for the small values of $\rho$, for example $\beta(\rho) \leq 3 \mathrm{e}^{5} C / 2$ when $\rho \leq 1 / \sqrt{C}$. As a corollary, we obtain, following the preceding discussion, a concentration inequality of exponential type for the product measure $\mu^{n}$ of $\mu$ on $X^{n}$.

Corollary 5.15. Let $\mu$ satisfy (5.23) and denote by $\mu^{n}$ the $n$-fold product of $\mu$ on $X^{n}$. Then, every function $F$ on $X^{n}$ such that

$$
\sum_{i=1}^{n}\left|\nabla_{i} F\right|^{2} \leq a^{2} \quad \text { and } \quad \max _{1 \leq i \leq n}\left|\nabla_{i} F\right| \leq b
$$

$\mu^{n}$-almost everywhere is integrable with respect to $\mu^{n}$, and for every $r \geq 0$,

$$
\mu^{n}\left(\left\{F \geq \int F d \mu^{n}+r\right\}\right) \leq \exp \left(-\frac{1}{K} \min \left(\frac{r}{b}, \frac{r^{2}}{a^{2}}\right)\right)
$$

where $K>0$ only depends on the constant $C$ in the Poincaré inequality (5.23).
One may obtain a similar statement for products of possibly different measures $\mu$ with a uniform lower bound on the constants in the Poincaré inequalities (5.23).

Corollary 5.15 may be turned into an inequality on sets such as (5.15). More precisely, if $\mu^{n}(A) \geq \frac{1}{2}$, for every $r \geq 0$ and some numerical constant $K>0$,

$$
\mu^{n}\left(\left\{F_{A} \geq r\right\}\right) \leq \mathrm{e}^{-r / K}
$$

where for $x=\left(x_{1}, \ldots, x_{n}\right) \in X^{n}$ and $A \subset X^{n}$,

$$
F_{A}(x)=\inf _{a \in A} \sum_{\imath=1}^{n} \min \left(d\left(x_{i}, a_{i}\right), d\left(x_{\imath}, a_{i}\right)^{2}\right) .
$$

An important feature of the constant $\beta(\rho)$ of Theorem 5.14 is that $\beta(\rho) \rightarrow C / 2$ as $\rho \rightarrow 0$. In particular, the modified logarithmic Sobolev inequality of Theorem 5.14 implies back the Poincaré inequality (5.23) by applying it to functions $\varepsilon f$ with $\varepsilon \rightarrow 0$. The Poincaré inequality (5.23) and the modified logarithmic Sobolev inequality of Theorem 5.14 thus appear as formally equivalent.

Other exponential decays may also be produced by families of inequalities interpolating between Poincaré and logarithmic Sobolev inequalities considered recently by R. Latała and K. Oleskiewicz [L-O]. For a probability measure $\mu$ on the Borel sets of a metric space ( $X, d$ ), consider the inequality, for some $\theta \in[0,1]$ and $C>0$, and every $1 \leq q<2$ and every locally Lipschitz function $f$ on $(X, d)$,

$$
\begin{equation*}
\int f^{2} d \mu-\left(\int|f|^{q} d \mu\right)^{2 / q} \leq C(2-q)^{\theta} \int|\nabla f|^{2} d \mu \tag{5.24}
\end{equation*}
$$

It is easily seen that these inequalities are stronger and stronger as $\theta$ increases and that $\theta=0$ amounts to the Poincaré inequality whereas $\theta=1$ amounts to the logarithmic Sobolev inequality (within numerical constants). One may also show (cf. [L-O]) that these families of inequalities for a given $\theta$ are stable under products. As a main result, it is shown in $[\mathrm{L}-\mathrm{O}]$ that the measures $\nu_{p}$ with density $c_{p} \mathrm{e}^{-|x|^{p}}$, $1 \leq p \leq 2$, with respect to Lebesgue measure on $\mathbb{R}$ satisfy (5.24) with $\theta=2\left(1-\frac{1}{p}\right)$. Together with the following, it may be used in particular to recover Proposition 4.21 (cf. [S-Z2]).

Theorem 5.16. Let $\mu$ be a probability measure on the Borel sets of a metric space $(X, d)$ satisfying (5.24) for some $\theta \in[0,1]$ and $C>0$. Then, every 1-Lipschitz function $F: X \rightarrow \mathbb{R}$ is integrable and such that for every $r \geq 0$,

$$
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \mathrm{e}^{-r^{p} / K C^{p / 2}}
$$

where $1 \leq p \leq 2$ is such that $\theta=2\left(1-\frac{1}{p}\right)$ and where $K>0$ is a numerical constant. In particular,

$$
\alpha_{(X, d, \mu)}(r) \leq \mathrm{e}^{-r^{p} / K C^{p / 2}}, \quad r>0 .
$$

### 5.4 Discrete settings

In this section, we briefly describe how the entropic method may be developed similarly in discrete structures for which the chain rule (5.10) on gradients is not available. We then discuss more simply the examples of uniform measure on the discrete cube $\{0,1\}^{n}$ and of standard Poisson measure.

We take again the discrete setting of the end of Section 3.1 where exponential concentration for Markov chains and graphs under spectral properties was investigated. Recall that $(\Pi, \mu)$ is a reversible Markov chain with invariant measure $\mu$ on
a finite or countable set $X$ if $\Pi(x, y) \geq 0$ satisfies

$$
\sum_{y \in X} \Pi(x, y)=1
$$

for every $x \in X$ and if $\Pi(x, y) \mu(\{x\})$ is symmetric in $x$ and $y$ and $\sum_{x} \Pi(x, y) \mu(\{x\})$ $=\mu(\{y\})$ for every $y \in X$. Define

$$
\mathcal{Q}(f, f)=\frac{1}{2} \sum_{x, y \in X}[f(x)-f(y)]^{2} \Pi(x, y) \mu(\{x\})
$$

and set

$$
\||f|\|_{\infty}^{2}=\frac{1}{2} \sup _{x \in X} \sum_{y \in X}|f(x)-f(y)|^{2} \Pi(x, y)
$$

We already mentioned that the $\left|\|\cdot \mid\|_{\infty}\right.$-norm tries to be as close as possible to the sup-norm of a gradient in a continuous setting. The next statement is thus the analogue of Theorem 5.3 in this setting, and the logarithmic Sobolev version of the Poincaré Theorem 3.3.

Theorem 5.17. Let $(\Pi, \mu)$ be a reversible Markov chain on $X$ as before, and assume that for some constant $C>0$ and all $f$ 's on $X$,

$$
\operatorname{Ent}_{\mu}\left(f^{2}\right) \leq 2 C \mathcal{Q}(f, f)
$$

Then, whenever $\left|\left||F| \|_{\infty} \leq 1, F\right.\right.$ is integrable with respect to $\mu$ and for every $r \geq 0$,

$$
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \mathrm{e}^{-r^{2} / 4 C}
$$

Proof. We apply the logarithmic Sobolev inequality to $f^{2}=\mathrm{e}^{\lambda F}, \lambda \in \mathbb{R}$. Recall from (3.4) that

$$
\mathcal{Q}\left(\mathrm{e}^{\lambda F / 2}, \mathrm{e}^{\lambda F / 2}\right) \leq\|F\|_{\infty}^{2} \int \mathrm{e}^{\lambda F} d \mu
$$

Therefore, for every $\lambda \in \mathbb{R}$,

$$
\operatorname{Ent}_{\mu}\left(\mathrm{e}^{\lambda F}\right) \leq C \int \mathrm{e}^{\lambda F} d \mu
$$

from which the proof is completed as in Theorem 5.3. The result follows.
While the norm $|||\cdot|||_{\infty}$ might appear as the proper generalization of the Lipschitz norm on $X$, it does not always reflect accurately discrete situations. Discrete gradients may also be examined in another way. For example, if $f$ is a real-valued function on $\mathbb{Z}$, set

$$
\begin{equation*}
D f(x)=f(x+1)-f(x), \quad x \in \mathbb{Z} \tag{5.25}
\end{equation*}
$$

One may then regard as Lipschitz the norm $\sup _{x \in \mathbb{Z}^{d}}|D f(x)|$, which will prove more adapted to a number of cases, such as for example Poisson measures. The lack of chain rule (for example, $\left|D\left(\mathrm{e}^{f}\right)\right| \leq|D f| \mathrm{e}^{|D f|} \mathrm{e}^{f}$ only in general) will then have to be handled by other means, but will also determine the best that can be expected under some appropriate logarithmic Sobolev inequality. This is the subject to which we
turn now. Actually, the norm $\left|\left||\cdot| \|_{\infty}\right.\right.$ is just adapted to produce Gaussian bounds and, as such, is not suitcd to a number of various exponential decays.

The preceding example may be further generalized to $\mathbb{Z}^{d}$. Sirnilarly, in the context of statistical mechanics, we may consider $X=\{-1,+1\}^{\mathbb{Z}^{d}}$ and let

$$
|D f(\omega)|=\left(\sum_{k \in \mathbb{Z}^{d}}\left|\partial_{k} f(\omega)\right|^{2}\right)^{1 / 2}
$$

where $\partial_{k} f(\omega)=f\left(\omega^{k}\right)-f(\omega)$ and where $\omega^{k}$ is the element of $X$ obtained from $\omega$ by replacing the $k$-th coordinate with $-\omega_{k}$.

As a starting point of our investigation, consider the logarithmic Sobolev inequality for the uniform product measure $\mu=\mu^{n}$ on $\{0,1\}^{n}$ expressed by

$$
\begin{equation*}
\operatorname{Ent}_{\mu}\left(f^{2}\right) \leq \frac{1}{2} \sum_{i=1}^{n} \int\left|D_{i} f\right|^{2} d \mu \tag{5.26}
\end{equation*}
$$

for any function $f$ on $\{0,1\}^{n}$ where

$$
D_{i} f(x)=f(x)-f\left(s_{i}(x)\right), \quad x=\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}
$$

with $s_{i}(x)=\left(x_{1}, \ldots, x_{\imath-1}, 1-x_{i}, x_{\imath+1}, \ldots, x_{n}\right)$. The gradients $D_{\imath}$ are just (5.25) on the two-point space. By the product property of entropy, this inequality needs only be proven in dimension one, for which it amounts to the inequality

$$
u^{2} \log u^{2}+v^{2} \log v^{2}-\left(u^{2}+v^{2}\right) \log \left(\frac{u^{2}+v^{2}}{2}\right) \leq(u-v)^{2}
$$

for any real $u, v$. By means of the central limit theorem, it may be used to prove the logarithnic Sobolev inequality for Gaussian measures (cf. [Gros1]).

This logarithmic Sobolev inequality may be used to recover concentration with respect to the Hamming metric on $\{0,1\}^{n}$. Namely, let $F$ be 1-Lipschitz with respect to the Hamming metric on the discrete cube $\{0,1\}^{n}$. Following the Herbst argument, apply (5.26) to $f^{2}=\mathrm{e}^{\lambda F}, \lambda \in \mathbb{R}$. Although the $D_{i}$ 's do not satisfy the chain rule formula, sincc $\left|F(x)-F\left(s_{i}(x)\right)\right| \leq 1$, it is easily seen that

$$
\left|D_{\imath}\left(\mathrm{c}^{\lambda F / 2}\right)(x)\right|=\left|\mathrm{e}^{\lambda F(x) / 2}-\mathrm{e}^{\lambda F\left(s_{\imath}(x)\right) / 2}\right| \leq|\lambda| \mathrm{e}^{\lambda F(x) / 2}
$$

for every $|\lambda| \leq 1$. Hence, setting as usual $\Lambda(\lambda)=\int \mathrm{e}^{\lambda F-n \lambda^{2} / 2} d \mu, \lambda \in \mathbb{R}$, we have

$$
\lambda \Lambda^{\prime}(\lambda) \leq \Lambda(\lambda) \log \Lambda(\lambda), \quad|\lambda| \leq 1
$$

We integrate this differential inequality as in Section 5.1 to get that

$$
\int \mathrm{e}^{\lambda F} d \mu \leq \mathrm{e}^{\lambda \int F d \mu+n \lambda^{2} / 2}
$$

for every $|\lambda| \leq 1$. By Chebyshev's inequality,

$$
\begin{equation*}
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \mathrm{e}^{-r^{2} / 2 n} \tag{5.27}
\end{equation*}
$$

however only for $0 \leq r \leq n$. But since $\|F\|_{\text {Lip }} \leq 1$ for the Hamming metric, $\left|F-\int F d \mu\right| \leq n$ so that (5.27) actually holds true for cevery $r \geq 0$.

It might be further observed that if $F$ is convex on $[0,1]^{n}$, then

$$
\left|D_{i} F(x)\right|^{2} \leq\left|\partial_{\imath} F(x)\right|^{2}+\left|\partial_{i} F\left(s_{\imath}(x)\right)\right|^{2}
$$

where $\partial_{\imath}$ is the partial derivative of $F$ along the $i$-th coordinate. Then

$$
\operatorname{Ent}_{\mu}\left(\mathrm{e}^{\lambda F}\right) \leq \int\left|\nabla\left(\mathrm{e}^{\lambda F / 2}\right)\right|^{2} d \mu \leq \frac{\lambda^{2}}{4} \int|\nabla F|^{2} \mathrm{e}^{\lambda F} d \mu, \quad \lambda \geq 0
$$

Together with the Herbst argument, we thus recover in this way Theorem 5.9 with improved constants but only for uniform measure on $\{0,1\}^{n}$.

Now, for $0 \leq p \leq 1$, let $\mu_{p}^{n}$ be the product measure on $\{0,1\}^{n}$ when each factor is endowed with the Bernoulli measure $p \delta_{1}+q \delta_{0}, q=1-p$, with probability of success $p$. Then the constant in the logarithmic Sobolev inequality (5.26) for $\mu_{p}^{n}$ does not behave nicely as a function of $p$. Indeed (see [SC], [An]),

$$
\begin{equation*}
\operatorname{Ent}_{\mu_{p}^{n}}\left(f^{2}\right) \leq C_{p} \sum_{i=1}^{n} \int\left|D_{i} f\right|^{2} d \mu_{p}^{n} \tag{5.28}
\end{equation*}
$$

where

$$
C_{p}=p q \frac{\log p-\log q}{p-q} .
$$

In particular, $C_{p} / p q \rightarrow+\infty$ as $p \rightarrow 0$ or 1 . This prevents the use of (5.28) in any limit theorem as $p \rightarrow 0$, such as Poissonian limits. There is of course a good reason for that, namely that Poisson measures do not satisfy standard logarithmic Sobolev inequalities with respect to the gradient $D$ of (5.25). Indeed, denote by $\pi_{\theta}$ the Poisson measure on $\mathbb{N}$ with parameter $\theta>0$ and assume that, for some constant $C>0$, and all $f$, say bounded, on $\mathbb{N}$,

$$
\begin{equation*}
\operatorname{Ent}_{\pi_{\theta}}\left(f^{2}\right) \leq C \int|D f|^{2} d \pi_{\theta} \tag{5.29}
\end{equation*}
$$

where we recall that $D f(x)=f(x+1)-f(x), x \in \mathbb{N}$. Apply (5.29) to the indicator function of the interval $[k+1, \infty)$ for each $k \in \mathbb{N}$. We get

$$
-\pi_{\theta}([k+1, \infty)) \log \pi_{\theta}([k+1, \infty)) \leq C \pi_{\theta}(\{k\})
$$

which is clearly impossible as $k$ goes to infinity.
There is however an alternative version of the logarithmic Sobolev inequality on the two-point space for which Poissonian limits may be performed. Recall the product Bernoulli measure $\mu_{p}^{n}$ with parameter $p$.
Lemma 5.18. For any non-negative function $f$ on $\{0,1\}^{n}$,

$$
\operatorname{Ent}_{\mu_{p}^{n}}(f) \leq p q \int \sum_{i=1}^{n} D_{i} f D_{i}(\log f) d \mu_{p}^{n}
$$

When the gradients $D_{\imath}$ satisfy the chain rule formula, the form of the logarithmic Sobolev inequality of Lemma 5.18 is equivalent by integration by parts to the standard form. For example, the logarithmic Sobolev inequality for the canonical Gaussian measure $\gamma$ on $\mathbb{R}^{n}$ is equivalent to saying that for any smooth non-negative function $f$ on $\mathbb{R}^{n}$,

$$
\operatorname{Ent}_{\gamma}(f) \leq \frac{1}{2} \int \nabla f \cdot \nabla(\log f) d \gamma
$$

The proof of Lemma 5.18 reduces as usual to dimension one, in which case it amounts to establishing the inequality

$$
\begin{aligned}
p u \log u+q v \log v-(p u+q v) & \log (p u+q v) \\
& \leq p q(u-v)(\log u-\log v)
\end{aligned}
$$

for any $u, v \geq 0$ (see [Wu], [An]).
Due to the constant $p q$ in the logarithmic Sobolev inequality of Lemma 5.18, we may perform a Poissonian limit as $p \rightarrow 0$. Take $\phi$ on $\mathbb{N}$ such that

$$
0<\varepsilon \leq \phi \leq 1 / \varepsilon<\infty
$$

and apply Lemma 5.18 to

$$
f(x)=f\left(x_{1}, \ldots, x_{n}\right)=\phi\left(x_{1}+\cdots+x_{n}\right)
$$

$x=\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$, with $p=\frac{\tau}{n}, \tau>0$ (for every $n$ large enough). Then, setting $S_{n}=x_{1}+\cdots+x_{n}$,

$$
\begin{aligned}
\sum_{i=1}^{n} & D_{i} f D_{i}(\log f) \\
= & \left(n-S_{n}\right)\left[\phi\left(S_{n}+1\right)-\phi\left(S_{n}\right)\right]\left[\log \phi\left(S_{n}+1\right)-\log \phi\left(S_{n}\right)\right] \\
& +S_{n}\left[\phi\left(S_{n}\right)-\phi\left(S_{n}-1\right)\right]\left[\log \phi\left(S_{n}\right)-\log \phi\left(S_{n}-1\right)\right]
\end{aligned}
$$

The distribution of $S_{n}$ under $\mu_{\tau / n}^{n}$ converges to $\pi_{\tau}$. Using the bounds

$$
0<\varepsilon \leq \phi \leq 1 / \varepsilon<\infty
$$

it follows from the preceding that

$$
\frac{\tau}{n}\left(1-\frac{\tau}{n}\right) \int \sum_{i=1}^{n} D_{i} f D_{i}(\log f) d \mu_{\tau / n}^{n} \rightarrow \int D \phi D(\log \phi) d \pi_{\tau}
$$

as $n \rightarrow \infty$. We may therefore state the following corollary.
Corollary 5.19. For any non-negative function $f$ on $\mathbb{N}$,

$$
\operatorname{Ent}_{\pi_{\tau}}(f) \leq \tau \int D f D(\log f) d \pi_{\tau}
$$

where we recall that here $D f(x)=f(x+1)-f(x), x \in \mathbb{N}$.

The example of $f(x)=\mathrm{e}^{-\kappa x}, x \in \mathbb{N}$, as $\kappa \rightarrow \infty$ shows that one cannot expect a better factor of $\tau$ in the preceding corollary.

To conclude this section, we deduce concentration inequalities for measures $\mu$ on $\mathbb{N}$, for simplicity, satisfying a logarithmic Sobolev inequality, such as the Poisson measure $\pi_{\tau}$.

Corollary 5.20. Let $\mu$ be a probability measure on $\mathbb{N}$ such that for some constant $C>0$ and all non-negative (bounded) functions $f$ on $\mathbb{N}$,

$$
\operatorname{Ent}_{\mu}(f) \leq C \int D f D(\log f) d \mu
$$

Then, if $F$ is such that $|F(x+1)-F(x)| \leq 1$ for all $x \in \mathbb{N}$, we have $\int|F| d \mu<\infty$ and, for every $r \geq 0$,

$$
\mu\left(\left\{F \geq \int F d \mu+r\right\}\right) \leq \exp \left(-\frac{r}{4} \log \left(1+\frac{r}{2 C}\right)\right)
$$

The numerical constants in Corollary 5.20 have no reason to be sharp. However, the order of growth is optimal as shown by the example of Poisson measure itself. More precisely, the tail of the Lipschitz function $F$ is Gaussian for the small values of $r$ and Poissonian for the large values (with respect to $C$ ).
Proof. It follows the common pattern of proofs in this chapter. We apply the logarithmic Sobolev inequality of Corollary 5.20 to $f=\mathrm{e}^{\lambda F}$ with $F$ say bounded to start with. The gradient $D$ is not local; however, since $|F(x+1)-F(x)| \leq 1$ for all $x \in \mathbb{N}$, for every $\lambda \geq 0$,

$$
[\lambda F(x+1)-\lambda F(x)]\left[\mathrm{e}^{\lambda F(x+1)}-\mathrm{e}^{\lambda F(x)}\right] \leq \lambda \mathrm{e}^{\lambda} \mathrm{e}^{\lambda F(x)}
$$

Hence, with the usual notation,

$$
\operatorname{Ent}_{\mu}\left(\mathrm{e}^{\lambda F}\right) \leq \lambda \mathrm{e}^{\lambda} \Lambda(\lambda)
$$

Integration of this differential inequality together with Chebyschev's inequality easily yields the result. Corollary 5.20 is established.

According to this proof, the preceding logarithmic Sobolev inequalities are part of the family of modified logarithmic Sobolev inequalities investigated in Section 5.3 , with a function $\beta(\rho)$ of the order of $\mathrm{e}^{2 \rho}, \rho \geq 0$. Following Proposition 5.13 it may thus be tensorized in terms of two distinct norms on the gradients. The following statement is then an easy consequence of this observation. It extends to Lipschitz functions known inequalities for sums of independent Bernoulli or Poisson random variables. We let $\left(e_{1}, \ldots, e_{n}\right)$ be the canonical basis of $\mathbb{R}^{n}$.

Corollary 5.21. Let $\mu$ be some measure on $\mathbb{N}$. Assume that for every $f$ on $\mathbb{N}$ with $\sup _{x \in \mathbb{N}}|D f(x)| \leq \rho$,

$$
\operatorname{Ent}_{\mu}\left(\mathrm{e}^{f}\right) \leq \beta(\rho) \int|D f|^{2} \mathrm{e}^{f} d \mu
$$

where, as a function of $\rho \geq 0, \beta(\rho) \leq \kappa \mathrm{e}^{\delta \rho}$ for some $\kappa, \delta>0$. Denote by $\mu^{n}$ the $n$-fold product measure of $\mu$ on $\mathbb{N}^{n}$. Let $F$ be a function on $\mathbb{N}^{n}$ such that, for every $x \in \mathbb{N}^{n}$,

$$
\sum_{i=1}^{n}\left|F\left(x+e_{\imath}\right)-F(x)\right|^{2} \leq a^{2} \text { and } \max _{1 \leq \imath \leq n}\left|F\left(x+e_{i}\right)-F(x)\right| \leq b
$$

Then $\int|F| d \mu^{n}<\infty$ and, for every $r \geq 0$,

$$
\mu^{n}\left(\left\{F \geq \int F d \mu^{n}+r\right\}\right) \leq \exp \left(-\frac{r}{2 \delta b} \log \left(1+\frac{b d r}{4 \kappa a^{2}}\right)\right)
$$

### 5.5 Covariance identities

In this last section, we consider yet another approach to some of the concentration properties described in this chapter and the preceding ones based on covariance identities. We only present the basic principle in the Gaussian case, referreing to [B-G-H], [Hou], [Pa] for extensions to Poisson and infinitely divisible measures.

Recall the Ornstein-Uhlenbeck semigroup (5.3),

$$
P_{t} f(x)=\int f\left(\mathrm{e}^{-t} x+\left(1-\mathrm{e}^{-2 t}\right)^{1 / 2} y\right) d \gamma(y), \quad t \geq 0, x \in \mathbb{R}^{n}
$$

with symmetric and invariant measure the canonical Gaussian measure $\gamma$ on $\mathbb{R}^{n}$. Let $f$ and $g$ be smooth functions on $\mathbb{R}^{n}$. Using that $\frac{d}{d t} P_{t} g=\mathrm{L} P_{t} g$ where L is the second order differential operator $\Delta-x \cdot \nabla$, we may write as in Sections 2.3 and 5.1 that

$$
\begin{aligned}
\operatorname{Cov}_{\gamma}(f, g) & =\int f\left(g-\int g d \gamma\right) d \gamma d \gamma \\
& =-\int_{0}^{\infty} \int f L P_{t} g d \gamma d t \\
& =\int_{0}^{\infty} \int \nabla f \cdot \nabla P_{t} g d \gamma d t
\end{aligned}
$$

Coming back to the expression of $P_{t} g$,

$$
\operatorname{Cov}_{\gamma}(f, g)=\int_{0}^{\infty} \iint \nabla f(x) \cdot \nabla g\left(\mathrm{e}^{-t} x+\left(1-\mathrm{e}^{-2 t}\right)^{1 / 2} y\right) d \gamma(x) d \gamma(y) d t
$$

Therefore, if $\varpi_{t}$ is the Gaussian measure on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ which is the image measure of $\gamma \otimes \gamma$ by the map

$$
(x, y) \mapsto\left(x, \mathrm{e}^{-t} x+\left(1-\mathrm{e}^{-2 t}\right)^{1 / 2} y\right)
$$

and if $\varpi$ denotes the probability measure $\int_{0}^{\infty} \varpi_{t} d t$, we get that

$$
\begin{equation*}
\operatorname{Cov}_{\gamma}(f, g)=\iint \nabla f(x) \cdot \nabla g(y) d \varpi(x, y) \tag{5.30}
\end{equation*}
$$

It is of course assumed in the preceding argument that $f$ and $g$ have all the regularity and integrability properties needed to justify differentiation and the use of Fubini's theorem.

The representation formula (5.30) (which may be shown to hold in more general situations) is a simple tool to reach measure concentration. The following is an immediate consequence of (5.30).

Proposition 5.22. For every smooth enough functions $f$ and $g$ on $\mathbb{R}^{n}$ such that $f$ is 1-Lispchitz,

$$
\operatorname{Cov}_{\gamma}(f, g) \leq \int|\nabla g| d \gamma
$$

Now, Proposition 5.22 may be used as logarithmic Sobolev inequalities to produce measure concentration with a modification of the Herbst argument. Indeed, given $F$ 1-Lipschitz and with mean zero with respect to $\gamma$, apply Proposition 5.22 to $f=F$ and $g=\mathrm{e}^{\lambda F}, \lambda \geq 0$. Then

$$
\int F \mathrm{e}^{\lambda F} d \gamma=\operatorname{Cov}_{\gamma}\left(F, \mathrm{e}^{\lambda F}\right) \leq \lambda \int|\nabla F| \mathrm{e}^{\lambda F} d \gamma \leq \lambda \int \mathrm{e}^{\lambda F} d \gamma
$$

For the function $J(\lambda)=\log \int \mathrm{e}^{\lambda F} d \gamma, \lambda \geq 0$, we thus have the differential inequality $J^{\prime}(\lambda) \leq \lambda$. Since $J(0)=0$, we conclude that $J(\lambda) \leq \frac{\lambda^{2}}{2}$. Hence

$$
\int \mathrm{e}^{\lambda F} d \gamma \leq \mathrm{e}^{\lambda^{2} / 2}
$$

We thus recover from the covariance identity (5.30) the concentration properties of Gaussian measures.

This type of argument may be, on one hand, used to sharpen some of the deviation inequalities for Gaussian measures, and, on the other hand, be extended to various kinds of distributions including binomial, Poisson and infinitely divisible laws. We refer to [B-G-H], [H-PA-S], [Hou] and [Pa].

## Notes and Remarks

Logarithmic Sobolev inequalities were introduced by L. Gross [Gros1] as the infinitesimal version of hypercontractivity in quantum field theory (see [Gros2] and references therein). They soon became a tool of fundamental importance in infinite dimensional analysis, with increasing activity [Gros2], both on the side of lattice spin systems and Gibbs measures in statistical mechanics ([Str1], [G-Zeg], [Roy], etc.), and of path and loop spaces in infinite dimensional stochastic analysis [Hs]. The smoothing property of hypercontractivity of the associated heat semigroup is there a tool of powerful interest in convergence to equilibrium and uniqueness theorems. Applications of logarithmic Sobolev inequalities to convergence to equilibrium of a finite state Markov chain are presented in [D-SC], [SC]. A pedestrian introduction to logarithmic Sobolev inequalities is the reference [An].

One of the early questions on logarithmic Sobolev inequalities was to determine conditions on measures $\mu$ on $\mathbb{R}^{n}$ to satisfy a logarithmic Sobolev inequality

$$
\operatorname{Ent}_{\mu}\left(f^{2}\right) \leq 2 C \int|\nabla f|^{2} d \mu
$$

for all smooth enough functions $f$. To this question raised by L. Gross, I. Herbst (in an unpublished letter to L. Gross) found as a necessary condition the fact that

$$
\int \mathrm{e}^{\rho|x|^{2}} d \mu(x)<\infty
$$

for some $\rho>0$ small enough. Herbst's argument is presented in [Da-S], however, with a small error in the argument. This was settled in the paper [A-M-S], which revived the interest in the Gross question and gave rise to several subsequent contributions [A-S], [Le2], [G-R], [Rot2], etc. In particular, Herbst's argument as a Laplace bound of concentration spirit is exposed in [Le2] and is presented this way as Theorem 5.3.

The Herbst argument motivated the investigation [Le4] of concentration inequalities for product measures by the entropic method. The results of Section 5.2 are taken from this reference. Some sharper numerical constants may be found in [Le4], [Bob1], [Mas1], etc.

Modified logarithmic Sobolev inequalities and their application to the concentration properties of products of the exponential distribution were investigated in [Bo-L1] from which the results of Section 5.3 are taken. The corresponding results for products of Markov chains are discussed in [H-T]. Concentration between Poincaré and logarithmic Sobolev inequalities with application to concentration of log-concave measures is investigated in [L-O] (see also [Bar1]) through the family of functional inequalities (5.24).

The discrete setting is studied in a number of references including [A-S], [G-R], etc. The results of Section 5.4 are taken from [ Wu ] and [Bo-L2] (a different energy is however used in the latter) where Poissonian bounds are analyzed (see also the references on Section 5.5).

Most of the results of this chapter are taken from the survey [Le5] where the reader will find further details and references. It must also be emphasized that a great deal of the intense activity on logarithmic Sobolev inequalities in the recent years has been dealing with logarithmic Sobolev inequalities for infinite particle systems (lattice spin systems and Gibbs states in statistical mechanics), especially with the work of D. Stroock and B. Zegarlinski (cf. [Str1], [G-Zeg], [Roy], etc.). For recent developments for unbounded spin systems, see [Yos], [B-H], [Le7]. These are examples of dimension free logarithmic Sobolev inequalities which are highly non-product measures. Together with the Herbst argument, these results thus yield new concentration properties far away from product spaces. Another direction to non-product measures will be alluded to in Section 6.3 of the next chapter. For applications to concentration on path spaces (extending Wiener spaces), see [ Hs ], [Le5], [A-L], [Ho-P], etc.

The result and method of Section 5.5 are taken from the works [B-G-H], [H-PA-S], [Hou], $[\mathrm{Pa}]$ and $[\mathrm{Ho}-\mathrm{P}]$, to which we refer for further developments for infinitely divisible distributions. It is shown in [B-G-H] that the method can be used to yield sharper bounds and constants.

## 6. TRANSPORTATION COST INEQUALITIES

In this chapter, we investigate a third description of concentration. After the geometric description of the concentration function itself, and the Laplace bounds related to logarithmic Sobolev inequalities, we turn to a dual formulation of the latter in terms of distances between measures. This approach was put forward by K. Marton. While equally suited to product measures, it seems a convenient tool to investigate concentration in some dependent structures such as contractive Markov chains. After describing information inequalities and their relation to concentration, we study quadratic transportation cost inequalities. While these are actually consequences of logarithmic Sobolev inequalities, they have an interest in their own. In the last section, we present proofs of some of the geometric inequalities of Sections 4.2 and 4.3 with the transportation cost approach, and discuss some extensions to non-product measures.

### 6.1 Information inequalities and concentration

To introduce to the topic of this chapter, let us start with the classical Pinsker-Csizsar-Kullback inequality (cf. [Pin]) that indicates that whenever $\mu$ and $\nu$ are two probability measures on the Borel sets of a metric space ( $X, d$ ), then

$$
\begin{equation*}
\|\mu-\nu\|_{\mathrm{TV}} \leq \sqrt{\frac{1}{2} \mathrm{H}(\nu \mid \mu)} . \tag{6.1}
\end{equation*}
$$

Here $\|\cdot\|_{\mathrm{Tv}}$ denotes the total variation distance, whereas $\mathrm{H}(\nu \mid \mu)$ is the relative entropy of $\nu$ with respect to $\mu$ defined by

$$
\mathrm{H}(\nu \mid \mu)=\operatorname{Ent}_{\mu}\left(\frac{d \nu}{d \mu}\right)=\int \log \frac{d \nu}{d \mu} d \nu
$$

whenever $\nu$ is absolutely continuous with respect to $\mu$ with Radon-Nikodym derivative $\frac{d \nu}{d \mu}$, and $+\infty$ if not. Inequalities such as (6.1) have often been considered in information theory.

That such an inequality is related to concentration properties may be shown in the following way. Given a metric space ( $X, d$ ) and two Borel probability measures $\mu$ and $\nu$ on $X$, consider the Wasserstein distance between $\mu$ and $\nu$,

$$
\mathrm{W}_{1}(\mu, \nu)=\inf \iint d(x, y) d \pi(x, y)
$$

where the infimum runs over all probability measures $\pi$ on the product space $X \times X$ with marginals $\mu$ and $\nu$ having a finite first moment. The total variation distance corresponds to the trivial metric. Given $\mu$, consider then the inequality

$$
\begin{equation*}
\mathrm{W}_{1}(\mu, \nu) \leq \sqrt{2 C \mathrm{H}(\nu \mid \mu)} \tag{6.2}
\end{equation*}
$$

for some $C>0$ and every $\nu$. Let $A$ and $B$ be Borel sets with $\mu(A), \mu(B)>0$, and consider the conditional probabilities $\mu_{A}=\mu(\cdot \mid A)$ and $\mu_{B}=\mu(\cdot \mid B)$. By the triangle inequality for $W_{1}$ and (6.2),

$$
\begin{align*}
\mathrm{W}_{1}\left(\mu_{A}, \mu_{B}\right) & \leq \mathrm{W}_{1}\left(\mu, \mu_{A}\right)+\mathrm{W}_{1}\left(\mu, \mu_{B}\right) \\
& \leq \sqrt{2 C \mathrm{H}\left(\mu_{A} \mid \mu\right)}+\sqrt{2 C \mathrm{H}\left(\mu_{B} \mid \mu\right)}  \tag{6.3}\\
& =\sqrt{2 C \log \frac{1}{\mu(A)}}+\sqrt{2 C \log \frac{1}{\mu(B)}} .
\end{align*}
$$

Now, all measures with marginals $\mu_{A}$ and $\mu_{B}$ must be supported on $A \times B$, so that, by definition of $W_{1}$,

$$
\mathrm{W}_{1}\left(\mu_{A}, \mu_{B}\right) \geq d(A, B)=\inf \{d(x, y) ; x \in A, y \in B\}
$$

Then (6.3) implies a concentration inequality. Given $A$ and $B$ in $X$ such that $d(A, B) \geq r>0$, we get

$$
\begin{equation*}
r \leq \sqrt{2 C \log \frac{1}{\mu(A)}}+\sqrt{2 C \log \frac{1}{1-\mu\left(A_{r}\right)}} \tag{6.4}
\end{equation*}
$$

where we recall that $A_{r}=\{x \in X ; d(x, A)<r\}$. Inequality (6.4) appears as a symmetric form of concentration. If, say, $\mu(A) \geq \frac{1}{2}$,

$$
r \leq \sqrt{2 C \log 2}+\sqrt{2 C \log \frac{1}{1-\mu\left(A_{r}\right)}}
$$

so that, whenever $r \geq 2 \sqrt{2 C \log 2}$ for example,

$$
1-\mu\left(A_{r}\right) \leq \mathrm{e}^{-r^{2} / \mathrm{s} C}
$$

The same applies for Wasserstein functionals with respect to some cost function $\tilde{c}: X \times X \rightarrow \mathbb{R}_{+}(c f .[\mathrm{R}-\mathrm{R}])$ defined by

$$
\mathrm{W}_{\tilde{c}}(\mu, \nu)=\inf \iint \tilde{c}(x, y) d \pi(x, y)
$$

where the infimum is running over all probability measures $\pi$ on the product space $X \times X$ with marginals $\mu$ and $\nu$ such that $\tilde{c}$ is integrable with respect to $\pi$. Given $\mu$, we may consider the transportation cost inequality

$$
\begin{equation*}
\mathrm{W}_{\tilde{c}}(\mu, \nu) \leq \mathrm{H}(\nu \mid \mu) \tag{6.5}
\end{equation*}
$$

for every $\nu$. Arguing as above shows that for cvery Borel sets $A$ and $B$ in $X$,

$$
\begin{equation*}
\inf _{x \in A . y \in B} \tilde{\mathrm{c}}(x, y) \leq \sqrt{2 \log \frac{1}{\mu(A)}}+\sqrt{2 \log \frac{1}{1-\mu\left(A_{r}\right)}} \tag{6.6}
\end{equation*}
$$

We thus reach in this way concentration properties of the family of sets of Proposition 1.18.

It actually turns out that the transportation cost inequality (6.2) is equivalent to the normal Laplace bound deduced in the preceding chapter from logarithmic Sobolev inequalities, and may be thought of as its dual version. We indeed have the following result. Recall the Laplace functional (Section 1.6) of ( $X, d, \mu$ ),

$$
\mathrm{E}_{(X, d, \mu)}(\lambda)=\sup \int \mathrm{e}^{\lambda F} d \mu, \quad \lambda \geq 0
$$

where the supremum runs over all 1-Lipschitz mean zero functions $F: X \rightarrow \mathbb{R}$.
Proposition 6.1. Let $\mu$ be a Borel probability measure on a metric space ( $X, d$ ). Then

$$
\begin{equation*}
\mathrm{W}_{1}(\mu, \nu) \leq \sqrt{2 C \mathrm{H}(\nu \mid \mu)} \tag{6.7}
\end{equation*}
$$

for some $C>0$ and all $\nu$ if and only if

$$
\begin{equation*}
\mathrm{E}_{(X, d, \mu)}(\lambda) \leq \mathrm{e}^{C \lambda^{2} / 2}, \quad \lambda \geq 0 \tag{6.8}
\end{equation*}
$$

Proof. By the Monge-Kantorovitch-Rubinstein dual characterization (cf. [Dud], [Ra2]) of the Wasserstein distance,

$$
\mathrm{W}_{1}(\mu, \nu)=\sup \left[\int g d \nu-\int f d \mu\right]
$$

where the supremum is running over all bounded measurable functions $f$ and $g$ such that

$$
g(x) \leq f(y)+d(x, y)
$$

for every $x, y \in X$. Under (6.7),

$$
\int g d \nu-\int f d \mu \leq \sqrt{2 C \operatorname{Ent}_{\mu}\left(\frac{d \nu}{d \mu}\right)}
$$

or, equivalently, for every $\lambda>0$,

$$
\int g d \nu-\int f d \mu \leq \frac{C \lambda}{2}+\frac{1}{\lambda} \operatorname{Ent}_{\mu}\left(\frac{d \nu}{d \mu}\right)
$$

Set $\phi=\frac{d \nu}{d \mu}$. The preceding indicates that

$$
\int \psi \phi d \mu \leq \operatorname{Ent}_{\mu}(\phi)
$$

where $\psi=\lambda g-\lambda \int f d \mu-C \lambda^{2} / 2$. Since this inequality holds for every choice of $\phi$ (i.e. $\nu$ ), applying it to $\phi=\mathrm{e}^{\psi} / \int \mathrm{e}^{\psi} d \mu$ yields that $\log \int \mathrm{e}^{\psi} d \mu \leq 0$. In other words,

$$
\int \mathrm{e}^{\lambda g} d \mu \leq \mathrm{e}^{\lambda \int f d \mu+C \lambda^{2} / 2}
$$

When $F$ is Lipschitz with $\|F\|_{\text {Lip }} \leq 1$, one may choose $F=g=f$ so that the latter amounts to (6.8). Since

$$
\operatorname{Ent}_{\mu}(\phi)=\sup \int \phi \psi d \mu
$$

where the supremum is running over all $\psi$ 's such that $\int \mathrm{e}^{\psi} d \mu \leq 1$, the preceding argument clearly indicates that (6.8) is actually equivalent to (6.7). The proof of Proposition 6.1 is complete.

The same may be proved on the alternative (more classical and easily equivalent) characterization of $W_{1}$ as

$$
\mathrm{W}_{1}(\mu, \nu)=\sup \left[\int F d \mu-\int F d \nu\right]
$$

where the supremum is running over all 1-Lipschitz functions $F$ on $(X, d)$.
The general form of the dual Monge-Kantorovitch-Rubinstein representation theorem indicates that (cf. [Ra1], [Ra2], [R-R]) for Borel probability measures $\mu$ and $\nu$ on a metric space $(X, d)$,

$$
\begin{equation*}
\mathrm{W}_{\tilde{c}}(\mu, \nu)=\inf \iint \tilde{c}(x, y) d \pi(x, y)=\sup \left[\int g d \nu-\int f d \mu\right] \tag{6.9}
\end{equation*}
$$

where the supremum is over all pairs $(g, f)$ of bounded measurable functions (or respectively $\nu$ and $\mu$-integrable) such that for all $x, y$ in $X$,

$$
g(x) \leq f(y)+\tilde{c}(x, y)
$$

Here $\tilde{c}$ is upper semicontinuous, $\pi$-integrable and such that

$$
\tilde{c}(x, y) \leq a(x)+b(y)
$$

for some measurable functions $a$ and $b$. On $\mathbb{R}^{n}$, the supremum on the right-hand side of (6.9) may be taken over smaller classes of smooth functions, such as bounded Lipschitz or so on. On the basis of this description, it is a mere exercise to repeat the proof of Proposition 6.1 to come to the following. We recall from (1.27) the infimum-convolution $Q_{\tilde{c}} f$ with cost $\tilde{c}$ of a given function $f$,

$$
Q_{\tilde{c}} f(x)=\inf _{y \in X}[f(y)+\tilde{c}(x, y)], \quad x \in X
$$

Proposition 6.2. Let $\tilde{c}$ be an admissible (for (6.9) to hold) cost function on $X \times X$ and let $\mu$ be a Borel probability measure on $X$. Then

$$
\begin{equation*}
\mathrm{W}_{\tilde{c}}(\mu, \nu) \leq \mathrm{H}(\nu \mid \mu) \tag{6.10}
\end{equation*}
$$

for all $\nu$ if and only if for all bounded measurable functions $f$ on $\mathbb{R}^{n}$,

$$
\begin{equation*}
\int \mathrm{e}^{Q_{z} f} d \mu \leq \mathrm{e}^{\int f d \mu} \tag{6.11}
\end{equation*}
$$

The infimum-convolution inequality (6.11) of Proposition 6.2 has of course to be compared with the one introduced in Section 1.6 that reads

$$
\begin{equation*}
\int \mathrm{e}^{Q_{z} f} d \mu \int \mathrm{e}^{-f} d \mu \leq 1 \tag{6.12}
\end{equation*}
$$

By Jensen's inequality $\int \mathrm{e}^{-f} d \mu \geq \mathrm{e}^{\int f d \mu}$, so that (6.12) is stronger than (6.11). As we have seen in Proposition 1.18 and (6.6) the infimum convolution inequalities (6.11) and (6.12) both produce measure concentration for $\mu$ with respect to the cost $\tilde{c}$. Proposition 6.2 is actually a bridge between the methods developed in Section 1.6 (and Sections 4.4 and 4.5) and the transportation cost inequalities. As announced, it may be used for example to yield a very simple proof of the product property of transportation cost inequalities along the lines of Proposition 1.19.
Proposition 6.3. Let $P=\mu_{1} \otimes \cdots \otimes \mu_{n}$ be a product probability measure on the Borel sets of a product space $X=X_{1} \times \cdots \times X_{n}$ of metric spaces ( $X_{i}, d_{i}$ ), $i=1, \ldots, n$. Assume that each $\mu_{i}, i=1, \ldots, n$, satisfies a quadratic transportation cost inequality

$$
\mathrm{W}_{\tilde{c}_{\mathrm{i}}}\left(\mu_{i}, \nu\right) \leq \mathrm{H}\left(\nu \mid \mu_{i}\right)
$$

for every $\nu_{i}$ on $X_{i}$ for some cost function $\tilde{c}_{i}$. Then,

$$
\left.\mathrm{W}_{\tilde{c}}(P, R)\right) \leq \mathrm{H}(R \mid P)
$$

for every probability measure $R$ on $X$ with respect to the cost $\tilde{\mathrm{c}}=\sum_{i=1}^{n} \tilde{c}_{i}$.
Proof. By Proposition 6.2, we may follow the argument put forward in Proposition 1.19. By induction, it is enough to consider the case $n=2$. Let $f$ be bounded on $X_{1} \times X_{2}$, and for $x_{2} \in X_{2}$, set $g\left(x_{2}\right)=\log \int \mathrm{e}^{Q_{\tilde{c}_{1}} f^{x_{2}}} d \mu_{1}$ where $f^{x_{2}}(\cdot)=f\left(\cdot, x_{2}\right)$. As we already saw in Proposition 1.19,

$$
\int \mathrm{e}^{Q_{\bar{\varepsilon} f}} d \mu_{1} d \mu_{2} \leq \int \mathrm{e}^{\boldsymbol{Q}_{\tilde{z}_{2}} g} d \mu_{2}
$$

By (6.11) applied to $g$,

$$
\int \mathrm{e}^{Q_{\tilde{z}_{2}} g} d \mu_{2} \leq \mathrm{e}^{\int g d \mu_{2}}
$$

and by (6.11) applied to $f^{x_{2}}$ for every $x_{2}$,

$$
g\left(x_{2}\right)=\log \int \mathrm{e}^{Q_{\tilde{c}_{1}} f^{x_{2}}} d \mu_{1} \leq \int f^{x_{2}} d \mu_{1} .
$$

The claim follows.

### 6.2 Quadratic transportation cost inequalities

As we have seen in Proposition 6.3, transportation cost inequalities do share tensorization properties as logarithmic Sobolev inequalities and may be used, for some appropriate cost functions, to describe dimension free concentration properties.

Consider indeed metric spaces $\left(X_{i}, d_{i}\right), i=1, \ldots, n$, equipped with probability measures $\mu_{2}, i=1, \ldots, n$. Let $P$ denote the product measure $P=\mu_{1} \otimes \cdots \otimes \mu_{n}$ on the product space $X=X_{1} \times \cdots \times X_{n}$. By the product property of Laplace functionals (Proposition 1.15) and Proposition 6.1, or Proposition 6.3, if each measure $\mu_{i}$ satisfies a transportation cost inequality

$$
\mathrm{W}_{1}\left(\mu_{i}, \nu_{i}\right) \leq \sqrt{2 C \mathrm{H}\left(\nu_{i} \mid \mu_{i}\right)}
$$

for all $\nu_{i}$ on $X_{i}, i=1, \ldots, n$, then the product measure $P$ satisfies the transportation cost inequality

$$
\mathrm{W}_{1}(P, R) \leq \sqrt{2 C n \mathrm{H}(R \mid P)}
$$

for every probability measure $R$ on the Cartesian product space equipped with the $\ell^{1}$-metric. As discussed earlier, the drawback of the $\ell^{1}$-metric is that it highly takes into account the number of coordinates in the product space. However, it allows us to recover once more concentration with respect to the Hamming metric. Indeed, starting from the Pinsker-Csizsar-Kullback inequality (6.1), for any product probability measure $P$ on $X$ equipped with the Hamming metric,

$$
\mathrm{W}_{1}(P, R) \leq \sqrt{\frac{n}{2} \mathrm{H}(R \mid P)}
$$

which thus produces concentration by Proposition 6.1.
Following the logarithmic Sobolev approach of Chapter 5, it is however more fruitful, in order to reach dimension free concentration properties, to think in terms of a quadratic cost. To this task, let us restrict ourselves to the case of $\mathbb{R}^{n}$ with the Euclidean norm $|\cdot|$. Given a probability measure $\mu$ on the Borel sets of $\mathbb{R}^{n}$, say that it satisfies a quadratic transportation cost inequality whenever there exists a constant $C>0$ such that for all probability measures $\nu$,

$$
\begin{equation*}
\mathrm{W}_{2}(\mu, \nu) \leq \sqrt{C \mathrm{H}(\nu \mid \mu)} \tag{6.13}
\end{equation*}
$$

Here $\mathrm{W}_{2}$ is the Wasserstein distance with quadratic cost

$$
\mathrm{W}_{2}(\mu, \nu)^{2}=\inf \iint \frac{1}{2}|x-y|^{2} d \pi(x, y)
$$

where the infimum is running over all probability measures $\pi$ on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ with respective marginals $\mu$ and $\nu$. (The infimum in $\mathrm{W}_{2}$ is finite as soon as $\mu$ and $\nu$ have finite second moment which we shall always assume.)

It is clear by Jensen's inequality that the quadratic transportation cost inequality is stronger than the $\mathrm{W}_{1}$ transportation cost inequality considered in Section 6.1.

Since the cost in $\mathrm{W}_{2}$ is given by $\tilde{c}(x, y)=\tilde{c}(x-y)$ with

$$
\tilde{c}(x)=\frac{1}{2}|x|^{2}=\frac{1}{2} \sum_{i=1}^{n} x_{i}^{2}, \quad x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}
$$

Proposition 6.3 applies to show that a quadratic transportation cost inequality tensorizes. In particular, if each $\mu_{\imath}$ satisfies a quadratic transportation cost inequality with constants $C_{\imath}>0, i=1, \ldots, n$, then the product measure $P=\mu_{1} \otimes \cdots \otimes \mu_{n}$ will satisfy a quadratic transportation cost inequality with constant $C=\max _{1 \leq i \leq n} C_{i}$ (compare with Corollary 5.7). Moreover, Proposition 6.2 for the quadratic cost reads as follows.

Corollary 6.4. Let $\mu$ be a Borel probability measure on $\mathbb{R}^{n}$. Then

$$
\begin{equation*}
\mathrm{W}_{2}(\mu, \nu) \leq \sqrt{C \mathrm{H}(\nu \mid \mu)} \tag{6.14}
\end{equation*}
$$

for some $C>0$ and all $\nu$ if and only if for all bounded measurable functions $f$ on $\mathbb{R}^{n}$,

$$
\begin{equation*}
\int \mathrm{e}^{Q_{1 / C} f} d \mu \leq \mathrm{e}^{\int f d \mu} \tag{6.15}
\end{equation*}
$$

where $Q_{c} f, c>0$, is the infimum-convolution of $f$ with the quadratic $\operatorname{cost} \tilde{c}(x, y)=$ $\frac{c}{2}|x-y|^{2}$, that is,

$$
Q_{c} f(x)=\inf _{y \in \mathbb{R}^{n}}\left[f(y)+\frac{c}{2}|x-y|^{2}\right], \quad x \in \mathbb{R}^{n}
$$

As in Section 1.6, observe, for the matter of comparison with Proposition 6.1, that whenever $F$ is Lipschitz,

$$
Q_{c} F \geq F-\frac{1}{2 c}\|F\|_{\text {Lip }}^{2}
$$

The quadratic transportation cost inequalities thus turn out to be a useful tool in the investigation of dimension free concentration properties similar to what has been developed for logarithmic Sobolev inequalities in the preceding chapter. In a sense, the quadratic transportation cost inequalities may be thought of as dual to logarithmic Sobolev inequalities.

Corollary 6.4 furthermore emphasizes the usefulness of Brunn-Minkowski inequalities in this context, which may be compared to what was developed in Section 2.2. Let $\mu$ be a Borel probability measure on $\mathbb{R}^{n}$ with density $\mathrm{e}^{-U}$ with respect to Lebesgue measure. Assume that $U$ is strictly convex in the sense that, for some $c>0$ and every $\theta \in[0,1], x, y \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\theta U(x)+(1-\theta) U(y)-U(\theta x+(1-\theta) y) \geq \frac{c}{2} \theta(1-\theta)|x-y|^{2} \tag{6.16}
\end{equation*}
$$

If the potential $U$ is twice continuously differentiable, this amounts to $\operatorname{Hess}(U)(x)$ $\geq c$ Id (as symmetric matrices) uniformly in $x \in \mathbb{R}^{n}$.
Theorem 6.5. Let $d \mu=\mathrm{e}^{-U} d x$ where $U$ satisfies (6.16) with constant $c>0$. Then, for every probability measure $\nu$ on $\mathbb{R}^{n}$,

$$
\mathrm{W}_{2}(\mu, \nu) \leq \sqrt{\frac{1}{c} \mathrm{H}(\nu \mid \mu)}
$$

Before turning to the proof of Theorem 6.5, note that it contains the case of the canonical Gaussian measure on $\mathbb{R}^{n}$ with $c=1$. This case may be proved alternatively starting from dimension one and using induction over the coordinates (see [Tal10]. As shown in [Bl1], more generally, an alternative proof of Theorem 6.5 may be given using the Brenier-McCann theorem [Bre], [MC] about monotone measure preserving maps.

Note furthermore that by Corollary 6.4, under the hypotheses of Theorem 6.5,

$$
\int \mathrm{e}^{Q_{c} f} d \mu \leq \mathrm{e}^{\int f d \mu}
$$

for every bounded measurable function $f$ while Theorem 2.15 of Chapter 2 shows that

$$
\int \mathrm{e}^{Q_{c / 2} f} d \mu \int \mathrm{e}^{-f} d \mu \leq 1
$$

(However Theorem 2.15 only uses (6.16) with $\theta=\frac{1}{2}$.) We thus reach with the quadratic cost transportation inequalities somewhat sharper bounds under somewhat sharper hypotheses.
Proof. Given $\theta \in[0,1]$ and $x, y \in \mathbb{R}^{n}$, let

$$
L_{\theta}(x, y)=\frac{1}{\theta(1-\theta)}[\theta U(x)+(1-\theta) U(y)-U(\theta x+(1-\theta) y)]
$$

We apply the functional form of the Brunn-Minkowski theorem (Section 2.2). Set

$$
u(x)=\mathrm{e}^{-(1-\theta) f(x)-U(x)}, \quad v(y)=\mathrm{e}^{\theta g(y)-U(y)}, \quad w(z)=\mathrm{e}^{-U(z)}
$$

We get

$$
\begin{equation*}
1 \geq\left(\int \mathrm{e}^{-(1-\theta) f} d \mu\right)^{\theta}\left(\int \mathrm{e}^{\theta g} d \mu\right)^{1-\theta} \tag{6.17}
\end{equation*}
$$

provided the functions $f$ and $g$ satisfy

$$
\begin{equation*}
g(y) \leq f(x)+L_{\theta}(x, y), \quad x, y \in \mathbb{R}^{n} \tag{6.18}
\end{equation*}
$$

Given $f$, the optimal function $g=L_{\theta} f$ in (6.18) is defined by

$$
L_{\theta} f(y)=\inf _{x \in \mathbb{R}^{n}}\left[g(x)+L_{\theta}(x, y)\right]
$$

so that (6.17) becomes

$$
\begin{equation*}
\left(\int \mathrm{e}^{-(1-\theta) f} d \mu\right)^{1 /(1-\theta)}\left(\int \mathrm{e}^{\theta L_{\theta} f} d \mu\right)^{1 / \theta} \leq 1 \tag{6.19}
\end{equation*}
$$

Now, as a consequence of the convexity assumption on $U$,

$$
\liminf _{\theta \rightarrow 1} L_{\theta}(x, y) \geq \frac{c}{2}|x-y|^{2}
$$

As a result, letting $\theta \rightarrow 1$ in (6.19), we arrive at

$$
\int \mathrm{e}^{Q_{c} f} d \mu \leq \mathrm{e}^{\int f d \mu}
$$

which thus holds true for all bounded measurable functions $f$. As a consequence of Corollary 6.4, the theorem is established.

Although we need not really be concerned with that, it is important to emphasize that quadratic transportation cost inequalities are actually consequences of logarithmic Sobolev inequalities. In particular, a statement such as Theorem 6.5 above is a consequence of Theorem 5.2 for logarithmic Sobolev inequalities. The derivation of a quadratic transportation cost inequality from a logarithmic Sobolev inequality may be performed on the model of the Herbst argument. We briefly describe the argument. Assume thus we are given an absolutely continuous probability measure $\mu$ on the Borel sets of $\mathbb{R}^{n}$ such that for all smooth functions $f$ on $\mathbb{R}^{n}$,

$$
\begin{equation*}
\operatorname{Ent}_{\mu}\left(f^{2}\right) \leq 2 C \int|\nabla f|^{2} d \mu \tag{6.20}
\end{equation*}
$$

Given a (bounded Lipschitz) function $f$ on $\mathbb{R}^{n}$, apply now the logarithmic Sobolev inequality (6.20) to $\mathrm{e}^{Q_{1 / C}(\lambda f) / 2}, \lambda \geq 0$, where we recall that $Q_{c} f, c>0$, is the infimum-convolution of $f$ with the quadratic cost $\tilde{c}(x-y)=\frac{c}{2}|x-y|^{2}, x, y \in \mathbb{R}^{n}$, $c>0$. Now infimum-convolutions

$$
v=v(x, t)=\inf _{y \in \mathbb{R}^{n}}\left[f(y)+\frac{1}{2 t}|x-y|^{2}\right], \quad x \in \mathbb{R}^{n}, t>0
$$

are the Hopf-Lax representation of solutions of the Hamilton-Jacobi initial value problem

$$
\left\{\begin{array}{rlrl}
\frac{\partial v}{\partial t}+\frac{1}{2}|\nabla v|^{2} & =0 & & \text { in } \mathbb{R}^{n} \times(0, \infty) \\
v & =f & \text { on } \mathbb{R}^{n} \times\{t=0\}
\end{array}\right.
$$

(cf. [Ev]). Therefore, setting

$$
g=g(x, \lambda)=Q_{1 / C}(\lambda f)(x)
$$

almost everywhere in space,

$$
g=\lambda \frac{\partial}{\partial \lambda} g+\frac{1}{2}|\nabla g|^{2}
$$

We thus immediately deduce from the logarithmic Sobolev inequality (6.20) the differential inequality

$$
\lambda M^{\prime}(\lambda) \leq M(\lambda) \log M(\lambda), \quad \lambda \geq 0
$$

on $M(\lambda)=\int \mathrm{e}^{g} d \mu$. Since $M^{\prime}(0)=\int f d \mu$, it follows as in the proof of Theorem 5.3 that

$$
\int \mathrm{e}^{Q_{1 / c} f} d \mu \leq \mathrm{e}^{\int f d \mu}
$$

which is the infimum-convolution inequality (6.15).
As a consequence of the preceding and Corollary 6.4, we may state the following result.

Theorem 6.6. Assume that $\mu$ is absolutely continuous and that for some $C>0$ and all smooth enough functions $f$ on $\mathbb{R}^{n}$,

$$
\operatorname{Ent}_{\mu}\left(f^{2}\right) \leq 2 C \int|\nabla f|^{2} d \mu
$$

Then, for every probability measure $\nu$,

$$
\mathrm{W}_{2}(\mu, \nu) \leq \sqrt{C \mathrm{H}(\nu \mid \mu)}
$$

Replacing $|x-y|$ by the Riemannian distance $d(x, y)$ would yield the same conclusion on a smooth complete Riemannian manifold ( $X, g$ ). In particular, most of the logarithmic Sobolev inequalities we discussed in Chapter 5 may be turned into a quadratic transportation inequality. It may easily be shown (cf. [O-V], [B-G-L]) that the quadratic transportation cost inequality (6.14), or its equivalent infimumconvolution inequality (6.15), implies a Poincaré inequality (with constant $C$ ) so that quadratic transportation cost inequalities appear to be intermediate between logarithmic Sobolev inequalities and Poincaré inequalities (however producing normal concentration).

This line of reasoning may be pushed further to show that the modified logarithmic Sobolev inequality satisfied by the exponential distribution (Theorem 5.12) also implies a transportation cost inequality for the cost (4.20). For the particular example of the exponential distribution $\nu$ itself with density $\frac{1}{2} \mathrm{e}^{-|x|}$ with respect to Lebesgue measure on $\mathbb{R}$, we have the following statement.

Theorem 6.7. For every probability measure $\zeta$ absolutely continuous with respect to the exponential distribution $\nu$ on $\mathbb{R}$,

$$
\mathrm{W}_{\tilde{\mathrm{c}}}(\nu, \zeta) \leq C \mathrm{H}(\zeta \mid \nu)
$$

where $\tilde{\mathbf{c}}(x, y)=\tilde{\mathbf{c}}(x-y)$ is the cost function (4.20) and $C>0$ a universal constant.
The argument is quite similar to the one for the quadratic cost and we refer to [B-G-L] for details. The transportation cost inequality of Theorem 6.7 is equivalent to the one put forward in [Tal10]. It may be tensorized to dimension free transportation inequalities for products of the exponential distribution to recover its sharp concentration properties [Tal10] as exposed in Sections 4.5 and 5.3 by other means.

### 6.3 Transportation for product and non-product measures

In this section, we show how the transportation approach may be developed to obtain some of the geometric results of Sections 4.2 and 4.3. The arguments rely on somewhat delicate coupling arguments. One main interest in this approach is that it allows us to investigate some non-product situations as emphasized by K. Marton [Mar2], [Mar3]. We only review here a few recent results in this direction.

To avoid unessential measurability questions, for simplicity let ( $X_{\imath}, d_{i}$ ), $i=$ $1, \ldots, n$, be arbitrary Polish (complete separable) metric spaces and let

$$
X=X_{1} \times \cdots \times X_{n} .
$$

A point $x$ in $X$ has coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$.
Denote by $\mathcal{P}(Q, R)$ the set of all probability measures on the product space $X \times X$ with marginals $Q$ and $R$. Introduce a coupling distance between probability measures (cf. [R-R]) by

$$
d(Q, R)=\inf \left(\int \sum_{i=1}^{n} \pi^{y}\left(\left\{x ; x_{i} \neq y_{i}\right\}\right)^{2} d R(y)\right)^{1 / 2}
$$

where the infimum is running over all $\pi \in \mathcal{P}(Q, R)$. If $\pi$ is a probability measure on a product space $\Sigma^{k}=\Sigma_{1} \times \cdots \times \Sigma_{k}$, we denote by $\pi^{z}$, where $z=\left(z_{i_{1}}, \ldots, z_{i_{e}}\right) \in \Sigma^{I}=$ $\Sigma_{i_{1}} \times \cdots \times \Sigma_{i_{\ell}}, I=\left\{i_{1}, \ldots, i_{\ell}\right\} \subset\{1, \ldots, k\}$, the (regular) conditional distribution of $\pi$ given $z$, that is such that for every bounded measurable function $\phi$ on $\Sigma^{k}$,

$$
\int \phi d \pi=\int_{\Sigma^{I}}\left(\int_{\Sigma^{\{1, ., k\} \backslash I}} \phi(w, z) d \pi^{z}(w)\right) d \pi_{I}(z)
$$

where $\pi_{I}$ is the marginal of $\pi$ over $\Sigma^{I}$ (cf. e.g. [Str2]). In probabilistic notation,

$$
\begin{equation*}
d(Q, R)=\inf \left(\int \sum_{i=1}^{n} \mathbb{P}\left(\left\{\xi_{i} \neq \zeta_{i} \mid \zeta=y\right\}\right)^{2} d R(y)\right)^{1 / 2} \tag{6.21}
\end{equation*}
$$

where the couple of random variables $(\xi, \zeta)$ has distribution $\pi$ and $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$, $\zeta=\left(\zeta_{1}, \ldots, \zeta_{n}\right)$. Note that $d(Q, R)$ is not symmetric in $Q, R$.

To better understand the significance of the coupling distance $d$, let us relate it to the convex hull distance $\mathcal{D}_{A}^{c}$ of Section 4.2. To this task recall from (4.5) that, for a given subset $A$ of the product space $X$ and $x \in A$, we let

$$
\mathcal{D}_{A}^{c}(x)=\inf _{y \in V_{A}(x)}|y|
$$

where $V_{A}(x)$ is the convex hull of $\left(\mathbf{1}_{\left\{y_{1} \neq x_{1}\right\}}, \ldots, \mathbf{1}_{\left\{y_{n} \neq x_{n}\right\}}\right), y \in A$, in $[0,1]^{n}$. It is easily seen that by the Cauchy-Schwarz inequality,

$$
\mathcal{D}_{A}^{c}(x)^{2}=\inf \sum_{i=1}^{n} \nu\left(\left\{y ; y_{i} \neq x_{i}\right\}\right)^{2}
$$

where the infimum is running over all probability measures on $X$ such that $\nu(A)=1$. As a consequence, for any $Q$ supported on $A$ and any $R$,

$$
\begin{equation*}
\int\left(\mathcal{D}_{A}^{c}\right)^{2} d R \leq d(Q, R)^{2} \tag{6.22}
\end{equation*}
$$

The following result will contain the main conclusions of Section 4.2.

Theorem 6.8. For any product measure $P$ on $X=X_{1} \times \cdots \times X_{n}$ and any probability measures $Q$ and $R$ on $X$,

$$
\frac{1}{4} d(Q, R)^{2} \leq \mathrm{H}(R \mid P)+\mathrm{H}(Q \mid P)
$$

To apply Theorem 6.8, take $A \subset X$ and assume that $P(A)>0$. Define first $Q(\cdot)=P(\cdot \mid A)$, for which $\mathrm{H}(Q \mid P)=\log \frac{1}{P(A)}$. Let $R$ be such that

$$
\frac{d R}{d P}=\frac{1}{Z} \mathrm{e}^{\left(\mathcal{D}_{A}^{c}\right)^{2} / 4}
$$

where $Z$ is the normalization constant for which

$$
\mathrm{H}(R \mid P)=\int \frac{1}{4}\left(\mathcal{D}_{A}^{c}\right)^{2} d R-\log Z
$$

By (6.22),

$$
\mathrm{H}(R \mid P) \leq \frac{1}{4} d(Q, R)^{2}-\log Z
$$

It then follows from Theorem 6.8 that

$$
\log Z \leq \mathrm{H}(Q \mid P)=\log \frac{1}{P(A)}
$$

that is,

$$
Z=\int \mathrm{e}^{\left(\mathcal{D}_{A}^{c}\right)^{2} / 4} d P \leq \frac{1}{P(A)}
$$

which is the content of Theorem 4.6.
The proof of Theorem 6.8 uses coupling arguments. We indicate the sketch of the proof. We actually deal with the more general version of Theorem 4.11. To this task, given $\beta \geq 0$, recall the function

$$
\tau_{\beta}(1-u)=\beta u \log u-(1+\beta u) \log \left(\frac{1+\beta u}{1+\beta}\right), \quad u \in[0,1] .
$$

Define, for every $\beta \geq 0$, the coupling distance

$$
d_{\beta}(Q, R)=\inf \int \sum_{i=1}^{n} \tau_{\beta}\left(\pi^{y}\left(\left\{x ; x_{i} \neq y_{i}\right\}\right)\right) d R(y)
$$

where the infimum is taken as in (6.21). Note that $\tau_{\beta}(u) \geq \frac{u^{2}}{4}$ for $\beta=1$. The following theorem thus covers Theorem 6.8 and will imply exactly in the same way Theorem 4.11.

Theorem 6.9. For any $\beta \geq 0$, any product probability measure $P$ on $X=$ $X_{1} \times \cdots \times X_{n}$ and any probability measures $Q$ and $R$ on $X$,

$$
d_{\beta}(Q, R) \leq \mathrm{H}(R \mid P)+\beta \mathrm{H}(Q \mid P)
$$

Proof. The following (one-dimensional) coupling lemma is the key to the proof of Theorem 6.9.

Lemma 6.10. Let $(X, d)$ be a Polish space. For any $\beta \geq 0$ and any probability measures $Q$ and $R$ on $X$, define

$$
\Delta_{\beta}(Q, R)=\int \tau_{\beta}\left(\left(1-\frac{d Q}{d R}\right)^{+}\right) d R
$$

Then, there exists $\pi \in \mathcal{P}(Q, R)$ such that

$$
\int \tau_{\beta}\left(\pi^{y}(\{x ; x \neq y\}) d R(y)=\Delta_{\beta}(Q, R)\right.
$$

Furthermore, for any probability measure $P$ on $X$,

$$
\Delta_{\beta}(Q, R) \leq \mathrm{H}(R \mid P)+\beta \mathrm{H}(Q \mid P)
$$

Proof. Let $(R-Q)^{+}$denote the positive part of the finite signed measure $R-Q$ and let $Q \wedge R$ denote the positive measure

$$
R-(R-Q)^{+}=Q-(Q-R)^{+}
$$

Set $p=(R-Q)^{+}(X)$. Suppose $0<p<1$, and consider independent random variables $U, V$ and $W$ with respective distributions

$$
(1-p)^{-1} Q \wedge R, \quad p^{-1}(R-Q)^{+} \quad \text { and } \quad p^{-1}(Q-R)^{+}
$$

Let $I \in\{1,2\}$ be chosen, independently of these variables, such that $I=2$ with probability $p$. Set $\xi=\zeta=U$ when $I=1$ and $\xi=W \neq V=\zeta$ when $I=2$. If $p=1$, then we do not need the variable $V$ for the construction of $\xi, \zeta$, whereas for $p=0$ we never use $W$ and $V$. The coupling $(\xi, \zeta)$ with distribution $\pi \in \mathcal{P}(Q, R)$ is such that

$$
\pi(\{(x, y) ; x \neq y, y \in \cdot\})=(R-Q)^{+}(\cdot)
$$

By definition of conditional probability distributions, for every Borel set $B$ in $X$,

$$
\begin{aligned}
\int_{B} \pi^{y}(\{x ; x \neq y\}) d R(y) & =\int_{B} \pi^{y}(\{(x, y) ; x \neq y\}) d R(y) \\
& \left.=\pi\left(\bigcup_{y \in B}\{(x, y) ; x \neq y\}\right)\right) \\
& =(R-Q)^{+}(B)
\end{aligned}
$$

implying that $\pi^{y}(\{x ; x \neq y\})=\left(1-\frac{d Q}{d R}\right)^{+}(y)$ for $R$-almost every $y$. The first part of the lemma follows.

Turning to the second part, it suffices to consider $P$ such that both $f=d R / d P$ and $g=d Q / d P$ exist. Let

$$
P_{\beta}=\frac{1}{1+\beta}(R+\beta Q)
$$

so that

$$
\frac{d P_{\beta}}{d P}=h=\frac{1}{1+\beta}(f+\beta g)
$$

Hence

$$
\begin{aligned}
\mathrm{H}(R \mid P)+\beta \mathrm{H}(Q \mid P) & =\int[f \log f+\beta g \log g] d P \\
& \geq \int\left[f \log \frac{f}{h}+\beta g \log \frac{g}{h}\right] d P
\end{aligned}
$$

since $\int h \log h d P=H\left(P_{\beta} \mid P\right) \geq 0$. Set $\rho=d Q / d R$ so that

$$
\frac{h}{f}=\frac{1+\beta \rho}{1+\beta} \quad \text { and } \quad \frac{g}{f}=\rho
$$

Hence, by the preceding,

$$
\mathrm{H}(R \mid P)+\beta \mathrm{H}(Q \mid P) \geq \int \tau_{\beta}(1-\rho) d R
$$

from which the desired claim follows since $\tau_{\beta}(1-u) \geq \tau_{\beta}\left((1-u)^{+}\right)$for every $u \geq 0$. Lemma 6.10 is established.

The proof of Theorem 6.9 is now the proper tensorization of Lemma 6.10.
Proof of Theorem 6.g. Fix $\beta>0$ and $P=\mu_{1} \otimes \cdots \otimes \mu_{n}$. For $i=1, \ldots, n$, denote by $Q^{x_{1}, \ldots, x_{2-1}}$ the (regular) conditional distribution of $Q$ given $x_{1}, \ldots, x_{i-1}$, and by $Q_{i}^{x_{1}, \ldots, x_{i-1}}$ its marginal along the $x_{i}$ coordinate. Define $R_{i}^{x_{1}, \ldots, x_{2-1}}$ similarly. By the first part of Lemma 6.10, for every $i=1, \ldots, n$, there exists a probability measure $\pi_{i}$ in $\mathcal{P}\left(Q_{i}^{x_{1}, \ldots, x_{i-1}}, R_{i}^{x_{1}, \ldots, x_{i-1}}\right)$ such that

$$
\Delta_{\beta}\left(Q_{i}^{x_{1}, \ldots, x_{i-1}}, R_{i}^{x_{1}, \ldots, x_{i-1}}\right)=\int \tau_{\beta}\left(\pi_{i}^{y}(\{x ; x \neq y\})\right) d R_{i}^{x_{1}, \ldots, x_{i-1}}(y)
$$

Now let $\pi$ on $X \times X$ be defined by

$$
\pi(B)=\int \cdots \int_{B} \pi_{1}\left(d x_{1}, d y_{1}\right) \pi_{2}^{x_{1}, y_{1}}\left(d x_{2}, d y_{2}\right) \cdots \pi_{n}^{x_{1}, \ldots, x_{n-1}, y_{1}, \ldots, y_{n-1}}\left(d x_{n}, d y_{n}\right)
$$

Note that $\pi \in \mathcal{P}(Q, R)$. By the properties of conditional expectations and convexity of $\tau_{\beta}$, for every $i=1, \ldots, n$,

$$
\begin{aligned}
& \int \tau_{\beta}\left(\pi^{y}\left(\left\{x ; x_{i} \neq y_{i}\right\}\right)\right) d \pi(x, y) \\
& \leq \int \tau_{\beta}\left(\pi_{i}^{y_{\imath}}\left(\left\{x_{i} \neq y_{i}\right\}\right)\right) d \pi(x, y) \\
&=\int \Delta_{\beta}\left(Q_{i}^{x_{1}, \ldots, x_{\imath-1}}, R_{i}^{y_{1}, \ldots, y_{\imath-1}}\right) d \pi(x, y)
\end{aligned}
$$

As a consequence of Lemma 6.10,

$$
\begin{aligned}
d_{\beta}(Q, R) & \leq \sum_{i=1}^{n} \int \Delta_{\beta}\left(Q_{i}^{x_{1}, \ldots, x_{\imath-1}}, R_{i}^{y_{1}, \ldots, y_{\imath-1}}\right) d \pi(x, y) \\
& \leq \int \sum_{i=1}^{n}\left(\mathrm{H}\left(R_{i}^{y_{1}, \ldots, y_{\imath-1}} \mid \mu_{i}\right)+\beta \mathrm{H}\left(Q_{i}^{x_{1}, \ldots, x_{\imath-1}} \mid \mu_{i}\right)\right) d \pi(x, y)
\end{aligned}
$$

The chain rule for rclative entropy (cf. [De-S], [Dem-Z1]) indicates that

$$
\mathrm{H}(Q \mid P)=\sum_{i=1}^{n} \int \mathbf{H}\left(Q_{i}^{x_{1}, \ldots, x_{i-1}} \mid \mu_{i}\right) d Q(x)
$$

and similarly for $\mathrm{H}(R \mid P)$. Theorem 6.9 is thus established.
As shown by A. Dembo [De], the preceding tools may be extended to reach in the same way the $q$ point approximation theorem of Section 4.3.

The transportation approach may be well suited to reach some dependent situations. Variants of Theorem 6.8 have been used by K. Marton [Mar2] in the investigation of some non-product Markov chains for which it appears to be a powerful tool. More precisely, let $P$ be a Markov chain on $X=X_{1} \times \cdots \times X_{n}$ with transition kernels $\Pi_{i}, i=1, \ldots, n$, that is,

$$
d P\left(x_{1}, \ldots, x_{n}\right)=\Pi_{n}\left(x_{n}, d x_{n-1}\right) \cdots \Pi_{2}\left(x_{2}, d x_{1}\right) \Pi_{1}\left(d x_{1}\right) .
$$

Assume that, for some $0 \leq \rho<1$, for every $i=1, \ldots, n$, and every $x, y \in[0,1]$,

$$
\begin{equation*}
\left\|\Pi_{i}(x, \cdot)-\Pi_{i}(y, \cdot)\right\|_{\mathrm{TV}} \leq \rho . \tag{6.23}
\end{equation*}
$$

The case $\rho=0$ of course corresponds to independent kernels $\Pi_{i}$.
In a statement analogous to Theorem 6.8, K. Marton [Mar2] obtains, through coupling characterizations of the total variation distance and Pinsker type inequalities, the following result. Recall the quadratic coupling distance,

$$
d(Q, R)=\inf \left(\int \sum_{i=1}^{n} \pi^{y}\left(\left\{x ; x_{i} \neq y_{i}\right\}\right)^{2} d R(y)\right)^{1 / 2} .
$$

Theorem 6.11. Let $P$ be a Markov chain on $X=X_{1} \times \cdots \times X_{n}$ satisfying (6.23) for some $0 \leq \rho<1$. For any probability measures $Q$ and $R$ on $X$,

$$
\frac{1}{4}(1-\rho)^{2} d(Q, R)^{2} \leq \mathrm{H}(R \mid P)+\mathrm{H}(R \mid P)
$$

In the same way we deduced Theorem 4.6 from Theorem 6.8 , we get the following corollary.

Corollary 6.12. Let $P$ be a Markov chain on $X=X_{1} \times \cdots \times X_{n}$ satisfying (6.23) for some $0 \leq \rho<1$. Then, for any measurable non-empty subset $A$ of $X$,

$$
\int \mathrm{e}^{(1-\rho)^{2}\left(\mathcal{D}_{A}^{c}\right)^{2} / 4} d P \leq \frac{1}{P(A)}
$$

The next corollary appears as the proper extension of Corollary 4.10.
Corollary 6.13. Let $P$ be a Markov chain on $[0,1]^{n}$ satisfying (6.23) for some $0 \leq \rho<1$. For every convex 1-Lipschitz map $F$ on $\mathbb{R}^{n}$ and any $r \geq 0$,

$$
P\left(\left\{\left|F-\int F d P\right| \geq r\right\}\right) \leq 4 \mathrm{e}^{-(1-\rho)^{2} r^{2} / 4}
$$

These results have been extended in [Mar4], and independently in [Sa], to larger classes of dependent processes, including Doeblin recurrent Markov chains and $\Phi$-mixing processes. We refer to [Mar4], [Sa] for details.

## Notes and Remarks

The interest of information inequalities for the concentration of measure phenomenon was emphasized in a series of papers by K. Marton [Mar1], [Mar2]. Proposition 6.1 is due to $S$. Bobkov and F. Götze [B-G].

General references on mass transportation problems and minimal metrics are [Ra2], [R-R]. The quadratic transportation cost inequality for Gaussian measures is due to M . Talagrand [Tal10], with a proof that is further extended to strictly log-concave measures in [Bl1] by means of the Brenier-McCann mass transference theorem [Bre], [MC]. A simple transparent proof is provided in [CE]. Its infimumconvolution description is emphasized in [B-G], and further analyzed in [Bo-L3] and [B-G-L]. That quadratic transportation cost inequalities follow from logarithmic Sobolev inequalities (Theorem 6.6) is due to F. Otto and C. Villani $[\mathrm{O}-\mathrm{V}]$ with a PDE proof. The connection with Hamilton-Jacobi equations and hypercontractivity is made clear in [B-G-L] (see also [An]). Transportation cost inequalities for the exponential distribution (Theorem 6.7) were first obtained in [Tal10] to produce an alternative approach to the concentration results of [Tal3] presented here in Section 4.5. The connection with modified logarithmic Sobolev inequalities is exposed similarly in [B-G-L].

The transportation cost approach was initiated by K. Marton [Mar2] to extend Talagrand's convex hull theorem to some contractive Markov chain. Theorem 6.11 is due to K. Marton [Mar2]. The method was then systematically applied by A. Dembo [De] to recover most of the geometric inequalities for product measures of Section 4.2 and 4.3. See also [Dem-Z2]. Theorem 6.9 and its proof are taken from [De] and [Dem-Z1]. More recent developments for dependent variables and processes are due to K. Marton [Mar3], [Mar4], P.-M. Samson [Sa] and E. Rio [Ri1] with applications to bounds on empirical processes in the spirit of the inequalities described in the next chapter.

## 7. SHARP BOUNDS ON GAUSSIAN

## AND EMPIRICAL PROCESSES

In this chapter, we illustrate some of the basic principles of concentration to sharp bounds on Gaussian and empirical processes (or norms of sums of independent random vectors). In the first section, we present the sharp deviation inequality for supremum of Gaussian processes and its consequence to strong integrability. We then turn to bounds on sums of independent random vectors and empirical processes, first with the geometric tools of Chapter 4. In the last section, we establish sharper bounds with the entropic method. One of the powers of the concentration inequalities is that they extend classical results for sums of samples of random variables to Lipschitz functions of such samples, therefore allowing new, powerful applications.

### 7.1 Gaussian processes

We illustrate in this section the application of concentration properties of Gaussian measures to sharp deviation and integrability results for Gaussian processes.

On some probability space $(\Omega, \mathcal{A}, \mathbb{P})$, let $G=\left(G_{t}\right)_{t \in T}$ be a centered Gaussian process indexed by some parameter set $T$. We mean thus that for any finite collection $\left(t_{1}, \ldots, t_{n}\right)$ in $T$, the random vector $\left(G_{t_{1}}, \ldots, G_{t_{n}}\right)$ is a centered Gaussian random vector in $\mathbb{R}^{n}$.

We are interested here in sharp probability inequalities on the distribution of the supremum of $G$. To this task, assume, to avoid measurability questions, that $T$ is countable. In general this is dispensed with using separability assumptions. In any case, the basic inequalities are finite dimensional. We assume that $\sup _{t \in T} G_{t}<\infty$ almost surely.

We first claim that

$$
\begin{equation*}
\sigma=\sup _{t \in T}\left(\mathbb{E}\left(G_{t}^{2}\right)\right)^{1 / 2} \cdot\langle+\infty \tag{7.1}
\end{equation*}
$$

Indeed, let $m$ be such that $\mathbb{P}\left(\left\{\sup _{t \in T} G_{t} \leq m\right\}\right) \geq \frac{3}{4}$. Then, for every $t$, we have $\mathbb{P}\left(\left\{G_{t} \leq m\right\}\right) \geq \frac{3}{4}$ and, if $\sigma_{t}=\left(\mathbb{E}\left(G_{t}^{2}\right)\right)^{1 / 2}, \frac{m}{\sigma_{t}} \geq \Phi^{-1}\left(\frac{3}{4}\right)>0$, from which (7.1) follows (recall that $\Phi$ is the distribution function of the standard one-dimensional Gaussian law).

Now fix $t_{1}, \ldots, t_{n}$ in $T$ and consider the centered Gaussian random vector $\left(G_{t_{1}}, \ldots, G_{t_{n}}\right)$ in $\mathbb{R}^{n}$. Denote by $\Gamma=\Xi^{t} \Xi$ its (semi-) positive definite covariance matrix. The random vector $\left(G_{t_{1}}, \ldots, G_{t_{n}}\right)$ has thus the same distribution as $\Xi \mathcal{N}$ where $\mathcal{N}$ is distributed according to the canonical Gaussian measure $\gamma$ on $\mathbb{R}^{n}$. Let
$F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be defined by

$$
F(x)=\max _{1 \leq \imath \leq n}(\Xi x)_{\imath}, \quad x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}
$$

Hence the distribution of $F$ under $\gamma$ is the distribution of the random variable $\max _{1 \leq \imath \leq n} G_{t_{2}}$. It is easily seen that the Lipschitz norm $\|F\|_{\text {Lip }}$ of $F$ is less than or equal to the norm $\|\Xi\|$ of $\Xi$ as an operator from $\mathbb{R}^{n}$ equipped with the Euclidean norm into $\mathbb{R}^{n}$ equipped with the supremum norm. Furthermore, this operator norm $\|\Xi\|$ is equal by construction to

$$
\max _{1 \leq i \leq n}\left(\sum_{j=1}^{n} \Xi_{i j}^{2}\right)^{1 / 2}=\max _{1 \leq i \leq n}\left(\mathbb{E}\left(G_{t_{i}}^{2}\right)\right)^{1 / 2}
$$

where we denote by $\Xi_{i j}$ the entries of the matrix $\Xi$. Applying thus (2.35) for example to $F$ yields

$$
\begin{equation*}
\mathbb{P}\left(\left\{\max _{1 \leq i \leq n} G_{t_{\imath}} \geq \mathbb{E}\left(\max _{1 \leq i \leq n} G_{t_{\imath}}\right)+r\right\}\right) \leq \mathrm{e}^{-r^{2} / 2 \sigma^{2}} \tag{7.2}
\end{equation*}
$$

for every $r \geq 0$. We then argue as in the proof of Proposition 1.7. The same inequality applied to $-F$ yields

$$
\begin{equation*}
\mathbb{P}\left(\left\{\max _{1 \leq i \leq n} G_{t_{\imath}} \leq \mathbb{E}\left(\max _{1 \leq i \leq n} G_{t_{\imath}}\right)-r\right\}\right) \leq \mathrm{e}^{-r^{2} / 2 \sigma^{2}} \tag{7.3}
\end{equation*}
$$

Let $r_{0}$ be large enough so that $\mathrm{e}^{-r_{0}^{2} / 2 \sigma^{2}}<\frac{1}{2}$. Also let $m$ be large enough in order that $\mathbb{P}\left(\left\{\sup _{t \in T} G_{t} \leq m\right\}\right) \geq \frac{1}{2}$. Intersecting this probability with the one in (7.3) for $r=r_{0}$ shows that

$$
\mathbb{E}\left(\max _{1 \leq i \leq n} G_{t_{\imath}}\right) \leq r_{0}+m
$$

Since $m$ and $r_{0}$ have been chosen independently of $t_{1}, \ldots, t_{n}$, we already get that

$$
\mathbb{E}\left(\sup _{t \in T} G_{t}\right)<\infty
$$

Now, one can use monotone convergence in (7.2) to come to the following basic inequality.

Theorem 7.1. Let $G=\left(G_{t}\right)_{t \in T}$ be a centered Gaussian process indexed by a countable set $T$ such that $\sup _{t \in T} G_{t}<\infty$ almost surely. Then, $\mathbb{E}\left(\sup _{t \in T} G_{t}\right)<\infty$ and for every $r \geq 0$,

$$
\mathbb{P}\left(\left\{\sup _{t \in T} G_{t} \geq \mathbb{E}\left(\sup _{t \in T} G_{t}\right)+r\right\}\right) \leq \mathrm{e}^{-r^{2} / 2 \sigma^{2}}
$$

where $\sigma^{2}=\sup _{t \in T} \mathbb{E}\left(G_{t}^{2}\right)<\infty$.
Therefore, up to the deviation factor $\mathbb{E}\left(\sup _{t \in T} G_{t}\right)$, the distribution of the supremum $\sup _{t \in T} G_{t}$ is as good as a one-dimensional Gaussian law with variance the supremum of the variances. Furthermore, for every $r \geq 0$,

$$
\begin{equation*}
\mathbb{P}\left(\left\{\left|\sup _{t \in T} G_{t}-\mathbb{E}\left(\sup _{t \in T} G_{t}\right)\right| \geq r\right\}\right) \leq 2 \mathrm{e}^{-r^{2} / 2 \sigma^{2}} \tag{7.4}
\end{equation*}
$$

and

$$
\operatorname{Var}\left(\sup _{t \in T} G_{t}\right) \leq 4 \sigma^{2}
$$

Both Theorem 7.1 and (7.4) hold similarly with the median of $\sup _{t \in T} G_{t}$ instead of the mean (using (2.10)). One may also work with $\sup _{t \in T}\left|G_{t}\right|$ assuming $\sup _{t \in T}\left|G_{t}\right|<\infty$ almost surely.

As we already discussed it in Chapter 3, the main interest in the inequality of Theorem 7.1 is the relative size of $\sigma$ and $\mathbb{E}\left(\sup _{t \in T} G_{t}\right)$. We always have

$$
\begin{aligned}
\mathbb{E}\left(\sup _{t \in T} G_{t}\right) & =\frac{1}{2} \mathbb{E}\left(\sup _{s, t \in T}\left(G_{s}-G_{t}\right)\right) \\
& =\frac{1}{2} \mathbb{E}\left(\sup _{s, t \in T}\left|G_{s}-G_{t}\right|\right) \\
& \geq \frac{1}{2} \sup _{s, t \in T}\left(\frac{2}{\pi}\right)^{1 / 2}\left(\mathbb{E}\left(\left|G_{s}-G_{t}\right|^{2}\right)\right)^{1 / 2}
\end{aligned}
$$

so that, for any $s \in T$,

$$
\sigma \leq\left(\mathbb{E}\left(G_{s}^{2}\right)\right)^{1 / 2}+\sqrt{2 \pi} \mathbb{E}\left(\sup _{t \in T} G_{t}\right)
$$

In general $\mathbb{E}\left(\sup _{t \in T} G_{t}\right)$ is much bigger than $\sigma$. Think for example of $G$ being distributed as $\gamma$ on $\mathbb{R}^{n}$ for which $\mathbb{E}\left(\sup _{t \in T} G_{t}\right)$ is of the order of $\sqrt{\log n}$ for $n$ large whereas $\sigma=1$. This was actually one crucial point in the concentration proof of Dvoretzky's theorem in Section 3.5. On the other hand, $\mathbb{E}\left(\sup _{t \in T} G_{t}\right)$ only appears as a deviation factor and not as a multiplicative factor in the exponential. The concentration inequalities however do not provide any hint on the size of $\mathbb{E}\left(\sup _{t \in T} G_{t}\right)$ itself for which independent tools are required (entropy or majorizing measures (cf. [Le-T], [Tal11]).

The next theorem is a consequence of the strong integrability of the supremum of Gaussian processes.

Corollary 7.2. Let $G=\left(G_{t}\right)_{t \in T}$ be a centered Gaussian process indexed by a countable set $T$ such that $\sup _{t \in T} G_{t}<\infty$ almost surely. Then

$$
\lim _{r \rightarrow \infty} \frac{1}{r^{2}} \log \mathbb{P}\left(\left\{\sup _{t \in T} G_{t} \geq r\right\}\right)=-\frac{1}{2 \sigma^{2}}
$$

where $\sigma^{2}=\sup _{t \in T} \mathbb{E}\left(G_{t}^{2}\right)<\infty$. Equivalently,

$$
\mathbb{E}\left(\exp \left(\rho\left(\sup _{t \in T} G_{t}\right)^{2}\right)\right)<\infty
$$

if and only if $\rho<\frac{1}{2 \sigma^{2}}$.
The first assertion in Corollary 7.2 is a large deviation statement for complements of balls. The upper bound immediately follows from Theorem 7.1. The lower bound is just that

$$
\begin{aligned}
\mathbb{P}\left(\left\{\sup _{t \in T} G_{t} \geq r\right\}\right) & \geq \mathbb{P}\left(\left\{G_{t} \geq r\right\}\right) \\
& =1-\Phi\left(\frac{r}{\sigma_{t}}\right) \\
& \geq \frac{\mathrm{e}^{-r^{2} / 2 \sigma_{t}^{2}}}{\sqrt{2 \pi}\left(1+\left(r / \sigma_{t}\right)\right)}
\end{aligned}
$$

for every $t \in T$ and $r \geq 0$. The second part of the theorem follows by integration of the inequality of Theorem 7.1 in $r \geq 0$.

The deviation inequality of Theorem 7.1 actually contains much more information than the integrability result of Corollary 7.2. For example, if $G^{n}$ is a sequence of Gaussian processes as before, and if we let $\left\|G^{n}\right\|=\sup _{t \in T} G_{t}^{n}, n \in \mathbb{N}$, then $\left\|G^{n}\right\| \rightarrow 0$ almost surely as soon as $\mathbb{E}\left(\left\|G^{n}\right\|\right) \rightarrow 0$ and $\sigma^{n} \sqrt{\log n} \rightarrow 0$ where, for every $n, \sigma^{n}=\sup _{t \in T}\left(\mathbb{E}\left(\left(G_{t}^{n}\right)^{2}\right)\right)^{1 / 2}$.

As we have seen above, $\mathbb{E}\left(\sup _{t \in T}\left|G_{t}\right|\right) \geq \kappa \sigma$ for some numerical $\kappa>0$. Therefore, integration of (7.4) applied to $\sup _{t \in T}\left|G_{t}\right|$ shows, as in Proposition 1.10 and (1.19), that for some numerical constant $C>0$ and all $q \geq 1$,

$$
\begin{equation*}
\left(\mathbb{E}\left(\sup _{t \in T}\left|G_{t}\right|^{q}\right)\right)^{1 / q} \leq C \sqrt{q} \mathbb{E}\left(\sup _{t \in T}\left|G_{t}\right|\right) . \tag{7.5}
\end{equation*}
$$

This equivalence of moments is a useful tool in the study of Gaussian processes and measures.

The preceding results may be presented equivalently on Gaussian measures on infinite dimensional normed vector spaces. Now, such Gaussian measures may be represented as (almost sure convergent) series $\sum_{i=1}^{\infty} g_{i} v_{i}$ where $v_{i}, i \geq 1$, is a sequence in $(E,\|\cdot\|)$ and the $g_{i}$ 's are independent standard normal random variables on some probability space $(\Omega, \mathcal{A}, \mathbb{P})$. Theorem 7.1 and Corollary 7.2 thus describe the distribution and integrability properties of the norm

$$
\left\|\sum_{i=1}^{\infty} g_{i} v_{i}\right\|
$$

Note that since

$$
\left\|\sum_{i=1}^{\infty} g_{i} v_{i}\right\|=\sup _{\|\xi\| \leq 1} \sum_{i=1}^{\infty} g_{i}\left\langle\xi, v_{i}\right\rangle
$$

where the supremum is running over the unit ball of the dual space,

$$
\sigma^{2}=\sup _{\|\xi\| \leq 1} \sum_{i=1}^{\infty}\left\langle\xi, v_{i}\right\rangle^{2} .
$$

Since the norm is convex, the results in Section 4.2 extend these conclusions to the supremum of functionals that are not necessarily Gaussian. For simplicity we deal with finite sums. Indeed, let $\eta_{i}, i=1, \ldots, n$, be independent random variables on $(\Omega, \mathcal{A}, \mathbb{P})$ with $\left|\eta_{i}\right| \leq 1$ almost surely. Let $v_{i}, i=1, \ldots, n$, be vectors in an arbitrary normed space $E$ with norm $\|\cdot\|$. Since the norm is a supremum of linear functionals, we may directly apply Corollary 4.8 to get deviation and concentration inequalities around a median. Let us however repeat here the argument. Consider the convex function $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined by

$$
F(x)=\left\|\sum_{i=1}^{n} x_{i} v_{i}\right\|, \quad x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}
$$

Then, by duality, for $x, y \in \mathbb{R}^{n}$,

$$
\begin{aligned}
|F(x)-F(x)| & \leq\left\|\sum_{i=1}^{n}\left(x_{i}-y_{i}\right) v_{i}\right\| \\
& =\sup _{\|\xi\| \leq 1} \sum_{i=1}^{n}\left(x_{i}-y_{i}\right)\left\langle\xi, v_{i}\right\rangle \leq \sigma|x-y|,
\end{aligned}
$$

where the last step is obtained from the Cauchy-Schwarz inequality. Hence $\|F\|_{\text {Lip }}$ $\leq \sigma$. As an application of Corollary 4.10, or Theorem 5.9, we get the following result.

Theorem 7.3. Let $\eta_{1}, \ldots, \eta_{n}$ be independent random variables such that $\left|\eta_{i}\right| \leq 1$ almost surely, $i=1, \ldots, n$, and let $v_{1}, \ldots, v_{n}$ be vectors in a normed space $(E,\|\cdot\|)$. For every $r \geq 0$,

$$
\mathbb{P}\left(\left\{\left\|\sum_{i=1}^{n} \eta_{i} v_{i}\right\| \geq M+r\right\}\right) \leq 2 \mathrm{e}^{-r^{2} / 16 \sigma^{2}}
$$

where $M$ is either the mean or a median of $\left\|\sum_{i=1}^{n} \eta_{i} v_{i}\right\|$ and where

$$
\sigma^{2}=\sup _{\|\xi\| \leq 1} \sum_{i=1}^{n}\left\langle\xi, v_{i}\right\rangle^{2}
$$

There is a similar inequality for deviations under $M$, and thus a concentration inequality.

This inequality is the analogue of the Gaussian deviation inequality of Theorem 7.1 and describes one proper infinite dimensional extension of the Hoeffding type inequality (1.23).

Theorem 7.3 may be used as for Corollary 7.2 to show that whenever the series

$$
S=\sum_{i=1}^{\infty} \eta_{i} v_{i}
$$

is almost surely convergent in $E$, then its norm $\|S\|$ is strongly integrable in the sense that

$$
\begin{equation*}
\mathbb{E}\left(\mathrm{e}^{\rho\|S\|^{2}}\right)<\infty \tag{7.6}
\end{equation*}
$$

for every $\rho$. (The fact that it holds for every $\rho$ with respect to the Gaussian case is due to the fact that the $\eta_{i}$ 's are bounded.)

Theorem 7.3 may be used to prove equivalences of moments as for Gaussian random vectors and series. In particular, if the $\eta_{i}$ 's are symmetric Bernoulli variables taking values $\pm 1$, the classical Khintchine inequalities show that

$$
\begin{aligned}
\mathbb{E}(\|S\|) & \geq \sup _{\|\xi\| \leq 1} \mathbb{E}(|\langle\xi, S\rangle|) \\
& \geq \sup _{\|\xi\| \leq 1} \kappa\left(\mathbb{E}\left(|\langle\xi, S\rangle|^{2}\right)\right)^{1 / 2}=\kappa \sigma
\end{aligned}
$$

for some numerical $\kappa>0$. Hence, as for (7.5),

$$
\begin{equation*}
\left(\mathbb{E}\left(\|S\|^{q}\right)\right)^{1 / q} \leq C \sqrt{q} \mathbb{E}(\|S\|) \tag{7.7}
\end{equation*}
$$

for some numerical constant $C>0$ and all $q \geq 1$. Inequalities (7.7) are the famous Khintchine-Kahane inequalities. As for (7.5), these moment equivalences are part of the geometric reversed Hölder inequalities (2.21) and improve upon the earlier version (2.22) with the optimal growth of the constants in $q \geq 1$ (cf. [Le-T]).

### 7.2 Bounds on empirical processes

Sums of independent random variables are a natural application of the deviation inequalities for product measures. In this section and the next one, we present estimates on supremum of empirical processes. This paragraph relies on the geometric concentration properties developed in Sections 4.2 and 4.3 while the next one is based on the entropic method of Chapter 5.

Tail probabilities for sums of independent random variables have been extensively studied in classical probability theory and limit theorems. We already mentioned in this work the Hoeffding type inequality (1.23) (and its martingale extension Lemma 4.1)

$$
\mathbb{P}(\{S \geq \mathbb{E}(S)+r\}) \leq \mathrm{e}^{-r^{2} / 2 n C^{2}}
$$

where $S=Y_{1}+\cdots+Y_{n}$ is a sum of independent real random variables bounded by $C>0$. One finished result is the so-called Bennett inequality [Benn] (after contributions by S. Bernstein, A. Kolmogorov, Y. Prokhorov, W. Hoeffding, etc.). As for (1.23), it will be convenient to compare the infinite dimensional extension we will present with this result. With due respect to the Hoeffding inequality, this result takes into account the fluctuations of $S$ with respect to the variance more carefully. Namely, let $Y_{1}, \ldots, Y_{n}$ be independent real-valued random variables on some probability space $(\Omega, \mathcal{A}, \mathbb{P})$ such that $\left|Y_{i}\right| \leq C, i=1, \ldots, n$. Set $S=$ $Y_{1}+\cdots+Y_{n}$. Then, for every $r \geq 0$,

$$
\begin{equation*}
\mathbb{P}(\{S \geq \mathbb{E}(S)+r\}) \leq \exp \left(-\frac{\sigma^{2}}{C^{2}} h\left(\frac{C r}{\sigma^{2}}\right)\right) \tag{7.8}
\end{equation*}
$$

where $h(u)=(1+u) \log (1+u)-u, u \geq 0$, and $\sigma^{2}=\sum_{i=1}^{n} \mathbb{E}\left(Y_{i}^{2}\right)$. Such an inequality describes the Gaussian tail for the values of $r$ which are small with respect to $\sigma^{2}$, and the Poissonian behavior for the large values (think for example of a sample of independent Bernoulli variables, with probability of success either $\frac{1}{2}$ or of the order of $\frac{1}{n}$ ).

Our task in this chapter will be to understand what is saved of such a sharp inequality for norms of sums $S=\sum_{i=1}^{n} Y_{i}$ of independent random vectors $Y_{i}$ taking values in some Banach space $(E,\|\cdot\|)$. In particular these bounds aim to be as close as possible to the one-dimensional inequality (7.8). They should also compare to the bounds on Gaussian processes of the preceding section involving two main parameters, one on the supremum itself (mean or median), and one on supremum of weak variances.

A first result in this direction is Corollary 4.5 obtained from martingale inequalities. However, the inequality of Corollary 4.5 , while a deviation inequality from the mean $\mathbb{E}(\|S\|)$, does not emphasize, according to Theorems 7.1 and 7.3, the supremum of weak variances

$$
\sup _{\|\xi\| \leq 1} \sum_{i=1}^{n} \mathbb{E}\left(\left\langle\xi, Y_{i}\right\rangle^{2}\right)
$$

This is why we have to turn to more refined tools such as the concentration inequalities in product spaces of Sections 4.2 and 4.3 or the entropic method of Chapter 5.

Motivated by recent applications, we present the results in the context of supremum of empirical processes rather than sums of random vectors. This is however only different at a notational level. in statistical applications, one is interested in such bounds uniformly over classes of functions, and importance of such inequalities has been emphasized in the statistical treatment of selection of models in [B-M1], [B-M2], [B-B-M] (see [Mas2]). More precisely, let $Y_{1}, Y_{2}, \ldots, Y_{n}, \ldots$ be independent random variables with values in some measurable space $(V, \mathcal{V})$ with identical distribution $\mathcal{P}$, and for $n \geq 1$, let

$$
\mathcal{P}_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{Y_{i}}
$$

be the empirical measures (on $\mathcal{P}$ ). A class $\mathcal{F}$ of real measurable functions on $V$ is said to be a Glivenko-Cantelli class if the supremum $\sup _{f \in \mathcal{F}}\left|\mathcal{P}_{n}(f)-\mathcal{P}(f)\right|$ converges almost surely to 0 . It is a Donsker class if (in a sense to be made precise), $\sqrt{n}\left(\mathcal{P}_{n}(f)-\mathcal{P}(f)\right), f \in \mathcal{F}$, converges in distribution towards a centered Gaussian process $G_{\mathcal{P}}=\left\{G_{\mathcal{P}}(f), f \in \mathcal{F}\right\}$ with covariance function $\mathcal{P}(f g)-\mathcal{P}(f) \mathcal{P}(g)$, $f, g \in \mathcal{F}$. These definitions naturally extend the classical example of the class of all characteristic functions of intervals $(-\infty, t], t \in \mathbb{R}$ (studied precisely by GlivenkoCantelli and Donsker). These asymptotic properties however often need to be turned into tail inequalities at fixed $n$ on classes $\mathcal{F}$ which are as rich as possible (to determine accurate approximation by empirical models). In particular, the aim is to reach exact extension of the Gaussian bound of Theorem 7.1 for $G_{\mathcal{P}}$ and the Bennett inequality (7.8) corresponding to a class $\mathcal{F}$ reduced to one function.

In this section, we present a result on the basis of the control by $q$ points of Section 4.3. As we have seen there, this method is of particular interest to bounds on sums of independent random variables and we already presented there a useful inequality for non-negative summands (Corollary 4.14). In the study of empirical processes, one does not usually deal with non-negative summands. One general situation is thus the following. Let $Y_{1}, \ldots, Y_{n}$ be independent random variables taking values in some space $V$ and consider, say, a countable family $\mathcal{F}$ of (measurable) real-valued functions on $V$. We are interested in bounds on the tail of

$$
Z=\sup _{f \in \mathcal{F}} \sum_{i=1}^{n} f\left(Y_{i}\right)
$$

(One can deal similarly with absolute values

$$
\left.\sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{n} f\left(Y_{i}\right)\right| .\right)
$$

For simplicity, we deal with centered random variables, and thus assume that $\mathbb{E}\left(f\left(Y_{i}\right)\right)=0$ for every $i=1, \ldots, n$ and every $f \in \mathcal{F}$. If this is not the case, replace $f\left(Y_{i}\right)$ by $f\left(Y_{i}\right)-\mathbb{E}\left(f\left(Y_{i}\right)\right)$, although several results do actually still hold for $f\left(Y_{i}\right)$ itself. Standard symmetrization techniques reduce then to the investigation of

$$
Z^{s}=\sup _{f \in \mathcal{F}} \sum_{i=1}^{n} \varepsilon_{i} f\left(Y_{i}\right)
$$

where $\varepsilon_{1}, \ldots, \varepsilon_{n}$ are independent symmetric Bernoulli random variables independent of the $Y_{i}$ 's. Indeed, if $\left\{Y_{1}^{\prime}, \ldots, Y_{n}^{\prime}\right\}$ denotes an independent copy of the sample $\left\{Y_{1}, \ldots, Y_{n}\right\}$, it is not difficult to see that for every $r, s \geq 0$,

$$
\begin{aligned}
\mathbb{P}(\{Z \geq r+s\}) \leq & \mathbb{P}\left(\left\{\sup _{f \in \mathcal{F}} \sum_{\imath=1}^{n}\left(f\left(Y_{i}\right)-f\left(Y_{\imath}^{\prime}\right)\right) \geq r\right\}\right) \\
& +\sup _{f \in \mathcal{F}} \mathbb{P}\left(\left\{\sum_{i=1}^{n} f\left(Y_{i}\right) \geq s\right\}\right)
\end{aligned}
$$

By symmetry,

$$
\sup _{f \in \mathcal{F}} \sum_{i=1}^{n}\left(f\left(Y_{i}\right)-f\left(Y_{i}^{\prime}\right)\right) \quad \text { and } \quad \sup _{f \in \mathcal{F}} \sum_{i=1}^{n} \varepsilon_{i}\left(f\left(Y_{i}\right)-f\left(Y_{i}^{\prime}\right)\right)
$$

have the same distribution. Together with some minor modifications, we may thus reduce to the symmetrized supremum $Z^{s}$.

When dealing with $Z$ or $Z^{s}$, we may not use directly Corollary 4.14. To overcome this difficulty, we use the symmetry properties of $Z^{s}$. Write

$$
Z^{s}=\left(Z^{s}-\mathbb{E}_{\varepsilon}\left(Z^{s}\right)\right)+\mathbb{E}_{\varepsilon}\left(Z^{s}\right)
$$

where $\mathbb{E}_{\varepsilon}$ is partial integration with respect to the Bernoulli variables $\varepsilon_{1}, \ldots, \varepsilon_{n}$. The point is that, as we have seen prior to Corollary 4.13, $\mathbb{E}_{\varepsilon}\left(Z^{s}\right)$ is monotone and subadditive with respect to the independent random variables $Y_{1}, \ldots, Y_{n}$. Corollary 4.13 therefore applies to $\mathbb{E}_{\varepsilon}\left(Z^{s}\right)$. The remainder term $Z^{s}-\mathbb{E}\left(Z^{s}\right)$ is bounded, conditionally on the $Y_{i}$ 's, with the deviation inequality of Theorem 7.3 by a Gaussian tail involving a random supremum of weak variances

$$
\Sigma^{2}=\sup _{f \in \mathcal{F}} \sum_{i=1}^{n} f^{2}\left(Y_{i}\right)
$$

Now $\Sigma^{2}$ is again monotone and subadditive so that Corollary 4.13 may also be applied to it. Assuming $|f| \leq 1, f \in \mathcal{F}$, and combining the arguments yields after some work (cf. [Le-T], [Tal5]) the inequality, for integers $k, q \geq 1$,

$$
\begin{equation*}
\mathbb{P}\left(\left\{Z^{s} \geq 8 q \mathbb{E}\left(Z^{s}\right)+2 k\right\}\right) \leq 2^{q} q^{-k}+2 \mathrm{e}^{-k^{2} / 128 q \mathbb{E}\left(\Sigma^{2}\right)} \tag{7.9}
\end{equation*}
$$

How is (7.9) used in applications? One possible choice is simply $q=2$. We may also optimize the choice of $q$ and take it of the order of $k / \log k$. This choice then leads to the following general statement (cf. [Tal5]).
Theorem 7.4. If $|f| \leq C$ for every $f$ in $\mathcal{F}$, and if $\mathbb{E}\left(f\left(Y_{i}\right)\right)=0$ for every $f \in \mathcal{F}$ and $i=1, \ldots, n$, then, for all $r \geq 0$,

$$
\mathbb{P}\left(Z^{s} \geq K \mathbb{E}\left(Z^{s}\right)+r\right) \leq K \exp \left(-\frac{r}{K C} \log \left(1+\frac{C r}{\mathbb{E}\left(\Sigma^{2}\right)+C^{2}}\right)\right)
$$

where $K>0$ is a numerical constant.

To compare more carefully this result with (7.8), it is important to give a more tractable form to $\mathbb{E}\left(\Sigma^{2}\right)$. To this task, we may write

$$
\mathbb{E}\left(\Sigma^{2}\right) \leq \sigma^{2}+\mathbb{E}\left(\sup _{f \in \mathcal{F}} \sum_{i=1}^{n}\left(f^{2}\left(Y_{i}\right)-\mathbb{E}\left(f^{2}\left(Y_{i}\right)\right)\right)\right) .
$$

By Jensen's inequality,

$$
\mathbb{E}\left(\sup _{f \in \mathcal{F}} \sum_{i=1}^{n}\left(f^{2}\left(Y_{i}\right)-\mathbb{E}\left(f^{2}\left(Y_{i}\right)\right)\right)\right) \leq \mathbb{E}\left(\sup _{f \in \mathcal{F}} \sum_{i=1}^{n}\left(f^{2}\left(Y_{i}\right)-f^{2}\left(Y_{i}^{\prime}\right)\right)\right)
$$

where the $Y_{i}^{\prime}$ 's are independent copies of the $Y_{i}^{\prime}$ 's, $i=1, \ldots, n$. By symmetry,

$$
\mathbb{E}\left(\sup _{f \in \mathcal{F}} \sum_{i=1}^{n}\left(f^{2}\left(Y_{i}\right)-f^{2}\left(Y_{i}^{\prime}\right)\right)\right) \leq 2 \mathbb{E}\left(\sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{n} \varepsilon_{i} f^{2}\left(Y_{i}\right)\right|\right)
$$

where we recall that $\varepsilon_{1}, \ldots, \varepsilon_{n}$ are independent $\pm 1$ symmetric Bernoulli random variables independent of the $Y_{i}$ 's. We then have to make use of a contraction inequality [ $\mathrm{Le}-\mathrm{T}$ ], p. 112,

$$
\mathbb{E}\left(\sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{n} \varepsilon_{i} f^{2}\left(Y_{i}\right)\right|\right) \leq 4 C \mathbb{E}\left(\sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{n} \varepsilon_{i} f\left(Y_{i}\right)\right|\right) .
$$

Alltogether, we conclude that

$$
\begin{equation*}
\mathbb{E}\left(\Sigma^{2}\right) \leq \sigma^{2}+16 C \mathbb{E}(\bar{Z}) \tag{7.10}
\end{equation*}
$$

where

$$
\sigma^{2}=\sup _{f \in \mathcal{F}} \sum_{i=1}^{n} \mathbb{E}\left(f^{2}\left(Y_{i}\right)\right)
$$

and

$$
\bar{Z}=\sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{n} f\left(Y_{i}\right)\right|
$$

(if $Z$ is defined without absolute values). With this observation, Theorem 7.4 provides an inequality close to both the classical exponential inequalities for sums of independent real-valued random variables (7.8) and to the bounds of the preceding section on supremum of Gaussian processes with the same basic parameters $\sigma$ and $\mathbb{E}(Z)$. Theorem 7.4 is good enough to establish most basic almost sure limit theorems in Banach spaces (cf. [Le-T], [Le-Z]]).

### 7.3 Sharper bounds via the entropic method

Onc weak aspect of Theorem 7.4 is that it does not present a deviation incquality from the mean (or median) itself but rather a multiple of the mean. Neither docs it provides a concentration inequality. This can be obtained, however, in a rather delicate way, by further abstract developments of the methods of Sections 4.2 and 4.3 as demonstrated in [Tal9].

Here, we observe that the functional approach based on logarithmic Sobolev inequalities of Chapter 5 may be used to yield these sharper bounds. The overall approach is simpler and more transparent than the preceding developments based on the results of Sections 4.2 and 4.3.

We start with a first result concerning supremum of empirical processes over a class of non-negative bounded functions. As before, let $Y_{1}, \ldots, Y_{n}$ be a sample of independent random variables with values in some measurable space $(V, \mathcal{V})$. Let $\mathcal{F}$ be a (countable) class of measurable functions $f$ on $V$ such that $0 \leq f \leq 1$. Set

$$
Z=\sup _{f \in \mathcal{F}} \sum_{i=1}^{n} f\left(Y_{i}\right)
$$

Theorem 7.5. Under the preceding notation, for any $\lambda \geq 0$,

$$
\mathbb{E}\left(\mathrm{e}^{\lambda Z}\right) \leq \mathrm{e}^{\left(\mathrm{e}^{\lambda}-1\right) \mathbb{E}(Z)}
$$

In particular, for any $r \geq 0$,

$$
\mathbb{P}(\{Z \geq \mathbb{E}(Z)+r\}) \leq \exp \left(-\mathbb{E}(Z) h\left(\frac{r}{\mathbb{E}(Z)}\right)\right)
$$

where $h(u)=(1+u) \log (1+u)-u, u \geq 0$.
The exponential inequality of Theorem 7.5 is the optimal extension of (7.8) for non-negative summands. It is in particular attained when $Z$ has a Poisson distribution. Note that since $h(u) \geq \frac{1}{2} u \log (1+u)$ for any $u \geq 0$, Theorem 7.5 implies that

$$
\begin{equation*}
\mathbb{P}(\{Z \geq \mathbb{E}(Z)+r\}) \leq \exp \left(-\frac{r}{2} \log \left(1+\frac{r}{\mathbb{E}(Z)}\right)\right) \tag{7.11}
\end{equation*}
$$

for every $r \geq 0$.
Proof. We may clearly assume that $\mathcal{F}$ is a finite class (with $N$ elements). We may then represent $Z$ as a function

$$
Z(x)=\max _{1 \leq k \leq N} \sum_{i=1}^{n} x_{i}^{k}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right) \in E^{n}, E=\mathbb{R}^{N}$. If we further denote by $\mu_{i}$ the law of $f\left(Y_{i}\right)$, $f \in \mathcal{F}$, on $E$, the distribution of $Z$ under $\mathbb{P}$ is the same as the distribution of $Z(x)$ under the product measure $P$ of the $\mu_{i}$ 's. Note that since $0 \leq f \leq 1$, the $\mu_{i}$ 's are supported by $[0,1]^{N} \subset E$, and we may thus assume that $E=[0,1]^{N}$.

Since $P$ is a product measure, we may apply the product property of entropy (Proposition 5.6) to get that

$$
\begin{equation*}
\operatorname{Ent}_{P}\left(\mathrm{e}^{\lambda Z}\right) \leq \sum_{i=1}^{n} \int \operatorname{Ent}_{\mu_{2}}\left(\mathrm{e}^{\lambda Z_{2}}\right) d P \tag{7.12}
\end{equation*}
$$

Recall that here $Z_{\imath}$ is $Z$ as a function of the $i$-th variables, the others being fixed. Let $\phi(u)=\mathrm{e}^{-u}+u-1, u \in \mathbb{R}$. The variational characterization of entropy (cf. (5.11)) indicates that for any probability measure $\mu$ and any (say bounded) function $f$,

$$
\begin{aligned}
\operatorname{Ent}_{\mu}\left(\mathrm{e}^{f}\right) & =\inf _{t \geq 0} \int\left[f \mathrm{e}^{f}-(\log t+1) \mathrm{e}^{f}+t\right] d \mu \\
& =\inf _{u \in \mathbb{R}} \int \phi(f-u) \mathrm{e}^{f} d \mu
\end{aligned}
$$

For every $x=\left(x_{1}, \ldots, x_{n}\right)$ in $E^{n}$, and $i=1, \ldots, n$, set

$$
y=y_{i}(x)=\left(x_{1}, \ldots, x_{i-1}, 0, x_{i+1}, \ldots, x_{n}\right) \in E^{n}
$$

In the variational characterization of $\operatorname{Ent}_{\mu_{\imath}}\left(\mathrm{e}^{\lambda Z_{\imath}}\right)$, choose then $u=\lambda Z(y)$ so that

$$
\begin{equation*}
\int \operatorname{Ent}_{\mu_{\imath}}\left(\mathrm{e}^{\lambda Z_{\imath}}\right) d P \leq \int \phi\left(\lambda\left(Z(x)-Z\left(y_{i}(x)\right)\right)\right) \mathrm{e}^{\lambda Z(x)} d P(x) \tag{7.13}
\end{equation*}
$$

Note that since $x_{i} \in[0,1]^{N}, Z(x) \geq Z\left(y_{i}(x)\right)$ by definition of $Z$. On the other hand, if $\left(A_{k}\right)_{1 \leq k \leq N}$ is a partition of $E^{n}$ such that

$$
A_{k} \subset\left\{x \in E^{n} ; Z(x)=\sum_{i=1}^{n} x_{i}^{k}\right\}
$$

and if $\tau_{k}=\tau_{k}(x)=\mathbf{1}_{A_{k}}(x)$,

$$
0 \leq Z(x)-Z\left(y_{i}(x)\right) \leq \sum_{k=1}^{N} \tau_{k} x_{i}^{k}=\tau \cdot x_{i}
$$

Now, since $\phi$ is convex, for any $\lambda \geq 0$ and $u \in[0,1], \phi(\lambda u) \leq u \phi(\lambda)$. Therefore, for any $\lambda \geq 0$,

$$
\phi\left(\lambda\left(Z(x)-Z\left(y_{i}(x)\right)\right)\right) \leq\left(\tau \cdot x_{i}\right) \phi(\lambda)
$$

Together with (7.12) and (7.13), it follows that

$$
\begin{align*}
\operatorname{Ent}_{P}\left(\mathrm{e}^{\lambda Z}\right) & \leq \phi(\lambda) \sum_{i=1}^{n} \int\left(\tau \cdot x_{i}\right) \mathrm{e}^{\lambda Z(x)} d P(x)  \tag{7.14}\\
& =\phi(\lambda) \int Z \mathrm{e}^{\lambda Z} d P
\end{align*}
$$

since by construction $\sum_{i=1}^{n} \tau \cdot x_{i}=Z(x)$.

Now let $\Lambda(\lambda)=\mathbb{E}\left(\mathrm{e}^{\lambda Z}\right)=\int \mathrm{e}^{\lambda Z} d P, \lambda \geq 0$, be the Laplace transform of $Z$. What we have obtained in (7.14) is that, for every $\lambda \geq 0$,

$$
\lambda \Lambda^{\prime}(\lambda)-\Lambda(\lambda) \log \Lambda(\lambda) \leq \phi(\lambda) \Lambda^{\prime}(\lambda),
$$

that is,

$$
\left(1-\mathrm{e}^{-\lambda}\right) \Lambda^{\prime}(\lambda) \leq \Lambda(\lambda) \log \Lambda(\lambda), \quad \lambda \geq 0 .
$$

This differential inequality may be integrated in the optimal way. The function $J(\lambda)=\log \Lambda(\lambda)$ satisfies

$$
J^{\prime}(\lambda) \leq\left(1-\mathrm{e}^{-\lambda}\right)^{-1} J(\lambda)
$$

that is,

$$
[\log J(\lambda)]^{\prime} \leq\left[\log \left(\mathrm{e}^{\lambda}-1\right)\right]^{\prime} .
$$

Hence $\left(\mathrm{e}^{\lambda}-1\right) J(\lambda) \nearrow \mathbb{E}(Z)$ as $\lambda \searrow 0$ from which the desired claim follows. By Chebyshev's inequality, for every $\lambda, r \geq 0$,

$$
\mathbb{P}(\{Z \geq \mathbb{E}(Z)+r\}) \leq \mathbb{E}(Z) \phi(\lambda) \mathrm{e}^{-\lambda r}
$$

and minimizing over $\lambda \geq 0$ yields the deviation inequality of the statement. Theorem 7.5 is established.

Now we turn to classes of (bounded) functions with arbitrary signs. As before, let $Y_{1}, \ldots, Y_{n}$ be independent random variables with values in some space $V$, and let $\mathcal{F}$ be a countable class of measurable functions on $V$. Set

$$
Z=\sup _{f \in \mathcal{F}} \sum_{i=1}^{n} f\left(Y_{i}\right) .
$$

The arguments developed below are similar for

$$
\bar{Z}=\sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{n} f\left(Y_{i}\right)\right| .
$$

Theorem 7.6. If $|f| \leq C$ for every $f$ in $\mathcal{F}$, then, for all $r \geq 0$,

$$
\mathbb{P}(\{|Z-\mathbb{E}(Z)| \geq r\}) \leq 3 \exp \left(-\frac{r}{K C} \log \left(1+\frac{C r}{\mathbb{E}\left(\Sigma^{2}\right)}\right)\right)
$$

where $\Sigma^{2}=\sup _{f \in \mathcal{F}} \sum_{i=1}^{n} f^{2}\left(Y_{i}\right)$ is the supremum of random variances and where $K>0$ is a numerical constant.

This statement is as close as possible to (7.8). With respect to Theorem 7.4 , the main feature is the concentration property around the mean $\mathbb{E}(Z)$ (or equivalently a median of $Z$ ). As for Gaussian processes, the theorem does not yield any information on the size of $\mathbb{E}(Z)$ itself.

The proof of Theorem 7.6 relies, as the one of Theorem 7.5, on the entropic method but several technicalities make it a little heavier. In particular, the proof is made harder by the fact that we are looking for a concentration inequality.

Deviation above the mean (as for Theorem 5.9) requires significantly less effort, and even allows sharp bounds (cf. [Mas1], [Ri2], [Ri3]). For simplicity, we will not look that time for an optimal integration of the basic differential inequality on Laplace transforms we will get. Reasonable values of $K$ are however deduced in [Mas1].
Proof. By homogeneity, take $C=1$. As in the proof of Theorem 7.5 , we may and do assume that $\mathcal{F}$ is finite. We then represent $Z$ as a function

$$
Z(x)=\max _{1 \leq k \leq N} \sum_{i=1}^{n} x_{i}^{k}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right) \in E^{n}, E=\mathbb{R}^{N}$. As before, if we denote by $\mu_{i}$ the law of $f\left(Y_{i}\right), f \in \mathcal{F}$, on $E$, the distribution of $Z$ under $\mathbb{P}$ is the same as the distribution of $Z(x)$ under the product measure $P$ of the $\mu_{i}$ 's. With respect to Theorem 7.5 , since $|f| \leq 1$, the $\mu_{i}$ 's are rather supported by $[-1,+1]^{N} \subset E$ so that we consider this time that $E=[-1,+1]^{N}$. Recall also that we denote by $\left(A_{k}\right)_{1 \leq k \leq N}$ a partition of $E^{n}$ such that

$$
A_{k} \subset\left\{x \in E^{n} ; Z(x)=\sum_{i=1}^{n} x_{i}^{k}\right\}
$$

Now, the convexity properties of $Z$ ensure that for every $x \in E^{n}$, every $i=1, \ldots, n$ and every $y$ such that $y_{j}=x_{j}, j \neq i$,

$$
\begin{equation*}
Z(x)-Z(y) \leq \sum_{k=1}^{N} \tau_{k}\left|x_{i}^{k}-y_{i}^{k}\right| \tag{7.15}
\end{equation*}
$$

where we recall that $\tau_{k}=\tau_{k}(x)=\mathbf{1}_{A_{k}}(x)$. On the other hand, since $x_{i}, y_{i} \in$ $[-1,+1]^{N}$,

$$
\begin{equation*}
|Z(x)-Z(y)| \leq 2 \tag{7.16}
\end{equation*}
$$

We make use of Corollary 5.8 together with (7.15) and (7.16). That is, for every $\lambda \in \mathbb{R}$,

$$
\begin{array}{r}
\operatorname{Ent}_{P}\left(\mathrm{e}^{\lambda Z}\right) \leq \lambda^{2} \sum_{i=1}^{n} \int\left(\iint_{\left\{\lambda Z_{\imath}\left(x_{i}\right) \geq \lambda Z_{\imath}\left(y_{\imath}\right)\right\}}\left[Z_{i}\left(x_{i}\right)-Z_{i}\left(y_{i}\right)\right]^{2}\right. \\
\left.\mathrm{e}^{\lambda Z_{\imath}\left(x_{i}\right)} d \mu_{i}\left(x_{i}\right) d \mu_{i}\left(y_{i}\right)\right) d P(x)
\end{array}
$$

Fix $i, 1 \leq i \leq n$. When $\lambda>0$,

$$
\begin{gathered}
\iint_{\left\{\lambda Z_{\imath}\left(x_{i}\right) \geq \lambda Z_{\imath}\left(y_{\imath}\right)\right\}}\left[Z_{i}\left(x_{i}\right)-Z_{i}\left(y_{i}\right)\right]^{2} \mathrm{e}^{\lambda Z_{\imath}\left(x_{\imath}\right)} d \mu_{i}\left(x_{i}\right) d \mu_{i}\left(y_{i}\right) \\
\leq \iint \sum_{k=1}^{N} \tau_{k}(x)\left(x_{i}^{k}-y_{i}^{k}\right)^{2} \mathrm{e}^{\lambda Z_{\imath}\left(x_{\imath}\right)} d \mu_{i}\left(x_{i}\right) d \mu_{i}\left(y_{i}\right)
\end{gathered}
$$

whereas when $\lambda<0$,

$$
\begin{aligned}
& \iint_{\left\{\lambda Z_{\imath}\left(x_{i}\right) \geq \lambda Z_{\imath}\left(y_{i}\right)\right\}}\left[Z_{i}\left(x_{i}\right)-Z_{i}\left(y_{i}\right)\right]^{2} \mathrm{e}^{\lambda Z_{\imath}\left(x_{i}\right)} d \mu_{i}\left(x_{i}\right) d \mu_{i}\left(y_{i}\right) \\
& \quad \leq \iint \sum_{k=1}^{N} \tau_{k}(y)\left(x_{i}^{k}-y_{i}^{k}\right)^{2} \mathrm{e}^{\lambda Z_{i}\left(y_{\imath}\right)+2|\lambda|} d \mu_{i}\left(x_{i}\right) d \mu_{i}\left(y_{i}\right)
\end{aligned}
$$

where we used (7.15) and (7.16). It follows that, for every $\lambda \in \mathbb{R}$,

$$
\begin{equation*}
\operatorname{Ent}_{P}\left(\mathrm{e}^{\lambda Z}\right) \leq \lambda^{2} \mathrm{e}^{2|\lambda|} \iint \max _{1 \leq k \leq N} \sum_{\imath=1}^{n}\left(x_{\imath}^{k}-y_{\imath}^{k}\right)^{2} \mathrm{e}^{\lambda Z(x)} d P(x) d P(y) . \tag{7.17}
\end{equation*}
$$

The extra factor $\mathrm{e}^{2|\lambda|}$ with respect to analogous formulas might look annoying. However, we only use (7.17) with $\lambda$ small.

Let us not recast inequality (7.17) with the original notations. Using that $(u+v)^{2} \leq 2 u^{2}+2 v^{2}$ and independence, inequality (7.17) amounts to the inequality in $\lambda \in \mathbb{R}$,

$$
\operatorname{Ent}_{P}\left(\mathrm{e}^{\lambda Z}\right) \leq 2 \lambda^{2} \mathrm{e}^{2|\lambda|}\left(\mathbb{E}\left(\Sigma^{2}\right) \mathbb{E}\left(\mathrm{e}^{\lambda Z}\right)+\mathbb{E}\left(\Sigma^{2} \mathrm{e}^{\lambda Z}\right)\right)
$$

Take a $\lambda_{0}>0$ to be specified below. In particular, for every $|\lambda| \leq \lambda_{0}$,

$$
\begin{equation*}
\operatorname{Ent}_{P}\left(\mathrm{e}^{\lambda Z}\right) \leq c_{0} \lambda^{2}\left(\mathbb{E}\left(\Sigma^{2}\right) \mathbb{E}\left(\mathrm{e}^{\lambda Z}\right)+\mathbb{E}\left(\Sigma^{2} \mathrm{e}^{\lambda Z}\right)\right) \tag{7.18}
\end{equation*}
$$

with $c_{0}=2 \mathrm{e}^{2 \lambda_{0}}$. As in Chapter 5 and Theorem 7.5 above, one has to integrate this differential inequality. We do not try here a sharp integration as in Theorem 7.5 , but what follows is sufficient for the purpose of the theorem (for a more careful analysis, see [Mas1]).

We work with $\widetilde{Z}=Z-\mathbb{E}(Z)$. In terms of the Laplace transform $\tilde{\Lambda}$ of $\tilde{Z},(7.18)$ indicates that for every $\lambda$ such that $|\lambda| \leq \lambda_{0}$,

$$
\lambda \widetilde{\Lambda}^{\prime}(\lambda)-\tilde{\Lambda}(\lambda) \log \tilde{\Lambda}(\lambda) \leq c_{0} \lambda^{2}\left(\mathbb{E}\left(\Sigma^{2}\right) \tilde{\Lambda}(\lambda)+\mathbb{E}\left(\Sigma^{2} \mathrm{e}^{\lambda \tilde{Z}}\right)\right)
$$

We first bound the term $\mathbb{E}\left(\Sigma^{2} \mathrm{e}^{\lambda \widetilde{Z}}\right)$. We have

$$
\begin{aligned}
\mathbb{E}\left(\Sigma^{2} \mathrm{e}^{\lambda \tilde{Z}}\right) & =(\mathrm{e}-1) \mathbb{E}\left(\Sigma^{2}\right) \mathbb{E}\left(\mathrm{e}^{\lambda \widetilde{Z}}\right)+\mathbb{E}\left(\left[\Sigma^{2}-(\mathrm{e}-1) \mathbb{E}\left(\Sigma^{2}\right)\right] \mathrm{e}^{\lambda \widetilde{Z}}\right) \\
& \leq(\mathrm{e}-1) \mathbb{E}\left(\Sigma^{2}\right) \mathbb{E}\left(\mathrm{e}^{\lambda \widetilde{Z}}\right)+\lambda \mathbb{E}\left(\widetilde{Z} \mathrm{e}^{\lambda \widetilde{Z}}\right)-\mathbb{E}\left(\mathrm{e}^{\lambda \widetilde{Z}}\right)+\mathbb{E}\left(\mathrm{e}^{\Sigma^{2}-(\mathrm{e}-1) \mathbb{E}\left(\Sigma^{2}\right)}\right)
\end{aligned}
$$

where we used Young's inequality $u v \leq u \log u-u+\mathrm{e}^{v}, u \geq 0, v \in \mathbb{R}$, with $u=\mathrm{e}^{\lambda} \tilde{Z}$ and $v=\Sigma^{2}-(\mathrm{e}-1) \mathbb{E}\left(\Sigma^{2}\right)$. Now, since $0 \leq f^{2} \leq 1, \Sigma^{2}$ enters the setting of Theorem 7.5 so that $\mathbb{E}\left(\mathrm{e}^{\Sigma^{2}-(\mathrm{e}-1) \mathbb{E}\left(\Sigma^{2}\right)}\right) \leq 1$. Since $\mathbb{E}\left(\mathrm{e}^{\lambda \widetilde{Z}}\right) \geq 1$ by Jensen's inequality, it follows that

$$
\mathbb{E}\left(\Sigma^{2} \mathrm{e}^{\lambda \widetilde{Z}}\right) \leq(e-1) \mathbb{E}\left(\Sigma^{2}\right) \tilde{\Lambda}(\lambda)+\lambda \widetilde{\Lambda}^{\prime}(\lambda)
$$

for every $\lambda$.
Summarizing the preceding estimates, for $|\lambda| \leq \lambda_{0}$,

$$
\lambda \widetilde{\Lambda}^{\prime}(\lambda)-\widetilde{\Lambda}(\lambda) \log \widetilde{\Lambda}(\lambda) \leq c_{0} \lambda^{2}\left(\mathrm{e} \mathbb{E}\left(\Sigma^{2}\right) \widetilde{\Lambda}(\lambda)+\lambda \widetilde{\Lambda}^{\prime}(\lambda)\right)
$$

We now integrate this differential inequality in the standard way. Set $H(\lambda)=$ $\frac{1}{\lambda} \log \tilde{\Lambda}(\lambda), H(0)=0, \lambda \in \mathbb{R}$. Hence,

$$
H^{\prime}(\lambda) \leq c_{0}\left(\mathrm{e} \mathbb{E}\left(\Sigma^{2}\right)+\lambda \frac{\tilde{\Lambda}^{\prime}(\lambda)}{\widetilde{\Lambda}(\lambda)}\right)
$$

We may integrate the preceding to get (recall $H(0)=0$ ), for $|\lambda| \leq \lambda_{0}$,

$$
\log \widetilde{\Lambda}(\lambda) \leq c_{0}\left(\mathrm{e} \mathbb{E}\left(\Sigma^{2}\right) \lambda^{2}+\lambda^{2} \log \tilde{\Lambda}(\lambda)\right)
$$

Therefore, provided that $c_{0} \lambda_{0}^{2}<1$, for $|\lambda| \leq \lambda_{0}$,

$$
\tilde{\Lambda}(\lambda) \leq \mathrm{e}^{\kappa_{0} \mathbb{E}\left(\Sigma^{2}\right) \lambda^{2}}
$$

where $\kappa_{0}=\mathrm{e} c_{0} \mathrm{e}^{2 \lambda_{0}}\left(1-c_{0} \lambda_{0}^{2}\right)^{-1}$. For $0 \leq \lambda \leq \lambda_{0}$ and $r \geq 0$,

$$
\mathbb{P}(\{Z-\mathbb{E}(Z) \geq r\}) \leq \mathrm{e}^{-\lambda r+\kappa_{0} \mathbb{E}\left(\Sigma^{2}\right) \lambda^{2}}
$$

Then choose $\lambda=r / 2 \kappa_{0} \mathbb{E}\left(\Sigma^{2}\right)$ for $r \leq 2 \kappa_{0} \lambda_{0} \mathbb{E}\left(\Sigma^{2}\right)$ and $\lambda=\lambda_{0}$ for $r \geq 2 \kappa_{0} \lambda_{0} \mathbb{E}\left(\Sigma^{2}\right)$ to get

$$
\mathbb{P}(\{Z-\mathbb{E}(Z) \geq r\}) \leq \exp \left(-\min \left(\frac{\lambda_{0} r}{2}, \frac{r^{2}}{4 \kappa_{0} \mathbb{E}\left(\Sigma^{2}\right)}\right)\right)
$$

for every $r \geq 0$. For some appropriate choice of $\lambda_{0}$ (e.g. $\lambda_{0}=\frac{1}{5}$ ), and together with the same argument for $\mathbb{E}(Z)-Z$, we may state the following.
Proposition 7.7. If $|f| \leq C$ for every $f$ in $\mathcal{F}$, then, for all $r \geq 0$,

$$
\mathbb{P}(\{|Z-\mathbb{E}(Z)| \geq r\}) \leq 2 \exp \left(-\frac{1}{10} \min \left(\frac{r}{C}, \frac{r^{2}}{3 \mathbb{E}\left(\Sigma^{2}\right)}\right)\right) .
$$

We now complete the proof of Theorem 7.6 with the Poissonian bound. We use a truncation argument. For every $r \geq 0$,

$$
\mathbb{P}(\{|Z-\mathbb{E}(Z)| \geq 4 r\}) \leq \mathbb{P}\left(\left\{\left|Z_{\rho}-\mathbb{E}\left(Z_{\rho}\right)\right| \geq r\right\}\right)+\mathbb{P}\left(\left\{W_{\rho}+\mathbb{E}\left(W_{\rho}\right) \geq 3 r\right\}\right)
$$

where

$$
Z_{\rho}=\sup _{f \in \mathcal{F}_{\rho}} \sum_{i=1}^{n} f\left(Y_{i}\right)
$$

with $\mathcal{F}_{\rho}=\left\{f 1_{\{|f| \leq \rho\}} ; f \in \mathcal{F}\right\}, \rho>0$ to be determined, and

$$
W_{\rho}=\sup _{f \in \mathcal{F}} \sum_{i=1}^{n}\left|f\left(Y_{i}\right)\right| \mathbf{1}_{\left\{\left|f\left(Y_{i}\right)\right|>\rho\right\}} .
$$

We use Proposition 7.7 for $Z_{\rho}$ to get, for every $r \geq 0$,

$$
\begin{equation*}
\mathbb{P}\left(\left\{\left|Z_{\rho}-\mathbb{E}\left(Z_{\rho}\right)\right| \geq r\right\}\right) \leq 2 \exp \left(-\frac{1}{10} \min \left(\frac{r}{\rho}, \frac{r^{2}}{3 \mathbb{E}\left(\Sigma^{2}\right)}\right)\right) \tag{7.19}
\end{equation*}
$$

On the other hand, we apply Theorem 7.5, more precisely (7.11) to $W_{\rho}$, to get

$$
\begin{align*}
\mathbb{P}\left(\left\{W_{\rho}+\mathbb{E}\left(W_{\rho}\right) \geq 3 r\right\}\right) & \leq \mathbb{P}\left(\left\{W_{\rho} \geq \mathbb{E}\left(W_{\rho}\right)+r\right\}\right) \\
& \leq \exp \left(-\frac{r}{2} \log \left(1+\frac{r}{\mathbb{E}\left(W_{\rho}\right)}\right)\right) \tag{7.20}
\end{align*}
$$

provided that $r \geq \mathbb{E}\left(W_{\rho}\right)$. Choose now

$$
\rho=\rho(r)=\min \left(1, \sqrt{\frac{\mathbb{E}\left(\Sigma^{2}\right)}{r}}\right)
$$

Then

$$
r \geq \mathbb{E}\left(W_{\rho}\right) \quad \text { and } \quad \sqrt{r \mathbb{E}\left(\Sigma^{2}\right)} \geq \mathbb{E}\left(W_{\rho}\right)
$$

Indeed, either $\rho=1$ and $W_{\rho}=0$ or $\rho \leq 1$, i.e. $r \geq \mathbb{E}\left(\Sigma^{2}\right)$, so that, since $W_{\rho} \leq \Sigma^{2} / \rho$,

$$
r \geq \sqrt{r \mathbb{E}\left(\Sigma^{2}\right)}=\frac{\mathbb{E}\left(\Sigma^{2}\right)}{\rho} \geq \mathbb{E}\left(W_{\rho}\right)
$$

Since for every $u \geq 0$,

$$
\min \left(\sqrt{u}, \frac{u}{3}\right) \geq \frac{1}{12} \log (1+4 u)
$$

we have by the choice of $\rho$

$$
\min \left(\frac{r}{\rho}, \frac{r^{2}}{3 \mathbb{E}\left(\Sigma^{2}\right)}\right) \geq \frac{r}{12} \log \left(1+\frac{4 r}{\mathbb{E}\left(\Sigma^{2}\right)}\right)
$$

while

$$
\begin{aligned}
\log \left(1+\frac{r}{\mathbb{E}\left(W_{\rho}\right)}\right) & \geq \log \left(1+\sqrt{\frac{r}{\mathbb{E}\left(\Sigma^{2}\right)}}\right) \\
& \geq \frac{1}{4} \log \left(1+\frac{4 r}{\mathbb{E}\left(\Sigma^{2}\right)}\right)
\end{aligned}
$$

Therefore, as a consequence of (7.19) and (7.20),

$$
\mathbb{P}(\{|Z-\mathbb{E}(Z)| \geq 4 r\}) \leq 3 \exp \left(-\frac{r}{120} \log \left(1+\frac{4 r}{\mathbb{E}\left(\Sigma^{2}\right)}\right)\right)
$$

Changing $r$ into $r / 4$ completes the proof of Theorem 7.6.
Together with (7.10), Theorem 7.6 gives rise to the following more useful version. Recall that when we deal with the supremum $Z=\sup _{f \in \mathcal{F}} \sum_{i=1}^{n} f\left(Y_{i}\right)$ without absolute values, we set

$$
\bar{Z}=\sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{n} f\left(Y_{i}\right)\right|
$$

Corollary 7.8. If $|f| \leq C$ for every $f$ in $\mathcal{F}$, and if $\mathbb{E}\left(f\left(Y_{i}\right)\right)=0$ for every $f \in \mathcal{F}$ and $i=1, \ldots, n$, then, for all $r \geq 0$,

$$
\mathbb{P}(\{|Z-\mathbb{E}(Z)| \geq r\}) \leq 3 \exp \left(-\frac{r}{K C} \log \left(1+\frac{C r}{\sigma^{2}+C \mathbb{E}(\bar{Z})}\right)\right)
$$

where $\sigma^{2}=\sup _{f \in \mathcal{F}} \sum_{i=1}^{n} \mathbb{E} f^{2}\left(Y_{i}\right)$ and $K>0$ is a numerical constant.

If one is not concerned with Poissonian behavior, the Bernstein inequality of Proposition 7.7 may also be stated in the following more tractable way (see [Mas1], [Mas2]). Assume for simplicity that $Z=\bar{Z}$.

Corollary 7.9. If $|f| \leq C$ for every $f$ in $\mathcal{F}$, and if $\mathbb{E}\left(f\left(Y_{\imath}\right)\right)=0$ for every $f \in \mathcal{F}$ and $i=1, \ldots, n$, then, for all $r \geq 0$ and $\varepsilon>0$,

$$
\mathbb{P}\left(\left\{Z \geq(1+\varepsilon) \mathbb{E}(Z)+\sigma \sqrt{K r}+K\left(1+\varepsilon^{-1}\right) C r\right\}\right) \leq \mathrm{e}^{-r}
$$

and

$$
\mathbb{P}\left(\left\{Z \leq(1-\varepsilon) \mathbb{E}(Z)-\sigma \sqrt{K r}-K\left(1+\varepsilon^{-1}\right) C r\right\}\right) \leq \mathrm{e}^{-r}
$$

where $K>0$ is numerical.
As announced, sharp values of the numerical constant $K$ may be obtained by a more careful analysis. In particular, the optimal value of the constant in front of the variance term $\sigma$ for the first inequality of Corollary 7.9 is achieved in [Ri3] by the entropic method in the identically distributed case.

## Notes and Remarks

Bounds on norms of sums of independent random vectors or empirical processes motivated the early investigation by M. Talagrand of concentration inequalities in product spaces. Applications of Gaussian isoperimetry to sharp bounds on Gaussian random vectors and processes, initiated in [Bor2], were fully developed in the seventies after the early integrability theorems by H. J. Landau and L. A. Shepp [L-S] and X. Fernique [Fe] (cf. [Le-T], [Le3], [Li], [Bog], [Fe], etc. for a description of the historical developments of the Gaussian theory leading to Theorem 7.1 and Corollary 7.2). As alluded to in Section 7.1, the deviation and concentration from or around the mean or median of supremum of Gaussian processes do not lead in general to estimates on the mean or median themselves. These have to be handled by other means such as entropy or majorizing measures, which may also be used to yield directly, for more explicit Gaussian processes, sharp deviation inequalities (cf. [Le-T], [Li], [Tal5], [Tal11], etc.). The integrability result (7.6) is due to S. Kwapien $[\mathrm{Kw}]$. The Khintchine-Kahane inequalities (7.7) go back to [Ka]. Sharp constants are discussed in [K-L-O].

The early Gaussian study together with some crucial open problems on limit theorems for sums of independent random vectors (in particular the law of the iterated logarithm) prompted M . Talagrand to investigate from an abstract measure theoretic point of view concentration properties in product spaces. This led him, after a first contribution on the discrete cube [Tal1] (that covers Theorem 7.3 in this case), to the breakthrough [Tal2] on which most of the further developments are based. These results allowed the monograph [Le-T] that solved with these tools most of the open questions on strong limit theorems for Banach space valued random variables with the approach presented here in Section 7.2 (see also [Le-Z]). Theorem 7.4 is taken from [Le-T] and [Ta15]. For statistical applications, cf. [V-W]. The isoperimetric inequality of [Tal2], and its application to a bound on sums of independent random vectors, then received a number of improvements and simplified proofs ([Ta14], [Tal7]) which finally led to the memoir [Ta17] that crowns
with definitive results and arguments this deep investigation of isoperimetric and concentration inequalities for product measures.

To answer the questions by L. Birgé and P. Massart on concentration inequalities around the mean or median of supremum of empirical processes motivated by applications to selection of models in statistics [B-M1], [B-M2], [B-B-M] (cf. [Mas2]), M. Talagrand undertook in [Tal9] a further technical refinement of his methods to reach the rather definitive Theorem 7.6. In [Le4], a simplified approach to this result is presented with the tool of logarithmic Sobolev inequalities and the Herbst argument (entropic method) exposed in Section 5.2. The argument of [Le4] has been carefully examined in [Mas1] in order to reach numerical constants of statistical use. The optimal Theorem 7.5 is in particular taken from [Mas1] (see also [Mas2]). Recently, E. Rio [Ri2] further improves the entropic method, by clever integration of the differential inequality, to binomial (in the spirit of Hoeffding's inequalities [Hoe]) rather than Poissonian bounds of empirical processes based on classes of indicator functions (see also [A-V] for large deviation results). A parallel investigation of exponential integrability of sums of independent random vectors relying on hypercontractive methods is undertaken in [Kw-S] (see [K-W] for a presentation in the book form).

## 8. SELECTED APPLICATIONS

In this chapter, we further illustrate with a few applications the concentration of measure phenomenon. While these often lie at some mild level, the power of the concentration ideas is their wide range of potential usefulness. The first section is devoted to concentration for harmonic measures on the sphere proved by G. Schechtman and M. Schmuckenschläger [S-S2]. In Section 8.2, we present recent work of C. McDiarmid [MD3] on concentration for independent permutations extending prior contribution in [Tal7]. We next describe applications due to M. Talagrand [Tal7], mainly without proofs, of the convex hull approximation of Section 4.2 to various problems in discrete algorithmic mathematics, such as tail estimates on the longest increasing subsequence of a sample of independent uniformly distributed random variables on the unit interval, the traveling salesman problem, the minimum spanning tree, first passage times in percolation and the assignment problem. In Section 8.4, we present recent developments by M. Talagrand [Tal12] on tails of the free energy function in the Sherrington-Kirkpatrick spin glass model. Finally we briefly mention in the last part some concentration results for the spectral measure of large random matrices.

### 8.1 Concentration of harmonic measures

Denote by $\sigma^{n}$ normalized Lebesgue measure on the unit sphere $\mathbb{S}^{n}$ in $\mathbb{R}^{n+1}$. For a point $x$ in the open unit ball $\mathcal{B}^{n+1}$ of $\mathbb{R}^{n+1}$, denote by $\sigma_{x}^{n}$ the probability measure on $\mathbb{S}^{n}$ given by

$$
\begin{equation*}
d \sigma_{x}^{n}(y)=\frac{1-|x|^{2}}{|y-x|^{n+1}} d \sigma^{n}(y) \tag{8.1}
\end{equation*}
$$

where we recall that $|\cdot|$ is the standard Euclidean norm. We denote below by $x \cdot y$ the scalar product of $x, y \in \mathbb{R}^{n+1}$. If $f$ is integrable on $\mathbb{S}^{n}, \int f d \sigma_{x}^{n}$ is harmonic in $\mathcal{B}^{n+1}$ with radial limits equal $\sigma^{n}$-almost everywhere to $f$.

The measures $\sigma_{x}^{n}$ are the so-called harmonic measures on the sphere $\mathbb{S}^{n}$. They have a neat probabilistic interpretation in terms of exit times of Brownian motion. Indeed, if $\mathbb{P}_{x}$ is the probability distribution of a standard Brownian motion $\left(W_{t}\right)_{t \geq 0}$ in $\mathbb{R}^{n+1}$ starting from $x \in \mathcal{B}^{n+1}$, and if $T$ is the first time $t$ for which $W_{t}$ hits $\mathbb{S}^{n}$, then the distribution of $W_{T}$ under $\mathbb{P}_{x}$ is $\sigma_{x}^{n}$.

The following theorem has been proved in [S-S2] and extends concentration of the sphere to all harmonic measures uniformly over $x$.

Theorem 8.1. For every $|x|<1$,

$$
\alpha_{\left(\mathbb{S}^{n}, d, \sigma_{x}^{n}\right)}(r) \leq 4 \mathrm{e}^{-c n r^{2}}, \quad r>0
$$

where $c>0$ is numerical.
Proof. It is divided in several steps.
Lemma 8.2. For all $|x|<1$ and $0 \leq \lambda \leq \frac{(n+1)^{2}}{8}$,

$$
\mathbb{E}_{x}\left(\mathrm{e}^{\lambda T}\right) \leq \mathrm{e}^{2 \lambda\left(1-|x|^{2}\right) /(n+1)}
$$

Proof. The function $u(y)=\mathrm{e}^{-\lambda|y|^{2}}, y \in \mathbb{R}^{n+1}$, satisfies the equation $\frac{1}{2} \Delta u+c u=0$ where $c=c(y)=\lambda(n+1)-2 \lambda^{2}|y|^{2}$. It thus follows from Itô's formula ([Dur], $[R-Y]$, etc.) that

$$
M_{t}=\exp \left(-\lambda\left|W_{t}\right|^{2}+\int_{0}^{t} c\left(W_{s}\right) d s\right), \quad t \geq 0
$$

is a martingale. In particular, for every integer $k \geq 0$,

$$
\mathrm{e}^{\lambda|y|^{2}}=\mathbb{E}_{x}\left(M_{0}\right)=\mathbb{E}_{x}\left(M_{T \wedge k}\right)
$$

Now, for $0 \leq t \leq T$ and $0<\lambda \leq \frac{n+1}{4}$, we have

$$
2 \lambda^{2}\left|W_{t}\right|^{2} \leq \frac{\lambda(n+1)}{2}
$$

so that

$$
\mathbb{E}_{x}\left(\mathrm{e}^{\lambda(n+1) T / 2} 1_{\{T \leq k\}}\right) \leq \mathrm{e}^{\lambda\left(1-|x|^{2}\right)}
$$

Replacing $\lambda$ by $2 \lambda /(n+1)$ yields the conclusion.
For $0<|x| \leq 1$, let

$$
A(x)=\left\{x+\left(1-|x|^{2}\right)^{1 / 2} z ;|z|=1, z \perp x\right\}
$$

The next geometric lemma is left to the reader (see [S-S2] for the details).
Lemma 8.3. Let $0<|x| \leq 1$. For any $y \in \mathbb{S}^{n}$, the Euclidean distance $d(y, A(x))$ satisfies

$$
d(y, A(x)) \leq 2 \frac{\left|(y-x) \cdot \frac{x}{|x|}\right|}{\left(1-|x|^{2}\right)^{1 / 2}}
$$

if $(y-x) \cdot x>0$ whereas when $(y-x) \cdot x<0$,

$$
d(y, A(x)) \leq 2 \frac{\left|(y-x) \cdot \frac{x}{|x|}\right|}{\left(1-\left(y \cdot \frac{x}{|x|}\right)^{2}\right)^{1 / 2}}
$$

One shows similarly that

$$
\begin{equation*}
d(y, A(x)) \leq 2\left|(y-x) \cdot \frac{x}{|x|}\right|^{1 / 2} \tag{8.2}
\end{equation*}
$$

For $0<|x| \leq 1$ and $-1<\lambda<+1$, set $\mathbb{S}_{\lambda}^{n-1}(x)=A\left(\lambda \frac{x}{|x|}\right)$.
Proposition 8.4. Let $0<|x| \leq 1$ and let $F: \mathbb{S}^{n} \rightarrow \mathbb{R}$ be a 1-Lipschitz function which is constant on each $\mathbb{S}_{\lambda}^{n-1}(x),-1<\lambda<+1, n \geq 2$. Then for some constant $a_{F} \in \mathbb{R}$,

$$
\sigma_{x}^{n}\left(\left\{\left|F-a_{F}\right| \geq r\right\}\right) \leq 2 \mathrm{e}^{-(n+1) r^{2} / 32}
$$

for every $r \geq 0$.
Proof. Let $a_{F}$ be the constant value of $F$ on $\mathbb{S}_{|x|}^{n-1}(x)=A(x)$. We may and do assume that $a_{F}=0$. Note that by (8.2),

$$
\{|F| \geq r\} \subset\{y ; d(y, A(x)) \geq r\} \subset\left\{y ;\left|(y-x) \cdot \frac{x}{|x|}\right| \geq \frac{r^{2}}{2}\right\}
$$

To evaluate the measure of the last set, we again apply Itô's formula. For $\lambda \in \mathbb{R}$, consider now $u(y)=\mathrm{e}^{\lambda(y-x) \cdot \frac{x}{x \mid}}, y \in \mathbb{R}^{n+1}$. Then $\Delta u=\lambda^{2} u$ and thus

$$
M_{t}=\exp \left(\lambda\left(W_{t}-x\right) \cdot \frac{x}{|x|}-\frac{\lambda^{2}}{2} t\right), \quad t \geq 0
$$

is a bounded martingale under $\mathbb{P}_{x}$. In particular $\mathbb{E}_{x}\left(M_{T}\right)=M_{0}=1$ and thus

$$
\begin{aligned}
& \mathbb{E}_{x}\left(\mathrm{e}^{\lambda\left(W_{T}-x\right) \cdot \frac{x}{|x|}}\right) \\
&=\mathbb{E}_{x}\left(\mathrm{e}^{\lambda\left(W_{T}-x\right) \cdot \frac{x}{|x|}-\lambda^{2} T \mathrm{e}^{\lambda^{2} T}}\right) \\
& \leq\left(\mathbb{E}_{x}\left(\mathrm{e}^{2 \lambda\left(W_{T}-x\right) \cdot \frac{x}{|x|}-\frac{(2 \lambda)^{2}}{2} T}\right)\right)^{1 / 2}\left(\mathbb{E}_{x}\left(\mathrm{e}^{2 \lambda^{2} T}\right)\right)^{1 / 2} \\
& \leq \mathrm{e}^{2 \lambda^{2}\left(1-|x|^{2}\right) /(n+1)}
\end{aligned}
$$

for $\lambda \leq \frac{n+1}{4}$ from Lemma 8.2.
Since the law of $W_{T}$ under $\mathbb{P}_{x}$ is $\sigma_{x}^{n}$, when $r>2\left(1-|x|^{2}\right)^{1 / 2}$, we may choose $\lambda=\frac{n+1}{4}$ in Chebyshev's exponential inequality to get from the preceding that

$$
\sigma_{x}^{n}(\{|F| \geq r\}) \leq 2 \mathrm{e}^{-(n+1) r^{2} / \mathrm{s}}
$$

When $r \leq 2\left(1-|x|^{2}\right)^{1 / 2}$ we use the bounds of Lemma 8.3 to get that

$$
\begin{aligned}
\sigma_{x}^{n}(\{|F| \geq r\}) & \leq \sigma_{x}^{n}\left(\left\{y ;(y-x) \cdot \frac{x}{|x|} \geq \frac{r}{2}\left(1-|x|^{2}\right)^{1 / 2}\right\}\right) \\
& \leq 2 \exp \left(-\frac{\lambda r\left(1-|x|^{2}\right)^{1 / 2}}{2}+\frac{2 \lambda^{2}\left(1-|x|^{2}\right)}{n+1}\right)
\end{aligned}
$$

for all $0<\lambda \leq \frac{n+1}{4}$. Choosing $8 \lambda\left(1-|x|^{2}\right)^{1 / 2}=(n+1) r$, we get

$$
\sigma_{x}^{n}(\{|F| \geq r\}) \leq 2 \mathrm{e}^{-(n+1) r^{2} / 32}
$$

The proof of the proposition is complete.

We may now complete the proof of Theorem 8.1. Assume that $0<|x|<1$. Let $F$ be 1 -Lipschitz on $\mathbb{S}^{n}, n \geq 3$. For $-1<\lambda<+1$, denote by $a(\lambda)$ the expectation of $F$ on $\mathbb{S}_{\lambda}^{n-1}(x)$ with respect to $\sigma_{x}^{n}$ conditioned on $\mathbb{S}_{\lambda}^{n-1}(x)$ (that can be viewed as normalized Haar measure $\sigma^{n-1}$ on $\mathbb{S}^{n} \cap x^{\perp}$ ). Now,

$$
F_{\lambda}(z)=F\left(\lambda \frac{x}{|x|}+\left(1-\lambda^{2}\right)^{1 / 2} z\right)
$$

is Lipschitz with Lipschitz constant $\left(1-\lambda^{2}\right)^{1 / 2} \leq 1$ on $\mathbb{S}^{n} \cap x^{\perp}$. Concentration on spheres (Theorem 2.3) thus yields

$$
\sigma_{x}^{n}\left(\left\{y ;\left|F(y)-a\left(y, \frac{x}{|x|}\right)\right| \geq r\right\}\right) \leq 2 \mathrm{e}^{-(n-2) r^{2} / 8}
$$

Now, $a\left(y \cdot \frac{x}{|x|}\right)$ is 1-Lipschitz on $\mathbb{S}^{n}$ and by Proposition 8.4, for some $a \in \mathbb{R}$ and all $r \geq 0$,

$$
\sigma_{x}^{n}\left(\left\{y ;\left|a\left(y, \frac{x}{|x|}\right)-a\right| \geq r\right\}\right) \leq 2 \mathrm{e}^{-c(n+1) r^{2} / 32}
$$

It easily follows from the triangle inequality that

$$
\sigma_{x}^{n}(\{|F-a| \geq r\}) \leq 4 \mathrm{e}^{-c(n-2) r^{2}}, \quad r \geq 0
$$

for some numerical $\mathrm{c}>0$. By Proposition 1.8, we may then come to the result of Theorem 8.1. It is not difficult to check that the theorem also holds for $n=1,2$. The proof is complete.

Harmonic measures are related to image measures of uniform measure on $\mathbb{S}^{n}$ under the so-called Möbius transformations. A modification of the proof of Theorem 8.1 then gives rise to an improvement of the deviation inequalities for Lipschitz functions by replacing the Lipschitz coefficient of a function $F$ by the infimum over the Lipschitz constants of $F$ composed with all Möbius transformations.

If $x$ is a point in the Euclidean (open) unit ball $\mathcal{B}^{n+1}$ of $\mathbb{R}^{n+1}$, denote by $P_{x}$ the orthogonal projection onto the subspace generated by $x$, and by $Q_{x}$ the orthogonal projection onto the subspace orthogonal to $x$. Define then the Möbius transformation $\phi_{x}$ by

$$
\phi_{x}(y)=\frac{x-P_{x}(y)-\left(1-|x|^{2}\right)^{1 / 2} Q_{x}(y)}{1-(y \cdot x)}
$$

It is known (cf. [Ru]) that $\phi_{x}$ is an involutive diffeomorphism of $\mathcal{B}^{n+1}$ onto itself, that $\phi_{x}$ restricted to $\mathbb{S}^{n}$ is an involutive diffeomorphism of $\mathbb{S}^{n}$ onto itself and that for every $y$ in the closure of $\mathcal{B}^{n+1}$,

$$
1-\left|\phi_{x}(y)\right|^{2}=\frac{\left(1-|x|^{2}\right)\left(1-|y|^{2}\right)}{(1-(y \cdot x))^{2}}
$$

Proposition 8.4 may be adapted (a more direct approach is also suggested in [S-S2]), to yield the same conclusion for the image measures of $\mathbb{S}^{n}$ under $\phi_{x}$. One may then derive, as for Theorem 8.1, the following sharpening of the concentration phenomenon on $\mathbb{S}^{n}$.

Theorem 8.5. Let $F$ be a real continuous function on $\mathbb{S}^{n}, n \geq 2$, such that $\inf \left\|F \circ \phi_{x}\right\|_{\text {Lip }} \leq 1$ where the infimum is running over all $x$ 's in the unit ball of $\mathbb{R}^{n+1}$. Then, for evcry $r \geq 0$,

$$
\sigma^{n}\left(\left\{\left|F-\int F d \sigma\right| \geq r\right\}\right) \leq 4 \mathrm{e}^{-c n r^{2}}
$$

where $\mathrm{c}>0$ is numerical.

### 8.2 Concentration for independent permutations

This section is taken from a recent work by C. McDiarmid [MD3], which improves upon some early result in [Tal7]. It aims to present a uniform version of the concentration property on the symmetric group $\Pi^{n}$ of Corollary 4.3 in the same way Theorem 4.6 extends concentration for the Hamming metric.

We start with some notation. Recall the symmetric group $\Pi^{n}$ over $\{1, \ldots, n\}$. Let $B_{1} \cup B_{2} \cup \cdots \cup B_{\ell}$ be a partition of $\{1, \ldots, n\}$ and set $G=\prod_{k=1}^{\ell} \Pi\left(B_{k}\right)$ where $\Pi\left(B_{k}\right)$ is the symmetric group over $B_{k}$. We denote by $P$ the product measure on $G$ of uniform probability measures on each $\Pi\left(B_{k}\right)$. Thus $P$ is uniform over $G$. We may consider the convex functional $\mathcal{D}_{A}^{c}(\sigma)$ of Section 4.2 on $\Pi^{n}$ with thus $\sigma \in \Pi^{n}$, and $A$ non-empty subset of $\Pi^{n}$. In particular, as we have seen there,

$$
\mathcal{D}_{A}^{c}(\sigma)=\inf _{y \in V_{A}(\sigma)}|y|
$$

where for a permutation $\sigma=(\sigma(1), \ldots, \sigma(n))$ in $\Pi^{n}$ and $A$ a non-empty subset of $\Pi^{n}, V_{A}(\sigma)$ denotes the convex hull of the vectors $\left(1_{\{\sigma(i) \neq \pi(i)\}}\right)_{1 \leq i \leq n}, \pi \in A$, in $[0,1]^{n}$. We also recall that $|y|$ denotes here the Euclidean norm $\left(\sum_{i=1}^{n} y_{i}^{2}\right)^{1 / 2}$ of $y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{R}^{n}$.

Theorem 8.6. Let $G$ be a product group of permutations on the set $\{1, \ldots, n\}$ and let $P$ be a uniform measure on $G$. Then, for every non-empty subset $A \subset G$,

$$
\int \mathrm{e}^{\left(\mathcal{D}_{A}^{c}\right)^{2} / 16} d P \leq \frac{1}{P(A)}
$$

Before turning to the proof of the theorem, we present some useful lemmas.
The first lemma shows that $V_{A}(\sigma)$ is stable under composition and inverse. If $\tau \in \Pi^{n}, V_{A}(\sigma) \tau$ denotes the collection of all $\left(v_{\tau(i)}\right)_{1 \leq i \leq n}, v \in V_{A}(\sigma)$.
Lemma 8.7. For $A \subset \Pi^{n}$ and $\sigma, \pi \in \Pi^{n}$,

$$
V_{A \pi}(\sigma \pi)=V_{A}(\sigma) \pi \quad \text { and } \quad V_{A^{-1}}\left(\sigma^{-1}\right)=V_{A}(\sigma) \sigma^{-1}
$$

Proof. Simply note that if $s=\left(s_{i}\right)_{1 \leq i \leq n}$ is defined by

$$
s_{i}=1_{\{\sigma(i) \neq \tau(i)\}}, \quad i=1, \ldots, n
$$

for some $\tau \in A$, then $s \pi=\left(s_{\pi(i)}\right)_{1 \leq i \leq n}$ is defined by

$$
s_{\pi(i)}=1_{\{\sigma \pi(i) \neq \tau \pi(i)\}}, \quad i=1, \ldots, n
$$

where $\tau \pi \in A \pi$. The first identity follows. The second is proved similarly.
Besides $\mathcal{D}_{A}^{c}(\sigma)$, define for $i \in\{1, \ldots, n\}$,

$$
\mathcal{D}_{A}^{c}(\sigma, i)=\inf _{y \in V_{A}(\sigma)}\left(|y|^{2}+y_{i}^{2}\right)^{1 / 2}
$$

Observe that $\mathcal{D}_{A}^{c}(\sigma, i)=\mathcal{D}_{A}^{c}(\sigma)$ if $\pi(i)=\sigma(i)$ for each $\pi \in A$, and in particular if $\pi(i)=i$ for each $\pi \in A \cup\{\sigma\}$. As a consequence, the preceding lemma immediately yields the following.
Lemma 8.8. For $A \subset \Pi^{n}, \sigma, \pi \in \Pi^{n}$, and $i \in\{1, \ldots, n\}$,

$$
\mathcal{D}_{A}^{c}(\sigma)=\mathcal{D}_{A \pi}^{c}(\sigma \pi), \quad \mathcal{D}_{A}^{c}(\sigma, i)=\mathcal{D}_{A \pi}^{c}\left(\sigma \pi, \pi^{-1}(i)\right)
$$

and

$$
\mathcal{D}_{A}^{c}(\sigma, i)=\mathcal{D}_{A^{-1}}^{c}\left(\sigma^{-1}, \sigma(i)\right) .
$$

The next lemma is crucial in the induction proof of Theorem 8.6. It is similar to the argument used for Theorem 4.6.
Lemma 8.9. Let $A \subset \Pi^{n}, \sigma \in \Pi^{n}, i \neq j$ in $\{1, \ldots, n\}$ and let $0 \leq \theta \leq 1$. Set $A_{i}=\{\pi \in A ; \pi(i)=\sigma(i)\}$ and suppose that $A_{i}$ and $A_{j}$ are non-empty. Then

$$
\mathcal{D}_{A}^{c}(\sigma, i)^{2} \leq 4(1-\theta)^{2}+\theta \mathcal{D}_{A_{2}}^{c}(\sigma, j)^{2}+(1-\theta) \mathcal{D}_{A_{y} \tau_{\imath y}}^{c}(\sigma)^{2}
$$

where $\tau_{i j}$ is the permutation that exchanges $i$ and $j$.
Proof. Given $i \neq j$ in $\{1, \ldots, n\}$, set further

$$
\mathcal{D}_{A}^{c}(\sigma, i, j)=\inf _{y \in V_{A}(\sigma)}\left(|y|^{2}-y_{i}^{2}-y_{j}^{2}\right)^{1 / 2}
$$

Let $\xi \in V_{A}(\sigma)$ satisfy $\xi_{i}=0$ and $\mathcal{D}_{A_{i}}^{c}(\sigma, j)^{2}=|\xi|^{2}+\xi_{j}^{2}$ and let $\zeta \in V_{A}(\sigma)$ satisfy $\mathcal{D}_{A}^{c}(\sigma, i, j)^{2}=|\zeta|^{2}-\zeta_{i}^{2}-\zeta_{j}^{2}$. Since $V_{A}(\sigma)$ is convex, the point $v=\theta \xi+(1-\theta) \zeta$ is in $V_{A}(\sigma)$. Thus

$$
\mathcal{D}_{A}^{c}(\sigma, i)^{2} \leq|v|^{2}+v_{i}^{2}
$$

Furthermore, by the convexity property of the square function, for every $1 \leq k \leq n$,

$$
v_{k}^{2} \leq \theta \xi_{k}^{2}+(1-\theta) \zeta_{k}^{2}
$$

Also,

$$
2 v_{i}^{2}=2(1-\theta)^{2} \zeta_{i}^{2} \leq 2(1-\theta)^{2}
$$

and

$$
v_{j}^{2} \leq 2 \theta^{2} \xi_{j}^{2}+2(1-\theta)^{2} \zeta_{j}^{2} \leq 2 \theta \xi_{j}^{2}+2(1-\theta)^{2} .
$$

Hence,

$$
\begin{aligned}
\mathcal{D}_{A}^{c}(\sigma, i)^{2} & \leq 4(1-\theta)^{2}+2 \theta \xi_{j}^{2}+\sum_{k \neq i, j}\left(\theta \xi_{k}^{2}+(1-\theta) \zeta_{k}^{2}\right) \\
& =4(1-\theta)^{2}+\theta\left(|\xi|^{2}+\xi_{j}^{2}\right)+(1-\theta)\left(|\zeta|^{2}-\zeta_{i}^{2}-\zeta_{j}^{2}\right) \\
& =4(1-\theta)^{2}+\theta \mathcal{D}_{A_{i}}^{c}(\sigma, j)^{2}+(1-\theta) \mathcal{D}_{A}^{c}(\sigma, i, j)^{2} .
\end{aligned}
$$

Finally note that

$$
\mathcal{D}_{A}^{c}(\sigma, i, j) \leq \mathcal{D}_{A \tau_{i j}}^{c}(\sigma) \leq \mathcal{D}_{A_{i} \tau_{i j}}^{c}(\sigma)
$$

from which the conclusion follows. The lemma is established.
We turn to the proof of Theorem 8.6. We use induction on the order of $G$ to prove a slightly stronger result, namely that for each $i$ in $\{1, \ldots, n\}$,

$$
\begin{equation*}
\int \mathrm{e}^{\left(\mathcal{D}_{A}^{c}(\cdot, i)\right)^{2} / 16} d P \leq \frac{1}{P(A)} \tag{8.3}
\end{equation*}
$$

The inequality is obvious if $G$ is reduced to the identity permutation since then $A=G$. It suffices also to assume that $i$ is such that $\pi(i) \neq i$ for some $\pi \in G$ since for each $j \in\{1, \ldots, n\}$ for which this is not the case,

$$
\mathcal{D}_{A}^{c}(\sigma, j)=\mathcal{D}_{A}^{c}(\sigma) \leq \mathcal{D}_{A}^{c}(\sigma, i)
$$

for every $\sigma \in G$. We may thus assume, to establish (8.3), that $\pi(i) \neq i$ for some $\pi \in G$ and that $i=1$.

Assume now that $G$ is non-trivial and suppose (8.3) holds for any product group which is a proper subgroup of $G$. Then let $H=\{\sigma \in G ; \sigma(1)=1\}$ be the stabilizer of the element 1 . We may assume without loss of generality that the orbit $\{\sigma(1) ; \sigma \in G\}$ is $\{1, \ldots, m\}$ for some $m \geq 2$. Then $H$ is a product group of permutations of $\Pi^{n}$ where the block $\{1, \ldots, m\}$ has been split into the two blocks $\{1\}$ and $\{2, \ldots, m\}$. Let $H_{1}=H$ and for $i=1, \ldots, m$, let $H_{i}$ denote the coset $H \tau_{1 i}=\left\{\sigma \tau_{1 i} ; \sigma \in H\right\}$. Thus $G$ is partitioned into the $m$ cosets $H_{i}$ where $H_{i}$ consists of the permutations $\sigma$ with $\sigma(i)=1$ and each $H_{i}$ has size $m^{-1} \operatorname{Card}(G)$.

To ease the notation, we set, for a non-empty subset $A \subset \Pi^{n}$,

$$
\phi_{A}(\sigma)=\frac{1}{16}\left(\mathcal{D}_{A}^{c}(\sigma)\right)^{2} \quad \text { and } \quad \phi_{A}(\sigma, i)=\frac{1}{16}\left(\mathcal{D}_{A}^{c}(\sigma, i)\right)^{2}
$$

Now let $A \subset G$, and for $i=1, \ldots, m$, let $A_{i}=A \cap H_{i}$. Choose $j$ such that $P\left(A_{j}\right) / P(H)$ is maximum, and keep $j$ fixed. For every $i \in\{1, \ldots, m\}$, denote by $P_{i}$ a uniform probability measure on $H_{i}$. The main part of the proof is to establish that, for every $i$,

$$
\begin{equation*}
\int \mathrm{e}^{\phi_{A}(\cdot, i)} d P_{i} \leq \frac{P(H)}{P\left(A_{j}\right)}\left(2-\frac{P\left(A_{i}\right)}{P\left(A_{j}\right)}\right) \tag{8.4}
\end{equation*}
$$

Let us agree that $\tau_{11}$ is the identity element. By Lemma 8.8,

$$
\int \mathrm{e}^{\phi_{A_{2}}(\cdot, j)} d P_{i}=\int \mathrm{e}^{\phi_{A_{i}} \tau_{12}\left(\sigma \tau_{1_{2}}, \tau_{12}(j)\right)} d P_{i}(\sigma)
$$

so that

$$
\begin{equation*}
\int \mathrm{e}^{\phi_{A_{i}}(\cdot, j)} d P_{i} \leq \frac{P(H)}{P\left(A_{i}\right)} \tag{8.5}
\end{equation*}
$$

by the induction hypothesis since $A_{i} \tau_{1 i} \subset H$ and $P\left(A_{i} \tau_{1 i}\right)=P\left(A_{i}\right)$. By Lemma 8.8 again,

$$
\int \mathrm{e}^{\phi_{A_{j}} \tau_{i j}} d P_{i}=\int \mathrm{e}^{\phi_{A_{j}} \tau_{\imath j} \tau_{12}\left(\sigma \tau_{12}\right)} d P_{i}(\sigma)
$$

and hence

$$
\begin{equation*}
\int \mathrm{e}^{\phi_{A}, \tau_{l},} d P_{\imath} \leq \frac{P(H)}{P\left(A_{\jmath}\right)} \tag{8.6}
\end{equation*}
$$

by the induction hypothesis since $A_{\jmath} \tau_{\imath \jmath} \tau_{1 \imath} \subset H$ and $P\left(A_{\jmath} \tau_{\imath \jmath} \tau_{1 \imath}\right)=P\left(A_{\jmath}\right)$.
Suppose first that $i \neq j$. By Lemma 8.9, for every $0 \leq \theta \leq 1$, as in the proof of Theorem 4.6,

$$
\begin{aligned}
\int \mathrm{e}^{\left.\phi_{A}(\sigma, 2)\right)} d P_{\imath}(\sigma) & \leq \mathrm{e}^{(1-\theta)^{2} / 4} \int \mathrm{e}^{\theta \phi_{A_{2}}(\sigma, \jmath)+(1-\theta) \phi_{A_{j} \tau_{\imath}}(\sigma)} d P_{\imath}(\sigma) \\
& \leq \mathrm{e}^{(1-\theta)^{2} / 4}\left(\int \mathrm{e}^{\phi_{A_{2}}(\sigma, j)} d P_{i}(\sigma)\right)^{\theta}\left(\int \mathrm{e}^{\phi_{A_{j} \tau_{2 j}}} d P_{i}\right)^{1-\theta} \\
& \leq \mathrm{e}^{(1-\theta)^{2} / 4}\left(\frac{P(H)}{P\left(A_{i}\right)}\right)^{\theta}\left(\frac{P(H)}{P\left(A_{j}\right)}\right)^{1-\theta}
\end{aligned}
$$

where we used Hölder's inequality and (8.5), (8.6). Minimizing over $\theta$ using (4.7) yields the claim (8.4) in this case. The case $i=j$ immediately follows from (8.5).

We may now conclude the proof of the theorem on the basis of (8.4). Write

$$
\int \mathrm{e}^{\phi_{A}\left(\sigma, \sigma^{-1}(1)\right)} d P(\sigma)=\frac{1}{m} \sum_{i=1}^{m} \int \mathrm{e}^{\phi_{A}(\sigma, i)} d P_{i}(\sigma)
$$

Hence, by (8.4),

$$
\begin{aligned}
\int \mathrm{e}^{\phi_{A}\left(\sigma, \sigma^{-1}(1)\right)} d P(\sigma) & \leq \frac{1}{m} \sum_{i=1}^{m} \frac{P(H)}{P\left(A_{j}\right)}\left(2-\frac{P\left(A_{i}\right)}{P\left(A_{j}\right)}\right) \\
& =\frac{P(H)}{P\left(A_{j}\right)}\left(2-\frac{P(A) P(H)}{P\left(A_{j}\right)}\right) \\
& \leq \frac{1}{P(A)}
\end{aligned}
$$

since $u(2-u) \leq 1$ for any real number $u$. Replace now $A$ by $A^{-1}$. By Lemma $8.8, \mathcal{D}_{A}^{c}(\sigma, 1)$ and $\mathcal{D}_{A^{-1}}^{c}\left(\sigma^{-1}, \sigma(1)\right)$ have the same distribution under $P$, from which the desired claim follows since $P\left(A^{-1}\right)=P(A)$. The proof of Theorem 8.6 is complete.

Theorem 8.6 was motivated by randomized methods for graph coloring, and in particular by bounds on the chromatic number of a graph in terms of the clique number and the maximum degree (cf. [MD3], [M-R]). To this task, it may be coupled with the product space statement (Theorem 4.6) to yield concentration inequalities for certain classes of functionals of interest in graph theory. Let $X=$ $X_{1} \times \cdots \times X_{n}$ be a product space equipped with a product probability measure $Q=\mu_{1} \otimes \cdots \otimes \mu_{n}$. Recall the product group $G=\prod_{k=1}^{\ell} \Pi\left(B_{k}\right)$ where $B_{1} \cup \cdots \cup B_{\ell}$ is a partition of $\{1, \ldots, n\}$ and $\Pi\left(B_{k}\right)$ is the symmetric group over $B_{k}$. As before, let $P$ be the product measure on $G$ of uniform probability measures on each $\Pi\left(B_{k}\right)$. We may then consider a function $F=F(x, \sigma)$ on the product space $X \times G$. Assume first that $F$ is 1-Lipschitz with respect to the Hamming metric $d$ on $X$ and $G$ in the sense that for all $(x, \sigma),(y, \pi)$ in $(X, G)$,

$$
\begin{equation*}
|F(x, \sigma)-F(y, \pi)| \leq 2 d(x, y)+d(\sigma, \pi) \tag{8.7}
\end{equation*}
$$

Assume morcover that $F$ is $t$-determined for some $t>0$, in the sense that whenever $F(x, \sigma)=s$, then any $(y, \pi) \in X \times G$ that agrces with $(x, \sigma)$ on at least ts coordinates is such that $F(y, \pi) \geq s$. The following consequence of both Theorems 8.6 and 4.6 (cf. [MD3]) is typically used with $t$ small, say 1 or 2 , to show that such an $F$ is strongly concentrated around a median or mcan.

Theorem 8.10. Let $F$ on $X \times G$ be $t$-determined and 1-Lipschitz in the sense of (8.7), and let $m$ be a median of $F$ for $Q \otimes P$. Then, for each $r \geq 0$,

$$
Q \otimes P(\{F \geq m+r\}) \leq 2 \mathrm{e}^{-r^{2} / 16 t(m+r)}
$$

and

$$
Q \otimes P(\{F \leq m-r\}) \leq 2 \mathrm{e}^{-r^{2} / 16 t}
$$

In particular,

$$
Q \otimes P(\{|F-m| \geq r\}) \leq 4 \mathrm{e}^{-r^{2} / 32 t}
$$

for $0 \leq r \leq m$.

### 8.3 Subsequences, percolation, assignment

This section is devoted to applications of Theorem 4.6 to various questions in discrete and combinatorial probability theory. These applications are due to M. Talagrand and are taken, mostly without proofs, from the memoir [Tal7] (see also [MD2], [Ste]). While the results of this section all produce strong concentration around some mean value, they do not control the respective size of the functionals under study.

We first examine subsequences. Consider points $x_{1}, \ldots, x_{n}$ in $[0,1]$. Denote by $L_{n}\left(x_{1}, \ldots, x_{n}\right)$ the length of the longest increasing subsequence of $x_{1}, \ldots, x_{n}$, that is, the largest integer $p$ such that we can find $i_{1}<\cdots<i_{p}$ for which $x_{i_{1}} \leq \cdots \leq x_{i_{p}}$. It is easy to see that when $U_{1}, \ldots, U_{n}$ are independent uniformly distributed over $[0,1]$, the random variable $L_{n}\left(U_{1}, \ldots, U_{n}\right)$ is distributed like the length of the longest increasing subsequence of a random permutation of $\{1, \ldots, n\}$. Concentration properties for $L_{n}\left(U_{1}, \ldots, U_{n}\right)$ may be obtained as a simple consequence of the convex hull approximation studied in Section 4.2.

For $x=\left(x_{1}, \ldots, x_{n}\right) \in[0,1]^{n}$, denote more simply $L_{n}(x)=L_{n}\left(x_{1}, \ldots, x_{n}\right)$. Recall the convex hull approximation functional $\mathcal{D}_{A}^{c}$ from Section 4.2.

Lemma 8.11. For all $s \geq 0$ and $x \in[0,1]^{n}$,

$$
s \geq L_{n}(x)-\mathcal{D}_{A}^{c}(x) \sqrt{L_{n}(x)}
$$

where $A=\left\{L_{n} \leq s\right\}$. In particular,

$$
\mathcal{D}_{A}^{c}(x) \geq \frac{u}{\sqrt{s+u}}
$$

whenever $L_{n}(x) \geq s+u$.
Proof. By definition, we can find a subset $I$ of $\{1, \ldots, n\}$ of cardinality $L_{n}(x)$ such that if $i, j \in I, i<j$, then $x_{i}<x_{j}$. It follows from the definition of $\mathcal{D}_{A}^{c}$ that there exists $y \in A$ such that

$$
\operatorname{Card}(J) \leq \mathcal{D}_{A}^{c} \sqrt{L_{n}(x)}
$$

where $J=\left\{i \in I ; y_{i} \neq x_{i}\right\}$. Thus $\left(x_{i}\right)_{z \in I \backslash J}$ is an increasing subsequence of $y$, and since $y \in A$, we have Card $(I \backslash J) \leq s$ which is the first claim of the lemma. The second claim immediately follows from the fact that the function $u \mapsto(u-s) / \sqrt{u}$ increases for $u \geq s$. Lemma 8.11 is established.

The following is the announced concentration property.
Theorem 8.12. Denote by $m_{n}$ a median of $L_{n}=L_{n}\left(U_{1}, \ldots, U_{n}\right)$. For every $r \geq 0$,

$$
\mathbb{P}\left(\left\{L_{n} \geq m_{n}+r\right\}\right) \leq 2 \mathrm{e}^{-r^{2} / 4\left(m_{n}+r\right)}
$$

and

$$
\mathbb{P}\left(\left\{L_{n} \leq m_{n}-r\right\}\right) \leq 2 \mathrm{e}^{-r^{2} / 4 m_{n}}
$$

In particular,

$$
\mathbb{P}\left(\left\{\left|L_{n}-m_{n}\right| \geq r\right\}\right) \leq 4 \mathrm{e}^{-r^{2} / 8 m_{n}}
$$

for $0 \leq r \leq m_{n}$.
Proof. The first inequality is an immediate consequence of Theorem 4.6 combined with the preceding lemma. To establish the second inequality, we use Lemma 8.11 with $s=m_{n}-r, u=r$, to see that

$$
\mathcal{D}_{A}^{c}(x) \geq \frac{r}{\sqrt{m}_{n}}
$$

whenever $L_{n}(x) \geq m_{n}\left(\right.$ recall $\left.A=\left\{L_{n} \leq s\right\}=\left\{L_{n} \leq m_{n}-r\right\}\right)$. Hence

$$
\mathbb{P}\left(\left\{\mathcal{D}_{A}^{c} \geq \frac{r}{\sqrt{m}_{n}}\right\}\right) \geq \frac{1}{2}
$$

On the other hand, by Theorem 4.6 again,

$$
\mathbb{P}\left(\left\{\mathcal{D}_{A}^{c} \geq \frac{r}{\sqrt{m_{n}}}\right\}\right) \leq \frac{1}{\mathbb{P}(A)} \mathrm{e}^{-r^{2} / 4 m_{n}}
$$

The required bound on $\mathbb{P}(A)=\mathbb{P}\left(\left\{L_{n} \leq m_{n}-r\right\}\right)$ follows. The theorem is proved.

We now present without proofs some further applications of the convex hull approximation referring to [Tal7] for details. We deal first with the travelling salesman problem and the minimum spanning tree.

Given a finite subset $F$ in the unit square $[0,1]^{2}$ in $\mathbb{R}^{2}$, denote first by $L(F)$ the length of the shortest tour through $F$. We study the random variable $L_{n}=$ $L\left(\left\{U_{1}, \ldots, U_{n}\right\}\right)$ where $U_{1}, \ldots, U_{n}$ are independently uniformly distributed over $[0,1]^{2}$.
Theorem 8.13. There is a numerical constant $K>0$ such that for every $r \geq 0$,

$$
\mathbb{P}\left(\left\{\left|L_{n}-m_{n}\right| \geq r\right\}\right) \leq K \mathrm{e}^{-r^{2} / K}
$$

where $m_{n}$ is a median of $L_{n}$.

The proof of Theorem 8.13 is only based on the following regularity property of $L(F)$. Denote by $\mathcal{C}_{k}, k \geq 1$, the family of the $2^{2 k}$ dyadic squares with vertices $\left(\ell_{1} 2^{-k}, \ell_{2} 2^{-k}\right), 0 \leq \ell_{1}, \ell_{2} \leq 2^{k}$. Consider $F \subset[0,1]^{2}, C \in \mathcal{C}_{k}, G \subset C$, and assume that there is a point of $F$ within distance $2^{-k+2}$ of $C$. Then

$$
\begin{equation*}
L(F) \leq L(F \cup G) \leq L(F)+K 2^{-k} \sqrt{\operatorname{Card}(G)} \tag{8.8}
\end{equation*}
$$

for some numerical constant $K>0$.
The random miminum spanning tree satisfies a similar concentration result. A spanning tree of a finite subset $F \subset \mathbb{R}^{2}$ is a connected set that is a union of segments each of which joins two points of $F$. Its length is the sum of the lengths of these segments. We denote by $L(F)$ the length of the shortest (minimum) spanning tree of $F$. With respect to the travelling salesman functional, it may happen here that $L(F)$ is not monotone. We study again the random variable $L_{n}=L\left(\left\{U_{1}, \ldots, U_{n}\right\}\right)$ where $X_{1}, \ldots, X_{n}$ are independently uniformly distributed over $[0,1]^{2}$.
Theorem 8.14. There is a numerical constant $K>0$ such that for every $r \geq 0$,

$$
\mathbb{P}\left(\left\{\left|L_{n}-m_{n}\right| \geq r\right\}\right) \leq K \mathrm{e}^{-r^{2} / K}
$$

where $m_{n}$ is a median of $L_{n}$.
The regularity property of $L$ used in this theorem is now the following. Consider $F \subset[0,1]^{2}$ finite and $C \in \mathcal{C}_{k}, k \geq 1$. Assume that each $C^{\prime} \in \mathcal{C}_{k-1}$ that is within distance $2^{-k+5}$ of $C$ meets $F$. Then, for any $G \subset C$,

$$
\begin{equation*}
|L(F \cup G)-L(F)| \leq K 2^{-k} \sqrt{\operatorname{Card}(G)} \tag{8.9}
\end{equation*}
$$

for some numerical constant $K>0$.
Let us deal next with first passage time in percolation theory. Let $(V, \mathcal{E})$ be a graph with vertices $V$ and edges $\mathcal{E}$. On some probability space $(\Omega, \mathcal{A}, \mathbb{P})$, let $\left(Y_{e}\right)_{e \in \mathcal{E}}$ be a family of non-negative independent and identically distributed random variables. $Y_{e}$ represents the passage time through the edge $e$. Let $\mathcal{T}$ be a family of (finite) subsets of $\mathcal{E}$, and, for $T \in \mathcal{T}$, set $Y_{T}=\sum_{e \in T} Y_{e}$. If $T$ is made of contiguous edges, $Y_{T}$ represents the passage time through the path $T$. Set

$$
Z_{T}=\inf _{T \in T} Y_{T}=\inf _{T \in \mathcal{T}} \sum_{e \in T} Y_{e}
$$

and $D=\sup _{T \in \mathcal{T}} \operatorname{Card}(T)$, and let $m$ be a median of $Z_{\mathcal{T}}$.
Theorem 8.15. Assume that $0 \leq Y_{e} \leq 1$ almost surely. Then, for every $r \geq 0$,

$$
\mathbb{P}\left(\left\{\left|Z_{\tau}-m\right| \geq r\right\}\right) \leq 4 \mathrm{e}^{-r^{2} / 4 D}
$$

In particular,

$$
\left|\mathbb{E}\left(Z_{\tau}\right)-m\right| \leq 4 \sqrt{\pi D} \text { and } \operatorname{Var}\left(Z_{\tau}\right) \leq 16 D
$$

Proof. Changing $Y_{e}$ into $-Y_{e}$, we may apply Corollary 4.8. Assume that $V$ is finite. Define, for $x=\left(x_{e}\right)_{e \in \mathcal{E}}$,

$$
F(x)=\sup _{T \in \mathcal{T}} \sum_{e \in T} x_{e}=\sup _{t \in \widetilde{\mathcal{T}}} \sum_{e \in V} t_{e} x_{e}
$$

where $\widetilde{\mathcal{T}}$ is the collection of all $t=\left(t_{e}\right)_{e \in V}$ defined by

$$
t_{e}=\mathbf{1}_{\{e \in T\}}, \quad e \in V,
$$

for $T \in \mathcal{T}$. Since $\sup _{t \in \widetilde{\mathcal{T}}}\left(\sum_{e \in V} t_{e}^{2}\right)^{1 / 2} \leq \sqrt{D}$, the conclusion follows from Corollary 4.8.

When $V$ is $\mathbb{Z}^{2}$ and $\mathcal{E}$ the edges connecting two adjacent points, and when $\mathcal{T}=\mathcal{T}_{n}$ is the set of all self-avoiding paths connecting the origin to the point $(0, n)$, H. Kesten [Ke] showed that, when $0 \leq X \leq 1$ almost surely and $\mathbb{P}\left(\left\{Y_{e}=0\right\}\right)<\frac{1}{2}$ (percolation), one may reduce, in $Z_{\tau_{n}}$, to paths with length less than some multiple of $n$. Together with this result, Theorem 8.15 indicates that for every $r \geq 0$,

$$
\mathbb{P}\left(\left|Z_{\tau_{n}}-m_{n}\right| \geq r\right) \leq K \exp \left(-\frac{r^{2}}{K n}\right)
$$

where $m_{n}$ is a median of $\mathcal{T}_{n}$. This result strengthens the previous estimate by H . Kesten [Ke] which was of the order of $r / C \sqrt{n}$ in the exponent and the proof of which was based on martingale inequalities. The more delicate unbounded case is investigated in [Tal7] by means of penalty theorems.

We close this section with the assignment problem. One basic problem in this area is to study the infimum

$$
\mathcal{A}_{n}=\inf \sum_{i=1}^{n} U_{i, \sigma(i)}
$$

where the infimum is over all permutations $\sigma$ of $\{1, \ldots, n\}$ and the $U_{i, j}$ 's are $n^{2}$ independent random variables with the uniform distribution on $[0,1]$. It is a remarkable fact that $\mathbb{E}\left(\mathcal{A}_{n}\right)$ is bounded as $n \rightarrow \infty$, and actually $\mathbb{E}\left(\mathcal{A}_{n}\right) \leq 2$ (see [Ste] and the references therein).
M. Talagrand proved in [Ta17], again as an application of the convex hull approach of Section 4.2, that the standard deviation of $\mathcal{A}_{n}$ is of the order of $O\left(n^{-1 / 2}\right)$ up to logarithmic factors.
Theorem 8.16. Denote by $m_{n}$ a median of $\mathcal{A}_{n}$. There is a numerical constant $K>0$ such that for $n \geq 3$ and $r \leq \sqrt{\log n}$,

$$
\mathbb{P}\left(\left\{\left|\mathcal{A}_{n}-m_{n}\right| \geq \frac{K r(\log n)^{2}}{\sqrt{n \log \log n}}\right\}\right) \leq 2 \mathrm{e}^{-r^{2}}
$$

while for $r \geq \sqrt{\log n}$,

$$
\mathbb{P}\left(\left\{\left|\mathcal{A}_{n}-m_{n}\right| \geq \frac{K r^{3} \log n}{(\log r)^{2} \sqrt{n}}\right\}\right) \leq 2 \mathrm{e}^{-r^{2}}
$$

We refer to [Tal7] for the proofs, and to [Ste], [MD2] for further illustrations in geometric and combinatorial probabilities.

### 8.4 The spin glass free energy

This application concerns the limiting behavior of the spin glass free energy function at high temperature.

For $\varepsilon \in\{-1,+1\}^{\mathbb{N}}$, denote by $\left(\varepsilon_{i}\right)_{\imath \in \mathbb{N}}$ the coordinate functions that define, under the uniform product measure, independent symmetric random variables taking values $\pm 1$. Each $\varepsilon_{i}$ represents the spin of a particle $i$. Consider then interactions $g_{\imath j}, i<j$, between spins. For some parameter $\beta>0$ (that plays the role of the inverse of the temperature), the family of Gibbs measures $\widetilde{Z}_{N}^{-1} \mathrm{e}^{-\beta H_{N}}, N \geq 2$, on $\{-1,+1\}^{N}$, with Hamiltonian

$$
H_{N}=H_{N}(x, \varepsilon)=-\frac{1}{\sqrt{N}} \sum_{1 \leq i<j \leq N} \varepsilon_{i} \varepsilon_{j} g_{i j}
$$

describe the behavior of the system with size $N$ (at temperature $\frac{1}{\beta}$ ). The normalization factor $\widetilde{Z}_{N}, N \geq 2$, the so-called partition function, is defined by

$$
\widetilde{Z}_{N}=\sum_{\varepsilon \in\{-1,+1\}^{N}} \mathrm{e}^{-\beta H_{N}(\varepsilon)}
$$

We will actually work with $Z_{N}=2^{-N} \widetilde{Z}_{N}$ and use to describe $Z_{N}$ the probabilistic representation

$$
Z_{N}=Z_{N}^{\beta}=\mathbb{E}_{\varepsilon}\left(\exp \left(\frac{\beta}{\sqrt{N}} \sum_{1 \leq i<j \leq N} \varepsilon_{i} \varepsilon_{j} g_{i j}\right)\right)
$$

where $\mathbb{E}_{\varepsilon}$ is integration with respect to the $\varepsilon_{i}^{\prime} s$.
In the model we study, the interactions $g_{i j}$ are random and the $g_{i j}$ 's will be assumed independent with common standard Gaussian distribution.

Set $F_{N}=\log Z_{N}$, which defines the spin glass free energy (up to normalization).
Theorem 8.17. For every $0<\beta<1$,

$$
\lim _{N \rightarrow \infty} \frac{F_{N}}{N}=\frac{\beta^{2}}{4}
$$

almost surely.
The proof is based on concentration of Gaussian distribution together with the so-called second moment method, or Paley-Zygmund inequality.
Proof. We may think of $F_{N}$ as function

$$
F_{N}(x)=\log \mathbb{E}_{\varepsilon}\left(\exp \left(\frac{\beta}{\sqrt{N}} \sum_{1 \leq i<j \leq N} \varepsilon_{i} \varepsilon_{j} x_{i j}\right)\right), x=\left(x_{i j}\right)_{1 \leq i<j \leq N}
$$

on $\mathbb{R}^{n}, n=N(N-1) / 2$, equipped with the canonical Gaussian measure $\gamma=\gamma^{n}$. We write $\mathbb{P}$ and $\mathbb{E}$ for $\gamma$ and $\int d \gamma$. It is easily seen that $\left\|F_{N}\right\|_{\text {Lip }} \leq \beta \sqrt{(N-1) / 2}$. Therefore, by (2.35) for example, for every $r \geq 0$,

$$
\begin{equation*}
\mathbb{P}\left(\left\{\left|F_{N}-\mathbb{E}\left(F_{N}\right)\right| \geq r\right\}\right) \leq 2 \mathrm{e}^{-r^{2} / \beta^{2}(N-1)} \tag{8.10}
\end{equation*}
$$

Hence, by the Borel-Cantelli lemma, for any $\beta>0$,

$$
\lim _{N \rightarrow \infty}\left|\frac{F_{N}}{N}-\frac{\mathbb{E}\left(F_{N}\right)}{N}\right|=0
$$

almost surely. It therefore suffices to show that

$$
\lim _{N \rightarrow \infty} \frac{\mathbb{E}\left(F_{N}\right)}{N}=\frac{\beta^{2}}{4}
$$

for $0<\beta<1$. By Jensen's inequality, for every $N \geq 2$,

$$
\begin{equation*}
\mathbb{E}\left(F_{N}\right)=\mathbb{E}\left(\log Z_{N}\right) \leq \log \mathbb{E}\left(Z_{N}\right)=\frac{\beta^{2}(N-1)}{4} \tag{8.11}
\end{equation*}
$$

We have thus to prove that $\mathbb{E}\left(F_{N}\right)$ is actually of this order. To this task we use again the concentration result (8.10) together with the so-called second moment method.

Lemma 8.18. For every $0<\beta<1$ and every $N$,

$$
\mathbb{E}\left(Z_{N}^{2}\right) \leq K(\beta) \mathrm{e}^{\beta^{2}(N-1) / 2}=K(\beta)\left(\mathbb{E}\left(Z_{N}\right)\right)^{2}
$$

with

$$
K(\beta)=\frac{1}{\sqrt{1-\beta^{2}}}
$$

Proof. By Fubini's theorem, denoting by $\left(\varepsilon_{i}^{\prime}\right)_{i \in \mathbb{N}}$ a sequence of independent symmetric Bernoulli random variables, independent of both sequences $\left(\varepsilon_{i}\right)_{i \in \mathbb{N}}$ and $\left(g_{i j}\right)_{i, j \in \mathbb{N}}$,

$$
\begin{aligned}
\mathbb{E}\left(Z_{N}^{2}\right) & =\mathbb{E}_{\varepsilon} \mathbb{E}_{\varepsilon^{\prime}}\left(\exp \left(\frac{\beta}{\sqrt{N}} \sum_{i<j}\left(\varepsilon_{i} \varepsilon_{j}+\varepsilon_{i}^{\prime} \varepsilon_{j}^{\prime}\right) g_{i j}\right)\right) \\
& =\mathbb{E}_{\varepsilon} \mathbb{E}_{\varepsilon^{\prime}}\left(\exp \left(\frac{\beta^{2}}{2 N} \sum_{i<j}\left(\varepsilon_{i} \varepsilon_{j}+\varepsilon_{i}^{\prime} \varepsilon_{j}^{\prime}\right)^{2}\right)\right)
\end{aligned}
$$

Further,

$$
\begin{aligned}
\sum_{i<j}\left(\varepsilon_{i} \varepsilon_{j}+\varepsilon_{i}^{\prime} \varepsilon_{j}^{\prime}\right)^{2} & =N(N-1)+2 \sum_{i<j} \varepsilon_{i} \varepsilon_{j} \varepsilon_{i}^{\prime} \varepsilon_{j}^{\prime} \\
& =N(N-2)+\left(\sum_{i} \varepsilon_{i} \varepsilon_{i}^{\prime}\right)^{2}
\end{aligned}
$$

Now $\sum_{i=1}^{N} \varepsilon_{i} \varepsilon_{i}^{\prime}$ has the same distribution as $\sum_{i=1}^{N} \varepsilon_{i}$. It follows therefore from the preceding that

$$
\mathbb{E}\left(Z_{N}^{2}\right) \leq \mathrm{e}^{\beta^{2}(N-1) / 2} \mathbb{E}_{\varepsilon}\left(\exp \left(\frac{\beta^{2}}{2 N}\left(\sum_{i=1}^{N} \varepsilon_{i}\right)^{2}\right)\right)
$$

If $g$ is a standard normal variable,

$$
\exp \left(\frac{\beta^{2}}{2 N}\left(\sum_{i=1}^{N} \varepsilon_{i}\right)^{2}\right)=\mathbb{E}\left(\exp \left(\frac{\beta}{\sqrt{N}}\left(\sum_{i=1}^{N} \varepsilon_{i}\right) g\right)\right)
$$

so that, by Fubini's theorem again,

$$
\begin{aligned}
\mathbb{E}_{\varepsilon}\left(\exp \left(\frac{\beta^{2}}{2 N}\left(\sum_{i=1}^{N} \varepsilon_{i}\right)^{2}\right)\right) & =\mathbb{E}\left(\cosh ^{N}\left(\frac{\beta}{\sqrt{N}} g\right)\right) \\
& \leq \mathbb{E}\left(\exp \left(\frac{\beta^{2} g^{2}}{2}\right)\right) \\
& =\frac{1}{\sqrt{1-\beta^{2}}}
\end{aligned}
$$

where we used that $\cosh u \leq \mathrm{e}^{-u^{2} / 2}$. Together with (8.11), the proof of the lemma is complete.

We turn back to the proof of the theorem. We make use of the classical PaleyZygmund inequality

$$
\begin{equation*}
\mathbb{P}\left(\left\{Z_{N} \geq \frac{1}{2} \mathbb{E}\left(Z_{N}\right)\right\}\right) \geq \frac{\left(\mathbb{E}\left(Z_{N}\right)\right)^{2}}{4 \mathbb{E}\left(Z_{N}^{2}\right)} \tag{8.12}
\end{equation*}
$$

For a proof, simply note that, for every $0<\theta<1$,

$$
\mathbb{E}\left(Z_{N}\right) \leq \mathbb{E}\left(Z_{N} \mathbf{1}_{\left\{Z_{N} \geq \theta \mathrm{E}\left(Z_{N}\right)\right\}}\right)+\theta \mathbb{E}\left(Z_{N}\right)
$$

so that, by the Cauchy-Schwarz inequality,

$$
(1-\theta) \mathbb{E}\left(Z_{N}\right) \leq\left(\mathbb{E}\left(Z_{N}^{2}\right) \mathbb{P}\left(\left\{Z_{N} \geq \theta \mathbb{E}\left(Z_{N}\right)\right\}\right)\right)^{1 / 2}
$$

Choose then $\theta=\frac{1}{2}$.
It thus follows from (8.12) and Lemma 8.18 that

$$
\mathbb{P}\left(\left\{Z_{N} \geq \frac{1}{2} \mathbb{E}\left(Z_{N}\right)\right\}\right) \geq \frac{1}{4 K(\beta)}
$$

Assume first that $r=\log \left(\frac{1}{2} \mathbb{E}\left(Z_{N}\right)\right)-\mathbb{E}\left(F_{N}\right)>0$. Then, by (8.10) applied to this $r$,

$$
\begin{aligned}
\frac{1}{4 K(\beta)} & \leq \mathbb{P}\left(\left\{\log Z_{N} \geq \log \left(\frac{1}{2} \mathbb{E}\left(Z_{N}\right)\right)\right\}\right) \\
& \leq \mathbb{P}\left(\left\{F_{N} \geq \mathbb{E}\left(F_{N}\right)+r\right\}\right) \\
& \leq 2 \mathrm{e}^{-r^{2} / \beta^{2}(N-1)}
\end{aligned}
$$

so that

$$
r \leq \beta \sqrt{N-1} \sqrt{\log 8 K(\beta)}
$$

Hence, by (8.11) and the preceding, in any case,

$$
\begin{aligned}
\frac{\beta^{2}(N-1)}{4} & \geq \mathbb{E}\left(F_{N}\right) \\
& \geq \log \left(\frac{1}{2} \mathbb{E}\left(Z_{N}\right)\right)-\beta \sqrt{N-1} \sqrt{\log 8 K(\beta)} \\
& \geq \frac{\beta^{2}(N-1)}{4}-\log 2-\beta \sqrt{N-1} \sqrt{\log 8 K(\beta)}
\end{aligned}
$$

Hence $\mathbb{E}\left(F_{N}\right) / N \rightarrow \beta^{2} / 4$ as $N \rightarrow \infty$ and Theorem 8.17 follows.
It should be noted that the first part of the proof of Theorem 8.17 indicates that for any $\beta>0$,

$$
0 \leq \limsup _{N \rightarrow \infty} \frac{F_{N}}{N} \leq \frac{\beta^{2}}{4}
$$

almost surely. We have seen in Theorem 8.17 that the upper bound $\frac{\beta^{2}}{4}$ is actually accurate for $0<\beta<1$. It may be shown that this is still the case for $\beta=1$, but the low temperature regime $\beta \geq 1$ is of a much higher difficulty. Only few rigorous results are known, and challenging replicas conjectures of the physicists have still to be proved [Tal12], [Tal13].

Even in the high temperature regime $0<\beta<1$ for which Theorem 8.17 is available, a number of more precise bounds may be analyzed. For example, the proof of Theorem 8.17 displays the inequality

$$
\begin{align*}
\mathbb{P}\left(\left\{\mid F_{N}-\right.\right. & \left.\frac{\beta^{2}(N-1)}{4} \right\rvert\, \geq r \beta \sqrt{N-1}  \tag{8.13}\\
& +\beta \sqrt{N-1} \sqrt{\log 8 K(\beta)}+\log 2\}) \leq 2 \mathrm{e}^{-r^{2}}
\end{align*}
$$

for $r \geq 0$. The following refines upon (8.13).
Theorem 8.19. For each $\beta<1$, there is a constant $K^{\prime}(\beta)>0$ such that for each $N$ and each $r \geq 0$,

$$
\mathbb{P}\left(\left\{F_{N} \leq \frac{\beta^{2}(N-1)}{4}-r\right\}\right) \leq K^{\prime}(\beta) \mathrm{e}^{-r^{2} / K^{\prime}(\beta)}
$$

Note that by Chebyschev's inequality and Lemma 8.18, for every $s>0$,

$$
\mathbb{P}\left(\left\{Z_{N} \geq s \mathbb{E}\left(Z_{N}\right)\right\}\right) \leq \frac{K(\beta)}{s^{2}}
$$

Hence, since $\log \mathbb{E}\left(Z_{N}\right)=\beta^{2}(N-1) / 4$, for every $r \geq 0$,

$$
\begin{equation*}
\mathbb{P}\left(\left\{F_{N} \geq \frac{\beta^{2}(N-1)}{4}+r\right\}\right) \leq K(\beta) \mathrm{e}^{-2 r} \tag{8.14}
\end{equation*}
$$

Proof of Theorem 8.19. It is an important observation to note that $F_{N}=\log Z_{N}$ is convex (as a function on $\mathbb{R}^{n}, n=N(N-1) / 2$ ). The idea is then to combine Proposition 1.6 with the following analogue of the second moment method. Indeed, we have, for every $N$,

$$
\begin{equation*}
\mathbb{E}\left(\left|\nabla Z_{N}\right|^{2}\right) \leq K_{1}(\beta) \mathbb{E}\left(Z_{N}\right)^{2} \tag{8.15}
\end{equation*}
$$

for some constant $K_{1}(\beta)>0$ only depending on $\beta$. Indeed, using the same notation as in the proof of Lemma 8.18,

$$
\begin{aligned}
\left|\nabla Z_{N}\right|^{2} & =\frac{\beta^{2}}{N} \mathbb{E}_{\varepsilon} \mathbb{E}_{\varepsilon^{\prime}}\left(\sum_{i<j}\left(\varepsilon_{i} \varepsilon_{j} \varepsilon_{i}^{\prime} \varepsilon_{j}^{\prime}\right) \exp \left(\frac{\beta}{\sqrt{N}} \sum_{i<j}\left(\varepsilon_{i} \varepsilon_{j}+\varepsilon_{i}^{\prime} \varepsilon_{j}^{\prime}\right) g_{i j}\right)\right) \\
& \leq \frac{\beta^{2}}{2 N} \mathbb{E}_{\varepsilon} \mathbb{E}_{\varepsilon^{\prime}}\left(\left(\sum_{i} \varepsilon_{i} \varepsilon_{i}^{\prime}\right)^{2} \exp \left(\frac{\beta}{\sqrt{N}} \sum_{i<j}\left(\varepsilon_{i} \varepsilon_{j}+\varepsilon_{i}^{\prime} \varepsilon_{j}^{\prime}\right) g_{i j}\right)\right)
\end{aligned}
$$

Now $u \leq \mathrm{c}^{u}$ for every $u \in \mathbb{R}$. Hence, arguing exactly as in the proof of Lemma 8.18,

$$
\begin{aligned}
\mathbb{E}\left(\left|\nabla Z_{N}\right|^{2}\right) & \leq \frac{1}{\delta} \mathrm{e}^{\beta^{2}(N-1) / 2} \mathbb{E}_{\varepsilon}\left(\exp \left(\frac{\beta^{2}(1+\delta)}{2 N}\left(\sum_{i=1}^{N} \varepsilon_{\imath}\right)^{2}\right)\right) \\
& \leq \frac{1}{\delta} \mathrm{e}^{\beta^{2}(N-1) / 2} \frac{1}{\sqrt{1-\beta^{2}(1+\delta)}}
\end{aligned}
$$

provided that $\beta^{2}(1+\delta)<1$. It then suffices to appropriately choose $\delta>0$ depending on $\beta$ so that (8.15) holds.

For $0<\theta<1$ and $L>0$,

$$
\begin{aligned}
\mathbb{P}\left(\left\{Z_{N} \geq\right.\right. & \left.\left.\geq \mathbb{E}\left(Z_{N}\right),\left|\nabla Z_{N}\right| \leq L Z_{N}\right\}\right) \\
& \geq \mathbb{P}\left(\left\{Z_{N} \geq \theta \mathbb{E}\left(Z_{N}\right),\left|\nabla Z_{N}\right| \leq L \theta \mathbb{E}\left(Z_{N}\right)\right\}\right) \\
& \geq \mathbb{P}\left(\left\{Z_{N} \geq \theta \mathbb{E}\left(Z_{N}\right)\right\}\right)-\mathbb{P}\left(\left\{\left|\nabla Z_{N}\right|>L \theta \mathbb{E}\left(Z_{N}\right)\right\}\right) \\
& \geq \frac{(1-\theta)^{2}}{K(\beta)}-\frac{K_{1}(\beta)}{L^{2} \theta^{2}}
\end{aligned}
$$

where we have used the Paley-Zygmund inequality (8.12) and Lemma 8.18, as well as Chebyshev's inequality and (8.15) in the last step. Choose now $\theta=\frac{1}{2}$ and $L^{2}=32 K(\beta) K_{1}(\beta)$ so that

$$
\mathbb{P}\left(\left\{Z_{N} \geq \frac{1}{2} \mathbb{E}\left(Z_{N}\right),\left|\nabla Z_{N}\right| \leq \sqrt{32 K(\beta) K_{1}(\beta)} Z_{N}\right\}\right) \geq \frac{1}{8 K(\beta)}
$$

In terms of $F_{N}=\log Z_{N}$,

$$
\mathbb{P}\left(\left\{F_{N} \geq \log \left(\frac{1}{2} \mathbb{E}\left(Z_{N}\right)\right),\left|\nabla F_{N}\right| \leq \sqrt{32 K(\beta) K_{1}(\beta)}\right\}\right) \geq \frac{1}{8 K(\beta)}
$$

We then make use of the deviation inequality of Proposition 1.6 for the convex function $F_{N}$ with respect to the Gaussian measure $\gamma$ on $\mathbb{R}^{n}$ to get that for every $r \geq 0$,

$$
\mathbb{P}\left(\left\{F_{N} \leq \frac{\beta^{2}(N-1)}{4}-\log 2-\sqrt{32 K(\beta) K_{1}(\beta)}\left(r+\sqrt{2 \log \frac{1}{8 K(\beta)}}\right)\right\}\right) \leq \mathrm{e}^{-r^{2} / 2}
$$

The conclusion of Theorem 8.19 immediately follows.

### 8.5 Concentration of random matrices

Let $M^{n}=\left(M_{i j}^{n}\right)_{1 \leq i, j \leq n}$ be an $n \times n$ real symmetric matrix. We are interested here in the case the entries $M_{i j}^{n}$ of $M^{n}$ are real-valued random variables on some probability space $(\Omega, \mathcal{A}, \mathbb{P})$, and we study the concentration properties of functionals of the eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$ of $M^{n}$. The motivation for such investigation comes from Wigner's theorem (cf. e.g. [Me], [Hi-P1]) asserting that whenever the random variables $M_{i j}^{n}, 1 \leq i \leq j \leq n$, are independent with finite moments and $\mathbb{E}\left(M_{i j}^{n}\right)=0$, $\mathbb{E}\left(\left(M_{i j}^{n}\right)^{2}\right)=\frac{1}{n}, 1 \leq i<j \leq n$, then the empirical distribution $\frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{2}}$ converges
almost surely towards the semicircular law with density $(2 \pi)^{-1} \sqrt{4-x^{2}}$ on $[-2,+2]$. The concentration properties presented here are milder results, which, however, hold for any fixed $n$. Moreover, with respect to the exponential large deviation bounds (with rate $n^{2}$ ) on Wigner's limit (cf. [BA-G], [Hi-P2]), the results here concern rather general families of underlying distributions.

The first observation allows simple use of the contraction property. Denote by $\mathcal{M}^{n}$ the real $n \times n$ matrices, and by $\mathcal{M}_{s}^{n}$ its symmetric part. Each element $M$ of $\mathcal{M}_{s}^{n}$ has a unique list of eigenvalues $\lambda=\lambda(M)=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ listed in increasing order according to multiplicity in the simplex

$$
\mathcal{S}^{n}=\left\{\lambda_{1} \leq \cdots \leq \lambda_{n} ; \lambda_{i} \in \mathbb{R}, i=1, \ldots, n\right\} .
$$

Equip $\mathcal{M}_{s}^{n}$ with the Hilbert-Schmidt norm

$$
\|M\|_{2}^{2}=\operatorname{Tr}\left(M^{t} M\right)=\sum_{i, j=1}^{n} M_{i j}^{2}
$$

and $\mathcal{S}^{n}$ with the Euclidean norm $|\lambda|=\left(\sum_{i=1}^{n} \lambda_{i}^{2}\right)^{1 / 2}$. The following statement is a classical result (cf. e.g. [H-J], [Si]).
Proposition 8.20. The map $\varphi: \mathcal{M}_{s}^{n} \rightarrow \mathcal{S}^{n}$ which associates to each real symmetric matrix its ordered list of eigenvalues is 1-Lipschitz.

The following is then a direct consequence of the contraction principle (Proposition 1.2) and the concentration inequalities for Lipschitz functions. We use a probabilistic formulation. If $F$ is a function on $\mathcal{S}^{n}$, set $\widetilde{F}=F \circ \varphi$ on $\mathcal{M}_{s}^{n}$. A typical example is given by

$$
\begin{equation*}
\tilde{F}(M)=\operatorname{Tr} f(M)=\sum_{i=1}^{n} f\left(\lambda_{i}\right) \tag{8.16}
\end{equation*}
$$

for some function $f: \mathbb{R} \rightarrow \mathbb{R}$.
Corollary 8.21. Let $M$ be a symmetric random matrix, and denote by $P$ the distribution of its entries $M_{i j}, 1 \leq i \leq j \leq n$, on $\mathcal{M}_{s}^{n}$. Denote as usual by $\alpha_{P}$ the concentration function of $P$. For any 1-Lipschitz function $F: \mathcal{S}^{n} \rightarrow \mathbb{R}$ and any $r>0$,

$$
\mathbb{P}(\{|\tilde{F}(M)-m| \geq r\}) \leq 2 \alpha_{P}(r)
$$

where $m$ is a median of $\tilde{F}(M)$.
Under appropriate integrability properties, the same inequality holds with the mean replaced by the median by the results of Section 1.3.

Assume for example, as in Wigner's theorem, that the $M_{i j}$ 's are independent centered real Gaussian variables with variance $\frac{1}{n}$. We then get from Corollary 8.21 that if $F$ is 1 -Lipschitz, for any $r \geq 0$,

$$
\mathbb{P}\left(\left\{\left|\tilde{F}\left(M^{n}\right)-m\right| \geq r\right\}\right) \leq 2 \mathrm{e}^{-n r^{2} / 2}
$$

where $m$ is either the mean or a median of $\tilde{F}(M)$. In particular, if $f: \mathbb{R} \rightarrow \mathbb{R}$ is 1-Lipschitz,

$$
\mathbb{P}\left(\left\{\left|\frac{1}{n} \operatorname{Tr} f(M)-m\right| \geq r\right\}\right) \leq 2 \mathrm{e}^{-n^{2} r^{2} / 2}, \quad r \geq 0
$$

Another example of a Lipschitz function is given by

$$
\begin{equation*}
\tilde{F}(M)=\max _{1 \leq i \leq n} \lambda_{i}=\lambda_{n} \tag{8.17}
\end{equation*}
$$

for which we get that

$$
\mathbb{P}\left(\left\{\left|\max _{1 \leq i \leq n} \lambda_{i}-m\right| \geq r\right\}\right) \leq 2 \mathrm{e}^{-n r^{2} / 2}, \quad r \geq 0
$$

where $m$ is either the mean or the median of $\max _{1 \leq \imath \leq n} \lambda_{i}$. As for the longest increasing subsequence however, much more precise fluctuation results are available in this case [So].

Similarly, we may consider the case where the entries $M_{i j}$ 's of $M \in \mathcal{M}_{s}^{n}$ are independent bounded random variables for which the results of Chapter 4 provide a number of concentration results for convex functionals. To this task, the following classical result (cf. [Davi], [H-J) is of use. A function $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is said to be symmetric if it is invariant under permutations.
Proposition 8.22. Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be convex and symmetric. Then $\tilde{F}=F \circ \varphi$ on $\mathcal{M}_{s}^{n}$ is a (real orthogonally invariant) convex matrix function.

The next corollary, consequence of Corollary 4.10, is then the analogue of Corollary 8.21 . Note that if $f: \mathbb{R} \rightarrow \mathbb{R}$ is convex, then Proposition 8.22 applies to $\operatorname{Tr} f(M)$ as defined in (8.16) as well as to $\max _{1 \leq i \leq n} \lambda_{i}$ of (8.17).
Corollary 8.23. Let $M$ be a symmetric random matrix, and assume the entries $M_{i j}, 1 \leq i \leq j \leq n$, are independent random variables bounded (by 1 ). Then, for any convex symmetric 1-Lipschitz function $F: \mathcal{S}^{n} \rightarrow \mathbb{R}$, and any $r>0$,

$$
\mathbb{P}(\{|\tilde{F}(M)-m| \geq r\}) \leq 4 \mathrm{e}^{-r^{2} / 4}
$$

where $m$ is a median of $\tilde{F}(M)$.
Complex entries are treated similarly. The structure of the arguments is sufficiently general to cover in the same way symmetric inhomogeneous matrices with entries $a_{i j} M_{i j}^{n}$ where the $a_{i j}$ are fixed non-random coefficients. This provides concentration for a number of families of random matrices including diluted, band or Wishart matrices. We refer to [G-Zei] for details.

An interesting by-product of Proposition 8.22 is that whenever $U: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is symmetric and strictly convex in the sense that for some $c>0$, Hess $U(x) \geq$ cId uniformly in $x \in \mathbb{R}^{n}$, then the probability measure $\mu$ on $\mathcal{M}_{s}^{n}$ defined by

$$
\begin{equation*}
d \mu(M)=\frac{1}{Z} \mathrm{e}^{-\widetilde{U}(M)} d M \tag{8.18}
\end{equation*}
$$

(where $d M$ is Lebesgue measure on $\mathcal{M}_{s}^{n}$ ) is also strictly convex in the same sense. In particular, it satisfies the Gaussian like isoperimetric inequality of Theorem 2.7 and thus has normal concentration independently of the dimension $n$. By Theorem 5.2, the measure $\mu$ also satisfies a logarithmic Sobolev inequality. While in the Gaussian case $U(x)=|x|^{2}$, the preceding distribution $\mu$ on $\mathcal{M}_{s}^{n}$ may be represented by a Wigner matrix with independent Gaussian entries, a similar simple description of the ensemble in terms of the matrix entries should not be expected in the general case, the entries being possibly dependent as random variables. For $p$-convex potentials, $p \geq 2$, see [B12].

## Notes and Remarks

The topics selected in this chapter only reflect a few of the applications of the concentration of measure phenomenon. Geometric and topological applications were already described in Chapter 3, together with the historical application to Euclidean sections of convex bodies. Applications to sums of independent random vectors and supremum of empirical processes are the subject of Chapter 7.

Concentration for harmonic measures as described in the first section is taken from the work [S-S2] by G. Schechtman and M. Schmuckenschläger, to which the reader is referred for further details and alternative, more analytic, proofs, in particular of Theorem 8.5. Recently, F. Barthe [Bar2] was able to show that the harmonic measures $\sigma_{x}^{n}$ satisfy a Poincaré inequality with a uniform constant of the order of $\frac{1}{n}$ thus recovering exponential concentration from Section 3.1. The corresponding conclusion for the logarithmic Sobolev inequality is so far open.

Concentration for independent permutations started with the note [Maul] by B. Maurey based on the martingale method. The question of the convex envelope is addressed in [Tal7]. The extension and result presented in Section 8.2 are taken from the recent contribution [MD3] by C. McDiarmid motivated by randomized methods for graph coloring (cf. [M-R]).

The memoir [Tal7] by M. Talagrand contains a number of applications to discrete and geometric probabilities from which the few topics presented in Section 8.3 are taken. Complete expositions in the framework of probability theory for algorithmic discrete mathematics and combinatorial optimization are the notes [MD2] by C. McDiarmid and [Ste] by M. Steele. For sharp constants in Theorem 8.12 via the entropic method, see [Bo-L-M]. That concentration methods do not provide tight results for the longest increasing subsequence problem is observed in [Deu-Z]. Far reaching fluctuation results on the distribution of the longest increasing subsequence have been obtained by combinatorial and analytic methods in [B-D-J].

The application of concentration for Gaussian measures to the spin glass free energy is due to M. Talagrand [Tal7], [Tal12], [Tal13], from which the results of Section 8.4 are taken. Theorem 8.17 goes back to [A-L-R] with a proof based on moment expansions (see also [C-N] for a stochastic calculus proof).

A general introduction to random matrices is the reference [Me]. Concentration of the spectral measure of random matrices was investigated recently by A. Guionnet and O. Zeitouni in [G-Zei] for the trace functional, and by G. Blower [Bl2] for measures with $p$-convex potentials. Concentration in free probability is alluded to in [V-D-N].
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