

















































































Cramer Rao Lower Bound

Definitions
Let Xs Xu rs with PDF x 0 The quantity
Ix e log is called the Fischer information
included in the v.v X about
The quantity 24098 is called the score function

Notes
The score function has expected value equal to
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The Fischer information is Ix G 2 logf x 01

WTTerive
a second time
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Theorem Cramer Rao inequality
Let Xs Xv with PDF x 0 and T T X estimator of
with bias by o 1T Then
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Generally if T TX is an estimator of g0 and bacon T g 0 1
then V T glel bgie t

VIX 0

Proof

X has PDF x 0 so Xs Xv ris of PDF x jo
We have 1T ff STC f x o flxvioldxs.de Ofbolt

1 b'o t Eff fT f x 81 8 2x dk

ff ftcxflx.jo flxvjol.EC y 2xs dxv
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Also 88 fflxs.jo flx Gl L so by deriving like
before we get 521098 50 0

We set W and it is Efi bolt

and Ca T W fTW 1T FEW 1 bo T
Then we have UCW Evan 121088 p
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So from Candy Schwarz inequality we get
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Note
a If 1761 g belt then VCT

9 121
b If bales t 0 then VCT 91
c If g 01 0 and bolt O then VCT Ica s o I105

Example
Let Xs Xu rs of Poisson Find miv.ae using the
C R lower bound
Solutionn

We have Ix o 2109 E logle

3 logo logx 1 8
f 1 012 V X so 1 10

So the CR lower bound is VIT Exo
We know that T TCI Ey x ̅ a e of
We have Sx ̅ and V x ̅ v 3 Xi Evo

Hence T is m.v.me of


