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Surveillance Capitalism or 
Democracy? The Death Match 
of Institutional Orders and the 
Politics of Knowledge in Our 
Information Civilization

Shoshana Zuboff

Abstract
Surveillance capitalism is what happened when US democracy stood down. Two decades 
later, it fails any reasonable test of responsible global stewardship of digital information and 
communications. The abdication of the world’s information spaces to surveillance capitalism has 
become the meta-crisis of every republic because it obstructs solutions to all other crises. The 
surveillance capitalist giants–Google, Apple, Facebook, Amazon, Microsoft, and their ecosystems–
now constitute a sweeping political-economic institutional order that exerts oligopolistic control 
over most digital information and communication spaces, systems, and processes.

The commodification of human behavior operationalized in the secret massive-scale 
extraction of human-generated data is the foundation of surveillance capitalism’s two-decade 
arc of institutional development. However, when  revenue derives from commodification of 
the human, the classic economic equation is scrambled. Imperative economic operations entail 
accretions of governance functions and impose substantial social harms. Concentration of 
economic power produces collateral concentrations of governance and social powers. Oligopoly 
in the economic realm shades into oligarchy in the societal realm. Society’s ability to respond 
to these developments is thwarted by category errors. Governance incursions and social harms 
such as control over  AI or rampant disinformation are too frequently seen as distinct crises and 
siloed, each with its own specialists and prescriptions, rather than understood as organic effects 
of causal economic operations.
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In contrast, this paper explores surveillance capitalism as a unified field of institutional 
development. Its four already visible stages of development are examined through a two-decade 
lens on expanding economic operations and their societal effects, including extraction and the 
wholesale destruction of privacy, the consequences of blindness-by-design in human-to-human 
communications, the rise of AI dominance and epistemic inequality, novel achievements in 
remote behavioral actuation such as the Trump 2016 campaign, and Apple-Google’s leverage of 
digital infrastructure control to subjugate democratic governments desperate to fight a pandemic. 
Structurally, each stage creates the conditions and constructs the scaffolding for the next, and 
each builds on what went before. Substantively, each stage is characterized by three vectors 
of accomplishment: novel economic operations, governance carve-outs, and fresh social harms. 
These three dimensions weave together across time in a unified architecture of institutional 
development. Later-stage harms are revealed as effects of the foundational-stage economic 
operations required for commodification of the human.

Surveillance capitalism’s development is understood in the context of a larger contest with  
the democratic order––the only competing institutional order that poses an existential threat. 
The democratic order retains the legitimate authority to contradict, interrupt, and abolish 
surveillance capitalism’s foundational operations. Its unique advantages include the ability to 
inspire action and the necessary power to make, impose, and enforce the rule of law. While 
the liberal democracies have begun to engage with the challenges of regulating today’s privately 
owned information spaces, I argue that regulation of institutionalized processes that are 
innately catastrophic for democratic societies cannot produce desired outcomes. The unified 
field perspective suggests that effective democratic contradiction aimed at eliminating later-
stage harms, such as “disinformation,” depends upon the abolition and reinvention of the early-
stage economic operations that operationalize the commodification of the human, the source 
from which such harms originate.

The clash of institutional orders is a death match over the politics of knowledge in the 
digital century. Surveillance capitalism’s antidemocratic economic imperatives produce 
a zero-sum dynamic in which the deepening order of surveillance capitalism propagates 
democratic disorder and deinstitutionalization. Without new public institutions, charters 
of rights, and legal frameworks purpose-built for a democratic digital century, citizens 
march naked, easy prey for all who steal and hunt with human data. Only one of these 
contesting orders will emerge with the authority and power to rule, while the other will drift 
into deinstitutionalization, its functions absorbed by the victor. Will these contradictions 
ultimately defeat surveillance capitalism, or will democracy suffer the greater injury? It is 
possible to have surveillance capitalism, and it is possible to have a democracy. It is not 
possible to have both.

Keywords
democracy, digital economy, digitalization, disinformation, information, institutional theory, 
internet governance, privacy, social media, surveillance capitalism
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Our Accidental Dystopia: 
Surveillance Capitalism as 
Institutional Order

In an information civilization individual and 
collective existence is rendered as and mediated 
by information. But what may be known? Who 
knows? Who decides who knows? Who decides 
who decides who knows? These are the four 
questions that describe the politics of knowl-
edge in the digital age. What knowledge is pro-
duced? How is that knowledge distributed? 
What authority governs that distribution? What 
power sustains that authority? The contests over 
the answers to these questions will shape “the 
division of learning in society” as the fundamen-
tal construct of social order in an information 
civilization. Right now, however, it is the sur-
veillance capitalist giants–Google/Alphabet, 
Facebook/Meta, Apple, Microsoft, Amazon–that 
control the answers to each of these questions, 
though they were never elected to govern.

This condition reflects a larger pattern. 
From the dawn of the public internet and the 
world wide web in the mid-1990s, the liberal 
democracies failed to construct a coherent 
political vision of a digital century that 
advances democratic values, principles, and 
government. This failure left a void where 
democracy should be, a void that was quickly 
filled and tenaciously defended by surveil-
lance capitalism. A handful of companies 
evolved from tiny startups into trillion-dollar 
vertically integrated global surveillance 
empires thriving on an economic construct so 
novel and improbable, as to have escaped crit-
ical analysis for many years: the commodifi-
cation of human behavior. These corporations 
and their ecosystems now constitute a sweep-
ing political-economic institutional order that 
migrates across sectors and economies. The 
institutional order of surveillance capitalism 
is an information oligopoly upon which dem-
ocratic and illiberal governments alike depend 
for population-scale extraction of human-gen-
erated data, computation and prediction (Cate 
& Dempsey, 2017).

The consequences of this democratic failure 
are amplified in the global context. Since at 
least 2010, the Chinese state evolved a highly 
intentional theory and practice of digital design 
and deployment that advances its domestic sys-
tems of authoritarian rule and exports them to 
dozens of countries in nearly every region 
(Hoffman, 2022; Menendez, 2020; Mozur et al., 
2019; Murgia & Gross, 2020; Sherman & 
Morgus, 2018). In contrast, the United States 
and other Western democracies have been com-
promised and ambivalent, torn between the 
digital seductions of surveillance-enabled social 
control and the rights-based principles of liberal 
democracy.

The political failure of the void forfeited the 
critical first decades of the digital century to 
surveillance capitalism. It deprived an increas-
ingly connected world community of a clear 
alternative to the Chinese vision of the digital 
century. Without a path to a democratic and 
digital future, the democracies abandoned 
whole societies to new forms of digitally medi-
ated violence from both state and market actors. 
Most treacherous is the potential fusion of these 
spheres in a digital-century incarnation of the 
surveillance state defined by unprecedented 
asymmetries of knowledge about people and 
the instrumentarian powers of behavioral con-
trol that accrue to such knowledge (Zuboff, 
2019). Without new public institutions, charters 
of rights, and legal frameworks purpose-built 
for a democratic digital century, citizens march 
naked, easy prey for all who steal and hunt with 
human data. In result, both the liberal democra-
cies and all societies engaged in the struggle to 
build, defend and strengthen democratic rights 
and institutions now stumble toward a future 
that their citizens did not and would not choose: 
an accidental dystopia owned and operated by 
private surveillance capital but underwritten by 
democratic acquiescence, cynicism, collusion, 
and dependency.

As an economic power, surveillance capital-
ism exerts oligopolistic force over virtually all 
digital information and communication spaces 
(Manns, 2020). But for those who would 
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approach analysis strictly through the lens of 
concentrated economic power and its remedies 
in economic regulation and antitrust law, there 
is more to consider. When the economic opera-
tions that drive revenue are founded on the 
commodification of the human, the classic eco-
nomic playing field is scrambled. Concentration 
of economic power produces collateral concen-
trations of governance and social powers. 
Surveillance capitalism’s institutional develop-
ment braids these three vectors of power into a 
hydra-headed force that leads with economic 
operations and then competes with democracy 
for governance and social control. Oligopoly in 
the economic realm shades into oligarchy in 
the societal realm.

Characteristics of the giants’ market power 
reflect the distinction between, on the one hand, 
their varied individual business models and, on 
the other, their shared participation in, and ben-
efits from, the overarching economic logic of 
surveillance capitalism and its related strategies 
of institutional reproduction. These institutional 
elements spread through the giants’ ecosystems 
and a growing majority of market enterprises 
across the commercial universe (Power, 2022). 
While this institutional order functions as an oli-
gopolistic force, a reality already reflected in the 
term “Big Tech,” individual firms may never-
theless exert monopoly or duopoly power within 
the narrower competitive spheres of their spe-
cific business models—for example, mass retail, 
mobile services, and online targeted advertising. 
In result, surveillance capitalism now intermedi-
ates nearly all human engagement with digital 
architectures, information flows, products, and 
services, and nearly all roads to economic, polit-
ical, and social participation lead through its 
institutional terrain.

These conditions of practical and psycho-
logical “no exit” conjure the aura of inevitabil-
ity that is both a key pillar of surveillance 
capitalism’s rhetorical structure and critical to 
all institutional reproduction (Zuboff, 2019, 
pp. 221–224). Jepperson (2021) observes that 
institutionalization is the opposite of action. 
An institutional order is judged as robustly 

institutionalized when its durability and elabo-
ration do not depend upon “recurrent collec-
tive mobilization,” but rather are sustained by 
self-reproducing internal routines (p. 39). 
“Institutions,” Berger and Luckmann  (1966) 
write, “control human conduct by setting up 
predefined patterns of conduct ... primary 
social control is given in the existence of an 
institution as such.” They note that external 
forms of human action are only required when 
“the processes of institutionalization are less 
than completely successful” (p. 55).

These formative processes do not, however, 
imply a one-way ticket or a solitary journey. 
Institutional orders form and develop, but they 
may also “deinstitutionalize” or even “reinstitu-
tionalize” in a new form (Jepperson & Meyer, 
2021). Such radical shifts in trajectory are trig-
gered by contradiction that overtly challenges 
or implicitly undermines the aura of inevitabil-
ity. For example, external shocks can unravel 
inevitability and erode institutionalization. 
Shifts can be initiated by collective action, the 
intensification of contradictions with compet-
ing institutional orders, or by an accumulation 
of internal contradictions that generate conflict 
among institutional elements. In each case of 
fundamental change, the force of contradiction 
is substantial enough to threaten self-acting 
reproductive mechanisms. Under these circum-
stances, the institutional order is forced to resort 
to active measures to protect and defend terri-
tory once considered inevitable, inviolable and 
invincible. Action signals threat, and because 
action is weaker than institutionalization, the 
destiny of such contests is uncertain. A return to 
the developmental path? Deinstitutionalization 
and destruction? Eventual reinstitutionaliza-
tion? Each is possible.

These dynamics of contradiction require situ-
ating surveillance capitalism’s institutional 
development within a larger contest among insti-
tutional orders. Specifically, surveillance capital-
ism’s two-decade developmental trajectory can 
only be understood in relation to the institutional 
order that gave it birth and nourished it to adult-
hood: the liberal democratic state.
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This paper examines the ways in which the 
institutionalization of surveillance capitalism 
has produced the deinstitutionalization of the 
democratic order through the erosion of infor-
mational, societal, behavioral and governance 
capabilities essential to democracy’s sustenance 
and reproduction. Seen from this vantage point, 
surveillance capitalism’s developmental thrust 
is revealed as an epistemic counterrevolution, 
an antidemocratic coup that aims for knowl-
edge dominance and strikes at the essence of 
democratic viability.

Surveillance capitalism is the young chal-
lenger, its pockets full of magic. Born at the turn 
of a digital century that it helped to create, its 
rapid growth is an American story that embodies 
many novel means of institutional reproduction. 
Chief among these has been its ability to keep 
law at bay. The absence of public law to obstruct 
its development is the keystone of its existence 
and essential to its continued success. It is, 
therefore, dedicated to nourishing and reward-
ing the continued failures of democratic leader-
ship (Zuboff, 2019, pp. 37–82; Chander, 2014).

Despite this history, the liberal democracies 
do pose an existential threat to the surveillance 
capitalist regime because they alone retain the 
requisite institutional force and capabilities to 
contradict, interrupt, and abolish its founda-
tional operations. Indeed, as surveillance capi-
talism grows, contradictions with its grizzled 
but still potent antagonist have intensified. 
Democracy is the old, slow and messy incum-
bent, but those very qualities bring advantages 
that are difficult to rival. Foremost among these 
are the ability to inspire action and the legiti-
mate authority and necessary power to make, 
impose, and enforce the rule of law. It now falls 
to the democratic order to reclaim the void for 
the sake of every society and people desperately 
trying to outrun dystopia.

In summary, the clash of institutional orders 
is a death match over the politics of knowledge 
in our information civilization, and the prize is 
the governance of governance. Surveillance 

capitalism’s intrinsically antidemocratic eco-
nomic imperatives produce a zero-sum dynamic 
in which the deepening order of surveillance 
capitalism propagates democratic disorder and 
deinstitutionalization. Only one of these con-
testing orders will emerge with the authority 
and power to rule, while the other will drift into 
deinstitutionalization, its functions absorbed by 
the victor. Will these contradictions ultimately 
defeat surveillance capitalism, or will democ-
racy suffer the greater injury? At stake is the 
social order of our information civilization: the 
many or the few? Epistemic equality or subju-
gation? It is possible to have surveillance capi-
talism, and it is possible to have democracy. It is 
not possible to sustain both.

The sections that follow aim to reframe the 
requirements for successful democratic contra-
diction and thus to fortify the efforts of all who 
seek to avert the drift into accidental dystopia. To 
this end, I examine surveillance capitalism as a 
unified field of institutional development. The 
developmental stages of this two-decades-old 
institution reveal cause-and-effect relationships 
between earlier novel economic operations and 
later dystopian harms to democratic governance 
and society. This unified field perspective sug-
gests that effective strategies for the elimination 
of downstream dystopian harms, such as “disin-
formation” or the illicit modification of collective 
behavior exemplified in extreme “polarization,” 
depend upon interrupting, abolishing and rein-
venting the upstream economic operations in 
which such harms originate.

To preview the organization of this paper: 
the following section discusses surveillance 
capitalism’s institutional development from 
the unified field perspective. The succeeding 
sections each discuss one of the four already 
visible stages of surveillance capitalism’s 
development, each one marked by deeper and 
more comprehensive conflict with the demo-
cratic order. The concluding section antici-
pates the next phase of this work. Please see 
the Section Overview, below.
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SURVEILLANCE CAPITALISM or DEMOCRACY?

Section Overview

Our AccidentAl dystOpiA: surveillAnce cApitAlism As institutiOnAl Order

the unified field perspective

Figure 1: Four Stages of the Surveillance Capitalist Institutional Order

fOundAtiOnAl stAge One: the cOmmOdificAtiOn Of humAn BehAviOr

(ecOnOmies Of scAle)

The Economic Operations
Supply of Human-Generated Data
Demand for Human-Generated Data
The Governance Vector: The Annexation of Epistemic Rights
The Social Harm Vector (1): The Destruction of Privacy
The Social Harm Vector (2): The Rise of Epistemic Chaos

stAge twO: the cOncentrAtiOn Of cOmputAtiOnAl KnOwledge prOductiOn And  
cOnsumptiOn (ecOnOmies Of leArning)

The Economic Operations
The Governance Vector: Epistemic Authority
The Social Harm Vector: Epistemic Inequality

stAge three: remOte BehAviOrAl ActuAtiOn (ecOnOmies Of ActiOn)

“The Tools”
The Economic Operations
The Governance Vector: The Governance of Collective and Individual Behavior
The Social Harm Vector: The Artificial Construction of Reality

stAge fOur: systemic dOminAnce (ecOnOmies Of dOminAtiOn)

The Economic Operations
Revenge of the Void
Showdown
Apple-Google Contribute to US Failures
The Governance Vector: The Governance of Governance
The Social Harm Vector: The Desocialization of Society

cOnclusiOn: the gOlden swOrd
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The Unified Field Perspective

The public and its lawmakers are whipsawed by 
each day’s headlines bleating surveillance capi-
talism’s latest atrocities.1 Comprehension of 
this hourly parade is thwarted by category 
errors: social harms are siloed and treated as 
disparate crises. For example, the collapse of 
privacy or the rise of disinformation are 
regarded as discrete phenomena, each with its 
own etiology, specialists, and prescriptions.

The unified field perspective offers a solution 
for this fractured tower of Babel by demonstrat-
ing the organic and temporal interdependen-
cies across hierarchically integrated stages of 
institutional development. Discrete harms are 
revealed as the products of path dependencies, 
with causes and effects linked across time and 
developmental complexity in an overarching 
process of growth and institutionalization.

The four stages of surveillance capitalism’s 
institutional development are each identified  
by their novel economic operations. These are: 
(1) The Commodification of Human Behavior; 
(2) The Concentration of Computational 
Knowledge Production and Consumption; (3) 
Remote Behavioral Actuation; and (4) Systemic 
Dominance. An adequate understanding of each 
stage, however, only begins with its economic 
action.

Over a century ago a young Durkheim 
(1964) bent to the task of explaining “the divi-
sion of labor in society” as the basis of social 
order in an emerging industrial age. He cau-
tioned his readers, “The division of labor 
appears to us otherwise than it does to econo-
mists” (p. 275). So too, the developmental 
stages of the surveillance capitalist institutional 
order appear to us otherwise than they do to 
economists. In addition to economic accom-
plishments, each stage pushes further into the 
void produced by the democracies’ early failure 
to claim dominion over digital information and 
communication spaces. In this process two col-
lateral vectors of dystopian consequences are 
set into motion by and inextricably linked to 
each stage’s novel economic operations. I refer 
to these as “the governance vector” and “the 
social harms vector.”

The governance vector is constituted by an 
accumulation of governance prerogatives ena-
bled by newly consolidated economic opera-
tions. While it has been understood that Big 
Tech aims to govern (Balkin, 2017; Goodman & 
Powles, 2019; Klonick, 2020; Pasquale, 2017b), 
the unified field of institutional development 
clarifies the governance vector as a core repro-
ductive mechanism of continuously expanding 
scope. It demonstrates the expansion and hierar-
chical integration of specific governance ele-
ments over time, their tight coupling with 
economic operations, and the ways in which 
earlier achievements coalesce to create the con-
ditions for later-stage governance conquests.

From the perspective of the confrontation of 
institutional orders, each governance function 
is sucked into the surveillance capitalist orbit, 
leading to a simultaneous hollowing-out of the 
democratic order. Some governance carve-outs 
are difficult to decipher because the governance 
functions themselves are not yet formally codi-
fied, as we shall see below in the case of epis-
temic rights. Others are explicit challenges to 
the rule of public law. Most concerning is the 
extent to which the democratic order assists in 
or fails to challenge these attacks.

Apple CEO Tim Cook provides an insight 
into the essential developmental thrust that uni-
fies each stage of governance victories when he 
describes Apple’s determination to disrupt the 
healthcare industry. His statement captures the 
direction, movement, and purpose of the gov-
ernance vector more generally. “We are taking 
what has been with the institution,” Cook says, 
“and empowering the individual” (Feiner, 2019, 
para. 72).

In a similarly rare display of candor, Uber 
founder Travis Kalanick once described to a 
group of MIT students the great “taking” that 
produced Uber’s success. He called it “regula-
tory disruption” and quickly added, “We don’t 
talk about that a lot in tech” (MIT Sloan School 
of Management, 2013, para. 6; see also, 
Fleischer, 2010; Riles, 2014; Terry, 2016, 2017)

Both CEOs celebrate the work of carving out 
governance functions from an institutional zone 
of public law and their transfer to friction-free 
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market spaces where they are resurrected shorn 
of legal constraints and indentured to a private 
institutional logic. When Cook describes 
“empowering” the individual, he declares 
Apple’s prerogative to supplant existing institu-
tions and laws. Apple Inc. asserts itself as the 
source of authority that “empowers” and there-
fore its equivalent authority to disempower indi-
viduals just as quickly with a flick of its terms of 
service or operating system.

The CEOs’ statements are classic render-
ings of corporate strategies known as “disrup-
tion,” fragrant with libertarian themes of the 
sovereign individual unjustly subjugated to 
society and its outdated institutions. Cook’s 
script weaves the illusion of Apple as a 21st-
century Robin Hood, emancipating valuable 
assets held hostage by powerful institutions 
and redistributing them to unjustly diminished 
individuals. Cook’s false flag of liberation 
alienates the individual from society to obscure 
the inconvenient-to-Apple truth that only dem-
ocratic society can authorize and protect the 
rights and laws that sustainably empower and 
protect individuals.

Democracy has no intrinsic value or invio-
lable status in the disruption equation. The 
market mythology of godlike omniscience that 
naturally optimizes for superior economic out-
comes is exploited to justify its elevation over 
democratic institutions and laws. The point is 
illustrated by Clay Christensen, originator of 
disruption theory, and his co-authors in a 2012 
essay on the great “taking” from the news 
industry sadistically entitled “Breaking 
News.” The piece quickly cites and dismisses 
journalism’s mission-critical role in the suste-
nance of democracy: “Journalism institutions 
play a vital role in the democratic process and 
we are rooting for their survival. But only the 
organizations themselves can make the 
changes required to adapt ...” This laissez-
faire agnosticism and sang froid intellectual 
remoteness prefigures Tim Cook’s ambitions. 

Christensen et al. dismiss the democratic pro-
ject with an Emperor’s casual thumbs-down 
after a poorly matched gladiatorial contest. 
The Fourth Estate, conceived as an essential 
pillar of democracy and the means of holding 
power to account, is brushed aside, “a function 
of life in the old world.” Incumbents lose 
because they foolishly “stay the course” on the 
“quality” of content. Winners are the “low 
end,” “low-cost,” “personalized” new entrants 
(Christensen et al., 2012, paras. 14, 15).

From the vantage point of this ideological 
fortress—Cook’s fortress—it was impossible to 
admit, or perhaps even to perceive, that “low 
end” and “low cost” were not the conditions to 
produce news but rather to produce fake news. 
Or that the “old world” stood for codified prin-
ciples of information integrity, truth telling, and 
factualization that a decade later would not be 
regarded as fusty nostalgia, but rather be as 
oases of rationality in a corrupted information 
hellscape. Beginning in the United States, and 
in spite of the stakes, the democracies stood 
down, bystanders to the birth of their own 
diminished futures.

Thanks to the disruption reduction, the news 
industry was quickly forced to join the surveil-
lance capitalist order and contribute to its 
reproductive routines. By 2017, Princeton 
researchers found that news websites contained 
more embedded tracking codes than those of 
any other industry in the study, as publishers 
chased revenues in the new targeted ad markets 
established by Google and Facebook. The dis-
ciplines of surveillance capitalism’s economic 
imperatives shaped both print and television 
news with pages and newscasts specifically 
designed to optimize social media engagement 
for the purpose of maximum human data 
extraction (Narayanan & Reisman, 2017; 
NewsWhip, 2019; Stroud et al., 2014).

This defeat bites hard in Pew Research’s 
detailed 2020 survey of 979 tech business lead-
ers, policy specialists, developers, innovators, 



Zuboff 9

researchers, and activists. About half of those 
surveyed predicted that “humans’ use of tech-
nology will weaken democracy ... due to the 
speed and scope of reality distortion, the decline 
of journalism and the impact of surveillance 
capitalism” (J. Anderson & Rainie, 2020).

The point here is that Christensen and 
Cook’s disruption strategy was never intended 
to develop institutions, but rather to eliminate 
them. They envisioned new privately mediated 
relationships with “individuals” that first 
bypass institutions, then eliminate the func-
tions that institutions were designed to protect, 
and ultimately render institutions irrelevant. 
Because institutions are the gatekeepers that 
develop, contain, impose, and enforce qualify-
ing standards of conduct and content in their 
respective domains, their diminishment or 
elimination paves the way for fakes: fake news, 
famously, but also fake healthcare, fake educa-
tion, fake cities, fake contracts, fake public 
squares, fake governance, and so on.

They “don’t talk about that a lot in tech” 
because the companies prefer to camouflage 
their governance moves behind the Robin Hood 
illusion, when in fact their carve-outs prepare 
the ground for the opposite: the eventual substi-
tution of private computational governance for 
democratic governance. This shift emerges in 
stage four’s expressions of systemic dominance 
when the democratic order itself becomes the 
target for disruption.

A second vector produced at each stage is 
constituted by the production of new social 
harms, calculated as the cost of institutional 

reproduction and treated as externalities. The 
two vectors are complementary. Governance 
carve-outs facilitate institutional reproduction 
by bulking up surveillance capitalism, amplify-
ing its authority and power at the expense of the 
democratic order. Social harms facilitate repro-
duction through direct attacks that disorient, 
distract and fragment the democratic order. 
Weaknesses produced by each governance 
carve-out create the conditions and opportuni-
ties for attack by successive social harms that 
further diminish society’s ability to repel gov-
ernance carve-outs.

Each stage’s causes and effects create the 
conditions and construct the scaffolding for 
the next. Each stage builds on and extends 
what went before. Each is carried by the 
momentum of earlier means of institutional 
self-reproduction, and each produces novel 
means that sustain, extend, and elaborate the 
new institutional order. As is typically the case 
in stage-based theories of development, the 
stages are ideal-typical abstractions that dis-
close the inner logic of an institutional order in 
perpetual motion, compelled to survive, grow, 
and evolve. The stages constitute a unified 
field of hierarchically integrated and path-
dependent causes and effects. Seemingly  
disparate phenomena are thus revealed as 
later-stage consequences of earlier-stage oper-
ations and their reproductive mechanisms. All 
three dimensions–economic, governance, and 
social–move together across time in a single 
comprehensive architecture of institutional 
growth and intensification (see Figure 1).
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The lesson for effective strategies of demo-
cratic contradiction is that later-stage social car-
nage can only be addressed effectively through 
direct confrontation with earlier stage economic 
operations. Durable solutions must be directed 
toward the foundations from which all harms 
originate.

Finally, the stage descriptions that follow 
sometimes rely on case evidence from the lead 
corporations to illustrate the interdependencies 
of economics, governance and social harms 
within and across stages. Key to a stage-based 
analysis is that the dynamics examined here 
accrue not only to the corporate protagonists 

featured in these cases, but to the larger institu-
tional order in which they participate. My focus 
is on the development of the institution, as it 
accrues data, knowledge, authority, power and 
ambition. Each of the corporate giants, and for 
that matter the legions of firms across the com-
mercial landscape already enmeshed in the sur-
veillance capitalist order, presents a unique 
configuration of each stage’s achievements. 
Some are more advanced than others. Some 
have more specialized roles and capabilities 
within the larger spectrum. Each of them con-
tributes to and is nourished by institutional 
advance.

Figure 1. Four Stages of the Surveillance Capitalist Institutional Order.
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Foundational Stage One: The 
Commodification of Human 
Behavior (Economies of Scale)

The Economic Operations

The first stage introduces the commodification 
of human behavior operationalized in the secret 
massive-scale extraction of human-generated 
data. This formative achievement is enshrined 
in the Google breakthrough that laid the foun-
dation for all that follows.

In the year 2000, when only 25% of the 
world’s information was stored digitally 
(Hilbert & López, 2011), a tiny but brilliant 
Silicon Valley internet startup called Google 
faced an existential threat during the financial 
crisis known as the dotcom bust. Founders 
Larry Page and Sergey Brin had not yet discov-
ered a way to turn their search engine miracle 
into money. Between 2000 and 2001, as the 
company’s investors threatened defection, the 
Google team stumbled into a series of discover-
ies that offered a rescue plan (Zuboff, 2019, pp. 
63–97). Data scientists learned to identify 
behavioral signals embedded in the “data 
exhaust” left over from users’ search and 
browse activities. These discarded behavioral 
traces (Power, 2022) were a surplus—more 
than what was required for product improve-
ment. The signals embedded in this behavioral 
surplus, they discovered, could be aggregated 
and analyzed to predict user behavior. The team 
soon broke through by learning how to predict a 
“click-through rate,” the solid gold computa-
tion that saved the little company from financial 
ruin. It launched the online targeted ad industry, 
best understood as surveillance advertising—
the Trojan horse that conceals the complex 
machinery of secret massive-scale extraction of 
human-generated data.

Google founder Larry Page laid out the 
essence of Google’s business in 2001 as search 
and seizure. “If we did have a category,” he 
ruminated, “it would be personal information ... 
Everything you’ve ever heard or seen or 

experienced will become searchable. Your 
whole life will be searchable” (Edwards, 2011, 
p. 291). Google’s business plan had called for 
selling search engine licenses to corporate cli-
ents. Instead, the young company found a fast 
track to salvation by repurposing its search 
engine as a sophisticated surveillance medium, 
a loss leader for massive-scale extraction of 
“your whole life.” People thought they were 
searching Google, but Google was searching 
and seizing them.

The term of art was “user engagement,” a 
coded expression for a new subject-object social 
relation in which commodity resources targeted 
for extraction just happen to be sentient human 
beings. Google’s inventions depended on the 
secret invasion of once-private human experi-
ence to implement a hidden taking without ask-
ing. Such action is normally characterized as 
theft, and it was on the strength of this original 
sin of secret theft that users’ private lives were 
declared as corporate property. Some of Google’s 
earliest patents chronicle the company’s frank 
pursuit of behavioral surplus across the internet, 
including methods that aimed to exploit and con-
struct user profile information (UPI) with meth-
ods that knowingly bypassed users’ agency, 
awareness, and intentions. For example, a 2003 
application explains that UPI “may be inferred,” 
“presumed,” and “deduced,” even when users 
did not knowingly provide such information or 
when they intentionally left information incom-
plete “because of privacy considerations, etc.” It 
notes, “UPI for a user ... can be determined (or 
updated or extended) even when no explicit 
information is given to the system ... An initial 
UPI may include some expressly entered UPI 
information, though it doesn’t need to” (Bharat 
et al., 2016, sec. 4.2.3).

The invention and its antidemocratic social 
relations were twin born. Page feared the conse-
quences if users, lawmakers or competitors 
were to grasp the true nature of its operations. 
Anything that might “stir the privacy pot and 
endanger our ability to gather data” was scrupu-
lously avoided (Edwards, 2011, pp. 240–245). 
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A single law that pulled back the curtain and 
redefined Google as a thief would end the pros-
pect of financial salvation.

This corporate “hiding strategy,” as it was 
called (S. Levy, 2011, p. 69), also served to con-
ceal the astonishing financial implications of 
Google’s new capabilities. Between 2001, when 
surveillance economics were first applied, and 
2004, when Google went public, its revenues 
increased by 3,590% (Google Inc., 2004, p. 19). 
This surveillance dividend established the secret 
massive-scale extraction of human-generated data 
as the illegitimate, illicit and perfectly legal foun-
dation of a new economic order. Every investor 
would want it. Every startup would endeavor to 
supply it ... and there was no law to stop it.

In 2008, after a series of costly blunders that 
incited user rebellion, Facebook founder Mark 
Zuckerberg turned to Google for answers, hir-
ing Sheryl Sandberg, Google’s head of global 
online advertising, as his second in command 
(Hempel, 2008). With Sandberg in charge of 
operations, Facebook quickly learned to extract 
behavioral surplus from every behavioral trace, 
irrespective of what people voluntarily shared. 
She recognized that Facebook had a front row 
seat on what Page had called “your whole life,” 
as unsuspecting users poured their lives onto 
Facebook pages. The result was a company 
with, as Sandberg observed, “better informa-
tion than anyone else” and more “real data”, 
not “the stuff other people infer” (Kirkpatrick, 
2011, p. 266).

A year from Sandberg’s arrival, the new 
executive duo changed Facebook’s privacy pol-
icy to pave the way for surveillance economics. 
TechCrunch summarized the corporation’s 
strategy: “If there is significant backlash against 
the social network, it can claim that users will-
ingly made the choice to share their information 
with everyone” (Kincaid, 2009, para. 6). Mr 
Zuckerberg’s hard-won appreciation of surveil-
lance economics steeled him to the realpolitik 
of a new economic order: “[W]e decided,” he 
explained, “that these would be the social norms 
now, and we just went for it” (B. Johnson, 2010, 
para. 15; see generally Srinivasan, 2019).

The novel economic foundations of surveil-
lance capitalism begin with its original sin. 

Human experience is claimed as free raw mate-
rial for market action, beginning with its secret 
extraction and translation into behavioral data. 
These data are the gateway to new realms of 
highly predictive inferential constructions: emo-
tions, personality, political and sexual orienta-
tion, and more. Surplus data are immediately 
redefined as corporate assets, private property 
available for the proprietary computation of indi-
vidual and collective profiles and predictions.

Surveillance capitalists compete on the 
power of their predictions to reduce uncertainty. 
This most fundamental commercial objective 
dictates the requirement for massive-scale com-
modity extraction, production, and refinement 
of human-generated data, comparable to tons of 
wheat or barrels of oil. Prediction products are 
sold to business customers in a new kind of 
commodity market that trades in human futures. 
The point is illustrated in a 2016 Facebook doc-
ument describing its “AI Backbone”, known as 
FBLearner Flow. Thanks to the absence of dem-
ocratic contradiction, Facebook’s AI “ingests 
trillions of data points every day” to produce 
thousands of models. These computations are 
fed to its “prediction service” that churns out 
“more than 6 million predictions per second” 
(Dunn, 2016). These are the building blocks of 
prediction products sold to companies, adver-
tisers political campaigns, and other buyers 
with an interest in knowing, reinforcing, or 
inhibiting the predicted behavior of individuals 
and groups (Biddle, 2018b).

The “click-through rate” was only the first 
globally successful prediction product, and 
online targeted advertising was the first thriving 
market in human futures. Surveillance capital-
ism was thus “declared” into being and the only 
witnesses to its birth were sworn to secrecy 
(Searle, 2010, pp. 85–86, 13).

The secret accumulation of behavioral sur-
plus in scale and scope belies the notion of an 
“attention economy,” because the defining 
work here is accomplished outside the atten-
tional field. Indeed, the notion has skewed pub-
lic perception in a dangerous way by promoting 
the false belief that one can control exposure to 
extraction operations by controlling one’s 
attention. The facts are different. Withholding 
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one’s attention is no barrier to or protection 
from the secret extraction of signals produced 
and captured beyond the range of human 
awareness or control. One may take refuge in 
the fiction of choice (Kim, 2013; Radin, 2012) 
with respect to a discrete decision to share spe-
cific information with a corporation, but that 
information is insignificant compared to the 
volume of behavioral surplus that is secretly 
captured, aggregated, and inferred. The princi-
ple of concealment operationalized in secret 
surveillance is thus essential to this founda-
tional stage of economic operations and 
becomes a critical mechanism of institutional 
reproduction (Binns, 2022, p. 21).

In the second decade, the initial successes 
of surveillance capitalist pioneers, such as 
Google and Facebook, drew surveillance eco-
nomics into the “normal” economy, now sym-
bolized in Walmart’s competition with Amazon 
for human-generated data collection, compu-
tation, prediction and targeting (Tobin, 2022). 
Surveillance capitalism metastasized across 
diverse sectors from insurance, retail and 
finance, to agriculture and transportation, to 
the most intimate and predictive data residing 
in the two critical sectors of education and 
healthcare.

Every product called “smart” and every ser-
vice called “personalized” are now loss leaders 
for the human data that flow through them. Most 
“apps” begin their lives for sale and distribution 
through Apple’s and Google’s app stores. Once 
downloaded, and no matter how apparently 
benign, they function as data mules shuttling 
behavioral signals from “smart” devices to serv-
ers primarily owned by  the tech giants and the 
ad tech data aggregators. As one Silicon Valley 
data scientist described it to me, “The underly-
ing norm of virtually all software and apps 
design now is data collection. All software 
design assumes that all data should be collected, 
and most of this occurs without the user’s 
knowledge” (DS I, see Note on Method).

The concept of “all data” is ever-expanding. 
Location tracking is now institutionalized: 
global, ubiquitous and inescapable (Zekavat 
et al., 2021). An industry analysis forthrightly 

notes that location tracking “enables businesses 
to identify customer behavior ... and mitigate 
the uncertainties in the market” (Grand View 
Research, 2022). The notion of “all data” con-
sistently evolves toward the more exquisitely 
predictive, such as decoding speech from brain 
waves or using eye gaze behavior to infer sensi-
tive information including personality, emo-
tions, and sexual preference (Kröger et al., 
2020; Moses et al., 2019). Indeed, it is already 
understood that augmented reality, or the 
“metaverse,” for all its futuristic verbiage, is 
intended as an intensification of stage one foun-
dational extraction mechanisms (H. Murphy, 
2022; Heller, 2021; Martin, 2021).

Research from the Irish Council for Civil 
Liberties (ICCL) illustrates the current state of 
play (Ryan, 2022). The giants continuously 
aggregate once-private personal information to 
compute user locations, behavioral surplus, 
profiles, and predictions. These are broadcast to 
human futures markets for real-time bidding 
(RTB), where advertisers bid on the opportunity 
to place their ad on your screen. IAB, the non-
profit research consortium that supports RTB in 
the ad tech industry, lists nearly 400 data  
categories that refine user profiles, inclu-
ding “Coffee/Tea,” “Road-Side Assistance,” 
“Incontinence,” “Panic/Anxiety Disorders,” 
“Ethnic Specific,” and “Personal Finance.” The 
RTB categories also include “Incest/Abuse 
Support,” “Women’s Health,” “Dating,” 
“Marriage,” “Travel,” “Pregnancy,” “Babies 
and Toddlers,” and “Adoption,” data all too eas-
ily trained on stalking potential abortion seek-
ers in a polarized America, where many states 
have criminalized a woman’s right to choose. 
(IAB Tech Lab, 2016, sec. 5.1).

Google is the largest RTB company, chan-
neling targeting data to 4698 firms in the United 
States, or 10% of US broadcasts, and 1058 firms 
in Europe, accounting for 14% of European 
broadcasts. The ICCL findings suggest that cur-
rent legal regimes mitigate but do not abolish 
these operations. The average person in the 
United States, where the federal government has 
yet to pass basic privacy protections, has their 
online activity and location data exposed 747 
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times each day. In Europe where data protection 
laws lead the world, it’s 376 daily exposures. 
The data flow with no means to control their 
destinations or assess their fate.

The entire economic edifice of surveillance 
capitalism is built on this illegitimate but not 
illegal foundation. Nothing here was “techno-
logically determined”. Nothing was or is inev-
itable. That the democracies failed to mount 
the contradictory force capable of thwarting 
surveillance capitalism’s development was the 
result of specific ideological and historical 
contingencies, beginning in the United States.

Supply of Human-Generated Data

Freedom from law justified by a radical and 
antidemocratic economic ideology guaranteed 
the limitless supply of human data.

Public access to the world wide web in the 
mid-1990s was a slow-gathering wave. Legal 
scholar Anupam Chander describes the US 
milieu of the 1990s, when all three branches of 
the government converged on a cobbled-
together “industrial policy favoring Internet 
entrepreneurs” and their maximum freedom of 
operation unobstructed by law. Lawmakers in 
Europe and Asia typically sought to protect 
established principles of individual privacy, 
intermediary liability, and the sanctity of intel-
lectual property laws as they oversaw the rise of 
the internet. In the United States, the Clinton 
administration, Congressional lawmakers and 
jurists rallied to the rhetoric of “innovation” by 
aggressively conflating freedom of internet 
commerce with “freedom of speech.” “U.S. 
authorities (but not those in other technologi-
cally advanced states) acted with deliberation to 
encourage new Internet enterprises by both 
reducing the legal risks they faced and largely 
refraining from regulating the new risks they 
introduced,” writes Chander (2014, p. 645). The 
upshot was the “stunning pattern” of a legal 
environment “specifically shaped to accommo-
date” the internet companies (Chander, 2014, 
pp. 644–645, 648–649; see also, Citron & 
Franks, 2020; Tribe, 2021; Pasquale, 2017a; 
Chander & Le, 2014; Rozenshtein, 2021).

This pattern reflects a period in which US 
lawmakers coalesced around a radical free mar-
ket ideology forged in the aftermath of the 
Second World War as a response to the collec-
tivist nightmares of German and Soviet totali-
tarianism and theorized by the neoliberal 
thought leader Friedrich Hayek (Burgin, 2012; 
Mirowski, 2013). The politics of knowledge 
defined the core of Hayek’s thesis. It was the 
intrinsic “ineffability” of “the market,” he 
argued, that necessitates maximum freedom of 
action for market actors, an idea that shaped the 
libertarian creed and its insistence on absolute 
individual freedom (Hayek, 2007, p. 234).

The epistemic challenge and its politics of 
knowledge dominated Hayek’s thinking from 
his 1937 preoccupation with “the division of 
knowledge” as a central concern of economics,2 
to his 1988 description of the market as an 
unknowable “extended order” that supersedes 
the political authority of the state. “Modern 
economics,” he wrote, “explains how such an 
extended order ... constitutes an information-
gathering process ... that no central planning 
agency, let alone any individual, could know as 
a whole, possess, or control” (Hayek, 1988, pp. 
14–15). The genius of markets, he argued, had 
to be protected from any countervailing institu-
tional force or external authority. That such sys-
tems would produce substantial inequality of 
rights and wealth was accepted, and even wel-
comed, as a necessary feature of a successful 
market system, a goad to human betterment, 
and a force for progress (Hayek, 1945, pp. 88–
89; Mirowski, 2013, pp. 53–67).

It was University of Chicago economist 
Milton Friedman who later surpassed Hayek in 
popular recognition and influence. In addition 
to his academic research, for which he received 
the Nobel Prize, Friedman simplified free mar-
ket ideology for public consumption. From the 
1960s to just a few years before his death in 
2006, Friedman tirelessly asserted his bedrock 
theme in every speech, lecture, essay, and pub-
lic appearance: radical market freedom is justi-
fied as the one source of truth and the origin of 
political freedom. On an infamous 1975 visit to 
Chile, he counseled the dictator Augusto 
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Pinochet and his generals that only radical free 
market economics would return the country to 
political freedom (Friedman et al., 2012). He 
told students at Brigham Young University, 
“The economic market is a more effective 
means for achieving political democracy than 
is a political market” (Friedman, 1976, 2017a, 
p. 116). He warned alumni at Pepperdine 
University, “If you don’t have economic free-
dom, you don’t have political freedom” 
(Friedman, 2017b, sec. 5).

Historian Angus Burgin observes that 
Friedman’s insistence on the universal applica-
tion of radical economic freedom made him an 
“unprecedented anomaly” even among the neo-
liberal economists of late 20th-century United 
States. Friedman described himself as a “radi-
cal,” “kook” and “extremist” (Burgin, 2012, pp. 
154–155, 183–184, 212–213, 176–177).

As the old collectivist enemies receded, 
many conservative economists moved toward 
greater recognition of the role that democratic 
governments play in sustaining market econ-
omies. Friedman instead doubled down on 
sharp dualisms, absolutes and unequivocal 
policy positions, naming fresh collectivist 
dangers to battle. As early as 1951 he worried 
that democratic “collectivism” would under-
mine “political democracy.”

By the late 1970s, he argued, that time had 
come. He identified the new collectivist threats: 
state regulation and oversight, social legisla-
tion and welfare policies, labor unions and the 
institutions of collective bargaining, public 
education, and even foundational democratic 
principles such as equality, social justice and 
majority rule. Friedman saw the field of com-
bat clearly: the market must dominate, demo-
cratic institutions must recede. Instead of 
democracy regulating the market, the market 
must regulate democracy.3 In 1970, the profes-
sor declared in the New York Times Magazine, 
“There is one and only one social responsibility 
of business–to use its resources and engage in 
activities designed to increase its profits so 
long as it stays within the rules of the game” 
(Friedman, 1970, para. 33).

By the late 1970s and for decades to follow, 
politicians and policy makers were expected to 
internalize contempt for their own power as 
they learned how to design, play, and defend a 
game in which the only rule was the absence of 
rules. Democratic submission to market truth 
required democratic officials, leaders and law-
makers instructed in and converted to a new 
role in the political ordering of knowledge, one 
that yields to the unconscious but superhuman 
truth of the market over the conscious direction 
of democratic governance. Unimpeded compe-
tition and supply-side reforms, including com-
prehensive deregulation, privatization, lower 
taxes, and corporate self-regulation, were to be 
the new solutions to growth.

Friedman’s political message “had the effect 
of a bombshell,” Thomas Piketty (2014) 
observes, and “created the intellectual climate in 
which the conservative revolution of 1979–1980 
became possible” (p. 549). By 1979, it was 
Friedman who advised presidential candidate 
Ronald Reagan; then Friedman who advised the 
White House during Reagan’s eight-year tenure; 
Friedman who traveled the world declaiming the 
primacy of radical economic freedom to elites in 
every region; and Friedman who preached his 
dogma on American Public Television.

In 2002, four years before his death, Friedman 
reevaluated his lifelong view of economic free-
dom in favor of an even more antidemocratic 
formulation. In what would become a gross mis-
reading of the future, Friedman explained, 
“Hong Kong ... persuaded me that while eco-
nomic freedom is a necessary condition for civil 
and political freedom, political freedom, desira-
ble though it may be, is not a necessary condi-
tion for economic and civil freedom.” 
Democracy, he reasoned, is after all too risky, 
too much of a wild card. Political freedom 
should no longer be understood as an inviolate 
good but rather as an unpredictable condition 
that “under some circumstances promotes eco-
nomic and civic freedom, and under others, 
inhibits economic and civic freedom.” Economic 
freedom was to be the one absolute and the only 
necessity. Democracy, Friedman concluded, is 
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expendable (Ebenstein, 2012, pp. 105–106; 
Friedman, 2002).

Though Friedman’s dogma was adopted 
most comprehensively in the United States and 
the UK, its consequences spread to every region 
of the global economy. And so it was that three 
days after Friedman’s death in November 2006, 
Larry Summers, former Clinton Treasury 
Secretary and soon to be director of Obama’s 
National Economic Council, authored a memo-
rial essay in the New York Times. “[A]ny honest 
Democrat will admit that we are now all 
Friedmanites,” he wrote, and not as lament. 
“Mr. Friedman ... never held elected office but 
he has had more influence on economic policy 
as it is practiced around the world today than 
any other modern figure.” Summers (2006) 
observed that Friedman transformed the “previ-
ously unthinkable” into the acceptable and nec-
essary. With Friedman, “heresies had become 
the orthodoxy.” Friedman’s greatest skill was to 
imbue his radical ideas with the aura of inevita-
bility (paras. 2, 5, 7).

Friedman’s libertarian conception of free-
dom converged with the libertarian culture of 
Silicon Valley and its second-generation entre-
preneurial stirrings in the late 1970s (Flichy, 
2007; Isaacson, 2014; Mosco, 2004; Markoff, 
2005; Naughton, 1999; Turner, 2006; see also, 
Chafkin, 2021). With the release of the Mosaic 
browser in 1993, the world wide web was on its 
way to becoming a popular global medium of 
information production and consumption, 
communication, and commerce. These new 
connected spaces were quickly claimed for 
Friedman’s radical freedom. Former Google 
CEO Eric Schmidt celebrated this triumph on 
the first page of his 2014 book on the digital 
age when he described “an online world that is 
not truly bound by terrestrial laws ... the world’s 
largest ungoverned space” (Schmidt & Cohen, 
2014, p. 3).

This historical nexus finds iconic expression 
in the 1997 Clinton-Gore white paper setting 
out the administration’s policy vision for 
“Global Electronic Commerce” (Clinton & 
Gore, Jr., 1997). It begins with the document’s 
bedrock principle: “The private sector should 

lead.” The people, science, capital, software, 
chips, wires, cables, servers, and so forth that 
constitute the web and its new companies were 
mythologically fashioned as “cyberspace,” an 
extra-societal zone in which the norms and laws 
of real-world democracies do not apply.

The white paper is a Manchurian candidate-
like testament to the internalized disciplines of 
democratic submission. It denigrates to the point 
of caricature the US government’s role in the 
governance of digital information and communi-
cation spaces, insisting on minimal government 
involvement or intervention. “Business models 
must evolve rapidly ... government attempts to 
regulate are likely to be outmoded by the time 
they are finally enacted ... Existing laws and reg-
ulations that may hinder electronic commerce 
should be reviewed and revised or eliminated to 
reflect the needs of the new electronic age” 
(Clinton & Gore, Jr., 1997, secs. 2, 4). The 
administration’s approach was not only to get 
out of the way, but to proactively cede whole 
governance functions to the internet companies, 
including the most sensitive: “privacy, content 
ratings, and consumer protection.” The absence 
of constraints on privacy-invasive operations 
was thus gifted by democracy, and it was this 
gift that enabled surveillance capitalism’s 
explosive growth. Friedman’s dogma would 
eventually guarantee the secret but legal mas-
sive-scale supply of human-generated data.

Fifty years after Friedman’s declaration in 
the New York Times, presidential candidate Joe 
Biden offered his own declaration: “I think 
there’s going to be a willingness to fix some of 
the institutional inequities that have existed for a 
long time. Milton Friedman isn’t running the 
show anymore” (Grunwald, 2020; emphasis 
mine). In 2022, former Obama Administration 
Chair of the Federal Trade Commission, Jon 
Leibowitz, aired his frustration with US law-
makers in the Wall Street Journal. A decade ear-
lier, Leibowitz and his FTC colleagues had 
submitted a report to the US Congress sounding 
the alarm that “industry self-regulation of pri-
vacy was not working for American consumers” 
and arguing for strict curbs on data collection. 
But in 2022, Leibowitz observed with dismay 
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that in the years since that report, “surveillance 
capitalism has only gotten worse,” yet “legisla-
tion has languished” (Leibowitz, 2022).

The lesson is that there can be no end to 
Friedman’s show unless and until there is an 
end to surveillance capitalism, the digital-cen-
tury avatar of his extremist vision and informa-
tion civilization’s preeminent beneficiary of his 
legacy.

Leibowitz was not the first to sound the 
alarm. As early as 2000, a majority of FTC com-
missioners, including Chair Robert Pitofsky, 
concluded that self-regulatory initiatives “can-
not ensure that the online marketplace as a 
whole will follow the standards adopted by 
industry leaders ... notwithstanding several 
years of industry and governmental effort” 
(Pitofsky et al., 2000, p. 35). They proposed a 
detailed framework for basic federal privacy 
protections that would have set the United States 
and the world on a different path to the digital 
century, but history and chance had other plans.

Demand for Human-Generated Data

With supply assured, the US response to the 
9/11 terrorist attacks, known as “the war on ter-
ror,” guaranteed continuous demand for human-
generated data.

According to Peter Swire, chief counselor 
for privacy in the Clinton administration and 
later a member of President Obama’s Review 
Group on Intelligence and Communication 
Technologies, “With the attacks of September 
11, 2001, everything changed. The new focus 
was overwhelmingly on security rather than 
privacy.” The legal provisions debated just 
months earlier vanished from the conversation 
more or less overnight, giving way to an obses-
sion with “Total Information Awareness.” A 
“state of exception” was invoked to unleash a 
new data imperative: velocity and volume at 
any cost. In this new environment, “Congress 
lost interest in regulating information usage in 
the private sector,” Swire recounts. “Without 
the threat of legislation, the energy went out of 
many of the self-regulatory efforts that industry 
had created” (Swire, 2013, pp. 845, 846).

In the United States and across the European 
Union, legislation was quickly enacted to 
expand surveillance activities (I. Brown, 2012, 
p. 230; Pasquale, 2013; Prodhan & Nienaber, 
2015; Rubin, 2015; Schwartz, 2012, pp. 289, 
296; Scott, 2015; Voss, 2016). Instead of federal 
legislation to outlaw the novel surveillance 
practices, the new aim was to enrich the condi-
tions for their expansion and application out-
side constitutional, legislative, and regulatory 
constraints. Yale’s Jack Balkin explained that 
while the US Constitution inhibits surveillance 
by government actors, privacy protections for 
information held in private servers is “limited if 
not nonexistent.” If the intelligence community 
was to indulge its obsession to ascertain the 
future, then it would have to “rely on private 
enterprise to collect and generate information 
for it” (Balkin, 2008, pp. 16–17, 19). The con-
tours of a new interdependency between public 
and private agents of information dominance 
began to emerge, born of a mutual magnetism 
originating in complementary interests and rec-
iprocities. The result was an unwritten doctrine 
of surveillance exceptionalism that guaranteed 
robust demand for secretly extracted human-
generated data (Zuboff, 2019, pp. 112–121).

The license to steal would become the per-
sistent elephant in the room, joining free market 
dogma to shape an environment in which the 
internet companies developed without legal 
impediments. But it also sentenced these  
companies to a future of political activism, col-
laboration, appeasement, lobbying, threat, con-
frontation, legal battle, and propaganda.  These 
actions have been required to defend and fortify 
privileges precisely because they were never 
inevitable.

Because action is weaker than institutions, 
Big Tech was compelled to surpass all prior lob-
bying records, including Big Oil and Big 
Tobacco. Ninety-four percent of all members of 
Congress with jurisdiction over privacy and 
antitrust issues received Big Tech PAC or lob-
byist contributions, amounting to US$3.2m in 
2020 alone (Chung, 2021). “[T]he four biggest 
technology companies and their third-party 
groups spent $35.3 million during the first half 
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of 2022, a 15% increase over ... the first half of 
[2021]” (Diaz & Birnbaum, 2022).

In 2010, former NSA director Mike 
McConnell acknowledged collaboration 
between the internet companies and the intelli-
gence community, noting, “the challenge is to 
shape an effective partnership with the private 
sector so information can move quickly back 
and forth from public to private” (McConnell, 
2010, para. 15).

By 2013, that partnership was not only fully 
operational but normalized. Speaking at a pub-
lic tech conference in March that year, CIA 
Chief Technology Officer Gus Hunt cheerfully 
described the central riddle of the CIA’s urge 
toward total information. “We have to connect 
the dots ... Since you can’t connect dots you 
don’t have, it drives us into a mode of, we fun-
damentally try to collect everything and hang 
on to it forever.” (Hunt, 2013, 19:14–20:11). 
Hunt exalted the tech companies as the means 
to this end.

The hallmark of the CIA’s technology mis-
sion was to “protect national security,” Hunt 
explained. It required the agency “to take advan-
tage of the massive information streams that 
have emerged on the planet.” Hunt acknowl-
edged the CIA’s gratitude toward Google (“a 
very big provider of things”), Facebook (where 
“35% of all the world’s digital photography” was 
already posted), YouTube (“the only Exabyte 
scale or bigger repository ... on the planet”), 
Twitter (4500 tweets per second), and the telcos 
(global text messaging and mobile phone calls). 
In recognition of ubiquitous location tracking, 
Hunt instructed his audience, “You’re already a 
walking sensor platform,” and he concluded with 
a stunning admission: “I think we’re at high 
noon in the information age ... It really is very 
nearly in our grasp to be able to compute on all 
human-generated information” (Hunt, 2013, 
1:22–1:32, 5:55–5:57, 6:25–6:44, 7:05–7:21, 
10:57–11:02, 26:05–26:17).

Despite the dramatic content of Hunt’s pres-
entation, his audience of IT professionals and 
journalists barely blinked, apparently more 
interested in food than the shocking specter of 
tech power and governmental collusion. Hunt 

began by apologizing for keeping the group 
from its midday meal, and when he ended his 
astonishing remarks 28 minutes and 47 seconds 
later in a lackluster drizzle of applause, the 
announcer waived off his offer to take ques-
tions. “I think we’re getting ready for lunch, but 
people can find you, I’m sure, floating around” 
(Hunt, 2013, 28:00–28:05). The clutch of rum-
pled suits wandered off in search of sandwiches 
and drinks, leaving behind the one man in the 
room whose brain was on fire. His name was 
Edward Snowden (Hunt, 2013, 28:00–28:05; 
Snowden, 2019, pp. 247–248).

Bart Gellman broke the 2013 Snowden 
PRISM story in the Washington Post, chroni-
cling the NSA’s data collection from nine com-
panies, including Microsoft, Yahoo, Google, 
Facebook, PalTalk, AOL, Skype, YouTube, and 
Apple. In his 2020 analysis Gellman concludes 
that the NSA “shared more information obtained 
from American internet companies than from 
any other source.” PRISM, he writes, “had 
become a principal engine of the U.S. surveil-
lance machine ... Never in history had there 
been richer troves of personal information” 
(Gellman, 2020, pp. 113, 117, 121).

The United States was not alone in its 
demand for the surveillance capitalists’ extra-
constitutional flows of human-generated data. 
Cate and Dempsey (2017) describe the expan-
sive aggregation of personal data from private 
sector companies by 13 countries, including 
the democracies of France, Germany, Israel, 
Italy, Brazil, Canada, the United States, 
Australia, India, Japan, and South Korea. They 
conclude that every government in their study 
practiced “bulk collection”–mass data collec-
tion “without particularized suspicion”–all of 
it to collect the dots in the hope of one day 
connecting them. “Every government in the 
world claims the power to compel disclosure 
of this data by the companies that hold it,” 
Cate and Dempsey observe. They ask if such 
capabilities can ever be consistent with human 
rights principles of necessity and proportion 
(p. xxvi; see also, I. Brown, 2012; Pasquale, 
2013; Rubin, 2015; Schwartz, 2012; Scott, 
2015; Voss, 2016). More recently, evidence of 
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US government practices of purchasing extra-
constitutional data, such as location tracking, 
has been identified as a form of “data launder-
ing” designed to evade Fourth Amendment 
protections (Rahbar, 2022).

Surveillance exceptionalism has meant that 
the United States and, to varying degrees, every 
liberal democracy chose surveillance capital-
ism and its utilities for domestic surveillance 
over democratic principles and governance. 
This choice forfeited the crucial first decade of 
the digital century as an opportunity to advance 
a distinctly democratic digital future, while 
secrecy deprived the public of the right to 
debate and combat. Gellman mourns the result: 
journalists were “in the dark,” “plaintiffs could 
bring no constitutional challenge,” “Congress 
faced no public pressure,” “internet companies 
encountered little demand for stronger defense 
of privacy,” and “voters and consumers could 
not ask for change because they did not know 
the truth” (Gellman, 2020, p. 127). This was the 
price that the democracies paid for the insatia-
ble drive “to compute on all human-generated 
information.”

Thanks to these historical conditions, sur-
veillance capitalism’s epistemic counterrevolu-
tion proceeded without constraint, preamble to 
a growing disjuncture between the emerging 
institution of surveillance capitalism and the 
democratic order. The audience was seated, the 
lights were dimmed, the orchestra had begun to 
play, but the curtain had yet to rise.

The Governance Vector: The 
Annexation of Epistemic Rights

Extraction operations invade and extract 
domains of human experience that in modern 
democratic societies have been considered as 
“private.” It is not surprising that these opera-
tions have been understood as violations of pri-
vacy, and that legal theory and practice have 
typically aimed to establish or protect a “right 
to privacy” and to strengthen existing privacy 
law (Citron, 2022; Citron & Solove, 2022). Yet, 
despite rising public concerns—and, in the EU 
at least, the historic enactment of the General 

Data Privacy Regulation (GDPR)—privacy as 
it was understood as recently as the year 2000 
has been extinguished.

The focus on privacy as the object of attack 
obfuscated to the point of invisibility an epic 
chapter in the history of the politics of knowl-
edge. Elemental rights to private knowledge of 
one’s own experience, which I shall refer to as 
“self/knowledge,” were expropriated en masse, 
concentrated in the emerging surveillance capi-
talist order, and annexed to its self-asserted 
governance authority. With the term “elemen-
tal,” I mean to mark a distinction between tacit 
rights and juridical rights. Others have 
addressed this distinction, and Searle’s “prag-
matic considerations of the formulation of 
rights” are useful here (Searle, 2010, pp. 
194–195).

Searle argues that tacit assumptions of pre-
rogatives, which are experienced as something 
like “rights,” adhere to conditions of existence 
in a time and place. They are crystallized as for-
mal “human rights” only at that moment in his-
tory when they come under systematic threat. 
For example, the ability to speak is an elemental 
right born of a human condition. The right to 
“freedom of expression” is a juridical right, 
which only emerged when society evolved to a 
degree of political complexity that the freedom 
to express oneself came under threat. Searle 
observes that speech is no more central to 
human life than breathing or being able to move 
one’s body. No one has declared a “right to 
breathe” or a “right to bodily movement,” 
because these elemental rights have not come 
under attack and therefore do not require legal 
codification. What counts as a fundamental 
human right, Searle argues, is both “historically 
contingent” and “pragmatic.”

Elemental rights to self/knowledge belong to 
a larger class of “epistemic rights” that confer 
inalienable entitlements to varieties of knowl-
edge and knowing (Radin, 1987). Scholars and 
jurists have begun to identify the speciation of 
these rights, such as the right to be forgotten 
(Allen & Rotenberg, 2016; Rosen, 2012), the 
right to the future tense, the right to sanctuary 
(Zuboff, 2019), the right to exercise human 
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intelligence (Risse, 2021), the right to freedom 
of thought (Alegre, 2022), the right to truth 
(Kerner & Risse, 2021), the right to revise one’s 
identity (Tutt, 2014).

Epistemic rights are decision rights, and in 
the realm of self/knowledge, such rights are the 
cause of which privacy is the effect. US 
Supreme Court Justice William O. Douglas 
illuminated this hidden layer of epistemic 
rights in a 1967 dissenting opinion on a Fourth 
Amendment case entailing questions of illegal 
search and seizure (US Supreme Court, 1967, 
para. 66):

Privacy involves the choice of the individual to 
disclose or to reveal what he believes, what he 
thinks, what he possesses ... Those who wrote the 
Bill of Rights believed that every individual 
needs both to communicate with others and to 
keep his affairs to himself. That dual aspect of 
privacy means that the individual should have the 
freedom to select for himself the time and 
circumstances when he will share his secrets with 
others and decide the extent of that sharing.

Douglas’s formulation clarifies the elemen-
tal epistemic right to self/knowledge as inalien-
able authority over whether to disclose or 
withhold that knowledge, to whom, to what 
degree, and for what purpose. Privacy is the 
effect of Douglas’s “choice” and “freedom to 
select.” The secret seizure of once private expe-
rience and its rendition as behavioral data extin-
guishes this individual freedom and resurrects it 
inside the surveillance capitalist order. The 
epistemic rights embedded in the “freedom to 
select” are thus accumulated as corporate rights. 
Since privacy is contingent upon this freedom, 
the result is that privacy is expropriated, seques-
tered and concentrated in the domain of surveil-
lance capital (see for example, P. Roberts, 
2012). These concentrations of epistemic rights 
and of the privacy they enable become essential 
mechanisms of institutional reproduction. For 
example, an Amazon press release on its 
Rekognition system is but one tiny fragment of 
evidence suggesting that Searle’s historical 
contingency is upon us. “Face analysis gener-
ates metadata about detected faces ... With this 

release ... we have improved accuracy for emo-
tion detection ... and added a new emotion: 
‘Fear’” (Amazon Web Services, 2019, para. 1). 
Though one does not grant Amazon knowledge 
of one’s fear, the corporation secretly takes it 
anyway, another data point in the trillions fed to 
the machines that day. Extraction methods 
enjoy privacy while robbing their targets of 
epistemic rights, including the right to decide 
“who knows me”, and the right to contest the 
nullification of such rights.

As is the case with all elemental rights, most 
epistemic rights have not been codified in law 
because it has not yet been necessary to do so. 
This fact reflects the many ways in which the 
absence of democratic contradiction is essential 
to surveillance capitalism’s developmental suc-
cess. A new age has dawned in which individu-
als’ inalienable decision rights to self/knowledge 
must be codified in law if they are to exist at all. 
Searle’s historical contingency is now. His prag-
matism reflects the conditions of existence into 
which we are thrown (Flyverbom, 2022).

The Social Harm Vector (1): The 
Destruction of Privacy

The destruction of individual privacy is the 
queen of social harms, a harsh measure but nec-
essary to secure the foundations of a novel eco-
nomic logic. Secret massive-scale extraction of 
the human and privacy cannot coexist. Page and 
Brin knew it. Zuckerberg and Sandberg knew it. 
All who worked with them and for them or 
invested in them knew it. For surveillance capi-
talism to succeed, privacy must fall. And fall it 
did. Most striking is that the destruction of pri-
vacy and all that follows from it has been perpe-
trated for the sake of the banality that is 
commercial advertising. This new era of sur-
veillance advertising has brought great wealth 
to the few–the surveillance giants, their clients, 
investors, and ecosystems–but for the many it is 
the engine of the commodification of the human 
and all that follows from it. In result, the bat-
tered but not broken privacy standard of the 
year 2000 now appears as the final hour of a 
long age of innocence.
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The very notion of “privacy” has become a 
zombie category, though discussions and con-
tests plow ahead. Most of this discourse is trained 
on damage control after secret massive-scale 
extraction has been institutionalized: data protec-
tion, minimization, portability, security, access, 
deletion, transparency, interoperability ...

The giants’ rhetoric, honed over two decades 
of crises and polished to high art in a global net-
work of legal services and public relations war 
rooms, further confuses the field with deliberate 
campaigns of disorientation and misdirection 
that are themselves core strategies of institu-
tional reproduction (see for example, Wall Street 
Journal, 2021b). One illustration plucked from 
the welter occurred in April 2019, when Mr 
Zuckerberg dramatically unveiled the compa-
ny’s new strategic direction to his annual devel-
oper conference: “The future is private,” he 
solemnly proclaimed (Statt, 2019, para. 3). Less 
than two months later, Facebook’s attorneys 
were in a California courtroom, repelling a class 
action suit concerning privacy violations 
brought by its own users. The lawyers argued 
that on Facebook, “the social act of broadcasting 
your personal information ... negates, as a matter 
of law, any reasonable expectations of privacy” 
(US District Court—San Francisco, 2019, p. 8).

The Social Harm Vector (2): The Rise 
of Epistemic Chaos

Information civilization earns its name from 
new conditions of existence that require per-
sons, and increasingly all that is animate and 
inanimate, to be rendered as and mediated by 
digital information. Inclusion in the coordinates 
of the world’s atlas means that one must be as, 
be in, and move through this computer-medi-
ated realm (Flyverbom, 2022). Under these 
conditions, information stewardship is critical 
to the democratic project, beginning with the 
necessity of information integrity: its quality, 
fidelity, wholeness, and intactness free from 
inorganic, exogenous, willful, or secret corrup-
tion. In an information civilization, systemic 
threats to information integrity are systemic 
threats to society and to life itself.

Thanks to the democratic void, the question 
of information stewardship was never genu-
inely engaged. The early conflation of internet 
commerce and freedom of expression enabled 
the giants to defend their practices with a 
twisted notion of “free speech fundamentalism” 
that equated any discussion of stewardship with 
censorship and a denial of speech rights  
(Pasquale 2017a). That the democratic order 
has failed to confront this condition is demon-
strated in countless ways around the world, as 
corrupt information dominates social commu-
nication and news engagement, producing may-
hem across every human domain. In the United 
States, Allcott and Gentzkow defined “fake 
news” as “distorted signals uncorrelated with 
the truth” that impose “private and social costs 
by making it more difficult ... to infer the true 
state of the world.” They found that in the lead-
up to the 2016 US presidential election there 
were 760 million instances of a user reading 
such intentionally distorted signals online, or 
about three corrupt stories for each adult 
American (Allcott & Gentzkow, 2017). 
Research conducted by the German Marshall 
Fund concluded that in the last quarter of 2020, 
before and after another American presidential 
election, Facebook posts linked to deceptive 
sites received 1.2 billion interactions–nearly 
one-fourth of all posts that included links to the 
200,000 US-based sites in the study. During the 
same period, the sharing of corrupt content on 
Twitter reached a new high, with 47 million 
“shares” by verified accounts, nearly a third of 
the 155 million “shares” linked to US sites 
(Goldstein, 2021). By 2022, 69% of Americans 
regarded disinformation as a more critical social 
problem than “Infectious disease outbreaks,” 
“Gun violence,” “Quality of education,” “Illegal 
drug use or abuse” or “International terrorism” 
(McCorkindale & Henry, 2022, p. 7).

Disinformation on Facebook is known to 
have distorted elections, produced violence, 
and degraded social discourse in nearly every 
world region (Akinwotu, 2021; Del Vicario 
et al., 2016; Hao, 2021a, 2021b; Mozur & 
Scott, 2016; Silverman et al., 2022; Wong, 
2021). In 2020, 81 countries suffered the 
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effects of “cyber troop activity,” defined as 
“government or political party actors” engaged 
in the systematic manipulation of public opin-
ion online (Bradshaw et al., 2021). In the sec-
ond decade, 2010–2020, as Facebook became 
a fully operational surveillance capitalist 
medium of global social communications, the 
share of the world’s population living in autoc-
racies increased from 48% to 68%. A key 
mechanism in this transformation has been 
disinformation campaigns spread through 
social media, principally Facebook (Alizada 
et al., 2021; Reed, 2019, 2022).

In a May 2022 CNN interview, the Biden-
appointed Commissioner of the US Food and 
Drug Agency, Dr Robert Califf, discussed his 
finding that “misinformation” had become the 
leading cause of death in the United States, with 
a “disturbing” effect on Americans’ life expec-
tancy (Califf, 2022; Doctor Radio NYU, 2022). 
How is a failure of information integrity on this 
scale even possible in an affluent, connected, 
information-rich society?

Dr Califf’s tragic observation rests on 
Facebook’s shocking, even murderous, record 
as the COVID-19 pandemic collided with the 
world’s most populous social media platform 
to produce an endless wave of corrupt health 
information (Allington et al., 2021; Frenkel 
et al., 2020; ISD, 2020; Kouzy et al., 2020; 
Simon et al., 2020; World Health Organization, 
2020). In August 2020 Avaaz documented the 
failure of Facebook’s weak mitigation efforts 
as COVID disinformation websites attracted 
billions of views, far in excess of the leading 
public health sites (Avaaz, 2020). By October 
researchers determined that as many as 60% of 
the then 217,000 COVID deaths in the United 
States were unnecessary, the primary causes of 
these deaths originated in corrupt information 
(Redlener et al., 2020). As vaccines became 
available, the focus of information corruption 
shifted to anti-vaccine campaigns, obstructing 
the most vital public health solutions to the 
COVID-19 pandemic (Germani & Biller-
Andorno, 2020; Loomba et al., 2021; Perri 
et al. v. Robinhood Markets, Inc. et al., 2021; 
Wilson & Wiysonge, 2020).

There are many sources of disfigured infor-
mation, and Facebook does not author this cor-
ruption. In the examples reviewed here and 
countless others, Facebook’s machine systems 
simply worked as engineered, continuously 
reproducing operations that advance economic 
imperatives. How do the imperatives of surveil-
lance capitalism create the conditions for cor-
rupt information to flourish, yielding epistemic 
chaos within and across societies? My exami-
nation of this question focuses primarily on 
Facebook, the world’s largest social network, 
but the answer actually begins with a 74-year-
old treatise.

Claude Shannon’s 1948 publication “A 
Mathematical Theory of Communication” 
blazed across established intellectual bounda-
ries toward the new frontier of machine-to-
machine communications and the information 
science it would spawn. “The fundamental 
problem of communication,” Shannon wrote, 
“is that of reproducing at one point either 
exactly or approximately a message selected 
at another point.” The exclusive focus was the 
perfect reproduction of the signal. Shannon 
wrote,

Frequently the messages have meaning; that is, 
they refer to or are correlated according to some 
system with certain physical or conceptual 
entities. These semantic aspects of communication 
are irrelevant to the engineering problem. The 
significant aspect is that the actual message is one 
selected from a set of possible messages. The 
system must be designed to operate for each 
possible selection, not just the one which will 
actually be chosen, since this is unknown at the 
time of design (Shannon & Weaver, 1963, pp. 
31–32; emphasis mine).

The engineering solution to “the engineering 
problem” was this blindness by design. Systems 
were optimized for fidelity to the signal while 
structurally indifferent to questions of the sig-
nal’s fidelity to its subject. Engineered blind-
ness equated to formal disinterest in the content 
of messages. The machines convey signals 
according to a priori instructions; they do not 
decipher or evaluate meaning.
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With meaning out of the way, Shannon’s 
systems were free to focus on the communica-
tion challenges faced by the Allies in the 
Second World War and their need for high-
volume, high-velocity, precise machine- 
to-machine communications for signals pro-
cessing, codebreaking, and encryption. These 
demands born in emergency later became fix-
tures of the Cold War milieu. The application 
domains were primarily mathematical content 
for machine-to-machine communications in 
high-level military research and complex 
engineering projects, as well as telephony, 
TV, and radio. In these contexts, it made sense 
to narrow the engineering focus to the accu-
racy, scale, and speed of transmission. A 
wholly new automated communications 
domain was thus constructed to serve the effi-
cacy of transmission, while indifferent to the 
substance of what is transmitted.

Shannon’s biographers described this 
“bomb” of an insight and observed, “If some 
humans can achieve indifference to meaning 
only with great, practically ascetic effort, our 
machines are wired for this indifference: they 
have it effortlessly” (Soni & Goodman, 2018, p. 
135). This essential point, overlooked almost 
entirely in contemporary discussion, was artic-
ulated by mathematician and computer science 
pioneer Warren Weaver in his preface to the 
1963 edition of Shannon’s text:

The word “information,” in this theory, is used in 
a special sense that must not be confused with its 
ordinary usage. In particular, information must 
not be confused with meaning. In fact, two 
messages, one of which is heavily loaded with 
meaning and the other of which is pure nonsense, 
can be exactly equivalent, from the present 
viewpoint, as regards information. (Shannon & 
Weaver, 1963, p. 8; emphasis mine)

Shannon feared that existing appropriations 
of his work, and many more still to come, would 
ignore its highly restrictive definitions of “com-
munication” (Grafton et al., 2021, p. 246). 
Despite his misgivings, the engineering solu-
tion to high volume and velocity of digital com-
munications is considered the source of “all the 

advanced signal processing that enables us to 
send high-speed data” (Soni & Goodman, 2018, 
p. 275). Surveillance capitalism’s information 
project is the unanticipated heir to Shannon’s 
breakthroughs, and Facebook is the Pandora’s 
Box that finally justifies Shannon’s fears.

Facebook is a signals-processing behemoth 
based on the massive-scale extraction and bulk 
commodity processing of human-generated 
data. However, the signals that Facebook pro-
cesses differ from Shannon’s in that they are 
human-generated. In these systems, blindness 
by design is no longer a feature restricted to 
machine-to-machine communications. Now it is 
applied to social communications in the inter-
ests of high-speed massive-scale human signals 
processing. This mash-up produces systems for 
social communications in which the “semantic 
aspects of communication are irrelevant to the 
engineering problem.” Such systems can neither 
decipher the meaning of what is transmitted nor 
assess its fidelity to “physical or conceptual 
entities.” The result is automated  human-to-
human communications systems that are blind 
by design to all questions of meaning and truth.

From the ancestral disciplines of oral witness 
to the traumatic shift from the spoken to the  
written word, each turn in the material history  
of information and communication further 
abstracted “reality,” imposing a problematic dis-
tance between the living subject and the knowa-
ble world. Every fundamental advance in 
symbolic media–the alphabet, mathematic nota-
tion, printed text–produced social and psycho-
logical upheaval. These conditions eventually 
required societies to bridge the gap between sym-
bol and “reality” with explicit standards of infor-
mation integrity and new institutions to govern 
those standards (Clammer, 1976; Clanchy, 1979; 
Goody, 1986; Ong, 1982; Stock, 1983).

Now the computer mediation of vast swathes 
of human existence introduces a wholly new 
threat paradigm to the reality problem. The 
extreme intensification of abstraction trans-
forms society, social relations and social com-
munications into symbolic objects without 
recourse to sentient channels of lived experi-
ence. The “death of distance,” once celebrated, 
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imposes a new quality of distance expressed in 
the untraversable fissure between the sentient 
subject and “reality,” “truth,” “fact,” “mean-
ing,” and related measures of information 
integrity. Fissure becomes chasm, as blind-by-
design systems saturate society—systems that 
are not only antisocial but aggressively, eerily, 
asocial.

Executives have occasionally spoken frankly 
about this institutionalized indifference to the 
meaning of information. In Facebook’s case, a 
leaked document from executive Andrew 
Bosworth describes the perfect complementa-
rity between Shannon’s engineering solution 
and Facebook’s growth imperatives as they 
converge on blindness by design:

We connect people. That can be good if they 
make it positive. Maybe someone finds love ... 
That can be bad if they make it negative ... Maybe 
someone dies in a terrorist attack ... The ugly truth 
is that ... anything that allows us to connect more 
people more often is *de facto* good ... The best 
products don’t win. The ones everyone uses win 
... make no mistake, growth tactics are how we 
got here. (Mac et al., 2018, sec. 2)

Shannon declared the irrelevance of mean-
ing to the engineering problem. Surveillance 
capitalism declares the irrelevance of mean-
ing to the economic problem. Economies of 
scale in behavioral signals processing require 
that all data are treated as equivalent though 
they are not equal, just as Weaver described. 
Facts or truth cannot have formal standing 
because such criteria restrict data flows. 
Human-generated data are and must be treated 
as a bulk commodity and driven through 
machine systems that function as supply 
chains, computational factories and prediction 
markets.

I have called this institutionalized relation-
ship to human-generated data “radical indiffer-
ence” (Zuboff, 2019, pp. 376–377). It means 
that neither the machines nor their owners care 
if your messages are fact or fiction, malicious or 
angelic, fashioned to produce violence or joy. 
They have no interest in curing your disease or 
what you do, or say, or buy, or eat, or think, or 

whom you love, or why you grieve. They sim-
ply must insist that these and every other facet 
of your existence is lived in ways that allow 
their machines to extract the predictive signals 
that reduce others’ uncertainty about what you 
will do next and thus contribute to others’ profit.

The aim is always to widen and accelerate 
the inextricable cycle of engagement> extrac-
tion> prediction> revenue (henceforth, I refer 
to this cycle as ‘EEPR’). A consequential exam-
ple was Facebook’s 2018 decision to launder 
the kinds of sensationalized and defactualized 
“news” stories known to boost EEPR through 
the standardized presentation of its News Feed. 
“All news stories looked roughly the same as 
each other ... whether they were investigations 
in the Washington Post, gossip in the New York 
Post, or flat-out lies in the ‘Denver Guardian,’ 
an ‘entirely bogus newspaper’” (Thompson, 
2018, para. 22). Similarly, Facebook and 
Google “bankroll” clickbait farms (Hao, 2021b) 
as just another means of driving EEPR. The 
institution wants you perpetually engaged but 
does not, cannot, and must not–for the sake of 
its own economics–care what engages you. In 
this way blindness by design is a crucial sys-
tems principle and an essential mechanism of 
institutional reproduction.

These observations imply two conclusions: 
one cause and the other consequence. First, eco-
nomics: radical indifference is an economic 
imperative because corrupt information is good 
for business. Recent research demonstrates that 
Facebook amplifies misinformation because it 
drives EEPR. Median engagement with misin-
formation is higher than engagement with relia-
ble information regardless of its political 
orientation. But because the bulk of misinforma-
tion is produced by publishers on the far right, its 
superior economic value means that right-wing 
misinformation is consistently privileged with 
every EEPR optimizing algorithmic amenity 
(Edelson et al., 2021). Freed from the burdens of 
meaning and the responsibilities of witness that 
such burdens entail, corrupt information drives 
EEPR, which proceeds with the discipline of the 
cyclops voraciously consuming all it can see and 
blind by design to meaning or truth.
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Second, social consequence: in the 20th cen-
tury, the engineering imperative of blindness by 
design yielded an historic breakthrough in the 
volume and velocity of machine-to-machine sig-
nals transmission. In the 21st century, the engi-
neering imperative of blindness by design yields 
catastrophic harms as all bits and bytes are wel-
comed into the global information bloodstream 
for immediate human-to-human transmission. 
The lesson: When social information is transmit-
ted as a bulk commodity through blind systems 
optimized for volume and velocity, the result is 
epistemic chaos characterized by widespread 
uncontrollable information corruption.

Confirmation of these propositions is pro-
vided by yet another leaked internal document, 
this time composed in 2021 by Facebook pri-
vacy engineers on the Ad and Business Product 
Team. The group’s functional responsibility is 
described as “the center” of Facebook’s “mon-
etization strategy and is the engine that powers 
Facebook’s growth” (Franceschi-Bicchierai, 
2022, para. 4). The document chronicles the 
growing anxiety of key employees who know 
that the engineering of Facebook’s systems is 
incompatible with emerging and anticipated 
democratic contradiction. “We face a tsunami 
of inbound regulations that all carry massive 
uncertainty,” they write (Facebook Ad and 
Business Product Team, 2021).

The engineers expect regulatory action, 
beginning in the EU, that will restrict the use of 
first-party data and ultimately require user con-
sent for any deployment of personal informa-
tion in the advertising process. They anticipate 
that increased democratic governance will trig-
ger a doomsday scenario in which Facebook is 
categorically unable to comply at the required 
scale. They write:

We do not have an adequate level of control and 
explainability over how our systems use data, and 
thus we can’t confidently make controlled policy 
changes or external commitments such as ‘we 
will not use X data for Y purpose.’ And yet, this is 
exactly what regulators expect us to do, increasing 
our risk of mistakes and misrepresentation. 
(Facebook Ad and Business Product Team, 2021)

The engineers describe their “open” sys-
tems in contrast to the “closed” systems that 
they regard as necessary for legal compliance. 
The contrast reflects the limitations of blind-
ness by design when applied to social informa-
tion and communications. “For more than a 
decade, openness and empowering individual 
contributors has been part of our culture. 
We’ve built systems with open borders.” This 
“openness” reflects back to Shannon’s original 
privileging of the signal irrespective of its 
meaning and arcs forward to the economic 
imperative of massive-scale human-generated 
data. Indeed, as justification for its open sys-
tems, the engineers cite the volume of data 
required to produce a single inferential ad fea-
ture: “There are 15K features used in ads mod-
els.” Approximately six thousand data tables 
are required to produce a single feature such 
as, “user_home_city_moved.” The engineers 
compare their data flows to a bottle of ink 
poured into a lake. “How do you put that ink 
back in the bottle? How do you organize it 
again, such that it only flows to the allowed 
places in the lake?” (Franceschi-Bicchierai, 
2022). Their answer? You can’t.

The engineers admit that their systems are 
fundamentally mismatched with lawmakers’ 
and the public’s expectations. Only “closed” 
systems would allow Facebook to “enumerate” 
the data it has, “where it is; where it goes; how 
it’s used.” Without those capabilities the com-
pany simply cannot “make commitments about 
it to the outside world ... We fundamentally lack 
closed-form properties in Facebook systems” 
(Facebook Ad and Business Product Team, 
2021).

No matter how often and loudly the public 
and its lawmakers are stirred to outrage insist-
ing that Facebook must take responsibility 
(Donovan, 2020; see also, Atlantic Council, 
2021; Browning & Mac, 2022; Frenkel, 2021; 
Harwell & Oremus, 2022), the engineers say 
that the company simply cannot comply. Worse 
still, the company cannot admit that it cannot. 
Instead, executives and staff are forced to duck 
and weave, misdirect, lie, and buy time. This 
helps to explain why Facebook continually says 
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that it is acting, and its actions continually fall 
short or fail entirely. For example, Facebook 
announced it would downrank groups that 
repeatedly share misinformation in order to 
reduce their total engagement. A team of French 
researchers investigated the intervention’s 
effects. They concluded that while specific 
posts saw a reduction of engagement, behavior 
and quality of content were not altered. 
Ultimately, “the total engagement generated by 
repeat offender groups” did not decrease over 
time (Vincent et al., 2022, sec. 2, para. 3). The 
pattern is consistent wherever you look: 
Facebook knew that labeling Donald Trump’s 
false claims did little to limit engagement 
(Silverman & Mac, 2020). It failed to curb mur-
derous activities of a Mexican drug cartel or 
Middle Eastern human traffickers (Scheck 
et al., 2021). It promised to end polarizing rec-
ommendations by political groups, but the num-
bers grew instead (Faife & Ng, 2021; Feathers, 
2021; Waller & Lecher, 2022). It established a 
task force to police violent political content, 
then throttled back on enforcement (Silverman 
et al., 2022). Facebook promised, then failed, to 
curb hate speech in Kenya and election misin-
formation in Brazil (Global Witness, 2022a, 
2022b). Facebook, Google and Twitter each 
pledged to “crack down” on anti-vax disinfor-
mation but failed to do so (CCDH & Anti-Vax 
Watch, 2021).

Only Facebook’s privacy engineers, in the 
assumed confidentiality of their internal com-
munications, admit that blindness by design is 
incompatible with any reasonable construction 
of responsible stewardship of global social 
communications.

The engineers propose short-term solutions 
that might at least create the appearance of trying 
to comply with expected regulations. Possibilities 
include “curated data sources” and “manual” vis-
its to “tens-of-thousands of call sites and code 
paths” (Facebook Ad and Business Product 
Team, 2021, p. 10). But action is weak, and insti-
tutionalization is strong. These engineers and 
their bosses know that there can never be enough 
content moderators, fact checkers, labelers, or 
any other exogeneous active measures to make a 

dent in the blind-by-design global automaton 
that is Facebook. In the meantime, the privacy 
engineers are bystanders to the endless con of 
information-integrity theatre, its fantasy reme-
dies and excuses. They appear gripped by dread 
as they reckon with the widening gulf between 
reality and fiction, anticipating the day when the 
breakwater of lies is breached and the conse-
quences flood their company and their careers.

The harsh truth for law and policy makers is 
that epistemic chaos cannot be “regulated” out 
of existence. When the engineers consider genu-
ine solutions, they acknowledge the need for a 
discontinuous leap toward redefinition of the 
“fundamental problem of communication,” as it 
is now entangled with the fundamental problem 
of surveillance capitalism. “Data Infra[structure] 
will need to have some semantic awareness of 
its data assets,” they acknowledge. “Building 
this will take multiple years and will require 
data infrastructure (DI) investment” (Facebook 
Ad and Business Product Team, 2021, pp. 7–8). 
Their statement is an admission that information 
civilization has thus far been built on a novel 
genus of social information that blindly blends 
fact and fiction, truth and lies in the service of 
private economic imperatives that repurpose 
social information as an undifferentiated bulk 
commodity. Blindness by design is in charge, 
though it violates the most basic sociological 
principles of communication and common 
sense. The consequences of this sociological 
rupture are explored more deeply in the discus-
sion of stage four, below.

Mr Zuckerberg, his executives and allies 
defend blindness by design as the protection of 
free speech, another rhetorical sleight of hand 
that aims to distract lawmakers and the public 
from noticing the facts that alarm Facebook’s 
own engineers (Scola, 2019). A comprehensive 
Civil Rights Audit of the company commis-
sioned by Zuckerberg and Sandberg condemns 
this misdirection strategy and Zuckerberg’s 
“selective view of free expression as Facebook’s 
most cherished value ... even where that has 
meant allowing harmful and divisive rhetoric 
that amplifies hate speech and threatens civil 
rights” (L. W. Murphy & Cacace, 2020, p. 9).
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Indeed, blindness by design advances the 
aims of every purveyor of corrupt information, 
a windfall for those who benefit from the 
global dystopian drift. Any entity motivated 
by social destruction–repressive governments, 
illiberal politicians and their networks of allies 
and vassals, fevered groups of radicalized 
extremists, oligarchs, autocrats, outlaws–can 
exploit the affordances of blindness by design 
to inject defactualized content straight into the 
global information bloodstream without con-
straint. This is a social experiment without his-
torical precedent nihilistically imposed upon 
“subjects” who can neither consent nor escape 
because the experimenters and their manipula-
tions are both hidden and ubiquitous (Alizada 
et al., 2021; Allam, 2020; Bradshaw et al., 
2021; Cunningham-Cook, 2021; Frantz et al., 
2020; D. Gilbert, 2021; Holt, 2021).

In the weeks leading up to the 2020 US presi-
dential election, Mr Zuckerberg disbanded 
Facebook’s Civic Team, which had been tasked 
with producing solutions to mitigate epistemic 
chaos. One of the team’s most respected leaders, 
Samidh Chakrabarti, spoke out on the compa-
ny’s failure to stem the flood of corrupt inflam-
matory content across its pages. In a series of 
tweets quoted in the Wall Street Journal’s 
“Outrage Algorithm” podcast, Chakrabarti took 
aim at the destructive collision between blind-
ness by design and social communications on 
Facebook’s pages. According to the Journal, 
Chakrabarti observed that “treating all engage-
ment equally, irrespective of content, will 
‘invariably amplify mis-info, sensationalism, 
hate and other societal harms. I wish this weren’t 
the case, but it is so predictable that it is perhaps 
a natural law of social networks ... The chal-
lenge is almost a philosophical one that 
Facebook can’t solve alone’” (Wall Street 
Journal, 2021a). Chakrabarti is correct. Only 
the democratic order can solve this one.

Three lessons from the unified field perspec-
tive can be drawn thus far. First, nothing here is 
inevitable. Surveillance capitalism as an institu-
tional order was founded on the intentions of 
human actors in specific times and places. What 
is done by people can be undone by people.

Second, the social harms of privacy destruc-
tion and epistemic chaos are effects of founda-
tional economic causes set into motion by the 
commodification of human behavior and the 
resulting imperative of massive-scale human 
data extraction and processing. The examination 
of successive developmental stages will under-
score this point. The further downstream one 
goes, the more critical it becomes to recognize 
that the solutions are upstream, where the causes 
of harm originate.

Third, as Facebook’s own engineers make 
clear, there is no hope for post factum solutions 
when the foundational mechanisms are mis-
aligned to their task. Mitigation activities aris-
ing from outside the institution will not unseat 
causal operations. The purposes of democratic 
contradiction, as the engineers understand, will 
not be achieved by regulating a system that is 
inherently incapable of adapting to regulators’ 
demands. A theme emerges that will be revis-
ited several times as the unified field analysis 
unfolds: No amount of regulation can turn this 
spider into a swan, just as one does not regulate 
the hours a child may work in a factory. Five 
hours a day for a five-year-old. Ten hours a day 
for a ten-year-old. Regulatory initiatives caught 
in this vacuum waste precious time, breeding 
frustration and cynicism. Genuine solutions 
will depend upon abolition and reinvention, not 
post-factum regulation.

Stage Two: The Concentration 
of Computational Knowledge 
Production and Consumption 
(Economies of Learning)

The Economic Operations

With stage-one foundations of massive-scale 
extraction and datafication well established, 
the accelerating thrust of institutional devel-
opment propelled fresh dangers to a new 
frontier. Stage two produces extreme concen-
trations of knowledge production and learn-
ing capabilities that build on earlier 
concentrations of human-generated data. 
These institutionalize competitive advantage 
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in ways that are self-reproducing and, in the 
absence of system-level contradiction from 
the democratic order, impregnable.

The value of the massive-scale human-gen-
erated data obtained in stage one cannot be 
realized without computational systems of 
knowledge production known as machine 
learning and artificial intelligence. These sys-
tems, in turn, cannot perform without an ever-
expanding diet of massive-scale human 
generated data. The next step in the struggle for 
dominance over the politics of knowledge 
unfolds in stage two as data are transformed 
into information and knowledge with these 
proprietary computational ‘means of produc-
tion’ along with the authority to determine 
what is produced, and who consumes it.

Information scholar Martin Hilbert observed 
in 2012 that the world’s volume of digitally 
stored information exceeded the global capacity 
to learn from that information. “The only option 
we have left to make sense of all the data,” he 
counseled, “is to fight fire with fire,” using 
“artificially intelligent computers” to “sift 
through the vast amounts of information ... 
Facebook, Amazon, and Google have promised 
to ... create value out of vast amounts of data 
through intelligent computational analysis” 
(Hilbert, 2012, sec. 2, para. 1). Hilbert’s fore-
cast would be realized, but with a twist: The 
surveillance capitalists create value, but the 
value is for them.

A comprehensive 2021 investigation of the 
global market structure of artificial intelli-
gence by Jacobides, Brusoni and Candelon 
(2021) emphasizes this extreme market asym-
metry, noting “the remarkable and growing 
concentration in AI” by a handful of Big Tech 
companies and the resulting “economies of 
learning” in which “scale begets learning 
through the accumulation of data and increases 
competitive advantage ... We find that AI is 
adopted by and benefits the small percentage 
of firms that can both digitize and access high-
quality data” (p. 418).

These extraordinary knowledge rewards 
reflect the path dependency of institutional 
development and all that was done in the name 

of data: invasion, theft, secrecy, annexation of 
rights, destruction of privacy, and epistemic 
chaos. Jacobides et al. (2021) observe that the 
cumulative advantages of data aggregation 
(stage one) create substantial barriers to entry 
for AI production and consumption (stage 
two). This dynamic is intensified in the case of 
computational knowledge aimed at behavioral 
prediction, because larger datasets increase 
predictive accuracy. Competitive advantage is 
thus linked to the giants’ massive-scale data 
that supplies “an extraordinarily rich set of 
information on their customers” (Jacobides 
et al., 2021, pp. 421, 418; see also, Agbehadji 
et al., 2020; Aiello et al., 2020; Gao et al., 
2019; Hinds & Joinson, 2019; Iqbal et al., 
2022; Ma & Sun, 2020).

Massive-scale volume and varieties of data 
also facilitate the lateral spread of predictive 
computation as surveillance capitalism reorders 
industries far from Silicon Valley. Healthcare 
offers an example. Each of the surveillance 
giants pursues grand strategies for the extrac-
tion of health data, which are coveted for their 
lucrative predictive power. The approaches 
vary, but each begins with data culled from their 
already established systems. Google announced 
its intentions to “harness the billion health-
related questions people ask it every day,” que-
ries which amount to 7% of daily searches, as 
the foundation for its efforts “to provide better 
healthcare” (M. Murphy, 2019, paras. 1–2).

Speaking to a gathering of health industry IT 
professionals, Alphabet/Google’s Eric Schmidt 
conveyed the corporation’s vision to render 
healthcare as the kind of computational predic-
tion problem that only a company like Google 
can solve (Schmidt, 2018, 7:46–7:52, 10:17–
10:59). Schmidt exhorts his audience:

The really powerful stuff right at the edge of what 
I do is prediction ... Can you imagine when we 
have the combination of sensor data plus 
continuous behavioral data, which you’re gonna 
get from your smartphone and the various 
smartwatches that are coming, plus all the 
molecular data? This data explosion is profound 
... Healthcare is becoming essentially an 
information science.
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Amazon owns the limitless health-related que-
ries, purchases, and sales of 310 million con-
sumers and 5 million sellers. Its One Medical 
acquisition provides access to the 8000 compa-
nies that offer One Medical access as a health 
benefit, enabling the integration of medical 
data with apps and ads for health products and 
services (Amazon, 2022; Kaziukėnas, 2021; 
Pifer, 2022; Quaker, 2022). Apple’s Chief 
Operating Officer Jeff Williams, who led the 
engineering work on the Apple Watch, notes, 
“We have tens of millions of watches on peo-
ple’s wrists, and we have hundreds of millions 
of phones in people’s pockets” (Fitzpatrick, 
2018). Facebook and Microsoft each follow 
distinct paths to a similar objective (Feathers 
et al., 2022; Guthrie & Benjamin, 2022; 
McGuinness, 2022).

In 2010, former NSA director Mike 
McConnell publicly acknowledged that “more 
than 90 percent of the physical infrastructure of 
the web” was owned by the private internet 
companies (McConnell, 2010). Since then, sur-
veillance capital has doubled down on building 
the vast capabilities and infrastructures required 
to transmit, store, and compute massive-scale 
data. The giants dominate research and applica-
tion in frontier machine intelligence and 
advanced microchips (Lohr, 2019; Rosenbush, 
2022). They build the largest computer net-
works, data centers, populations of servers, and 
undersea transmission cables (J. M. Lima, 
2017; C. Metz, 2017a). Infrastructure domi-
nance began in North America and Europe and 
now relentlessly proceeds to swallow the global 
south (Ahmad & Salvadori, 2020; Birhane, 
2020; Stowell & Ramos, 2019). Google, 
Amazon and Microsoft became “hyperscalers,” 
creating cloud computing platforms first to run 
their own analyses and later as an important line 
of business. The cloud platforms broaden the 
corporations’ AI ecosystems and extend control 
over AI development with customers for and 
contributors to their cloud solutions (Jacobides 
et al., 2021, pp. 415, 417, 418). In 2022, 
Facebook, already a leader in real-time data 
processing and machine learning (Chen et al., 
2016; Hazelwood et al., 2018), completed work 

on what it describes as the world’s most power-
ful artificial intelligence supercomputer 
(Bhattacharyya, 2022).

In the second decade, surveillance capitalists 
further leveraged their capital and institutional-
ized their knowledge advantage with another 
self-reproducing mechanism: acquisition. They 
acquire and hoard scarce human, technological, 
and scientific resources required for knowledge 
production (Peterson, 2020). This reproduction 
strategy ignited an arms race for the 10,000 or so 
specialists on the planet who know how to coax 
knowledge from surveillance capital’s vast data 
continents (C. Metz, 2017b). The giants pur-
chased the most promising artificial intelligence 
companies (Richter, 2020), decisively deepen-
ing and institutionalizing their knowledge domi-
nance capabilities (Bass & Brustein, 2020). The 
2022 Stanford Artificial Intelligence Index 
reports that state-of-the-art AI results depend 
upon “extra training data,” a trend that “favors 
private sector actors with access to vast data-
sets.” In 2021, private investment in AI reached 
US$93.5bn, more than double the private invest-
ment levels of 2020. Concentration increased as 
more money chased fewer companies, with 746 
newly funded AI companies in 2021 compared 
to 1051 in 2019 (Zhang et al., 2022).

The giants also exerted control over labor 
markets in critical knowledge production exper-
tise including data science and animal behavior 
research (McBride & Vance, 2019; Murgia, 
2019a), poaching the top scientific talent and 
elbowing out would-be competitors as well as 
startups, universities, governmental bodies and 
less wealthy countries. Until 2004, the year of 
the surveillance dividend, no AI scholar had yet 
traded a university post for a corporate machine-
learning lab (Jacobides et al., 2021, p. 420). 
Between 2004 and 2018, and especially after 
2010, more than 211 AI professors accepted 
full-time or part-time industry positions, lured 
by high salaries and computing resources 
(Gofman, 2021). By 2016, 57% of American 
computer science PhD graduates took jobs in 
industry, while only 11% became tenure-track 
faculty (National Academies of Sciences, 
Engineering, Medicine, 2018).
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The surveillance empires own most of the 
scientists and the science. Their data scientists 
publish most of the research papers in AI, “an 
extraordinary situation compared with any 
other field of science” (Jacobides et al., 2021, 
p. 420). With so few teaching faculty, colleges 
and universities have had to ration computer 
science enrollments, which has significantly 
disrupted the knowledge transfer between gen-
erations (Gofman & Jin, 2022). In the UK, uni-
versity administrators contemplate a “missing 
generation” of data scientists (Sample, 2017). 
A Canadian scientist laments, “The power, the 
expertise, the data are all concentrated in the 
hands of a few companies” (Murgia, 2019a, 
para. 11).

The problem extends to even more funda-
mental questions of what kind of knowledge 
is produced in the first instance. The giants 
dominate AI funding both within their ecosys-
tems and within the academy (Jacobides et al., 
2021, p. 412). The needs of their commercial 
operations, such as search or social media, 
shape the global research agenda. One promi-
nent academic researcher observes, “Where 
academia might explore how social media 
changes how people think, a corporate social 
network might ask: If people post sad things, 
do they use our product for longer?” (Waddell, 
2018, para. 12).

The successful assertion of property rights 
over illicit data in stage one advances in stage 
two with a declaration of property rights to the 
knowledge produced from those data. Property 
rights converge with epistemic rights to obscure 
the illegitimacy of this fresh declaration that 
assigns to the giants and their ecosystems the 
unprecedented knowledge that originates in 
secret extraction from the lives of unsuspecting 
and undefended populations.

Finally, once knowledge production is nar-
rowed to the progress of institutional interests, 
that knowledge itself is concealed. Observing 
this blackout, Jacobides et al. (2021) note of the 
giants, “Secrecy, rather than patenting, remains 
the preferred strategy to protect their research 
findings” (p. 420). Under these conditions, pri-
vate surveillance capital’s means of production 

and production of meaning can only be inferred 
from the products and services on offer.

This use of concealment as a reproductive 
routine also applies more generally (Pasquale, 
2017a). For example, Facebook has come under 
broad criticism for withholding access to data 
sets from social media researchers who investi-
gate algorithmic operations and their social 
effects, a problem that has intensified since 
government inquiries into Cambridge Analytica, 
including its role in the UK Brexit referendum 
and the 2016 US presidential elections 
(Benesch, 2021; Bruns, 2018, 2018, 2019; 
Ghaffary, 2021; Gibney, 2019; Puschmann, 
2019; Tromble, 2021). The company imposes 
onerous limitations on data use and terms of 
research publication (Bobrowsky, 2021; J. 
Horwitz, 2020; Murgia et al., 2021). Legal 
scholar Michael Karanicolas argues for the cod-
ification of public rights to “platform informa-
tion” modeled after freedom of information 
laws (Karanicolas, 2021). The need for such 
rights reflects the conditions of institutional 
power shaped by concentrations of epistemic 
rights, privacy, data, knowledge production, 
and knowledge consumption in combination 
with the absence of democratic contradiction.

The Governance Vector: Epistemic 
Authority

The privatization of data about people and soci-
ety in stage one founds the privatization of the 
means of knowledge production and consump-
tion in stage two. Illicit concentrations of data 
in stage one create the conditions for stage 
two’s illicit concentrations of knowledge. What 
the economist sees as oligopolistic market dom-
inance is revealed from the sociological angle 
as a knowledge oligarchy in which private gov-
ernance privileges over the division of learning 
in society are institutionalized.

Oligopolistic ownership and operational 
control over the means of knowledge produc-
tion convey the oligarchic governance preroga-
tives over knowledge that define epistemic 
authority. First, the giants govern decisions 
over what may become knowledge in the first 
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instance. As we have seen, knowledge that 
advances their commercial interests eliminates 
or narrows the pursuit of other forms of knowl-
edge, imposing excessive opportunity costs on 
global society.

Second, the giants leverage the conditions of 
ownership of scarce AI resources and the ability 
to conceal what they know in order to govern 
knowledge distribution. Their action to control 
distribution, per Searle, further declares their 
authority over that distribution. What may be 
known? Who knows? Who decides who knows? 
In taking command of the answers, the giants 
exercise the epistemic authority to command 
the division of learning in society.

Epistemic authority underpins the giants’ 
confidence in their abilities to set terms of 
engagement with the democratic order. For 
example, surveillance capitalists insist that AI 
solutions are vital to national security and eco-
nomic growth, while it is they who will most 
benefit from public funding—a paradox for 
democratic governments. In some cases, this is 
true both of corporations and of their executives 
and allies who participate as individual inves-
tors. For example, Schmidt, Google’s former 
CEO and chairman, is a leading champion of AI 
in national security debates, as well as an inves-
tor in these technologies (Tech Transparency 
Project, 2022). In 2018, the EU pledged US$24bn 
over three years to spur European innovation in 
AI (Fioretti, 2018). Without fundamental institu-
tional change in surveillance capitalism’s control 
of the global AI market structure, however, such 
outcomes remain difficult to achieve and public 
funding is most likely to strengthen surveillance 
capitalism’s dominance (Waters, 2022).

This paradox has played out with unique 
clarity in the United States, where democratic 
contradiction has been weakest. The state of 
play between the two institutional orders as they 
converge over AI is illustrated in the work of the 
US National Security Commission on Artificial 
Intelligence (NSCAI), established by the US 
Congress in 2018 and tasked to recommend an 
effective path to the militarization of AI as 
essential to the modernization of the United 
States’ 21st-century war-fighting capabilities.

The NSCAI’s Interim Report, published in 
November 2019, is particularly revealing. The 
report opens on lofty principles, pledging “AI 
systems ... consistent with, and in service of, 
core values Americans hold dear and the rights 
enshrined in our founding documents” (Schmidt 
et al., 2019, p. 14). However, the commission’s 
meetings, materials, and the Interim Report 
itself were held in secrecy. Reports were even-
tually made public, but only after a contested 
FOIA request followed by a court order.

Equally incongruous was the commission’s 
membership. Despite the stated democratic 
aspirations, the NSCAI was chaired by 
Alphabet/Google’s Eric Schmidt. The vice-
chair position went to Robert Work, a former 
Deputy Secretary of Defense under President 
Obama. Mr Work is known for his “Third Offset 
Strategy,” a doctrine that articulates an impera-
tive for 21st-century US military supremacy in 
AI as necessary to maintain historical “over-
match” with military rivals, especially China 
(Work, 2015; Korb & Evans, 2017). Of the 13 
remaining members, 11 were tech executives, 
including top leaders of the three hyperscale 
giants, Google, Amazon and Microsoft. The 
rest had careers in national security or computer 
science. There was not a single legal scholar, 
privacy expert, social scientist, political scien-
tist, or historian. There were no leaders repre-
senting civil society or labor, no civil rights, 
human rights, privacy, or civil liberties advo-
cates. There was not a single constitutional 
expert or democracy activist. There was mini-
mal racial, gender, or age diversity.

The report appears oriented toward renewal 
of another doctrine: surveillance exceptional-
ism. As the persuasive power of the old justifi-
cations shaped by the war on terror wore thin, 
Work’s Third Offset Strategy helped the com-
mission articulate a new national security case 
to compel doctrinal renewal. “Developments in 
AI cannot be separated from the emerging stra-
tegic competition with China and develop-
ments in the broader geopolitical landscape,” 
the report declares. “We are concerned that 
America’s role as the world’s leading innovator 
is threatened ... that strategic competitors and 
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non-state actors will employ AI to threaten 
Americans, our allies, and our values.”

With “national security” claimed to be at 
stake, the commission demands a reassertion of 
the Clinton-Gore style commitment of private-
sector primacy complete with guarantees of 
absolute freedom of action for the giants: no 
law, no EU-style regulation, and no interference 
in corporate prerogatives. “American compa-
nies remain world leaders in AI research and 
some areas of application,” the report says. 
“Our market-based economy and low regula-
tion has created three-quarters of the world’s 
top 100 AI startups”. It argues that while public 
funding once produced vital R&D that drove 
private sector innovation, “the reversal of the 
Cold War paradigm” has put government into 
“perpetual catch-up mode,” a junior partner in 
the quest to militarize artificial intelligence 
(Schmidt et al., 2019, pp. 45, 20).

The democratic failure at the turn of the digi-
tal century produced the conditions that now 
frame the state of play in this contest for author-
ity over the politics of knowledge. The same 
companies that once depended on the demo-
cratic order’s encouragement and protection 
now, as prefigured by Gus Hunt’s 2013 remarks, 
hold a hand full of aces as the critical suppliers 
of human-generated data and its computation. 
This helps explain the report’s audacious lan-
guage and blunt assessment of the power 
dynamics that bend a now supplicant and com-
promised democracy to the surveillance capital-
ists’ control of mission-critical resources. The 
commission warns that should a subordinate 
state attempt to rein in the giants, it will simply 
be forsaken by the talent and capital required to 
achieve its objectives:

The government depends on the commercial 
sector, while the AI industry, far from depending 
on government business, often sees government 
regulations and bureaucracies as hindrances to 
their business models and therefore an unworthy 
pursuit ... the government lacks wide expertise to 
envision the promise and implications of AI, 
translate vision into action, and develop the 
operating concepts for using AI ... gains from 

AI-enabled systems can only be realized through 
transformation of organization structures and 
business processes; the inherent rigidity of 
government in this respect poses a major obstacle. 
(Schmidt et al., 2019, p. 22)

The NSCAI had reason to feel confident in 
its strident language and bold imposition of 
terms of engagement. In February 2019, just six 
months after the NSCAI was formed and eight 
months before the Interim Report, White House 
Executive Order 13859, “The American AI 
Initiative,” signaled the Trump administration’s 
eagerness to align with Silicon Valley and 
“remove barriers to AI innovation” (The White 
House, 2019). The accompanying “Guidance 
for Regulation of Artificial Intelligence 
Applications,” sounding a lot like Clinton-
Gore, pledged “to reduce barriers to the devel-
opment and adoption of AI technologies” by 
rolling back existing regulations, overriding 
state laws and avoiding new regulations 
(Vought, 2020, p. 1).

Viewed through the lens of the giants’ 
accretion of governance powers, the aggres-
sive language of the NCSAI report also pro-
vides a glimpse of their Achilles heel. 
Institutionalization is the opposite of action, 
and the report’s threatening and muscular rhet-
oric is a form of action. As such, it reminds us 
that the economic and governance gains of the 
surveillance capitalist order depend upon 
freezing every democratic impulse toward 
contradiction. The long game of dominance 
over the politics of knowledge rests on a bet 
that fragile democracies and their civil society 
communities can be bullied and bribed into 
submission—forms of action that require con-
tinuous attention, expenditure and effort.

The Social Harm Vector: Epistemic 
Inequality

Economic and social power blur. Information 
oligopoly shades into information oligarchy as 
it produces a wholly new axis of social ine-
quality, expressed in the growing gap between 
the many and the few now defined by the 
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difference between what I can know and what 
can be known about me. Knowledge is scraped 
from human lives but accrues to the improve-
ment of the few, not the many. The dogma that 
Big Tech democratizes knowledge obscures 
this new source of injustice. Early-stage harms 
create the conditions for later-stage harms as 
the destruction of privacy in stage one gives 
way to extreme epistemic inequality in stage 
two.

Durkheim again provides an historical paral-
lel. When the young scholar wrote The Division 
of Labor in Society, the title itself was contro-
versial. The division of labor was understood as 
a means of achieving labor productivity through 
the specialization of tasks in the new manufac-
turing concerns of the late 19th century, but that 
was not what held Durkheim’s fascination. 
Instead, he trained his sights on social transfor-
mation far from the factory floor, observing that 
the division of labor as “specialization” was 
gaining influence in politics, administration, the 
judiciary, science and the arts. He grasped a 
more general phenomenon: the division of labor 
was becoming the central organizing principle 
not just of the economy but of society. 
“Whatever opinion one has about the division 
of labor,” he wrote, “everyone knows that it 
exists, and is more and more becoming one of 
the fundamental bases of the social order” 
(Durkheim, 1964, p. 41).

Economic imperatives predictably mandated 
the division of labor in production, but what 
was the purpose of the division of labor in soci-
ety? This new principle of social order, 
Durkheim reasoned, was summoned by the 
breakdown of traditional communities and the 
sources of meaning that had “mechanically” 
bound people to the rules and rituals of culture, 
place, religion, clan and kin. How would soci-
ety cohere without those ancient authorities? 
Durkheim’s answer was “the division of labor 
in society” as it united diverse members of a 
modern industrial society in a larger prospect of 
“organic solidarity.” Society’s need for coher-
ent new sources of meaning and structure was 
the cause, and the effect was an ordering princi-
ple capable of enabling and sustaining a modern 

community. The reciprocities of the division of 
labor would breed interdependence and mutual 
respect, imbuing it not only with economic 
advantage but with moral force. “The most 
remarkable effect of the division of labor,” 
Durkheim explained, “is not that it increases the 
output of functions divided, but that it renders 
them solidary ... it passes far beyond purely 
economic interests for it consists in the estab-
lishment of a social and moral order sui gen-
eris... If we specialize it is not to produce more, 
but it is to enable us to live in new conditions of 
existence that have been made for us” 
(Durkheim, 1964, pp. 60–61, 275).

The division of learning follows the same 
migratory path from the economic to the 
social domain once traveled by the division of 
labor. Now it is the division of learning that 
“passes far beyond purely economic inter-
ests.” How does an information civilization 
find a path to social solidarity? The answer is 
a just division of learning in society as the 
critical new source of social solidarity. But 
there are complications.

Durkheim recognized that the birth of a new 
social order can take a dark turn, resulting in 
what he called a “pathological division of 
labor” in which organic solidarity yields to 
social distance, injustice and conflict. The 
source of such pathology, he argued, was the 
destructive effect of social inequalities in socie-
ties marked by extreme asymmetries of power 
that make “conflict itself impossible” by “refus-
ing to admit the right of combat” (Durkheim, 
1964, pp. 353–378).

The economic interests of the surveillance 
capitalist institutional order depend upon 
extreme asymmetries of knowledge production 
and consumption. In result, the emerging divi-
sion of learning in society is already mired in 
the pathology of oligopoly. Privatization and 
concentration of the means of knowledge pro-
duction do not summon a new organic solidar-
ity. Nor do they remedy the conditions of 
inequality, exclusion, and risk that already 
plague many democratic societies, a pattern that 
more or less reflects the extent to which each 
capitulated to the Friedman consensus.
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On the contrary, the division of learning 
now subsumes the division of labor, which 
becomes an expression of the new conditions 
of epistemic inequality. This dynamic is 
already visible in two key developments. First, 
as economist Daron Acemoglu’s analysis of 
AI-driven automation and wage inequality 
concludes, AI is used to achieve “excessive” 
cuts in labor costs and task deskilling. These 
effects are not linked to the technologies per se 
but rather to corporate choices that favor sur-
veillance, control and labor substitution over 
task enrichment and worker initiative, with 
destructive consequences for social solidarity 
and democracy (Acemoglu, 2021, pp. 2–3; 
Acemoglu & Restrepo, 2021; Zuboff, 1988). 
Second, stage two knowledge asymmetries are 
reflected in the international division of learn-
ing: A new kind of AI serfdom employs impov-
erished “gig” workers across the global south 
who earn starvation wages “training” AI algo-
rithms and “moderating” content (Hao, 2022; 
Hao & Hernández, 2022; Perigo, 2022; see 
also, Birhane, 2020).

In short, the pathological division of learn-
ing obstructs the development of global socie-
ty’s capacity to shape and benefit from the 
knowledge production and consumption that 
defines information civilization. This dimin-
ishes the available intelligence to wrestle with 
existing threats while it also produces new 
threats. The individual and social sacrifices of 
stage one are not redeemed with service to the 
greater good in stage two, as Hilbert once imag-
ined. Following the trail from commerce to 
society and economics to sociology, there is lit-
tle good news.

Stage Three: Remote 
Behavioral Actuation 
(Economies of Action)

“The Tools”

Sometimes power arrives careening down the 
slopes that ring the valley, stallions thrashing at 
a gallop in a dusty whirlwind, men with bloody 
slaughter in their hearts riding hard to crush us 
at the gates. But in these days of abstraction and 

mediation, a new power moves lightly, unan-
nounced, smiling like Alice’s Cheshire cat. This 
new power is an odorless invisible poison 
whose signature is this: the very moment that 
we become aware of peril is the moment that is 
too late.

New power in stage three stands on the shoul-
ders of earlier accomplishments. In stage one, 
the massive-scale extraction of human data sup-
ported behavioral prediction, which in turn 
necessitated the volume and velocity of blind-
by-design information systems, which then facil-
itated the dissemination of corrupt information 
resulting in epistemic chaos. In stage two, those 
unprecedented flows of trillions of data points 
each day converge with unprecedented computa-
tional capabilities to produce unprecedented 
concentrations of illegitimate though not illegal 
knowledge: epistemic inequality.

In stage three, the capabilities enabled by 
these conditions come to fruition in the trans-
formation of illegitimate knowledge into ille-
gitimate power. Surveillance capitalism’s 
global architectures are now sufficiently knowl-
edgeable to shift into a higher gear from behav-
ioral monitoring, datafication, and computation 
to remote behavioral actuation. Expansive and 
intimate knowledge about people is deployed to 
exploit, intensify, and weaponize epistemic 
chaos for targeted influence operations, includ-
ing behavioral modification at scale: economies 
of action. Such capabilities rupture the organic 
integrity of individual and collective behavior, 
challenging human autonomy and asserting a 
new form of power over individual lives and 
societal dynamics. These developments are 
illustrated in a brief narrative of the Trump 
2016 digital campaign’s successful effort to 
nullify the political power of Black citizens.

In September 2020, London’s Channel 4 
News reporters revealed their investigation of 
leaked documents from the Trump 2016 presi-
dential campaign featuring a dataset of more than 
5000 files and nearly 5 terabytes. The data were 
amassed by the Trump campaign, largely through 
Facebook and the legal purchase of commercial 
datasets that could be linked back to Facebook 
profiles. The files also included Facebook data 
illicitly acquired by the political consultancy 
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Cambridge Analytica as well as data compiled by 
the Republican Party (Rabkin et al., 2020).

The campaign cache contained details on 
almost 200 million individual US voters along 
with the analyses, scoring and algorithmic mod-
els used to assess personality traits, political 
attitudes, behavioral dispositions, interests, 
concerns, finances, sexual orientations, vulner-
abilities, and more. These were marshalled to 
microtarget and manipulate voter behavior in 
16 states that the campaign considered essential 
to a Trump victory, especially the key swing 
states of Michigan, Wisconsin and Ohio. 
Campaign political advisor Steve Bannon 
remarked at the time, “I wouldn’t have come 
aboard ... if I hadn’t known they were building 
this massive Facebook and data engine” (Green 
& Issenberg, 2016, para. 20).

Brad Parscale, Trump’s digital director, had 
gambled his modest budget entirely on 
Facebook, where corporate staff members 
embedded within the campaign helped the 
Trump team dominate surveillance capitalism’s 
key operational mechanisms, referred to within 
Facebook as “the tools” (see generally, Kreiss 
& McGregor, 2018; Scola, 2017). With 
Facebook’s help, Parscale pursued an uncon-
ventional digital strategy. The campaign identi-
fied three groups least likely to support 
Trump–idealistic white liberals, young women, 
and African Americans—and labeled these as 
“audiences” for “deterrence.” “The tools” were 
deployed to persuade these citizens, especially 
Black citizens, not to vote. As one Trump offi-
cial boasted, “We have three major voter sup-
pression operations underway” (Green & 
Issenberg, 2016, para. 17).

Despite the campaign’s determination to con-
ceal its activities, the Channel 4 investigation 
amassed evidence detailing the “deterrence” 
efforts aimed at Black voters. Among the three 
selected audiences, 54% were people of color, 
including 3.5 million Black citizens. The dispro-
portionate selection of Black citizens for “deter-
rence” held within each state. For example, in 
Wisconsin Black voters accounted for 5.4% of 
the population but were 17% of the campaign’s 
“deterrence” audience (Rabkin et al., 2020).

“The tools” included nothing more than the 
standard range of algorithmic targeting mecha-
nisms used daily to shape the behavior of 
Facebook users: subliminal cues, engineered 
social comparisons, psychological microtarget-
ing, recommendations, real-time rewards and 
punishments, gamification, and more. Trump’s 
data scientists, including some from the consul-
tancy Cambridge Analytica who had worked on 
the Brexit “Leave” campaign, collaborated with 
Facebook staff to master these “tools.”

Black citizens were targeted with messaging 
tailored to detailed individual profiles. One 
prominent strategy was designed to produce 
negative views of Hillary Clinton. For example, 
a proportion of Black voters were bombarded 
with doctored videos showing Hillary Clinton 
describing Black youths as “super predators.” 
According to the Channel 4 investigation, 
nearly six million distinct versions of these and 
similar ads were injected directly into the feeds 
of target citizens. Most were delivered as “dark 
posts”—nonpublic messages whose viewership 
was tightly controlled by the campaign, right 
down to the individual voter. As Parscale 
described it, “Only the people we want to see it, 
see it” (Green & Issenberg, 2016, para. 18). All 
the messages advanced the campaign’s domi-
nant objective: convince Black citizens that the 
most effective expression of Black protest was 
simply not to vote.

Subsequent analyses suggest that unprece-
dented knowledge produced unprecedented 
power. According to Pew Research, “The Black 
voter turnout rate declined for the first time in 
20 years in a presidential election, falling to 
59.6% in 2016 after reaching a record-high 
66.6% in 2012. The 7-percentage-point decline 
from the previous presidential election is the 
largest on record for Blacks” (Krogstad & 
Lopez, 2017, sec. 1). A Washington Post analy-
sis sharpened the picture. Compared to 2012, 
the 2016 Black voter turnout rate declined by 
5.3 percentage points in swing states, where the 
Trump campaign targeting was said to be most 
focused, compared to 4.3 percentage points in 
non-battleground states (Fraga et al., 2017). 
Drilling down further, Channel 4 News 
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analyzed voter turnout in the City of Milwaukee, 
home to the majority of the state’s Black voters. 
In Precinct 116, 80% (1152) of the 1440 poten-
tial voters were Black. Nearly half of the pre-
cinct (636) was marked for “deterrence.” Of 
that targeted group, only 206 individuals cast a 
vote. Overall turnout in Precinct 116 dropped 
from 75% in 2012 to 56% in 2016.

What happened here? The episode traces the 
arc of institutional progression and the way 
that each stage summons the next. Data 
demands computation. Computational knowl-
edge fulfills its economic or political promise 
by shaping communications tailored to bite 
hard on the behavioral systems of the data sub-
ject. “Microtargeting” is the euphemism for the 
range of digital cueing mechanisms engineered 
to tune, herd and condition individual and  
collective behavior in ways that advance com-
mercial or political objectives. Illegitimate 
knowledge is thus transformed into illegitimate 
power. Radical indifference means that even in 
a democracy, microtargeting and manipulation 
to deter voting is equivalent to microtargeting 
and manipulation to sell a new jacket.

In the case of the Trump campaign, citizens 
of one of the world’s oldest democracies relin-
quished their most solemn democratic right—
the right to vote—without anyone ever holding 
a gun to their heads or showing up in the dead 
of night to drag them to the gulag or the camp. 
Instead, these citizens ceded the right to self-
govern in response to pernicious hidden mech-
anisms of remote behavioral actuation. Stage 
three’s matching and targeting capabilities 
exploited the abundance of corrupt informa-
tion established in stage one, combined with 
the detailed individual profiles established at 
stage two until enough people chose to silence 
their own voices and exclude themselves from 
political participation in a triumph of remote 
actuation.

This was not the totalitarian nightmare of 
Big Brother ready to break bodies and bend 
souls to its single truth. Nor was there a presid-
ing autocrat threatening imprisonment, terror, 
torture, and murder. The work here was accom-
plished by a specific form of epistemic power 

that I have called instrumentarian power 
(Zuboff, 2019, pp. 351–352, 379–382). It is 
covertly wrung from massive asymmetries of 
knowledge, harnessed to the diminishment of 
human agency through the friction-free con-
quest of human action, and mediated by the Big 
Other of connected, pervasive, blind-by-design 
architectures of digital instrumentation (Zuboff, 
2015, 2019, Chapter 13).

Instrumentarian power is an affordance of 
surveillance capitalism, available to own or 
rent. It works its will invisibly. No violence. No 
blood. No bodies. No combat. Indeed, the 
Trump team understood that win or lose the 
White House, Mr Trump had bought himself a 
limitless power source. “We knew how valua-
ble this would be,” Parscale said. Reflecting on 
the consequence of this new power, he crowed, 
“We own the future of the Republican Party” 
(Green & Issenberg, 2016, para. 22).

In January 2020, as the United States braced 
for another ugly election year, Bosworth laid 
Trump’s success at the feet of Facebook’s 
“tools.” Mr Trump was elected, he said, 
“because he ran the single best digital ad cam-
paign I’ve ever seen from any advertiser. 
Period.” Bosworth praised Parscale, insisting 
that Trump 2016 “remains the high water mark 
of digital ad campaigns,” and explained that 
this “unbelievable work” was the product of a 
simple discipline: “They just used the tools we 
had to show the right creative to each person” 
(B. Gilbert, 2020, paras. 5, 10). A senior cam-
paign official observed, “There’s really not that 
much of a difference between politics and reg-
ular marketing.” Parscale confirmed this con-
clusion with style: “I always wonder why 
people in politics act like this stuff is so mysti-
cal. It’s the same shit we use in commercial, 
just has fancier names” (Green & Issenberg, 
2016, paras. 11, 29).

Surveillance capitalism, then, with its unique 
affordances and incentives, tipped the scales for 
Trump. Its limitless industrialized tons of 
human data, computational capabilities, and 
knowledge production created the instrumen-
tarian power that leveraged all of it for remote 
behavioral actuation and turned the tides of 
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collective behavior to a Trump victory. 
Parscale’s dark triumph reset the political bar. 
By the next US presidential election cycle in 
2020, an MIT report concluded that “campaign 
apps” in the United States, India and other 
countries had become “part of a larger system 
of surveillance capitalism” (Gursky & Woolley, 
2020).

The Economic Operations

In the wake of Brexit, Trump’s election, and 
evidence of Russian participation in remote 
behavioral actuation, Facebook launched an 
“internal effort to understand how its platform 
shaped user behavior and how the company 
might address potential harms” (J. Horwitz & 
Seetharaman, 2020, para. 5). Internal research 
in 2017–2018 conducted by newly formed cad-
res of scientists and engineers called “Common 
Ground” and “Integrity” teams warned that the 
company’s own algorithms amplified polariz-
ing content as a means of driving the cycle of 
EEPR. These algorithmic interventions nour-
ished the growth of far-right extremism, both in 
the United States and around the world (J. 
Horwitz & Seetharaman, 2020, sec. 2, para. 3). 
For example, a 2016 internal study tracked the 
rise of extremist content and extremist groups 
in Germany, where 64% of all group joins were 
due to Facebook’s targeted recommendations. 
By early 2018, however, Zuckerberg lost inter-
est in mitigating these and other social harms. 
News Feed was in trouble.

When first introduced in 2006, News Feed 
was a crucial blow to user privacy. Despite 
angry public pushback, Mr Zuckerberg was 
intransigent. If Facebook is a nervous system, 
News Feed was to be its aorta, the largest pipe 
carrying behavioral surplus from everyone eve-
rywhere to the corporation’s computational 
heart. The feed was controlled by a secretive 
predictive algorithm derived from Facebook’s 
proprietary god view of what is estimated to be 
more than 10,000 data elements continuously 
computed to assess the “relevancy” score of 
thousands of potential content choices. It 
became the most significant driver of EEPR and 

thus the epicenter of the corporation’s financial 
success (Merrill & Oremus, 2021; Oremus, 
2021; Zuboff, 2019, pp. 458–461).

In early 2018, as the new teams were busy 
reimagining Facebook, Zuckerberg announced a 
dramatic shift in the News Feed paradigm. The 
changes were presented to the public as a happy 
face solution to corrupt polarizing information 
and a defense against foreign “interference.” 
Zuckerberg stressed a return to intimate positive 
connections that create more “value” for the 
individual, improve “well-being,” enrich com-
munities, and “bring people closer together.” The 
revamped algorithm was to favor posts from 
friends and family, especially those that “spark 
conversations” and “inspire back-and-forth dis-
cussion.” This new approach, Zuckerberg told 
members of the US Congress, demonstrated the 
company’s determination to “police the ecosys-
tem” (Hagey & Horwitz, 2021; Mosseri, 2018; 
Wall Street Journal, 2021a).

The “Facebook Files,” exfiltrated from 
company servers and brought to the public in 
the fall of 2021 by whistleblower Frances 
Haugen, tell a sharply different story, but one 
that is predicted by the theory of surveillance 
capitalism. According to the Wall Street 
Journal reporters who studied the documents, 
the varied atrocities of the 2016 US election 
produced an alarming decline in Facebook’s 
“engagement metrics” throughout 2017. These 
results triggered panic among executives, who 
diagnosed the cause as a shift to passive view-
ing of professionally produced content. The 
algorithmic redesign, labeled “Meaningful 
Social Interactions,” was engineered to reverse 
the decline in comments and other signals of 
engagement. This solution for the threat to 
EEPR “would reward posts that garnered more 
comments and emotion emojis” (Hagey & 
Horwitz, 2021).

The logic of system design to optimize for 
EEPR had been baked into the cake from the 
start, as noted in our discussion of epistemic 
chaos. Mechanisms like those that drove 
German extremism were well established. The 
difference in 2018 was that now News Feed, 
the driver of the nervous system, was harnessed 
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to this single goal. The new algorithm meas-
ured multiple dimensions of interaction, 
assigning points to detailed signals: likes, 
shares, reactions, emojis, the anger button, 
comments, RSVPs, and so on. The higher the 
score of an interaction, the more “significant” 
the engagement, the more widely the algorithm 
disseminated that interaction as bait for more 
engagement.

The News Feed algorithm was a social com-
munications system engineered to follow the 
math not the meaning of interactions, just as 
Shannon had prescribed for his machines. 
Unsurprisingly, the News Feed system reengi-
neered to maximize interaction did not favor 
content from family and friends for amplifica-
tion. Instead, the content that earned the high-
est engagement scores, as it reliably “sparked 
conversations” and provoked the most “back-
and-forth discussions,” was the worst content: 
corrupt, defactualized, grotesque, hateful, 
false, polarizing, extremist, and anger-induc-
ing. By the summer of 2018 the decline in key 
engagement metrics had slowed and, in some 
cases, reversed (Hagey & Horwitz, 2021). But 
user surveys showed that the degraded quality 
of the News Feed diminished people’s sense of 
well-being. A slide from a 2018 Facebook pres-
entation read: “Our algorithms exploit the 
human brain’s attraction to divisiveness” (J. 
Horwitz & Seetharaman, 2020), a phenomenon 
already identified in academic research 
(Vosoughi et al., 2018).

Once again, internal studies identified the 
measurable effects of engagement engineering 
on polarization (Hao, 2021b). The difference 
now was that the all-powerful News Feed was 
specifically reengineered to optimize EEPR. 
Behavioral effects spread widely and quickly as 
every individual user, publisher, organization, 
or troll farm found themselves chasing the 
proof of life that Facebook’s validating metrics 
provided. Any person, group, or entity that 
wanted to participate in the attentional slip-
stream of likes, shares, comments, audience, 
and so on, had to engage in the macabre “back 
and forth” of social outrage. As they did so, 
both they and their “lookalikes” were targeted 

with more toxic content for more EEPR, and 
on, and on ...

A global social network optimizes its central 
operations for EEPR, saturating the information 
and communication space with corrupt content 
and targeting those who can be goaded into 
making the largest contribution to its commer-
cial aims. Facebook operates like a planetary 
Skinner box, and the consequences for collec-
tive behavior spread. Poland’s political parties 
joined others across Europe, claiming that the 
arrival of the euphemistically labeled “mean-
ingful social interactions” in 2018 “changed the 
nature of politics for the worse.” The political 
parties observed that Facebook’s emphasis on 
resharing content “systematically” rewarded 
“provocative, low-quality content” and they 
found themselves adapting to Facebook by pub-
lishing “far more negative content than before” 
(R. Metz, 2021). In Spain, Facebook pages 
related to social and political debate saw a 43% 
increase in threats and insults (Constella, 2021). 
Positive headlines and policy posts simply did 
not contribute to EEPR.

As Facebook’s pages turned uglier, the teams 
proposed mechanisms to at least mitigate the 
intensification of chaos. For example, one pro-
posal outlined new moderation techniques for 
private groups and methods to limit the number 
of posts on inflammatory subjects. Another 
team developed a method to reduce the spread 
of content favored by hyperpartisan hyperactive 
users. The teams understood that, contrary to 
Friedman, implementation would interfere with 
EEPR. Some of their ideas were “antigrowth” 
and implied “a moral stance” (J. Horwitz & 
Seetharaman, 2020, sec. 3, para. 3).

There were political concerns too. As we 
have seen, surveillance exceptionalism imposes 
an enduring political burden that ricochets 
between appeasement and conflict. In 2018 
Facebook was already on the political defensive, 
accused by Republican lawmakers of systemic 
anti-conservative bias (US Senate Committee 
on Commerce, Science, & Transportation, 
2016). Because polarizing hyperpartisan misin-
formation was disproportionately produced by 
conservative and right-wing sources, beginning 
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with then President Trump, Facebook execu-
tives feared political retaliation if they curtailed 
such content (Dwoskin et al., 2020; Evanega 
et al., 2020).

Facebook’s new teams battled with politi-
cally wary executives, but in the end their pro-
posals were killed or fatally weakened (Roose 
& Isaac, 2021; Timberg, 2020). By late 2018, 
Mr Zuckerberg informed his staff that he had 
lost interest in reorienting the company toward 
“social good” and asked that they refrain from 
bringing him more proposals. The Common 
Ground team disbanded, and many senior staff 
involved in the remediation efforts left the com-
pany. Employees were told that Facebook’s pri-
orities had shifted “away from societal good to 
individual value” (J. Horwitz & Seetharaman, 
2020, sec. 4, para. 11).

As engagement and polarization grew, con-
cern over the 2020 US election season deep-
ened. In April 2019, a data scientist with the 
Civic Team advanced a method for reducing the 
spread of “deep reshares” associated with viral-
ity and known for their negativity and sensation-
alism. According to documents provided by 
Haugen, the method was proven effective in 
tests on civic and health information. Once 
again, Zuckerberg stood down, citing his con-
cern that the change would reduce “positive” 
engagement. A parade of substantive proposals, 
from eliminating the “reshare button” to restrict-
ing comments, and more, met the same fate 
“because the company determined it would hurt 
user engagement” (Wall Street Journal, 2021a; 
see also, Hagey & Horwitz, 2021). Active inter-
ventions are typically only favored post-factum, 
once extreme damage, such as the 6 January 
2021 riot on Capitol Hill, risks democratic con-
tradiction or widespread user withdrawal (for 
examples, see Merrill & Oremus, 2021).

The Governance Vector: The 
Governance of Collective and 
Individual Behavior

Instead of solutions, Mr. Zuckerberg wantonly 
pounds his algorithmic keyboard of humanity’s 
collective behavior, reinforcing or extinguishing 

the actions and attitudes of billions of people at 
will, as ordained by the economic imperatives to 
which he is pledged. He strikes this key or that 
from his celestial perch, and qualities of human 
behavior and expression rise or fall. Anger is 
rewarded or ignored. News stories are more 
trustworthy or unhinged. Corrupt information is 
showcased or sidelined. Publishers prosper or 
wither. Political discourse turns uglier or more 
moderate. People live or people die.

From the point of view of economic opera-
tions, remote behavioral actuation is a means to 
economies of action and their commercial ends 
(Zuboff, 2019, pp. 293–299; see also, Merrill 
& Oremus, 2021; Oremus, 2021). But from a 
governance perspective, it signals the assump-
tion of systemic governance powers over the 
content, pattern, and flow of individual and 
collective behavior. This compromise of 
behavioral integrity, as seen in the case of the 
Trump 2016 campaign, is a stealth attack that 
originates from outside the social, denying its 
victims the right of combat by distorting the 
social order without triggering awareness.

Facebook has explicitly engaged in detailed 
tracking of collective behavior since at least 
2009, when it went public with its Gross National 
Happiness Index continuously compiled from 
users’ posts. The New York Times reported that 
the company was also analyzing the ethnic and 
racial status of its users, how groups interact, and 
how those interactions change over time as an 
“important indicator of the state of the nation” 
(Cohen, 2009, para. 20; Siganos et al., 2014). 
Facebook’s metric for large-scale monitoring of 
“Violence and Incitement Trends” was first 
reported in 2020 (Mac & Silverman, 2020, para. 
3). There is little public information regarding 
how these and other proprietary forms of behav-
ioral knowledge are used to remotely actuate and 
suppress collective behavior.

Zuckerberg’s decisions between 2018 and 
2020 demonstrate Facebook’s reliance on 
remote behavioral actuation for continued 
growth. This shift of focus from tracking col-
lective behavior to actuating behavior is not 
new. It emerges from a long period of incuba-
tion, most clearly identified with Facebook’s 
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published contagion experiments (Bond et al., 
2012; Kramer et al., 2014) before public back-
lash alerted Zuckerberg to the need for secrecy 
(Zuboff, 2019, pp. 304–309). Both studies 
designed and tested remote actuation capabili-
ties aimed at measurably influencing collective 
behavior. In the first, targeting mechanisms 
based on engineered social comparisons and 
subliminal cues were deployed to influence 
users to vote in midterm elections. In the sec-
ond, subliminal cues were manipulated to 
induce feelings of sadness or happiness among 
users. While many academics and tech observ-
ers reacted in horror, the company researchers 
celebrated the successes of their experiments, 
noting that it was possible to manipulate online 
triggers to influence real-world behaviors and 
emotions at scale without engaging user aware-
ness. Indeed, the company publicly touted its 
ability to influence election outcomes on its 
“success stories” page, before removing those 
links in early 2018 (Biddle, 2018a, para. 1).

Contemporary studies by academic research-
ers have closely examined many of the dynam-
ics identified in this discussion and their causal 
role in rising societal polarization and dimin-
ished social resilience (Cinelli et al., 2021; R. 
Levy, 2021; Rathje et al., 2021; Santos et al., 
2021; Tokita et al., 2021; Vasconcelos et al., 
2021). While there remains a great deal to learn, 
the preponderance of findings illuminates the 
relationships between algorithmic design, the 
swell of corrupt content and social polarization. 
This pattern is so prominent that it suggests the 
hypothesis that the corporation is now engaged 
in a mega-massive-scale contagion experiment, 
this time trained on triggering social conta-
gions of polarization.

Considered from this perspective, the 
Haugen documents provide an updated view of 
contagion science after a decade of intensive, 
and intensively concealed, development. 
Experimental principles are similar to those in 
earlier work. Persons are objects of tailored 
stimuli and forms of reinforcement that operate 
outside of awareness to impel thought, feeling, 
and action. These interventions appear capable 
of evoking, selecting and reinforcing behavior 

in ways that disrupt human agency, alter behav-
ioral trajectories, and abrogate “the right to the 
future tense” (Zuboff, 2019, pp. 329–348). The 
difference now, one decade after the published 
experiments, is that “the experimenters” employ 
far more powerful computational capabilities 
along with more vast and varied accumulations 
of behavioral surplus. These enable exquisitely 
fine-tuned delivery systems with a more diverse 
and effective range of targeting weaponry.

Indeed, the power and capabilities to modify 
collective behavior at this kind of scale are 
closely associated with “information warfare” 
(Corn & Taylor, 2017; Hollis, 2018; Libicki, 
2017; Lin, 2019). For example, Creţu et al. 
(2022) demonstrate how massive-scale anony-
mous datasets on human interactions reveal 
individual identities and sensitive information 
that can be used for “matching attacks” or other 
attacks based on “behavioral profiling.”

Information warfare is widely assumed to be 
a capability of the State for the purposes of 
political, cultural, or military destabilization, 
just as behavioral modification or surveillance 
were once considered projects of the State. 
Now the affordances of the surveillance capital-
ist order reconfigure information warfare as a 
market project. Indeed, it is only on the strength 
of this construction that State or non-State 
actors can succeed as parasites on surveillance 
capitalism’s host body, using its “tools” to wage 
information war on civilian populations for 
commercial or political purpose, as illustrated 
by the Trump 2016 campaign.

Equally threatening to democratic freedoms 
is the fusion scenario, in which the informa-
tion appetites of the state produce a relentless 
source of demand that merges with the relent-
less supply of human-generated data from the 
surveillance giants. Such operations, once 
legitimated by a “war on terror,” have been 
turned on civilians in a full-on display of citi-
zen-targeted information warfare that plain-
tively illustrates how the democratic void 
leaves us naked and vulnerable. Surveillance 
advertising once again plays the Trojan horse. 
For example, RTB data have been used to pro-
file Black activists, obtain warrant-less phone 
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tracking, and surveil individuals (Ryan, 2022). 
Amazon has admitted to giving data from its 
Ring doorbells to law enforcement officials 
without warrants or the knowledge and con-
sent of owners (Díaz, 2020; Biddle, 2022; 
Selinger & Durant, 2022). Law enforcement 
agencies at every level of government acquire 
location tracking data captured by apps and 
aggregated in the private market (Burke & 
Dearen, 2022; Shenkman et al., 2021).

The fusion scenario is now vividly on display 
in a United States where state-level abortion 
bans turn law enforcement and judicial authori-
ties toward data from the giants as a means of 
transforming pregnant women into prey (Collier 
& Burke, 2022; Linebaugh, 2022; Nix & 
Dwoskin, 2022; Ohlheiser & Kiros, 2022; 
Zakrzewski et al., 2022). Most disturbing is the 
speed with which these operations are normal-
ized. American women are warned that their cell 
phones are now a “reproductive privacy risk” 
(Li, 2022). An article in the Washington Post 
begins calmly, “Everything you do online is 
already tracked,” and it advises women “to 
avoid leaving a digital trail.” This includes 
warnings and guidance more typically associ-
ated with CIA spymaster training: restrict com-
munications to secure encrypted messaging; set 
messages to disappear; deactivate biometric 
authentication and location sharing on devices; 
avoid apps, health-tracking wearables, Google, 
license plate and facial recognition software 
readers; beware of cross-site tracking and check-
in software at your doctor’s office; scramble 
your identity and location on all devices; log out 
of accounts; maximize privacy settings; use 
alternate transportation ... (Kelly et al., 2022). If 
today communities of color, activists, and now 
the vast category of pregnant women and their 
allies can become targets of information war-
fare, then tomorrow it can and will be any and 
all persons or groups. “First they came for ... ”4

Recent scholarship in information warfare 
has begun to theorize these interdependencies. 
Dawson (2021) observes that the US govern-
ment has been sounding the alarm on targeted 
influence operations on social media without 
understanding that the “digital surveillance 

economy” is the cause. “[T]his economic struc-
ture of trading free access for data collection 
about individuals’ lives poses a national secu-
rity threat.” She notes that the unique commer-
cial capabilities of this economic institution are 
“increasingly harnessed for mass population 
control ... with virtually no oversight or regula-
tion” (p. 63).

Just as systemic threats to information 
integrity are threats to the social order of an 
information civilization, systemic threats to 
behavioral integrity are threats to the very pos-
sibility of social order. In recognition of this 
phenomenon, an important paper by an interna-
tional team of scholars argues that the study of 
collective behavior “must rise to a ‘crisis disci-
pline’ ... with a focus on providing actionable 
insight to policy makers and regulators for the 
stewardship of social systems” (Bak-Coleman 
et al., 2021). Without clarity on the source of 
such threats, however, there is little prospect of 
effective contradiction. For example, Bak-
Coleman et al. repeatedly identify “technol-
ogy” as the causal force. They note that 
“information flows” once shaped by natural 
selection are now at the mercy of “emerging 
communication technologies,” thus necessitat-
ing careful study of “the impact of emerging 
technology on global behavior.” But in other 
instances, their argument implies a generalized 
economic causality, citing “engineering deci-
sions made to maximize profitability” and 
“vested interests” that have “taken advantage 
of new communication technology to spread 
misinformation” (pp. 1–2, 4).

The power to compromise the integrity of 
individual and collective behavior cannot be 
attributed to the internet, social media, commu-
nications technologies, the information econ-
omy, information capitalism, shadowy vested 
interests, or even the profit motive per se. The 
unprecedented power to exercise secret illegiti-
mate governance over human behavior at scale, 
as described here, is produced by specific path-
dependent economic operations and capabili-
ties developed in time and guided by the 
historically unprecedented logic, mechanisms, 
and imperatives of surveillance capitalism, in 
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which revenues flow from the commodification 
of human behavior.

This distinction is good news, because it 
means that despite the scale and force of sur-
veillance capitalism as an institutional order, 
nothing about it is inevitable. The governance 
achievements and social harms discussed here 
are not the product of technological or eco-
nomic necessity. While technological evolution 
is a fact of modernity, surveillance capitalism is 
but one economic logic among many other pos-
sible logics for bringing digital technologies to 
life, constructing an internet or its successors, 
building an information economy, and structur-
ing the social order and moral milieu of an 
information civilization. It is wholly within the 
capabilities of the democratic order to abolish 
surveillance capitalism and free the digital from 
its iron cage in order to reimagine, reinvent and 
reclaim our information civilization for a demo-
cratic future nourished by data, information, 
and knowledge.

The Social Harm Vector: The Artificial 
Construction of Reality

In The Social Construction of Reality, Peter 
Berger and Thomas Luckmann (1966) famously 
observe that the miracle of durable social order 
rests on “commonsense knowledge.” This 
knowledge is not the same as “shared values.” It 
operates at a tacit level. The phone rings. You 
answer with “hello,” and the caller replies, 
“hello.” It is “the knowledge I share with others 
in the normal, self-evident routines of everyday 
life” (p. 23). Daily traffic patterns, for example, 
depend upon far more than obeying laws.

“All societies are constructions in the face of 
chaos,” write Berger and Luckmann (p. 103). 
Because norms are summaries of common 
sense, norm violation is an important element 
of terrorism, stoking fear precisely because it 
repudiates the most taken-for-granted social 
certainties upon which an orderly society rests. 
Without the social construction of reality, eve-
ryday life is unbearably precarious. The death 
of the king or, in a democracy, the peaceful 
transfer of power are critical moments that 

heighten societal vulnerability, which explains 
why the prescriptions that guide these junctures 
are treated with maximum gravity. The legiti-
macy and continuity of institutions are essential 
because they buffer society from chaos by for-
malizing common sense in norms, rules and 
laws. So, for example, when Zuckerberg 
decided that the destruction of privacy should 
be the new norm, and he “just went for it,” that 
was a profound violation of the norms that 
express commonsense knowledge. It was a 
form of terrorism from which the democratic 
order failed to protect its peoples.

The social construction of reality rests on a 
common sense of what is “normal,” what is a 
deviation from the norm, and what is a 
destructive deviation. Formula One driving is 
thrilling on the track but a norm-defying form 
of terror in the neighborhood. Racetracks and 
neighborhoods can coexist because there is 
durable faith that everyone agrees on the 
appropriate behavior in each setting. This 
faith depends significantly on trustworthy, 
transparent, and respectful institutions of 
social discourse, especially when there is dis-
agreement. Even destructive deviations do not 
require censorship in an open society because, 
thanks to common sense, they “normally” rise 
and fall and fade at the fringe, where they 
belong.

Surveillance economics, as we have seen 
illustrated at Facebook, produce the opposite of 
these conditions. The company operates as a 
chaos machine where “norm violation” drives 
EEPR and corrupt information is good for busi-
ness. Zuckerberg, like other owners of social 
media, portrays his network democracy’s “pub-
lic square,” protected—in the liberal democra-
cies, at least—by a guaranteed right to freedom 
of speech. Mr Zuckerberg’s “free speech funda-
mentalism” has provoked much academic 
debate and paralyzed the public response 
(Shapiro, 2021). Considering the US case, con-
stitutional scholar Laurence Tribe tirelessly 
explains that First Amendment rights do not 
apply to Facebook’s discourse, because its 
social media spaces are not public spaces and 
do not operate under public law. They exist 
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under the jurisdiction of private capital, not 
governmental authority. Tribe writes, “The First 
Amendment, like the entire Bill of Rights, 
addresses only government action, not the 
action of private property owners. That’s not a 
bug but a feature” (Tribe, 2021, para. 5; see 
also, Citron & Franks, 2020; Fidler, 2021; 
Horder, 2021; Gingerich, 2021; Shattuck & 
Risse, 2021; Wu, 2017).

This jurisprudential analysis of freedom of 
expression is complemented by an implicit 
sociological vision that situates these rights in 
specific conditions of existence. US Supreme 
Court Justice Oliver Wendell Holmes drew 
upon this vision in his 1919 dissenting opinion 
in Abrams et al. v. United States (1919). “The 
ultimate good desired is better reached by free 
trade in ideas,” Holmes wrote. “The best test of 
truth is the power of the thought to get itself 
accepted in the competition of the market ... 
That at any rate is the theory of our Constitution” 
(para. 58). Holmes’s characterization speaks to 
the societal warp that complements the juridi-
cal woof of speech rights. It assumes that the 
social function of free speech protections is the 
renewal of society. Under conditions of free-
dom and rule of law, ideas that renew society—
even those that arise at the margin—will 
ultimately find wide acceptance through fair 
and free debate. This sociological vision of a 
public square ordered by the natural selection 
of good ideas through open discourse and com-
mon sense is idealized, but it expresses the 
societal aspirations and purpose attached to 
speech rights.

On the path toward accidental dystopia, the 
public square and its “social construction of 
reality” are vanishing, replaced by a private 
zone of digital information and communication 
ruled by the imperatives of surveillance capital. 
Algorithmic engineering supplants the social 
construction of reality with an artificial con-
struction. The corrupt information that increas-
ingly dominates this private space does not 
migrate to the center of social discourse in a free 
and fair competition of ideas. Rather, it is placed 
and held at the center by a process of unnatural 

selection dictated by surveillance capitalism’s 
political-economic objectives (see also, Balkin, 
2017; Riemer & Peter, 2021; Ward, 2022).

This unnatural selection, optimized for 
EEPR, violates the integrity of collective 
behavior, reshaping thought, speech, and action. 
Corrupt content is selected for first-class privi-
leges of targeted dissemination and amplifica-
tion. In the absence of contradictory institutional 
forces that impose and defend measures of 
information integrity already discussed, such as 
“truth,” “fact,” “reality,” and “meaning,” blind-
by-design systems artificially marginalize  
commonsense speech as a means to others’ 
commercial or political ends. These dynamics 
produce the opposite of the societal qualities 
that juridical speech rights are intended to fos-
ter. Because these operations are hidden, the 
whole process proceeds theatrically, as if its 
consequences are organic social constructions 
rather than privately owned and operated artifi-
cial productions authored by economic impera-
tives and political accommodations.

Facebook executive Andrew Bosworth once 
again does his job by denying this bait and 
switch of an artificially constructed reality for 
a social construction. In the blizzard of criti-
cism accompanying the Haugen revelations, 
Bosworth became the spokesperson for a des-
perate new line of rhetoric. Now, “individual 
humans” were to blame for spreading misinfor-
mation on Facebook, and he questioned the 
company’s right even to identify misinforma-
tion. “I’m very uncomfortable with the idea 
that we possess enough fundamental rightness 
... to exercise that kind of power on a citizen, 
another human, and on what they want to say 
and who they want to listen to” (Feuer, 2021, 
para. 14; C. Lima, 2021).

Bosworth reminds us that concealment and 
Orwellian communications remain essential to 
institutional survival and development. These 
mechanisms intensify in an increasingly des-
perate bid to buy time, as the veil is drawn on 
Facebook’s displacement of organic social pro-
cesses in favor of its own self-interested designs 
for humanity.
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Stage Four: Systemic 
Dominance (Economies of 
Domination)

The Economic Operations

Stage four is marked by an increasingly visible 
competition with democracy over the govern-
ance of governance. The successes of econo-
mies of scale, learning and action in combination 
with the continued absence of effective demo-
cratic contradiction produced historic concen-
trations of data, knowledge, authority, power, 
capital, and infrastructure control. These come 
to fruition in the giants’ increasing confidence in 
their ability to leverage absolute control of criti-
cal digital infrastructure to bend democratic 
governments to their will: systemic dominance.

In earlier stages, the surveillance capitalist 
institutional order challenged rights and capa-
bilities that are mission-critical to a democratic 
society, including privacy, information integ-
rity, knowledge production, social solidarity, 
common sense, and the integrity of individual 
and collective behavior.

Stage four exploits the conditions produced 
by these early and ongoing governance carve-
outs and societal attacks. A new offensive 
emerges aimed at democratic institutions. The 
giants’ control over critical digital infrastruc-
ture is leveraged as a means of weakening and 
then usurping the governance prerogatives of 
the democratic state. Examples of this emerging 
competition for systemic dominance appear 
with increasing frequency.5 In this discussion I 
examine one such case played out between an 
alliance of Apple and Google versus the democ-
racies of the European Union, as global plague 
spread fear across the continent.

Revenge of the Void. It was on April 10, 2020, as 
the world faced the most dangerous public 
health emergency in a century, that Apple and 
Google abruptly introduced a COVID-19 expo-
sure-notification protocol for iPhones and 
Androids that was incompatible with exposure-
notification and contract tracing applications 
already in development by EU teams (Holmes 
& Langley, 2020; Wuerthele, 2020). A coalition 

of 130 data scientists from eight European 
countries, including teams of German, French, 
Italian and Spanish technologists, had been 
working on an approach they called “Pan Euro-
pean Privacy Protecting Proximity Tracing” 
(PEPP-PT). Their aim was a smartphone-based 
set of “standards, mechanisms, and services” 
that could (1) inform individuals of COVID-19 
exposures and test results; (2) operate seam-
lessly across the EU and other borders; (3) sup-
port public health authorities’ research, policy 
development and oversight; and (4) accomplish 
these objectives while complying with the stip-
ulations of the GDPR and related EU privacy 
laws (PEPP-PT, 2020).

Ultimately, the revenge of the void would 
sink its claws deep into the data scientists and 
privacy experts on the PEPP-PT teams, as well 
as many watching from the sidelines. It was a 
professional group all too familiar with the 
threat of illegitimate surveillance. Despite its 
leadership in privacy law and data protec-
tion—or more likely because of it—the EU 
became a key theater of engagement in a 
mounting battle between trust and fear, organic 
solidarity and libertarian values. This discus-
sion examines key highlights of these events 
as they illustrate the contest for systemic dom-
inance at the frontier of surveillance capital-
ism’s developmental progression (see Note on 
Method).

Some context is useful. Public health profes-
sionals routinely employed the language of 
“surveillance” long before the term was bur-
dened with the dystopian themes of the digital 
century. Public health “surveillance systems” 
effectively eradicated smallpox in the 1970s, 
tuberculosis in the 1990s and SARS in 2003. 
These victories typically depended upon indi-
vidual case data in some combination with epi-
demiological statistical tracking, as dictated by 
disease dynamics (Bay, 2020; Hellewell et al., 
2020; Sontani et al., 2020). Public health schol-
ars were already grappling with the implica-
tions of disease surveillance in the digital 
century when COVID-19 overwhelmed health 
authorities across the globe (Ramjee et al., 
2021; Sekalala et al., 2020; Stoto, 2008).



Zuboff 45

On the eve of pandemic Europeans enjoyed 
high degrees of trust in their public health 
authorities (Wellcome, 2019). Eighty-three per-
cent of Germans indicated substantial trust in 
their government’s medical and health advice. 
In the UK it was 81%, 77% in Spain, 70% in 
France, 63% in Italy, compared to only 59% in 
the United States (Archer & Levey, 2020).

The COVID-19 pandemic evoked what was 
for many a new appreciation of social solidarity 
and the positive role of government, but it also 
produced exceptional conditions of vulnerabil-
ity and digital dependency that some govern-
ments and corporations exploited to extract 
more data, consolidate more powers or both 
(Lyon, 2022; Rahman-Shepherd et al., 2021). In 
the EU, the Hungarian government used the 
pandemic to justify an indefinite “state of emer-
gency,” authorizing the government to rule by 
decree and weaken parliamentary oversight 
(Zoltán, 2020). The Polish government pounced 
on the health crisis as an excuse to schedule 
elections during the first pandemic wave, in 
defiance of existing laws, the Polish constitu-
tion and a Senate resolution (Radjenovic et al., 
2020). The UK’s National Health Service 
(NHS) announced a data-sharing agreement 
with Google, Microsoft, and the secretive data 
mining analytics firms Palantir and Faculty. 
Described as “the largest handover of NHS 
patient data to private corporations in history,” 
the NHS claimed the companies would provide 
a “single source of truth” with which to track 
the pandemic (Fitzgerald & Crider, 2020).

Similar moves in the United States were miti-
gated only by the Trump administration’s 
incompetence and general disinclination to gov-
ern. The White House unleashed a tech sector 
bonanza as it turned to the giants for solutions, 
supposedly “to leverage the tech industry’s 
powerful tools,” but certainly to lend a patina of 
competence to chaotic White House operations 
(Grind et al., 2020; Romm, 2020, para. 2). The 
Trump administration hired Palantir to build a 
comprehensive system for virus tracking (Banco 
& Ackerman, 2020). Other proposals ran the 
gamut from the terrifying to the slapstick. 
Trump’s son-in-law, Jared Kushner, announced 

the tech companies’ collaboration on a “National 
Coronavirus Surveillance System” (Cancryn, 
2020). The White House consulted with the 
companies on comprehensive location tracking 
(Romm et al., 2020). Trump boasted the imme-
diate implementation of a nationwide system for 
screening and testing to be implemented by an 
obscure Alphabet subsidiary, Verily, an organi-
zation that had neither knowledge of the project 
nor experience in building and managing such 
systems (MacMillan et al., 2020).

It was against this background of a global 
dystopian surge that Apple and Google encoun-
tered an extraordinary opportunity to display 
and enhance systemic dominance. Their suc-
cess depended largely upon the revenge of the 
void. The democracies’ two-decade failure to 
claim digital spaces for democratic values and 
the rule of public law had abandoned citizens to 
the incursions of private and public mass sur-
veillance, igniting its own pandemic of suspi-
cion and mistrust. In the absence of epistemic 
rights, comprehensive new legal frameworks, 
and the public institutions and enforcement 
powers purpose-built to protect them, many 
feared that COVID-19 would quickly morph 
into COVID-1984. Without explicit legal pro-
tections, such as strict purpose limitation, sun-
set laws, transparent verification procedures, 
and more, it was easy to imagine that COVID 
surveillance undertaken in the name of public 
health would never be unwound (Amnesty 
International, 2020; Timberg & Harwell, 2020). 
These fears stirred disagreement among the 
PEPP-PT teams (Abboud et al., 2020; M. 
Johnson et al., 2020).

Led by French and German scientists, the 
PEPP-PT consortium published its mission 
statement on April 1, 2020. Citing the emerging 
evidence from COVID surveillance in illiberal 
societies, it stated a commitment to “strong 
European privacy and data protection laws and 
principles,” while maximizing the effectiveness 
of a “national pandemic response.” Data would 
be shared with health authorities to facilitate 
COVID monitoring, analysis and policymaking 
in a way that “enforces GDPR and ensures scal-
ability” (PEPP-PT, 2020, paras. 4, 7).
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A dissenting faction had emerged in March 
that year, led in part by Professor Carmela 
Troncoso, head of the Security & Privacy 
Engineering Laboratory at Switzerland’s École 
Polytechnique Fédérale de Lausanne (EPFL) 
(VIScon, 2020, 47:50–49:00). A security and 
privacy specialist and recent recipient of a 
Google Research Award, Professor Troncoso 
was alarmed at the prospect of COVID-19 
exposure data held in government servers and, 
she argued, vulnerable to “data grab,” dean-
onymization, and other symptoms of “function 
creep.” The group’s proposed solution was a 
“decentralized” model in which data and com-
putation would be strictly confined to one’s 
smartphone, eliminating the “risks of privacy 
abuse.” Troncoso swiftly recruited colleagues 
from EPFL and EHZ6 to pursue this model. 
Experts from across Europe soon joined this 
team. Initially, the dissenters remained within 
the larger PEPP-PT undertaking. But as “things 
soured pretty quickly,” they withdrew to focus 
exclusively on their own approach, while 
attempting to shut down the PEPP-PT effort 
(Abboud et al., 2020, para. 15).

On April 3, the dissenters, by then 25 strong, 
published their protocol for what they called 
“Decentralized Privacy-Preserving Proximity 
Tracing (DP-3T)” (Troncoso et al., 2020a). 
Their technical strategy was distinguished from 
what they described as PEPP-PT’s “centralized 
approaches with very different privacy proper-
ties” (Troncoso et al., 2020b, sec. 6). The lan-
guage choice of “decentralized” versus 
“centralized” was a public relations coup that 
produced an immediate media explosion in a 
Europe already on edge. While neither term had 
appeared in the PEPP-PT mission statement, 
the image of “decentralization” immediately 
conjured associations with pro-social demo-
cratic ideals and fundamental rights, while the 
word “centralized” triggered fears of Big 
Brother and Chinese-style surveillance. 
“Methods are introduced to strictly control data 
flows in order to avoid accumulating any con-
tact data on a centralized server,” the DP-3T 
team wrote (Troncoso et al., 2020c, p. 2).

According to one public official I inter-
viewed, this rhetorical structure was “a market-
ing triumph” that took EU leaders by surprise:

At the time, we didn’t know where the label 
“centralized” came from, but that language took 
over very quickly. Who likes “centralized”?  
Suddenly, everyone was scared that authorities 
would surveil them. No one seemed able to 
imagine or believe that a so-called “central” server 
can be used constructively and safely by the health 
authorities in the member states according to our 
laws and fundamental rights, without following 
you or keeping your data. (PO IV)

Indeed, a lack of trust in government was 
at the heart of the dissenters’ rationale for 
“decentralization.” In the opening lines of the 
April 3 DP-3T publication, decentralized sys-
tem design was justified as the necessary 
response to a pandemic that races “across 
borders and jurisdictions with different levels 
of fundamental rights guarantees or in times 
where many governments are functioning 
under rules of exception” (Troncoso et al., 
2020c, p. 1). But other arguments in the 
DP-3T materials suggest a broad loss of faith 
in the rule of law and a generalized distrust of 
all governments, including democratic gov-
ernments. Indeed, proponents of the “central-
ized” model were criticized for trusting the 
rule of law. “They purely rely on legal norms 
... This model advocates disproportionate col-
lection of personal data, and assumes legal 
protections will be sufficient to protect popu-
lations which often is not the case” (Troncoso 
et al., 2020c, p. 1).

One DP-3T team member, EHZ computer 
scientist Professor Kenneth Paterson, described 
to an audience the project’s “bunch ... of tight-
knit academics” united in a mission “to build a 
system that didn’t have any unintended side 
effects.” He explained that only “a decentralized 
architecture ... where all of the work is done on 
the phone under the control of the user and not at 
some central server under the control of a gov-
ernment” can protect individuals from mass sur-
veillance. “Do you trust your government?” 
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Professor Paterson asked his audience. “I don’t 
... I actually don’t trust my government ... to 
competently handle that kind of data ... you 
shouldn’t trust your government; you should 
trust decentralized designs ... This is about 
building trust for the public in the system so they 
can be encouraged to use it” (VIScon, 2020, 
14:43–14:48, 39:00–40:02, 40:14–40:49).

Professor Paterson’s views may sound 
extreme to some readers, but they place him in 
the mainstream of the libertarian ideology that 
passed through Hayek, Friedman and others to 
become the taproot of Silicon Valley’s world-
view. Data Scientist II explained:

Libertarianism is the ideology of Silicon Valley. 
This community fosters a general mistrust of 
government and all institutions. There is a norm 
that centralization is always bad. Group identity in 
Silicon Valley is that government is out there trying 
to impose things on them. Government is a relic 
that can’t understand or keep up. There is a myopia, 
a focus on the technical side of things rather than 
seeing these larger dangers of institutional politics 
and power. This made sense when they were little 
hacker startups, but now they are the most powerful 
corporations in the world, but somehow folks still 
think this way. (DS II)

Under these perceived conditions of pervasive 
assault and defense, Paterson regarded manual 
contact tracing as “highly privacy invasive.” 
Epidemiological research was considered “data 
overreach.” “We were not then in a position to 
collect additional data that could be useful for ... 
the health systems” (VIScon, 2020, 6:44–6:56, 
15:11–16:03).

There were technical hurdles. Without the 
cooperation of the two technology giants that 
control the critical digital infrastructure of 
Europe’s—and most of the world’s—smart-
phone operating systems, it would be impossi-
ble to implement either DP-3T or PEPP-PT 
effectively and at scale. Both required Bluetooth 
low-energy beaconing in lieu of GPS-based 
location tracking. Without technical adjust-
ments, COVID-19 applications were not able to 
maintain Bluetooth “in the background,” 
quickly draining the cell phone battery.

A presentation by Professor Troncoso 
reviewed this early stage of the project in a 
series of PowerPoint slides, some of which fea-
ture a vividly portrayed Eye of Sauron bearing 
down on the words “security and privacy.” 
When it comes to the question, “Who decides?” 
the answer is stated unequivocally: “The sys-
tem design. Platform decides Exposure 
Notification.” Another page reads: “Reality. 
Use Existing Infrastructure ... Apple must be 
involved ... Google and Apple must be involved 
... Google and Apple implement the protocol 
and the API” (Troncoso, 2021, pp. 6, 14, 13).

The risks associated with trust were not 
eliminated but reassigned. Paterson stressed 
that without centralized authority and informa-
tion, one must trust anonymous users and their 
“sense of morality to do the right thing” 
(VIScon, 2020, 35:06–36:06). Given the pro-
ject’s absolute dependency on cell phone oper-
ating systems, Apple and Google joined 
“anonymous users” as necessary objects of 
social trust. In their April 3 announcement the 
team wrote, “Since Apple and Google provide 
the operating system running on mobile devices, 
one has to trust them, since they could poten-
tially learn information related to the proximity 
tracing system (who is infected, who infected 
whom, social graphs, etc.)” (Troncoso et al., 
2020d, p. 4; emphasis mine). Recognizing that 
the giants offer no possibility of “exit” or 
“voice,” the dissenters settled on “loyalty” as if 
it was a choice.

Early on, when the DP-3T first picked up 
speed in March, senior EPFL administrator 
Edouard Bugnion made contact with the office 
of Apple COO Jeff Williams. That led to a 
series of meetings between members of the 
DP-3T team and Apple personnel in which they 
discussed decentralized design and its technical 
implications (Barraud, 2020; Owen, 2020; 
VIScon, 2020, 26:03). Recall CEO Tim Cook’s 
2019 statement, “We are taking what has been 
with the institution and empowering the indi-
vidual” (Feiner, 2019, para. 72). Williams is the 
executive who oversees the translation of this 
great “taking” into concrete accomplishments, 
such as the Apple Watch. The DP-3T project 
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might have impressed him as the apotheosis of 
Apple’s grand strategy. The “decentralization” 
project had already grabbed the main stage of 
Europe’s COVID-19 debates, largely because 
of its rebellious narrative featuring the scien-
tists and their trustworthy system as digital-age 
Robin Hoods dedicated to taking from untrust-
worthy public institutions and empowering 
individuals. In this narrative, the new Sheriffs 
of Nottingham were democratic officials, pub-
lic health authorities and their dastardly servers. 
Data Scientist I deepened the picture:

As we undertook the exposure notification 
project, the working theory was to bypass 
epidemiology. They wanted to give information 
directly to individuals and empower people to act 
on their own behalf. You bypass the public health 
system in favor of individuals. (DS I)

Showdown. On April 5, 2020, Apple agreed to 
invest in the DP-3T solution, and in a public 
announcement on April 10 it joined forces with 
the other major owner of mobile communica-
tions critical digital infrastructure, Google 
(Apple Newsroom, 2020; Wuerthele, 2020). In 
a bizarre twist, this move cast both corpora-
tions as privacy champions defending Europe 
from the most comprehensive privacy protec-
tions on Earth. Bugnion and Paterson each cel-
ebrated their impact on the giants and, through 
them, the world (Owen, 2020; VIScon, 2020, 
25:00–26:41).

The German, French, and other teams still 
laboring to deliver the PETT-PT application 
cycled from shock to anxiety over whether their 
systems would even work with Apple and 
Google’s “decentralized” adaptations. Apple 
was intransigent, refusing all negotiations with 
the EU teams. (Abboud et al., 2020; Lomas, 
2020a).

The European Commission published a 
“toolbox” of “essential requirements” for digi-
tal tracing applications on April 16, still hope-
ful that “digital technology ... could contribute 
to ... containing and reversing” the contagion. 
The tools were intended to support either “cen-
tralized” or “decentralized” designs (European 

Commission, 2020; Lomas, 2020b). In the 
same spirit of defusing the conflict, the 
European Data Protection Supervisor con-
cluded that “data protection rules currently in 
force in Europe are flexible enough to allow for 
various measures taken in the fight against pan-
demics” (Wiewiórowski, 2020, para. 2). But 
the conflict was not to be so easily resolved. 
One day later, on April 17, the European 
Parliament called for coordinated action to 
combat the pandemic. The members channeled 
Clinton and Gore’s leadership in democratic 
self-evisceration when they endorsed the 
“decentralised” approach and insisted, “The 
generated data are not to be stored in central-
ised databases.” The Parliament stated its 
“demands that all storage of data be decentral-
ised” (European Parliament, 2020, art. 52).

Ministers from Italy, Spain, Germany, and 
France decided to team up to convince Apple to 
adapt its operating system to the member states’ 
needs. “Surely they did not have the temerity to 
reject the requirements of four sovereign 
European countries,” Public Official II told me. 
But in the end, the official recounted, “Apple 
categorically refused our requirements, insist-
ing that only their so-called ‘decentralized’ 
structure offered a privacy solution. It was 
impossible to argue with Apple.”

On April 19, 2020, 300 data scientists, pri-
marily from Europe, the United States and the 
UK, published a joint statement demanding 
that any COVID-related system design solu-
tions “which allow reconstructing invasive 
information about the populations should be 
rejected without further discussion” (303 
Scientists and Researchers, 2020, p. 1; empha-
sis mine). This was followed by an open letter 
to the German government from six civil liber-
ties organizations that criticized the PPET-PT 
approach. Germany’s Chancellor Angela 
Merkel, unsettled by the criticisms of privacy 
experts and driven by pragmatic concerns over 
network effects, cross-border interoperability, 
and a speedy rollout, abruptly abandoned the 
four-country effort to win Apple’s support. 
Switzerland and Austria had already commit-
ted to Apple and Google. Once Germany 
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capitulated, Ireland, Italy, Spain, and the other 
EU member states quickly followed.

Only the French moved forward with their 
own application, forced to sacrifice interopera-
bility and full alignment with smartphone oper-
ating systems and never achieving the uptake 
they had hoped for (Abboud & Miller, 2020; De 
Vynck et al., 2020; Hern, 2020b; M. Johnson 
et al., 2020). France’s Minister for Digital 
Affairs, Cédric O, told Politico, “I don’t want to 
be constrained by the internal policy choices of 
any company on a matter of public health” 
(Scott et al., 2020, para. 6). Later, he reflected, 
“The problem with a centralized protocol is that 
you have to be confident and to trust your state 
... We’re in a democratic state, we have checks 
and balances” (Corbet & Chan, 2020, para. 11). 
The Norwegians chose a similar path, only to 
dismantle their system in June, dogged by tech-
nical problems and criticism of data overreach 
and lack of legal safeguards (Singer, 2020). The 
UK continued to negotiate with Apple to no 
avail (Hern, 2020a) and by late April NHS offi-
cials announced they would move forward 
without the Apple-Google protocol (Kelion, 
2020). By mid-June, technology glitches and 
criticism from privacy advocates forced the 
NHS to revert to the Apple-Google system 
(Warrell et al., 2020).

On the evening of April 22, European 
Commissioner for the Internal Market, Thierry 
Breton, held talks with Apple’s Tim Cook. With 
the Commissioner seated at his desk and Mr 
Cook’s face looming larger than life on a mas-
sive video monitor, Breton urged Cook “to 
work constructively with the national authori-
ties so that the tracking apps developed in 
Europe run on the iPhone” (Purcher, 2020, para. 
2). Even this high-level intercession yielded no 
accommodation from Apple.

Many researchers rejected the privacy advo-
cates’ unusually unscientific demand to proceed 
“without further discussion.” Instead, they 
undertook the system testing and analysis that 
typically would have preceded a rollout of such 
significance. Not surprisingly, the new studies 
revealed a complex case, debunking many of 
the dissenters’ claims (Bradford et al., 2020; 

Dehaye & Reardon, 2020; Gvili, 2020; Reardon 
et al., 2020; Vaudenay, 2020).

In a study of SwissCovid, the first Apple-
Google Exposure Notification Protocol (ENP) 
in Europe, two EPFL scientists, Serge Vaudenay 
and Martin Vuagnoux, observed that Apple and 
Google had been exempted from Swiss trans-
parency requirements, and Swiss law was left 
“powerless to protect people from using a non-
transparent contact tracing system.” The result 
was the giants’ absolute control without 
accountability. In addition to identifying many 
privacy weaknesses in the Apple-Google proto-
col, they noted the political obfuscation in the 
language of centralization and decentralization. 
“Arguments against centralized systems have 
been overly exaggerated, and the ones in favor 
of decentralized systems have been oversold to 
a level that we found unethical ... In the former 
case, trust is based on a democratic system. In 
the latter case, trust is based on a commercial 
system.” Without the benefits of epidemiologi-
cal data for Swiss health authorities, Vaudenay 
and Vuagnoux (2022) questioned “whether 
SwissCovid is useful at all.” They asked if it 
should be “shut down,” and concluded, 
“Citizens have no longer anything to say about 
it except taking it as a whole or refusing it. This 
is a major loss of government’s digital sover-
eignty” (sec. 2, para. 4; sec. 3, para. 5–6; see 
also, Creţu et al., 2022; Ng, 2021; Singer, 2020).

Apple-Google Contribute to US Failures. The 
Apple-Google US rollout was even more cha-
otic. Unlike Europe, the United States entered 
the pandemic era with record-low trust in 
government institutions. The Trump adminis-
tration intensified these conditions, boasting 
of plans for high-tech COVID surveillance 
while actively demeaning US public health 
professionals, health institutions, and state 
officials. COVID-related disinformation, 
much of it originating with then President 
Trump, further battered institutional trust 
(Evanega et al., 2020). In many communities, 
these conditions undermined contact tracing 
and responsible epidemiological information 
gathering (Raskin, 2020).
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The Apple-Google juggernaut exacerbated 
these problems. As in Europe, US public health 
authorities found themselves pleading unsuc-
cessfully with Apple for a more flexible design. 
By June 2020, only three states had committed 
to using the Apple-Google technology. The rest 
either remained uncertain or decided to pursue 
manual contact tracing and follow-up (Barry, 
2020; Holmes & Langley, 2020; Yan, 2020). By 
July, a global analysis would ask, “What ever 
happened to digital contract tracing?” (Kissick 
et al., 2020).

One year later, a study by the US General 
Accounting Office (GAO) found that only 26 of 
56 US states and territories had deployed the 
Apple-Google app, with download levels rang-
ing from 200,000 to 2 million. Worse still, only 
a small fraction of the people who downloaded 
the app actually used it. Of six states where the 
GAO collected systematic data, the number of 
times that app users received exposure notifica-
tions ranged from a high of 31,000 and 42,000 
respectively in two states, to a low of 900 to 
3800 in the other four. The report concluded: 
“We found limited evidence that exposure noti-
fication apps are effective at enhancing the 
speed or reach of manual contact tracing or at 
reducing the spread of disease” (US 
Accountability Office, 2021, p. 33; see also, De 
Vynck & Zakrzewski, 2021). The ENP’s 
“decentralization” secured the app as a black 
box. State health officials could not measure its 
effectiveness because there were no data to do 
so, and they could not improve its effectiveness 
because they had no measurements (US 
Accountability Office, 2021, pp. 34–35).

Here too the revenge of the void played a 
key role. On one side, US lawmakers had left 
citizens almost entirely unprotected from gov-
ernment and corporations. On the other, 
Americans harbored a growing sense of outrage 
toward the tech giants’ relentless extraction and 
targeting. A stream of US survey data shows a 
complete rupture of faith in the tech companies 
among decisive majorities (Accountable Tech 
& GQR, 2021; Future of Tech Commission, 
2021; Knight Foundation, 2020).

The GAO cites this “lack of trust” as the 
major obstacle to Americans’ adoption of the 
Apple-Google ENP and the apps built upon it: 
“Mistrust of governmental health authorities 
and technology companies can lead people to 
forgo using apps ... The public may lack confi-
dence that its privacy is being protected, in part, 
due to ... a lack of federal legal protections” (US 
Accountability Office, 2021, pp. 28, 31).

Apple-Google did not create but rather 
expertly exploited the rapidly escalating sense 
of vulnerability and disorientation engulfing 
whole populations. These conditions enabled 
them to intervene in the relationship between 
individuals, their societies, and governments.

The Governance Vector: The 
Governance of Governance

As pandemic death tolls mounted, the compa-
nies’ steadfast intransigence suggests that sav-
ing lives was never their primary goal. Indeed, 
if their aim was to fight the pandemic effec-
tively, then their efforts were a categorical fail-
ure. The victory Apple-Google scored is better 
understood in terms of the developmental urge 
toward systemic dominance, which now aims 
the great “taking” of the Robin Hood illusion at 
the democratic order itself. The governance 
threat draws on the giants’ absolute control 
over the information and communication 
spaces gifted to them by the very democracies 
to which they laid siege. In this case, their ava-
tars on the invisible battlefield are mobile oper-
ating systems. Disruption targets are the 
working elements of democratic institutions, 
including elected and appointed officials, their 
authority and power, roles, responsibilities, 
purpose, and public mandate. The spoils of war 
are measured in opportunities to alienate indi-
viduals from society, its political institutions 
and leaders, turning them instead toward the 
system and the propaganda that conceals its 
facts of private control and genuinely central-
ized unaccountable power.

The data scientists I interviewed each 
emphasized the corporations’ governance 
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ambitions and the economies of domination 
upon which they depend. “This was always a 
governance play,” Data Scientist I told me. 
“Everyone knew it, and everyone was on board 
with that. If they weren’t, it would have been 
hard to speak up.”

Data Scientist II explained critical digital 
infrastructure control as key to economies of 
domination. “The companies configure the 
operating system (OS) any way they want. They 
can make this protocol privacy-preserving, just 
as they can update the OS to make data available 
to them. This is the larger truth: They can do this 
for any data on your phone, email, messages, 
photos ... The owner of the OS is the Emperor, 
because there is no regulation that makes it ille-
gal. You see this in the nonnegotiable require-
ments they set for public health apps in every 
country.”

Half a world away, the European public 
officials with whom I spoke felt the effects of 
the “governance play” and its economies of 
domination, just as intended. Public Official III 
spontaneously described the situation as “sad 
... and grotesque,” adding, “This means that 
even in the face of so much death and disease 
these companies currently have the power to 
constrain the choices of democratically elected 
sovereign states. They are the gatekeepers of 
society.”

Public Official II echoed this analysis:

Apple can refuse to negotiate with officials of 
democratic governments because they are the 
sole gatekeeper of the iOS ... While we struggle 
with the notion of how to structure the platforms, 
the platforms are structuring our democracies. 
Under these conditions, what is the relevance of 
public power? If we are not strong enough to 
apply our own laws in the real world to the 
internet, then what is the use of the state?

From the point of view of institutional 
development, the governance of governance is 
the next necessary achievement required to 
protect, nourish, reproduce, and extend already 
conquered terrain. The possibilities of demo-
cratic contradiction are difficult to predict. 

More predictable is that in the absence of such 
contradiction, the surveillance capitalist order 
is likely to develop more extensive govern-
ance powers that further dissolve the distinc-
tions between economic, political and social 
power in much the same way that it eliminates 
boundaries between sectors now reborn as 
information science. The words of John Donne 
should echo in the thoughts of every citizen 
and lawmaker, elected and appointed official, 
secretary, minister, president, prime minister 
and civil servant:

Therefore, send not to know
For whom the bell tolls,
It tolls for thee.

The Social Harm Vector: The 
Desocialization of Society

The DP-3T data scientists framed “decentrali-
zation” versus “centralization” as proxies for a 
new contest between individuals and social 
solidarity. Apple and Google, sphinxlike, 
exploited this ideological opportunity to present 
themselves with mind-boggling audacity as 
guarantors of individual privacy, while they 
“take from the institution” of democracy.

In the development of systemic dominance, 
the taking is no longer confined to data, knowl-
edge, or even the raw power of behavioral mod-
ification. Here the taking extends to the living 
bonds of trust. Society is sacrificed for the sake 
of individuals, this story goes, as rhetoric and 
action aim to transfer trust from society to “the 
system.”

As one public official told me:

The real problem is the decline of trust in the state. 
This is partially self-inflicted, but heightened and 
exploited by the tech companies, their false rhetoric, 
and their disinterest or inability to curb disinfor-
mation ... In a democracy you can effect change. 
You can fight authoritarianism. But with Apple, you 
can’t change anything. It’s a single massive highly 
centralized corporation with absolute power. So, 
what will remain for the people? Only the “user 
experience” remains. (PO I)
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What is the user experience that Apple and 
Google’s systemic dominance imposes? Trust 
without hope of verification. Taxation, paid in 
the sacrifice of society, without hope of repre-
sentation. In this shadowscape, any violation of 
privacy is anyway invisible, unknowable, and 
without hope of redress. All that is sacrificed for 
this empty promise of empowerment is gambled 
on an inscrutable operating system owned and 
operated by vast empires and their silent emper-
ors. The known unknown is a tweak of the OS 
today, and a different tweak tomorrow.

Goodbye, network. In this shadow world, 
economies of domination employ radical con-
nection, now paradoxically centralized as hub 
and spoke, center, and node. All nodes are 
anonymous to all other nodes, each a single 
nameless atom drifting through an obscurity 
where everything is suspect. Connection to 
“the system” produces the isolation that nour-
ishes absolute power. This isolation is mis-
taken for privacy. Society, or what is left of it, 
is only tolerable to the extent that it is drained 
of the social. It is not difficult to imagine the 
long-game calculation of a new era that begins 
with systemic dominance and eventually, qui-
etly, engineers the transformation to computa-
tional governance in the name of more 
efficiency, less conflict, and frictionless econ-
omies of domination.

Like Clay Christensen, the senior statesmen 
of the surveillance capitalist institutional order 
and its disciplines of “disruption” do not cry for 
the open societies of liberal democracy. For 
example, in April 2020, as the Apple-Google 
showdown in Europe unfolded, former Google 
executive and all-around tech alpha Eric 
Schmidt was interviewed on stage at the 
Economic Club of New York. Speaking about 
the effects of the pandemic on Big Tech, the 
moderator posited, “We talked a lot about sur-
veillance capitalism before this crisis, but now 
it seems that tracking is one of the very impor-
tant elements in dealing with this” (Schmidt & 
Kravis, 2020, p. 7).

Schmidt’s response conveys his admiration 
for the “simplicity” and effectiveness of 

authoritarian governments like China. 
Unencumbered by democracy, he finds them 
better suited to meet the crisis of the pandemic 
and all potential crises:

So if you look at the state of the art in the countries 
that have done this well ... they’ve all been 
countries with simpler governmental systems. 
Ours is too complicated. We can’t even decide if 
the President can shut down the states ... We can’t 
decide if it’s the New York Mayor or the New York 
Governor, who gets to decide what’s going on in 
the schools. And because you have a problem of 
decision making within our country, you get 
confusion which leads to delay which leads to lack 
of action. (Schmidt & Kravis, 2020, pp. 7–8).

Schmidt has no patience for the substance of 
the democratic process and yearns instead for 
a desocialized society. All the implications of 
“taxation with representation”– voice, partici-
pation, open discussion, conflict, rights to be 
claimed, enacted, and protected– mean that 
democracy is messy, frustrating and fitful. At 
its best, the principles that attend to the rule of 
law in a liberal democracy slow things down 
and open things up. There is no supreme 
decider, no Apple or Google to tweak the OS 
this way or that. This slowness and mess are 
what protect us and ensure that democracy 
endures despite its perennial challenges and 
failures.

Economies of domination obscure the central 
insight upon which the very idea of democracy 
stands: only society can guarantee individual 
rights. Only a democratic society can guarantee 
the rights that enable self-governance to endure 
and sometimes to flourish, beginning with 
Hannah Arendt’s “right to have rights” (Arendt, 
2004, pp. 369–384; Ingram, 2008).

Arendt observes the Nazi machinery that 
first deprived Jews and other unwanted humans 
of their legal status as the precondition for 
depriving them of their humanity and then their 
lives. The loss of legal existence meant abso-
lute exclusion from “the world of the living,” 
forced into ghettos and concentration camps. 
She writes:
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The point is, a condition of complete rightlessness 
was created before the right to live was challenged 
... Not the specific rights, then, but the loss of a 
community willing and able to guarantee any 
rights whatsoever, has been the calamity which 
has befallen ever-increasing numbers of people ... 
Only the loss of a polity itself expels Man [sic] 
from humanity. (Arendt, 2004, pp. 375, 377).

As in the case of epistemic rights discussed 
earlier, the existential primacy of the right to 
have rights is only discovered at the moment in 
history when it is threatened. “We became 
aware of the existence of a right to have rights 
... and a right to belong to some kind of organ-
ized community, only when millions of people 
emerged who had lost and could not regain 
these rights” (Arendt, 2004, p. 376).

The implications of Arendt’s insight should 
rivet our attention on the existential threat of the 
desocialized society into which we are pro-
pelled by surveillance capitalism. Under such 
conditions, rights can neither be granted nor 
defended. “The system” that was elevated above 
democratic society and institutions by the 
DP-3T data scientists cannot grant the right to 
have rights nor the juridical rights that are the 
privilege of that most basic condition of the 
social. There are no rights of any kind in a deso-
cialized society because all rights issue from 
society. The rest is gift, as easily rescinded as 
given. Returning one last time to Durkheim and 
the conclusion to his first great opus: “Society 
is not, then, as has often been thought, a stran-
ger to the moral world ... It is, on the contrary, 
the necessary condition of its existence” 
(Durkheim, 1964, p. 399).

Conclusion: The Golden 
Sword

Surveillance capitalism is what happened when 
US democracy stood down. It was always a 
windfall, born of an antidemocratic economic 
ideology and gifted by democracy-negating dem-
ocratic leaders. It was always the covert quid pro 
quo of a fearful democratic state more inclined to 
control the future from the top down than to build 

it with trust from the bottom up. Two decades 
later, surveillance capitalism has failed any rea-
sonable test of responsible global stewardship of 
digital information and communications.

The abdication of these information and 
communication spaces to surveillance capital-
ism has become the meta-crisis of every 
republic because it obstructs solutions to all 
other crises. It is astonishing to consider that 
our emergent information civilization is 
wholly dependent upon these “spaces,” yet 
they remain for sale or rent by any individual, 
corporation, politician,  billionaire, megalo-
maniac, or billionaire megalomaniac, with no 
law to constrain their action, unlike almost 
any other form of property. The people are left 
to observe, shout, or cower on the sidelines, 
bystanders to their own pillage and its conse-
quences in the uniquely abstract forms of sub-
jugation described in these pages.

While the liberal democracies have begun to 
engage with the challenges of regulating today’s 
privately owned information spaces, the sober 
truth is that the regulation of institutionalized 
processes that are innately catastrophic for 
democracy cannot produce desired outcomes.

Our societies have faced other institutions 
that imposed catastrophic consequences on 
people and society, such as human slavery and 
child labor. It was understood eventually that 
there is no bargaining with that which is cate-
gorically catastrophic, and movements arose to 
abolish those institutions. In today’s death 
match of institutional orders, the challenge 
again shifts from regulation to abolition as the 
only realistic path to reinvention.

The democratic order will not survive the 
contest over the politics of knowledge unless 
there is a reckoning with fundamental ques-
tions, starting with this: How do we organize 
and govern the global information and commu-
nication infrastructures of an information civili-
zation in ways that sustain and advance 
democratic values, principles, aspirations, and 
governance? What institutions, rights, and laws 
are required for responsible stewardship and a 
free and flourishing information civilization?
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The unified field analysis reveals the conflict 
that underlies this meta-crisis. The commodifi-
cation of human behavior is the foundation of 
surveillance capitalism’s two-decade develop-
mental arc expressed in its rapidly evolving 
complexity and institutional power over four 
already visible stages of development. We have 
seen that each stage is characterized by novel 
economic operations, governance takeovers, 
and social harms. Later-stage phenomena are 
effects of the foundational capabilities required 
for commodification of the human. The opera-
tions and harms at each developmental stage 
are, both individually and in aggregate, categor-
ically incompatible with democratic society. It 
bears repeating that this conflict produces the 
zero-sum dynamic in which the deepening 
order of surveillance capitalism propagates 
democratic disorder and deinstitutionalization.

The unified field analysis suggests that dem-
ocratic stewardship and reinvention require 
contradiction strategies that first freeze surveil-
lance capitalism’s institutional development, 
then inhibit its reproduction and shift the global 
trajectory from dystopia to hope. The results 
must include surveillance capitalism’s deinsti-
tutionalization, but they should also clear the 
way for the birth of new institutional forms that 
draw people, law, ideas, capital, technologies, 
and capabilities into democracy’s house. This 
means new zones of public governance aligned 
with the values, principles and aspirations of 
democratic societies and empowered to hold 
accountable both market and state to the rule of 
public law.

The mission here recalls Hercules’ death 
match with the Hydra of legend and its eight 
monstrous heads, each able to attack swiftly 
from every direction. As soon as Hercules 
brought down his club on one head, another 
sprouted in its place. Eventually he perceived 
the ninth “Immortal Head,” obscured and pro-
tected by the others. He realized that slaying the 
beast required hacking his way past the Hydra’s 
most visible action to reach its hidden source of 
power. Hercules severed the Immortal Head 
with the Golden Sword, given to him by Athena 
for that unique purpose. The fable endures 

because of what it teaches: with a clear grasp of 
an opponent’s source of power and a fit-for-
purpose weapon, it is possible to succeed 
against a ferocious enemy that even gods 
believe invincible.

If the commodification of human behavior is 
both the foundation of surveillance capitalism 
and incompatible with democracy, then surveil-
lance capitalism’s hidden source of power–its 
Immortal Head–is the secret massive-scale 
extraction of human-generated data. Secret 
extraction operationalizes behavior commodifi-
cation and turns it toward prediction, profit, and 
concentrations of economic, governance and 
social powers. It follows, then, that the lawful 
abolition of secret massive-scale extraction is 
democracy’s Golden Sword that can interrupt 
the power source upon which all surveillance 
capitalism’s destructive economic operations, 
governance takeovers, and social harms depend.

The abolition of the primary human extrac-
tion that I have called theft is thus the single 
most effective strategy of democratic contradic-
tion. It is the most likely to inaugurate a new 
chapter of institutional invention drawn from all 
the brilliance now clamoring at the gates held 
shut by the surveillance dividend. Abolition of 
these already illegitimate operations means no 
annexation of epistemic rights, no wholesale 
destruction of privacy, and no industrialized 
tons of behavioral signals flowing through the 
blind-by-design systems required to accommo-
date their scale and speed. Abolition eliminates 
the structural causes of epistemic chaos associ-
ated with the commodification of the human. It 
means no antidemocratic concentrations of 
knowledge about people, extreme epistemic 
inequality, or powerful microtargeting algo-
rithms. The absence of massive-scale extraction 
enhances cybersecurity by reducing the data-
rich attack surface of individuals, groups, and 
societies, substantially eliminating vulnerabili-
ties to remote actuation, illicit behavioral gov-
ernance, the fusion of state and market powers, 
and the artificial construction of the public 
square. The abolition of extraction resets the 
capabilities of computational behavioral predic-
tion and its human futures markets, eradicating 
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the financial incentives for surveillance capital-
ism, summarized as the surveillance dividend, 
that fund its bid for systemic dominance, gov-
ernance hegemony, and the desocialized media-
tion of society by proprietary systems controlled 
by absolute instrumentarian power.

Today’s discussions of content moderation 
and other active measures are hopeless a priori 
because they willfuly ignore the scale and 
complexity of blind-by-design information 
flows, while naively insisting that the giants 
should voluntarily handicap themselves in the 
death match. Doomed from the start because 
action is weaker than institutionalization, these 
contradiction strategies inadvertently create 
the conditions for a cynical theater of self-reg-
ulation, deflecting the emergence of genuinely 
effective contradiction strategies.

Active measures directed at what is most 
visible, such as content moderation in all its 
forms, including labeling, warning, fact check-
ing, slowdowns, takedowns, or suspensions, are 
each post-catastrophe, and therefore no match 
for the reproductive mechanisms identified in 
this discussion. These include automaticity and 
the systemic principles of blindness by design; 
democratic self-evisceration and the sustained 
absence of effective law; concealment and engi-
neering for user ignorance; the surveillance 
dividend and the investment capabilities it both 
attracts and enables; concentrations of epis-
temic rights and the privacy they afford; 
Orwellian rhetorics of inevitability, misdirec-
tion, and disorientation; unprecedented concen-
trations of human data, knowledge, artificial 
intelligence capabilities, the epistemic inequal-
ity they produce, and the remote actuation they 
enable; new forms of political appeasement, 
declaration, colonization, and performative 
legitimacy; and, above all, the aura of inevita-
bility emitted by this rogues’ gallery of self-
reproduction. The abolition of secret extraction 
would land a decisive blow on each of these 
mechanisms and cripple institutional reproduc-
tion as currently construed.

The abolition of secret massive-scale extrac-
tion is also a more effective form of contradic-
tion than post-factum active measures because 

it is content-neutral and does not threaten genu-
ine freedom of expression. Instead, abolition 
liberates social discourse and information flows 
from the unnatural selection of profiteering 
commercial operations that breed digital vio-
lence by artificially interceding to favor lucra-
tive information corruption over integrity. The 
abolition of secret extraction can produce the 
conditions in which genuine freedom of expres-
sion, social solidarity, common sense, and the 
integrity of social communications are restored. 
Deprived of algorithmic oxygen, digital vio-
lence slithers back into the shadows at the 
fringe.

Yes, the abolition of secret extraction of the 
human promises systemic change, but there is 
something more here, more subtle and more 
powerful. Responsible democratic stewardship 
is drawn into being as the democratic order 
stands up to surveillance capitalism’s antidem-
ocratic counterrevolution–a Hercules for a new 
time. This standing up is a dedicated effort of 
comprehension and confrontation that speaks to 
every people’s yearning to escape the gravita-
tional pull of the accidental dystopia toward 
which we hurtle.

The work of standing up is already in motion, 
evidenced by recent expressions of democratic 
contradiction that were unimaginable only a 
few years ago. As this power builds, the aboli-
tion of secret massive-scale extraction, once a 
distant thought experiment, can and should 
become the subject of urgent discussion. In the 
dialectic of the death match, abolition draws 
closer to inevitability as the threats to demo-
cratic societies escalate.

Highlights of this new wave include the 
European Union’s game-changing legislative 
developments. In 2022 the European 
Parliament’s historic passage of the Digital 
Services Act and the Digital Markets Act broke 
the sound barrier of surveillance capitalism’s 
aura of inevitability and began the work of 
asserting democratic governance over the tech 
giants and their ecosystems. The EU’s proposed 
regulatory regime for artificial intelligence and 
the European Declaration on Digital Rights and 
Principles for the Digital Decade are powerful 
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new expressions of democratic contradiction 
that, in concert with the new legislative Acts, 
create the conditions for the next step function 
leap forward in genuinely effective contradic-
tion: the abolition of primary extraction and its 
redefinition as theft (European Commission, 
2022a, 2022b; European Parliament, 2022).

The global operations of human data extrac-
tion are already contested among a vanguard of 
lawmakers and policymakers both in the EU 
and the United States who have rallied to the 
prospect of outlawing surveillance advertising 
(Bryant, 2021; European Parliament, 2021; 
Kaye, 2021). In Europe, civil society institu-
tions delivered their “People’s Declaration” to 
the EU Parliament demanding an end to surveil-
lance advertising (The People’s Declaration, 
n.d.). In the United States, Accountable Tech, a 
civil society institution focused on the nexus of 
technology and democracy, submitted a petition 
to the US Federal Trade Commission for rule-
making that would prohibit surveillance adver-
tising (“Accountable Tech Petitions FTC to Ban 
Surveillance Advertising as an ‘Unfair Method 
of Competition’ (Press Release),” 2021). 
Significant legislation to ban surveillance 
advertising and microtargeting in political 
advertising has been introduced in the US 
Congress (Davis, 2021; Eshoo, 2020, 2022), 
followed by historic data protection and anti-
trust bills in the US House and Senate 
(Competition and Antitrust Law Enforcement 
Reform Act, 2021; American Data Privacy and 
Protection Act, 2022).

Meanwhile, the public conversation is mov-
ing fast. In 2022, the Nobel Peace Prize 
Committee, led by its 2021 recipients, journal-
ists Maria Ressa and Dmitry Muratov, published 
“A 10-Point Plan to Address Our Information 
Crisis” beginning with its demand to “Bring  
an end to the surveillance-for-profit business 
model.”

The vast machinery of corporate surveillance not 
only abuses our right to privacy, but allows our 
data to be used against us, undermining our 
freedoms and enabling discrimination.

This unethical business model must be reined in 
globally, including by bringing an end to 
surveillance advertising that people never asked 
for and of which they are often unaware. (Ressa 
& Muratov, 2022)

In 2022, the US Federal Trade Commission 
solicited public comment on the prospect of 
“Commercial Surveillance and Data Security 
Rulemaking” (Federal Trade Commission, 
2022). This too may augur a watershed.

These and other current expressions of demo-
cratic contradiction have the potential to ground 
the next critical phase of institutional reinvention. 
After two decades of Cook’s and Kalanick’s and 
Christensen’s and Schmidt’s veneration of insti-
tutional destruction, the unified field analysis 
suggests a different lesson. I call it Zuboff’s 
Fourth Law: Information is only as useful to soci-
ety as the institutions, rights, and laws that gov-
ern its production and use.7 This is the reckoning 
we face, swept up in a new civilization where 
digital information and communications systems 
are owned and controlled by an economic institu-
tion that can neither value nor detect truth.

We struggle in this milieu of desocialized 
connection without institutional capabilities 
developed to failsafe rather than exploit the dis-
tance between sentience and world, a fissure 
that in other eras was healed by varied institu-
tionalizations of “truth,” “trust,” “witness,” 
“accountability,” “responsibility,” “fact,” 
“fidelity,” and “meaning.” In some cases, these 
capabilities have been actively damaged or 
weakened, as in the destruction of the news 
industry and the democratic role of the Fourth 
Estate. In other cases, such capabilities, and the 
institutions to enact them, have not yet been 
developed, as illustrated in the many varieties 
of epistemic rights violations from location-
data trafficking to the international shipping cri-
sis of fake GPS coordinates that facilitates 
criminality at sea (Kurmanaev, 2022). New 
rights that are essential but still uncodified are 
mirrored by new and still nameless crimes.

The abolition of secret human extraction is a 
critical bridge to the reckoning with reinvention. 
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For example, the giants’ domination of artificial 
intelligence and its global market structure wholly 
depends upon their oligopolistic advantages in 
the secret massive-scale extraction of human 
data. This dominance, as we have seen, translates 
into global control over knowledge production 
and consumption. In contrast, the abolition of 
secret extraction would reverse the antidemo-
cratic capture of the division of learning that  
elevates the few over the many–surveillance cap-
italism’s institutional interests over those of all 
people. It would tip the scales in the death match 
over the politics of knowledge, clearing the path 
for computational knowledge production that 
advances humanity in millions of new ways 
while tethered to the expansion and protection of 
democracy’s house and its inhabitants. It frees us 
to begin again in the spaces sold cheap by Clinton 
and Gore in 1997 and sold again in 2001. We 
begin again and reclaim the void, finally knowing 
what we have lost and what is at stake.

This paper concludes on the first page of a 
new chapter. History is a relay race, not a sprint. 
The baton passes to the democratic order, not as 
an ideal but as lived reality, because each  
citizen bears responsibility for mobilization, 
transformation, and stewardship. It passes to a 
new generation of students, artists and scholars 
charged with the urgent demand for creative 
thought and vision that pulls us back from the 
brink of dystopia and illuminates a new direc-
tion. It passes to journalists, now under siege, 
but critical to the reinvention of a Fourth Estate 
for our information civilization. It passes to citi-
zens and lawmakers, bent on clawing back the 
future. It passes to all who reject dystopia and 
unaccountable power.

Democracy is not a condition to be taken 
lightly, discarded from impatience or inconven-
ience. Too many have sacrificed for the sake of it. 
Too many have perished for the lack of it. It is not 
programmable. It is under siege, because at its 
best, democracy negates absolute power and 
remains a dangerous obstacle to ambitions of sys-
temic dominance, including those nursed by a 
new information oligarchy sozzled on computa-
tion. Without democracy, as Wendy Brown 
writes, “we lose the language and frame by which 
we are accountable to the present and entitled to 

make our own future, the language and frame 
with which we might contest the forces otherwise 
claiming that future” (W. Brown, 2015, p. 210).

Hold tight to this promise in the zero-sum 
clash of institutional orders and a still indeter-
minate fate.
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Note on Method

A note on my source materials: In this paper I occa-
sionally draw upon a series of six extended interviews 
conducted in the months following the Apple-Google 
intervention in the EU. Among the six, two interview-
ees were seasoned Silicon Valley data scientists each 
employed by one of the two companies. Each had 
worked on various aspects of the design and launch of 
the Apple-Google Exposure Notification Protocol. 
Each was already known to me from prior interviews. 
I refer to them below as Data Scientist I and Data 
Scientist II (DSI, DSII). The other four interviewees 
were high-ranking public officials either in EU mem-
ber states or the European Commission. I refer to 
these interviewees below as Public Official I, II, III, 
or IV (PO I-IV). Each of the four was directly 
involved in emergency decision-making during the 
course of the events described here.
The six interviewees each agreed to two extensive 
interview sessions, providing background and specific 
insights. On the promise of anonymity, each granted 
permission for their comments to be used at my discre-
tion in future writing. No interviewee had knowledge 
of the other individuals with whom I spoke.
Most striking to me after so many decades of field 
interviews was the concurrence of perspectives 
across these many different roles and vantage points. 
Instead of the usual “blind man and the elephant,” 
their unique insider experience led all six to similar 
conclusions, especially as regards the larger signifi-
cance of the Apple-Google intervention. I include 
their reflections here when they offer a useful means 
of triangulating, contextualizing, or deepening this 
discussion.
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Notes

1. You instruct ads not to track you, but they 
persist—even on an iPhone (Fowler, 2021). 
There’s a US$16bn market for your location 
data (Location Intelligence Market Size & Share 
Report, 2022–2030, 2022). Cyber-mercenaries 
are the rage; most of their data is scraped from 
the giants (Bradshaw et al., 2021). Surveillance 
cameras are about to become truly cheap and 
ubiquitous, and anyone with the Bosch app 
can install, operate, and analyze the video data 
(Campbell & Jones, 2022). A “smart” light 
bulb tracks your heart rate (Tuohy, 2022). The 
new TV watches you (Fowler, 2019c). “Alexa” 
and all the other “assistants” retain all record-
ings to feed their artificial intelligence (Fowler, 
2019a; Suliman, 2022). Facebook is developing 
brain-reading tech (Samuel, 2019). “Student 
Surveillance Services” “keep kids safe” by 
monitoring everything from biometrics to chats 
(Haskins, 2019). Cars are surveillance plat-
forms (M. Anderson, 2019). General Motors 
has launched “behavior-based” driver insur-
ance, with monitoring systems that track eye 
and head movements, and more (Bellon, 2022). 
Google’s Chrome browser operates as surveil-
lance software (Fowler, 2019b). The “Ring 
Doorbell” sees it all (Grauer, 2022). Your face 
travels from that graduation photo, posted in 
gratitude and hope, to train Chinese facial rec-
ognition systems that stand watch over Uighur 
families in concentration camps (Murgia, 
2019b) ...

2. “Knowledge in this sense is more than what 
is usually described as skill, and the division 
of knowledge of which we here speak more 
than is meant by the division of labor. To put it 
shortly, ‘skill’ refers only to the knowledge of 
which a person makes use in his trade, while the 
further knowledge about which we must know 
something in order to be able to say anything 
about the processes in society is the knowledge 
of alternative possibilities of action of which 
he makes no direct use. It may be added that 
knowledge, in the sense in which the term is 
here used, is identical with foresight only in the 
sense in which all knowledge is capacity to pre-
dict” (Hayek, 1980, p. 273).

3. For relevant commentary and insights see  
W. Brown, 2015; Mirowski, 2013; Wacquant, 
2012.

4. “First they came for the Socialists, and I did not 
speak out—Because I was not a Socialist.

 Then they came for the Trade Unionists, and I 
did not speak out—Because I was not a Trade 
Unionist.

 Then they came for the Jews, and I did not 
speak out—Because I was not a Jew.

 Then they came for me—and there was no one 
left to speak for me.” (Niemöller, 1950)

5. Alphabet/Google endeavored to develop a 
“Google City” on the Toronto waterfront, includ-
ing its own forms of governance (Cardoso & 
O’Kane, 2019; Goodman & Powles, 2019). In 
2021 Facebook blacked out its pages in Australia 
rather than negotiate with Parliament over a new 
legislative code that would require remunerating 
publishers for news content (Easton, 2021; Smyth 
et al., 2021; Smyth, 2021b). Whistleblower doc-
uments later revealed the takedown as a highly 
orchestrated extortion operation planned over 
seven months, overseen by Zuckerberg and 
Sandberg, and aimed at the Australian people and 
their government (K. Horwitz et al., 2022; Reset 
Australia, 2022; Smyth, 2021a; Whistleblower 
Aid, 2022). Facebook established an “Oversight 
Board” in 2020, a private governance body that 
aimed to protect principles of industry self-regu-
lation (Klonick, 2020; Lapowsky, 2020; Lewin, 
2021; M. Roberts, 2019).

6. The Swiss Federal Institute of Technology in 
Zürich.

7. Zuboff’s Fourth Law is a corollary of Zuboff’s 
Three Laws. Formulated in the mid-1990s and 
grounded in 20 years of clinical observations 
of “workplace computerization,” the three laws 
summarized and predicted behavior in the eco-
nomic domain. Zuboff’s Three Laws: Assuming 
the dominant economic paradigm, (1) every-
thing that can be automated will be automated; 
(2) everything that can be informated will be 
informated; (3) all digitally produced data that 
can be used for surveillance and control will be 
used for surveillance and control in the absence 
of countervailing rights, laws, contracts, rules, 
or sanctions (Zuboff, 2013, sec. 3).
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