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Introduction

Julia Herschensohn and Martha Young-Scholten

Scope and overview

The volume you now hold in your hands (or see on your electronic device)
aims to represent the state of what we know about how humans acquire
a language in addition to their native language. This is no easy aim to
achieve because what we can now call a field rather than an area of inquiry
has expanded tremendously in the last half century. Some attribute this
to the need for more of us to acquire a second language (L2). In reading
Margaret Thomas’ chapter on the history of second language acquisition
(SLA), it will be apparent that this need is nothing new, and in the western
world was already documented during the early days of the Roman Empire
when education involved learning Greek to read the classics written in that
language. There are doubtless many more individuals in absolute terms who
need to acquire the twenty-first-century lingua franca, English. But for native
speakers of English, there are no signs of an increased widespread need to
acquire an additional language. These observations dovetail with another
one: that most of the work in second language acquisition is still on English.
This state of affairs is slowly changing, in no small part due to those who
supervise non-native English-speaking PhD students encouraging them to
work on the second language acquisition of their native language. Moreover,
much of the work in second language acquisition is still on adults and still
on classroom learners. This, too, is slowly changing as several chapters (one
of which is dedicated to child second language acquisition) in this handbook
reveal.

As Thomas’ and several other chapters show, second language acquisi-
tion as a field of inquiry did not exist until researchers began to investigate
the topic systematically; Lado’s (1957) application of Contrastive Analysis to
second language acquisition paved the way for such inquiry. Research that
began as a search for better methods of teaching had by the 1980s com-
pletely divorced itself from the need to make reference to any pedagogical
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applications of findings presented. In keeping with trends that have only
strengthened in the last two decades, few of the chapters of this handbook
mention teaching. The handbook - in addition to covering the traditional
issues in second language acquisition such as transfer, age of exposure, uni-
versals and other internal factors — covers as well various external factors
and components of language such as syntax, phonology and vocabulary.
This volume identifies new trends in issues considered relevant to the study
of SLA from electronic interaction to literacy and presents a set of theo-
ries about second language development. Internal factors at the forefront
of SLA research now include psycholinguistic processing and neurolinguis-
tic functioning; perspectives range across connectionist, interactional prac-
tices, attrition, social context and related issues. Studies along these lines, as
the chapters show, have contributed substantial new findings to deepen our
understanding of the acquisition of a second language and its relationship
to other developmental profiles.

The Cambridge Handbook brings together the latest work in traditional and
newer areas of inquiry to provide a comprehensive and current overview of
the state of the field. It deals with questions such as the following concerning
non-native language acquisition: What is language? How can we investigate
its acquisition? What perspectives exist from which to view this acquisition?
What is the scope of research and which methodologies best address research
questions? How does the learner’s grammar develop? What are the internal
constraints on acquisition? What external factors are held to be relevant?
What is linguistic competence and how can we investigate it? In answering
these questions, the handbook chapters necessarily take various perspec-
tives from generative to cognitive to interactionist to environmental; the
handbook also includes extensive information on recent relevant linguis-
tic, psycholinguistic and neurolinguistic research, new interpretations of
input, interaction and intake, and new sources of input, namely via elec-
tronic communication. Its chapters on psycholinguistic research, electronic
interaction/input, conversation analysis, child L2A, third language acquisi-
tion, attrition and poststructuralist approaches to identity construction are
particularly cutting-edge and point to directions in which much research is
heading.

The handbook is divided into six parts whose chapters are described in
detail in the transitional introductions to each area. Part I, “Theory and
practice,” provides the theoretical foundation of scholarship on second lan-
guage acquisition. The first two chapters situate this scholarship philosoph-
ically and historically, while Chapters 3 and 4 give overviews of current
approaches and methodologies. The second and third parts elaborate respec-
tively on factors related to L2 acquisition. Part II, “Internal ingredients,”
includes what the individual learner brings to the task of acquisition such
as cognition or native tongue. Part I1I, “External ingredients,” covers crucial
social and interactive factors involved in input and intake. The chapters in
Part IV, “Biological factors,” refer to physiological constraints of maturation
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and real-time processing, L2 acquisition within the assumed critical period,
influence of the L2 on the native language, third language acquisition and
the brain’s processing of language. Part V, “Properties of interlanguage sys-
tems,” covers the acquisition of linguistic competence in the lexicon, seman-
tics, discourse and pragmatics, morphosyntax and phonology. The handbook
closes with Part VI, “Models of development,” with chapters that delineate
stages and mechanisms of change in the L2A process ranging over theoretical
perspectives such as autonomous induction, processability, MOGUL, Organic
Grammar, input processing, emergentism and sociocultural theory. It closes
with a comprehensive chapter, reviewing many themes of the collection.

We wish to make a few helpful points for users of this handbook. The fol-
lowing terms are used interchangeably: development, learning and acquisi-
tion; L2A, SLA and non-native language acquisition. Often native language,
first language and L1 are used interchangeably and the term L2 usually
stands for any language acquired subsequent to the first. The handbook
includes helpful ancillary resources: a shorter end-of-volume list of selected
references and an exhaustive online version, a glossary, an appendix and
index. The reader will also find helpful the crossreferencing of chapters
within chapters.

Please visit www.cambridge.org/herschensohn-youngscholten to access
the exhaustive list of references that accompanies this volume.
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Theory and practice






INTRODUCTION TO PART |

Part I, “Theory and practice,” provides the themes of the handbook, namely:
theories of language, central topics in SLA in the past and present, SLA
theory families and research methodologies. It thus provides the theoretical
underpinning for the chapters to follow and gives an overview of the range
of topics covered in the handbook.

The first chapter in the handbook covers the main ways - since Plato
through to Descartes, but primarily focusing on the present, the “Chom-
skyan revolution” and its aftermath - that knowledge of language has been
viewed. It traces rationalist and empiricist theories that have influenced
issues taken up in language acquisition and ultimately second language
acquisition. This thought-provoking lead chapter situates contemporary the-
ories oflanguage with respect to their antecedents of earlier centuries. Focus-
ing on the late twentieth and early twenty-first centuries, and invoking the
traditional nature/nurture contrast, it analyzes the Chomskyan notion of
biolinguistics. Koster argues that language is most appropriately described
as an agentive functionality by which humans evolutionarily adapted an
innate brain structure to a new cultural application.

The basic aim of the second chapteris tracing the study of L2A from its early
history through the 1950s Contrastive Analysis (CA) to twenty-first-century
connectionism. The chapter goes beyond mere chronology to elaborate those
themes that are not new, but continue to be re-explored from fresh perspec-
tives: the role of the L1 (cf. 1950s CA), interlanguage competence (cf. 1960s
error analysis), order of acquisition (cf. 1970s morpheme order studies),
access to Universal Grammar, cognitivist/emergentist proposals, and social
context approaches (cf. studies starting in the 1980s). This chapter comple-
ments Chapter 1 in filling in the theoretical precedents of language and its
acquisition from ancient scholars through Renaissance, Enlightenment and
modern writers. Thomas traces empiricist/rationalist debates through three
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themes, native language influence, the role of cognition and the importance
of social interaction in L2A, thus foreshadowing the main themes of the next
parts.

The third chapter presents the main theory families that currently exist in
L2A research. These broadly include interlanguage architecture approaches
that see a role for Universal Grammar; cognitive approaches that focus
on the roles of input, output, processing and memory; and sociocultural
approaches that take into consideration individual and social factors such
as those relating to identity and interaction. The chapter gives an overview
of three major theoretical families, formal linguistic, cognitive and social.
After establishing the necessity of a theoretical basis to L2 research (that
links directly to the preceding chapters), Myles lays out criteria for compar-
ing the approaches in terms of areas of inquiry, theoretical presuppositions
and research findings.

The fourth chapter summarizes the range of empirical data examined
and the methodologies employed for their collection in L2 research. The var-
ious methodologies to be discussed include oral production databases from
longitudinal and cross-sectional studies, instructional experiments, metalin-
guistic and interpretive tasks, statistical analyses, ethnographic documenta-
tion, learner corpora, and conversation analysis. The chapter focuses on the
methodologies — both quantitative and qualitative — that are exploited by
two theoretical families, the psycholinguistic (Myles’ linguistic and cogni-
tive, the handbook’s “internal ingredients”) and the sociolinguistic (Myles’
sociocultural or the handbook’s “external ingredients”). Whong and Wright
outline the paradigms of linguistic, processing and corpora-based research
as well as more qualitative techniques in both naturalistic and instructed
settings.



Theories of language
from a critical perspective

Jan Koster

1.1 Introduction

Since antiquity, a central concern of theories of language has been whether
language is predominantly a matter of nature or of nurture. One version of
this dilemma is whether language is primarily a biological phenomenon or a
sociocultural reality. British empiricism and German Romantic ideas, inter-
acting in complicated ways, set the stage for much of nineteenth-century
linguistic thinking, which culminated in the various so-called structuralist
schools of the first half of the twentieth century. Often, this tradition empha-
sized culture, nurture and diversity. In the second half of the twentieth
century, nativism, influenced by Chomsky and the idea of Universal Gram-
mar, made a powerful comeback. This culminated in the “biolinguistic” idea
that language has a core that can be compared to an organ, or rather, to a
computational system of the kind found in mammalian vision. Instead of
embarking upon the impossible task of giving an overview of all current theo-
ries of language, I will give a historical sketch of how the Chomskyan-style
linguistics fared with respect to the perennial tension between culture and
biology in the study of language and how this tension can be resolved with
current neurobiology. It is my hope that this story suggests some lessons
about other theories of language as well.

1.2 The Chomskyan revolution

During the second half of the twentieth century, linguistic theorizing was
dominated by the so-called Chomskyan revolution. This type of linguistics
rose to ascendancy with Chomsky’s 1957 book, Syntactic Structures, and had its
greatest popularity during the 1960s, culminated in the 1970s, but steadily
lost ground after the 1980s. At the time, the Chomskyan perspective was
generally seen as revolutionary, although there were always critics. It is
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questionable whether the new theories were as revolutionary as believed at
first. In retrospect, a good case can be made that early generative grammar,
rather than superseding older theories, was largely ignorant of them. Let me
explain.

Pre-Chomskyan linguistics, at least in Europe, was dominated by the Saus-
surian idea that language is primarily a system of signs, of which words are
the most important (Saussure 1916). Signs were thought to have a public
face (signifiant) and a conceptual side (signifié). In the most common case the
public face of a linguistic sign is formed from the sounds of speech. But the
conceptual side of language was also believed to have a public aspect, as it
was assumed that the concepts of a language represented particular choices
from a universal but more or less amorphic conceptual space. Conceived
this way, language was seen first and foremost as a sociocultural reality. Of
course this did not exclude such sociocultural realities being possible only
on the basis of psychological or biological capacities.

Next, signs (words) were believed to enter into paradigmatic and syntag-
matic relations. If we limit ourselves to syntax, we can say that paradigmatic
relations define a class of elements that can take the same position in a sen-
tence, such as John and The father of John in (1):

(1) a. Johnleft
b. The father of John left

In American structuralism such a paradigm is also called a substitution class
or a distribution class.

Syntagmatic relations are the horizontal relations in a phrase or clause,
like the relation between John or The father of John with the following verb left
in (1). It was generally recognized that the syntagmatic relations of language
are not between single words but between groups of words (also known as
phrases or constituents). As a result, sentences were analyzed as having a
hierarchical structure. It was also recognized that parts of phrases could be
“self-similar,” meaning that noun phrases could contain noun phrases or
clauses could contain clauses, a self-similarity referred to as recursion. Both
phrase structure and recursion, were, terminology aside, within the scope
of pre-Chomskyan structuralism.

There were claims in early Chomskyan linguistics that pre-Chomskyan the-
ories of phrase structure were construction-bound, but this was not actually
the case: the notion of a word group or phrase under structuralism is more
abstract than the notion of a construction (active, passive, question, etc.).
Both active and passive constructions, for instance, were analyzed in terms
of word groups built up from the same ingredients (such as heads, comple-
ments and adjuncts). More generally, word groups (phrases, constituents)
were seen to express the combinatorial potential of a word (the head or the
core of the group). This potential was often referred to as the valency of
the word (Tesniere 1959), which was ultimately believed to be a reflec-
tion of the semantic properties of the word. In somewhat anachronistic
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terminology, it could be said that sentence structure was seen as hierarchi-
cal and recursive, consisting of word groups projected from the lexicon. The
items of the lexicon (Saussurian signs) were held to be sociocultural objects
and part of the inventory referred to as langue. As syntactic structures were
conceived of as the realizations of the valency of words, syntax was socio-
cultural in orientation as well. Matters of individual psychology were only
secondary and reduction to biology was practically unheard of.

Phrase structure theory was only one element of structural linguistics.
Another aspect was analysis in terms of information structure as developed
by the Prague school in the 1920s and 1930s. According to this type of theory,
the content of a sentence can be divided into old and new information
(theme-rheme, topic-comment, focus—presupposition). Analysis in terms of
information structure is also implicit in the old Satzklammer (or sentence
bracket theory), which divides the sentence into a middle field and a left
and right periphery (see Kathol 2000). Both word order variation on the
middle field and specific use of the peripheries was seen in terms of what
we now call information structure. Consider, for instance, the fact that a
sentence consists of a DP (Determiner Phrase, extension of Noun Phrase) and
VP (Verb Phrase). In most languages of the world, the DP precedes the VP,
reflecting the fact that it is a natural organization of information that the
topic of a sentence (the DP) be mentioned before something is said about
it (in the VP). Especially with respect to linear order, information structure
was seen as a leading principle.

What is known as the Chomskyan revolution introduced some technical
innovations and sought to give the field a new metatheoretical orienta-
tion. In Syntactic Structures a language “L” is a set of sentences generated by
the grammar. The technical notion grammar was algorithmic and inspired
by the study of “formal language.” The strings of “deep structure” (Chom-
sky 1965) were generated by phrase structure rules. Other sentence types,
like passive sentences and questions, were derived by optional transfor-
mations. Sentence recursion was accounted for by so-called “generalized
transformations,” which combined phrase markers (the structures resulting
from phrase structure rules and “singular” transformations) into complex
structures.

According to this new metatheoretical orientation, what was formalized
was not a sociocultural reality but a matter of individual psychology (ulti-
mately biology), referred to as competence. All of this had great appeal at the
time, as it suggested explicitness and mathematical sophistication the study
of language had not seen before.

Unfortunately, it all rested on shaky ground, as became clear in the next
fifteen years. The failure was not recognized as such but perceived by many
generative grammarians as continuous innovation. Although transforma-
tional grammar died in the 1970s, the idea that there was a major revolution
in linguistics between 1955 and 1970 has been kept alive until the present
day. In fact, what came after 1980 is even believed by some to be a second
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revolution, while it was, in spite of some minimal innovations, in reality the
beginning of a period of theoretical stagnation that, I argue, has been with
us ever since.

What was problematic about transformational-generative grammar from
the beginning was insufficient understanding of the fact that the formal
languages used were an extremely poor tool to model natural language.
First of all, to the extent that formal languages define a set of well-formed
formulas, there is no close natural language (NL) equivalent. Strings of NL
words are more or less “interpretable,” no matter what their grammatical
status is. Well-formedness in NL is a relative matter and not something
absolute as generative syntacticians would have it. Compare the following
two strings:

(2) a. Johnread the book
b. John book read

For a native speaker of English, (2a) is fully well-formed, while (2b) is not.
Nevertheless, (2b) is clearly interpretable and might even receive the same
interpretation as (2a). When English is defined as a set of sentences, as a
language “L,” there is no non-arbitrary reason to include (2a) in that set
and to exclude (2b). Of course, (2a) is optimal in a sense that (2b) is not, but
the point is that there is no similar notion of optimality in artificial formal
language. In the latter, a string is either well-formed or it is not.

Although this point was appreciated early in the history of generative
grammar, the obvious conclusion was hardly drawn: a natural language
cannot be satisfactorily characterized by an algorithm. As (2b) and numerous
other examples show, semantic interpretation tries to make the best sense
of any string of words, regardless of its degree of optimality from a syntactic
point of view. There is another difference between formal languages and NL
that played a much bigger role in the subsequent development of generative
grammar. Unlike the symbols manipulated by the rules of formal languages,
NLwords have rich inherent properties independent of the syntactic rules in
which they appear. First of all, the words of NL have a public side (signifiant)
and a conceptual side (signifié) and are, in that sense, complete interface
elements, even before entering into derivations that will be sent at the end of
some phase to the interfaces involving sound and meaning. Furthermore, all
words have a valency, predicting in which syntactic environments they may
occur. Thus, the English word book may be preceded by an indefinite article
(a book) rather than be followed by it (*book a). On its right, the noun may
be followed by a PP (Prepositional Phrase: a book about linguistics) and so on.
So, each word comes with a set of potential environments that can be seen
as a property of that word. Syntactic environments are partially predictable
on the basis of the conceptual structure associated with a word. No such
properties are associated with the symbols of formal languages, which have
no properties beyond the fact that they can enter into certain rules.
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Not only was the valency of words practically ignored in Syntactic Structures,
but so was the information structure discussed by the Prague school. Thus, as
brieflyindicated above, arule like S=> NP VPis arbitraryin thatit could justas
well be S= VP NP, ignoring the fact thatin the majority of natural languages,
the subject (NP) precedes the predicate (VP). With some exceptions, word
orders like NP-VP are universal, to be accounted for by a general theory
rather than by stipulation via individual rules.

The new generative metatheory was developed partially in response to
behaviorism; see for example Chomsky’s (1959) review of Skinner’s Verbal
Behavior. The theory reinterpreted the sociocultural langue as competence,
a matter of individual psychology, to be ultimately explained in terms
of biology. This move had a certain plausibility thanks to the shift from
word-oriented linguistics to syntax-oriented linguistics. Starting from signs
(morphemes, words), claimed to be the right approach in this chapter, it is
immediately clear that the reconstruction of syntax solely in terms of indi-
vidual psychology is incoherent. Words, obviously, are collective property,
not belonging to an individual but to a speech community.

1.3 Rediscovering the lexicon

Transformational-generative grammar received its classical form in Aspects
of the Theory of Syntax (Chomsky 1965). According to the Aspects model (also
known at the time as the “standard theory” or ST), a grammar consists of
a phrase structure grammar and a lexicon (the “base component”) respon-
sible for the deep structure, which is the input for semantic interpretation.
Deep structures could be modified by a series of cyclically organized trans-
formations leading to surface structures. The generalized transformations of
Chomsky’s initial, 1957, work disappeared in this model, with recursion
now being a property of the base component. This development followed
the lead of Katz and Postal (1964), who had hypothesized that all seman-
tic interpretation depends on deep structure. This trend was continued by
what became known as Generative Semantics, which held that (i) syntax
is partially pre-lexical, manipulating concepts rather than morphemes or
words, and (ii) that the inventory of categories at the deepest level could
be limited to S (proposition), V (predicate) and NP (argument). For many
this suggested a simplified universal syntax inspired by formal languages
once more, in this case the very poor syntax (compared to NL syntax)
of predicate logic. Many linguists did not find this empirically plausible
in the long run and Generative Semantics all but died out in the early
1970s.

Chomsky gave up the idea that semantic interpretation solely depends
on deep structure and argued that it was transformations, particularly
those modifying linear order, that also affected semantic interpretation
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(Chomsky 1971). This led to the extended standard theory (EST), which dom-
inated the field until the end of the 1970s, when the emphasis shifted to
“Principles and Parameters” (Chomsky 1981, also referred to as Government-—
Binding theory or GB). The most important principles are locality principles,
i.e. those that determine the maximal structural domain within which syn-
tactic categories can be related. Most anaphors, for instance, do not have
an antecedent outside their clause. Parameters account for crosslinguistic
differences in domain-size, word order and other language-specific details.
Some languages, for example, do allow an antecedent outside their clause.

The EST effects of linear order on semantic interpretation recalled the
Prague-style concern about information structure, and it was the first
time transformational-generative grammar interfaced with this impor-
tant structuralist tradition. Much more important is the obvious fact that
transformational-generative grammar actually did not survive the introduc-
tion of a lexicon in Aspects in 1965. Within five years, it became clear that
the ensuing lexicalism was not a continuation of a revolution but a return
to the basic tenets of pre-Chomskyan structuralism (particularly in some
of its European forms). First of all, it became clear that context-free phrase
structure rules become superfluous as soon as a lexicon with subcategoriza-
tion frames is introduced. In Aspects, syntactic base structures are generated
largely independently of the lexicon, whereas lexical items are inserted later
in the derivation on the basis of, for example, a match between the subcat-
egorization frame and a structure generated by the phrase structure rules.
In the following (simplified) example, a VP is expanded as in (3a) while the
verb see can be inserted on the basis of the verb’s subcategorization frame
given by the lexicon (3b), indicating that it is transitive:

(3) a. VP>VNP
b. see:[+V, —NP]

If things are set up this way, the same information is given twice: (3a) gives
the structure of a common VP-type and this structure is stated once more in
the subcategorization frame (3b).

1.4 Not quite a revolution

Unfortunately, the implications of giving up phrase structure rules (like 3a)
in favor of projection from lexical frames (like 3b) were underappreciated
at the time. What was new about generative grammar in the 1950s was not
something like (3b) but description in terms of rules like (3a), which were
adapted from the study of formal languages and mathematical linguistics.
Very few pre-Chomskyan structuralists would have objected to the idea that
syntax spells out the valency of lexical items. It is therefore reasonable to say
that giving up (3a) in favor of projection from the lexicon was not the next
step in an ongoing revolution, but reinventing the wheel of structuralist
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grammar. Early generative grammar was not a revolution but a develop-
ment based on the serious error that NL syntax can be largely developed
independently of the lexicon.

What has been appreciated even less until the present day is that the shift
from a sociocultural view of language to individual psychology was based
on the same error. Obviously, lexical items are not primarily a matter of
individual psychology but artefacts belonging to a shared culture. So, also
in this respect, the adoption of lexicalism was an implicit return to a major
tenet of Saussurian structuralism.

What about the rest of the revolution? Phrase structure grammar,
although replaced again by pre-revolutionary projection of lexical valency,
was never the most controversial and hence revolutionary part of
transformational-generative grammar. More controversial was the intro-
duction of transformations, together with the claim of their psychological
reality. The same can be said about the closely related distinction between
deep structure and surface structure. The metatheory not only made claims
about the individual/psychological nature of grammars, but it was also
hypothesized that in language acquisition, grammars are selected from a
small class of feasible (or possible) grammars. This innate hypothesis space
has been referred to as the LAD (language acquisition device) or Universal
Grammar. In its most extreme form, UG is seen as a single grammar with
parameters, to be set on the basis of the data the child is exposed to during
the acquisition of his or her native grammar.

I'will come back to how the lexicalism of around 1970 should have affected
said theory of language acquisition. At this point, I will limit myself to the
question of how the other two revolutionary tenets fared in the 1970s: the
idea of transformational analysis and the idea of grammar with multiple lev-
els (such as deep and surface structure). To make a long story short, both ideas
appeared to be mistaken. One transformation after another disappeared; in
many cases a classical transformational analysis was shown to be impossible
(see, for instance, Higgins 1973; Jackendoff 1969; and Wasow 1972). In most
cases, transformations were replaced by construal rules, which are rules
of completion based on feature sharing (see Koster 1987: 8). For example,
consider a typical reflexive, like himself in (4):

(4) John saw himself

In earlier transformational analyses, a transformation derived (4) from John
saw John, replacing the second John by himself. John saw John was supposed
to be closer to the deep structure and seen as a full reconstruction of the
input level for semantic interpretation. However, full reconstruction did
not work, for instance, for sentences with quantifiers: everyone saw everyone
does not mean the same as everyone saw himself. So, it was concluded that a
sentence like (4) only involved partial reconstruction: the anaphor himself was
directly introduced at the deepest level and the only completion provided
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by further rules was the referential identity shared with John (commonly
expressed by a referential index).

In most cases, partial reconstruction (by what is known as construal) was
accepted, but for reasons that remain obscure, an exception was made for
displacements, i.e. the structures derived by movement transformations.
The most typical of those are NP-movement (as in the passive construction
in 5a) and wh-movement (as in 5b):

(5) a. Johnwas seen [—|
b. What did John see [—]

The empty positions [-] were referred to as traces at the time, but that was
a notion that already presupposed displacement by movement rules. The
real point is that elements like [-] express the fact that the valency of a verb
like see remains intact under displacement. This opened the door for non-
transformational analysis of displacement, i.e. in terms of partial reconstruc-
tion instead of full reconstruction. In structures like (5), the reconstruction
is partial because, by property sharing between antecedent and dependent
element (as in (4)), the object positions only derive their lexical content from
the antecedent. Their categorical status is given by the subcategorization
frame of see in (5) (also involving theta roles and Case), hence making the
reconstruction partial instead of total.

The partial-reconstruction view of displacement makes it more similar to
other forms of construal, like those for anaphoric relations and agreement
phenomena. This made it possible to get rid of transformations altogether,
as movement was the last stronghold of transformational analysis. Impor-
tant empirical confirmation of this view was provided by research in the
wake of Emonds’ (1970) structure-preserving hypothesis, which showed that
the major movement transformations did not create any structure beyond
what was given by the base structures (NP, VP, etc., generalized as “X-bar
theory”). The implications were dramatic but often ignored at the time.
With X-bar theory as the main device of sentence generation and trans-
formational analysis gone, the characteristic multiple-level approach (with
deep and surface structure) was gone as well, leaving generative grammar as
anon-revolutionary elaboration of the more traditional ideas of structuralist
syntax.

Movement lived on as move alpha and continued to be seen as the basis of
a multiple-level theory in Chomsky (1981). Overt displacement has a clear
function, namely highlighting certain categories to the listener or reader.
Highlighting, often in the spirit of Prague-style information structure, cru-
cially depends on the visible effects of displacements. Invisible movement
does not make sense from this point of view. In early post 1980s Chom-
skyan syntax, this fact was masked by giving movement an entirely new
rationale, namely in terms of feature checking. Feature checking was fur-
ther divided between the checking of strong features for overt movement
and weak features for covert (LF)movement. All of this was ad hoc, unlike
the earlier rationale for displacement in terms of information structure.
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Altogether, this shift to arbitrary feature checking was another symptom of
the decline of mainstream generative grammar.

1.5 A partial consensus

In current syntax (known as minimalism), the idea of multiple levels of
representation (apart from the interfaces) is mostly given up, making mono-
stratal syntax the consensus view, more than thirty years after the demise
of transformational analysis. The operation Merge combines two linguistic
categories X and Y to the set {X, Y}, and is seen as the core of syntax. An
example would be the combination of a verb (V) and its object (NP) to {V, NP}.
Internal Merge occurs when no external element is added but a category is
merged again, so that two copies of the category are present in the structure.
This is supposed to be the case for structures underlying questions like [what
did John see what]. The phonological component only spells out the first copy
of what, deriving the question what did John see.

Although we have latter-day minimalism (since Chomsky 1995) and other
anti-lexicalist frameworks, many linguists subscribe implicitly or explicitly
to the lexicalist frameworks of the 1970s. The idea that syntactic struc-
tures, with minor additions, spell out the valency of lexical items completely
undermined the claim that linguistics underwent a major revolution in the
second half of the twentieth century, as X-bar theory is conceptually no
more than a variant of the phrase structure theories existing before Chom-
sky. None of this is intended to deny that linguistics has seen spectacular
growth in the last several decades, both in depth of analysis and empiri-
cal scope. There also is much more (worldwide) uniformity in terminology
and means of representation than what was usual in the very disconnected
forms of structural linguistics seen before the 1950s. Another change of
lasting importance was a methodological lesson learned from the natural
sciences: apparent diversity of language data does not immediately falsify
universal claims. What is considered the facts involves theoretical interpre-
tation that can be just as wrong as the theory explaining the facts. (This
lesson is lost on a growing number of linguists who think that theories of
Universal Grammar can be falsified by just listing problematic data from
a variety of languages; see, for instance, Evans and Levinson 2009 and the
anti-universalist rhetoric of Tomasello 2008.) A common misunderstanding
found in some of such critiques is that universals (in Chomky’s sense) nec-
essarily occur in all languages. In reality, Universal Grammar is a toolbox
(like distinctive features in phonology) from which actual languages make a
selection.

As a theoretical paradigm shift, however, early transformational grammar
was overhyped and practically everything that was radically new about it in
the 1950s and 1960s appeared to be mistaken and was gradually given up
after 1970. Within the (in retrospect) rather traditional lexicalist framework
of X-bar theory, some earlier ideas were successfully further developed, like
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the greater use of empty categories (as [-] in (5) or the “silent” categories
of Kayne 2005) and the addition of functional elements (like agreement in
Syntactic Structures and INFL/inflection for tense, agreement, aspect, etc. in
later theories). This led to substantially deeper analyses than had been com-
mon, especially since the 1980s, when functional categories were hypothe-
sized to project similarly to lexical categories (DP, CP, IP, TP, AgrP, VP, etc.).
Furthermore, the idea of binary branching was more commonly adopted
than in earlier forms of structuralist syntax (Kayne 1984). It is important to
emphasize that all these extensions can be adhered to without assuming a
conceptual break or paradigm shift in the 1950s and 1960s.

The same is true for the one area in which generative grammar really
shone. What I have in mind are the constraints on what may be called
secondary computation. The most important of these are known as local-
ity principles. The three main types of locality principles are: (i) minimal
distance principles, (ii) minimal domain principles, and (iii) command prin-
ciples (Klima 1964; Reinhart 1976). Minimal distance principles go back to
Rosenbaum (1967) and were further developed by Culicover and Wilkins
(1984), Koster (1978) and Rizzi (1990). Minimal domain principles go back
to Chomsky (1964) and Ross (1967). Locality principles are the core achieve-
ment of generative grammar, the main principles in what became known
as the Principles and Parameters framework. In their standard formulation,
these principles are not entirely construction-independent, as Subjacency
(for movement constructions; see Chapter 31, this volume) has a form rather
different from Principle A of the Binding theory (of Chomsky 1981), but, at
least in principle, a construction-independent account seems possible (cf.
Koster 1987). Since X-bar theory is construction-independent as well, there
clearly is justification for a construction-independent perspective next to
approaches that emphasize the Gestalt of constructions (Croft 2001; Gold-
berg 1995).

All in all, then, before the 1990s and minimalism, there was a growing
generative consensus that (hierarchical and recursive) syntactic structures
were projected from the lexicon to avoid the redundancy problem of the
misguided forms of generative grammar of before 1970. Lexicon-driven sen-
tence generation, it was concluded above, is not a revolutionary innovation
of mid-twentieth-century generative linguistics but an elaboration of the
structuralist idea that syntax reflects the valency of lexical items. Many
variants of generative linguistics (Lexical Functional Grammar, Head-driven
Phrase Structure Grammar, etc.) interpreted this kind of grammar as mono-
stratal, i.e. without multiple levels of representation such as deep struc-
ture and surface structure. Since minimalism and Construction Grammar
adopted the idea of monostratal representation as well, there is nowadays
near-consensus on this point (see also Culicover and Jackendoff 2005 for
many similar observations). Minimalism, in practice, was a partial return to
the idea of lexicon-independent sentence generation. In the next section, we
will see if this move was justified.
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1.6 Minimalism and the biolinguistic program

Since Chomsky (1995), the Minimalist Program has been one of the main-
stream frameworks in current generative grammar. So far, it has led to much
empirical research but to little theoretical progress. The concerns here are
not about minimalism as a program. On the contrary, the overall goal of
constructing a theory that makes grammar look as “perfect” as possible and
relegates as much as it can to third factor principles is an appropriate one.
The problem is with how this program is carried out in practice. It can be
said that little theoretical progress has been made since the 1980s. Part of the
theoretical stagnation is due to the fact that some key problems of earlier
versions of generative grammar are either unresolved or ignored. But there
are deeper problems that involve the very foundations of the field.

More generally, current generative grammar is often referred to as a com-
putational theory, but the current style of the field is so informal that it is
practically impossible to find explicit accounts of what exactly is computed
and how. With the low level of explicitness considered normal these days,
references to recursive Merge say little beyond the traditional wisdom that
syntax involves hierarchical structures with phrases within phrases of the
same kind. There is nothing wrong with that insight but it is exaggerated to
say that it is revolutionary.

In order to see what is problematic about standard generative grammar
(including minimalism), we must have a closer look at its foundations. Dur-
ing most of the life cycle of standard generative grammar, it was realistically
interpreted in terms of individual psychology, and from the beginning, a con-
nection was made with biology, as in Lenneberg (1967). However, it is only
recently that biological terminology has become more dominant than refer-
ences to psychological reality, particularly since Jenkins (2000) and Hauser,
Chomsky and Fitch (2002).

Note that neither rationalism nor the biological foundations of language
in general are at issue here. We can assume that all learning is constrained
by biological principles, some of them very specific. The days of behaviorism
are far behind us. The view of biologically constrained learning is trivially
true, and from this general perspective language is as biologically based as
our ability to play chess or to drive a car. None of that can be done by other
organisms, after all, and at best there is a question as to how specialized or
inflexible parts of our brain are with respect to certain tasks. So, the claim
that language makes use of biological, innate components is self-evident
and therefore trivial. This, of course, does not mean that it is a trivial task
to determine the exact nature of the biological components involved.

The non-trivial claim of current biolinguistics is more specific, namely that
grammar is like a specialized organ, or rather like internal computational
systems such as the ones found in the mammalian visual system. The trivial
claim is true on general grounds and the non-trivial claim is false, or so, at
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least, it can be argued. This has to do with the meaningful distinction that
can be made between biologically based functionality and culturally based
functionality. Consider as an example the role of the lungs in respiration and
the role of the lungs in playing a wind instrument such as the trumpet. The
former is based on our genetic program and develops automatically, without
human interference.Playing a trumpet, however, is based on the same innate
structures - the lungs — but this time the function of the lungs is not formed
by our genetic program but by coupling them with an instrument invented
by humans in order to achieve human goals. The study of respiration in
mammals is generally seen as biology, while playing the trumpet is generally
seen as culture. This example illustrates once more that innateness is not the
issue. The difference is based on the question whether the use of the same
innate structures is mediated by human agency and artifacts (trumpet) or
not (respiration).

So, the criterion distinguishing the trivial claim from the non-trivial claim
is the involvement of artifacts. Language is only possible thanks to artifacts,
namely our invented words. This simple observation suffices to refute the
non-trivial claim. Whoever rejects this conclusion can choose between two
ways out: either it must be shown that organs or internal computational
systems (like in mammalian vision) also involve artifacts or it must be shown
that the words of our language are notreally artifacts. Clearly, the first option
is absurd: neither organs like the heart or the kidneys nor mammalian
visual computation is based on human inventions. But the second option
is untenable, too; however, in practice it comes closest to a thesis defended
in a certain variety of biolinguistics. But let us first see how the internalist
perspective was developed in generative grammar.

Although the internalist perspective has been part of generative gram-
mar since the 1950s, it has been characterized by its current terminology
since the early 1980s. Particularly in Chomsky (1986), the notions E-language
(external) and I-language (internal/individual/intensional) were discussed,
with the further argument that the proper subject matter of linguistic theo-
ry (in some reasonably narrow sense) is I-language. Chomsky characterized
enumerated sets of sentences as E-languages, while the actual mechanisms
were characterized as I-languages, objects (grammars) selected from a nar-
row range by children learning their language.

X-bar theory has been promising execution of this program. This does
not mean, of course, that the specific form of the X-bar theory in Chomsky
(1970, 1981) was correct. As with any other empirical theory, one might
hope for steady improvements over the years. In the case of X-bar theory,
several modifications were proposed, for instance concerning the superflu-
ousness of intermediate bar levels (Muysken 1982), the number of Speci-
fiers or the nature of functional projections. Whatever the right X-bar
theory, the key principle is that redundancy can only be avoided by pro-
jecting syntactic structure straight from the lexicon. This is an insight
based on the firm conclusion of the first twenty-five years of generative
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grammar, even if it means a substantial return to the pre-generative tradi-
tion, when syntax was still word-oriented and not seen through the lens of
formal languages with their lexicon-independent syntax.

A pivotal operation in minimalism is Merge, a rule that combines (merges)
two syntactic objects. The optimal interpretation of Merge is not as part of a
sentence-generating mechanism but as a metatheoretical characterization
of the properties of subcategorization frames: all involve binary hierarchical
structure with the possibility of recursion. Sentence generation can remain
as the spelling out of subcategorization frames, as in X-bar theory. In a word-
oriented syntax of this kind, whatever Merge stands for is applied in the
creation of lexical items with complex combinatorial properties. In other
words, there is a crucial and theoretically important difference between
sentence generation by Merge and sentence generation as the spelling out
of lexical properties in accordance with Merge. The former reintroduces the
redundancy problem, the latter solves it.

In its application to lexical structures, then, Merge is not something bio-
logical but applied biology at best. Of course it is possible to consider Merge
in abstraction from its lexical application and to reflect on its biological
sources, but at that level of abstraction there is no obvious reason to say that
Merge has anything to do with natural language at all. The fact that it is
so successfully used in language is not a strong argument for the idea that
the biological purpose of Merge is linguistic, a Panglossian view (see Gould
and Lewontin 1979 who note the fallacy of reading cultural functions into
biological structures).

The crux of the matter is that Merge, in abstraction from its lexical appli-
cation, is not linguistically functional. It is for a reason that before the shift
to syntactocentrism, the morpheme was generally seen as the smallest lin-
guistically functional unit. This is the wisdom behind Saussure’s idea that
the sign with its dual nature (sound-meaning) is the core element of lan-
guage. Our combinatorial capacities (as expressed by Merge) are extremely
important for language as we know it. No matter how powerful it makes
language as a tool, it is only an auxiliary facility. There is just as little reason
to call the capacity for Merge the “faculty of language in the narrow sense”
(FLN in Hauser et al. 2002) as there is reason to call a gasoline engine “a car
in the narrow sense.”

1.7 Reconciling biology with culture

The current biolinguistic interpretation of theories of grammar is only pos-
sible due to an error that also led pre-1970 generative grammar astray: the
shift from a traditional, sign-based theory of grammar to a syntax-based theo-
ry (where the notion “syntax” was borrowed from the lexicon-independent
algorithms designed for formal languages). The public cultural objects stored
in the lexicon are the sine qua non of language, no matter how narrowly
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conceived. Without the function assigned to them by words, the hierarchi-
cal, recursive structures of syntax have no linguistic significance. This makes
the project of a grammatical metatheory in terms of individual psychology
or biology (in the non-trivial sense) futile.

Chomsky’s distinction between empiricist and rationalist theories of lan-
guage acquisition and his rejection of extreme versions of the former (e.g.
Skinner’s behaviorism) make good sense. Like Chomsky’s own theories, such
theories are selection theories, but with a hypothesis space so unconstrained
that language acquisition, both in its speed and in its convergence on uni-
versal properties across languages, would become impossible. Poverty-of-the-
stimulus arguments strongly suggest that language exploits innate structure
(see Chapters 7 and 22, this volume).

However, nothing justifies a Panglossian interpretation of the innate
structures involved. In a strictly biological context, structures have become
functional in the course of evolution either by adaptation (the gradual
adjustment of structures to particular functions by natural selection) or
by exaptation (first selected by one function and subsequently applied and
adjusted to another function, also by natural selection). Exaptation is a term
coined by Gould and Vrba (1982), referred to as pre-adaptation in earlier
theories. In fact, it is a phenomenon that was discussed by Darwin himself
and discussed in the German-speaking world of the nineteenth century as
Funktionsverschiebung (see Russell 1916). An example given by Gould and Vrba
is the birds’ wings that originally evolved as thermo-regulators. The notion
of exaptation is extremely important because it illustrates the fact that there
is no intrinsic relation between form and function. It is not predictable from
physical principles which function a given structure will take in the future.
Kauffman (2007) rightly takes that as an argument against reductionism, in
this case the idea that biology can be reduced to physics.

How does language fit into this picture? Hauser et al. (2002) suggest that
the faculty of language in the narrow sense (FLN) only includes recursion
and that it may have evolved originally for reasons other than language. Pos-
sibilities they mention are number, navigation, and social relations. Basi-
cally, then, they claim that linguistic functionality could be a matter of
exaptation.

However, neither adaptation nor exaptation will do for linguistic func-
tionality, for the simple reason that language is based on an invention and
therefore on human agency, a phenomenon found nowhere else in the bio-
sphere. What comes to mind here is a distinction made by Searle (1995: 20),
namely between agentive and non-agentive functionality. Examples he gives
are the heart and a paperweight. The functionality of the heart developed
by natural selection and comes about during ontogeny on the basis of our
genetic program, without human interference. When we use a stone as a
paperweight, however, its function is not a matter of natural selection but of
human decision. We can even use an object designed for some other purpose
as a paperweight, as long as it has the right size and weight. This shows an
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agentive version of exaptation. Agentive functionality is the right notion for
language, even in the narrowest sense. This situates language outside the
scope of standard biology, which has no equivalent of agentive functionality
(apart perhaps from some very rudimentary use of tools among animals).

Words are tools and tools are the prototypical examples of physical struc-
tures showing agentive functionality. Moreover, words are not just tools but
cognitive tools, something unknown even among our closest relatives, the
great apes. Just as standard tools are an extension of our body, cognitive
tools are an extension of our minds. Humans are not just standard biolog-
ical entities but beings that live in symbiosis with objects that extend the
sphere of their intentionality. Also within the human body, we can make a
distinction between structures that fall within our sphere of intentionality
and structures that do not. The hands, for instance, can be used as tools,
while the kidneys cannot. The lungs, as discussed earlier in connection with
trumpet playing, are an interesting case in that they have a non-agentive
function in respiration but an agentive function in the playing of wind
music. The reason is clear: unlike the heart and the kidneys, the functioning
of the hands and the lungs is accessible to our control and therefore falls
within the sphere of human intentionality.

These considerations also apply to the brain. Much of what goes on in the
brain is not accessible to us and therefore falls outside the sphere of human
intentionality. Words and their use, however, are accessible to consciousness
and willful arrangement and therefore do fall within the sphere of human
intentionality. This does, of course, not mean that we have conscious access
to how the brain manages the use of words, but that is true for all tool use,
including the use of a hammer or a computer. We have no idea what happens
in our brain when we use a hammer. In order to be used as a tool, it suffices
that a structure is under our control in one way or another.

The most important preliminary conclusion at this point is that human
agency and intentionality cannot be characterized by the standard forms
of functionality known from biology (viz. adaptation and exaptation). The
missing concept is Searle’s agentive functionality. Recent developments in
neurobiology give further substance to this key notion for the understanding
of the biological foundations of culture. In a very important book, Dehaene
(2009) gives a neurobiological account of another form of cognitive technol-
ogy, our use of writing systems. Writing and reading are interesting because
it is uncontroversial that writing is a relatively recent invention, say, of
5,000 years ago. That is far too short a period for a capacity to have devel-
oped by natural selection. Nevertheless, as Dehaene shows, our use of the
graphic systems (of all cultures) is governed by very specific areas of the brain,
reminiscent of the classical areas of Broca and Wernicke. Dehaene and oth-
ers have identified a region in the occipito-temporal sulcus of the left hemi-
sphere that Dehaene has dubbed “the letterbox.”

This is a very important discovery because it shows that even uncontrover-
sially cultural phenomena such as reading and writing are not controlled by
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some mechanism of general intelligence, but by very specific areas evolved
for very specific purposes. In this case, the area in question is specialized
for the recognition of shapes and for object invariance (i.e. the capacity to
recognize something as the same object when seen from different angles
and perspectives). This is largely an evolved, innate capacity, with obvious
survival value for apes and monkeys as well (hence the finding of homolo-
gous structures in their brains). However, we humans have been able to give
these innate structures a new function, namely the function created by the
invention of writing systems. This is the agentive form of function assign-
ment discussed earlier and Dehaene calls it our capacity for “recycling”: our
capacity to give very specific, innate brain structures a new function by using
them in a new, culturally invented context.

Recycling, in Dehaene’s sense, is precisely the notion we are looking for,
and it sets a standard for all cognitive phenomena with a cultural, agentive
component, including natural language. Both spoken language and writing
systems are cognitive technology, primarily memory technology. Derived
from these, we have a set of linguistic tools for the support of thinking
and for communication. If both are cognitive technologies, an interesting
question arises as to the differences. Spoken language differs from writing,
after all, in that it is universal and acquired much earlier in life and without
explicit instruction. But none of this makes a difference to the logic of
the problem. Nothing in the recycling hypothesis says anything about the
fact that some forms of recycling are easier to obtain than others. Singing
songs, for instance, is universal and acquired early in life, while playing the
piano is far from universal, learned later in life, and with much more effort
and explicit instruction. Nevertheless, both are uncontroversially cultural
activities making use of innate capacities. It is just that some activities lean
more heavily on easily accessible innate capacities than others, as can be
demonstrated with numerous examples.

Another possibility is hypothesizing that language involved a certain mea-
sure of coevolution (Deacon 1997). That, too, is entirely compatible with the
recycling hypothesis and here it is likely that the speed of access and use of
language was favored by natural selection. However, that would be a mat-
ter of facilitating evolution, not function-creating evolution. Recall that the
function of organs such as the heart is created by evolution, while linguistic
functionality is created by human invention. Nothing of principle excludes
the possibility that the use of inventions is rewarded by natural selection.

1.8 Concluding remarks

Altogether Dehaene’s notion of recycling is the right concept for human
capacities that integrate biological and cultural phenomena. It is confirmed
in case after case and is the cutting-edge idea about the relation between
the brain and its cultural applications (see also Marcus 2004: 140). It avoids
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Panglossianism and the idea that we can meaningfully speak of a Universal
Grammar or the LAD even before the child is exposed to the words that are
a necessary condition for calling something linguistic in the first place. In
general, there is no evidence for innate biological structures in the brain
with intrinsic cultural dedication. Our internal organs are functionally ded-
icated thanks to evolution, but the brain structures involved in language are
functionally dedicated by human agency, which demonstrates its power in
the invention of words shared by a community.

The notion of recycling also avoids the preformationist idea that, for exam-
ple, elephants were at earlier stages of their individual development or
ontogeny just smaller elephants, up to the very small ones present in their
father’s sperm.! Preformationism has since long been replaced by a more epi-
genetic approach to embryology: what precedes elephants in their ontogeny
is not elephant-like all the way back, even if there is substantial predeter-
mination in that the process is largely controlled by elephant DNA. This
lesson from biology seems to apply to language acquisition as well: there are
no good reasons to assume full-fledged concepts or a language of thought
before birth. Probably, then, it is not the Panglossian and preformationist
rationalism of Fodor (1983) and Chomsky that is the ultimate answer to
Skinner and his successors, but rather the epigenetic rationalism of Piaget
and others.? According to Piaget, mental growth proceeds in stages that are
qualitatively different from one another. This approach better suits the fact
that we are born with a rich, genetically determined mental endowment
but that nothing forces us to assume a linguistic mental state before actual
exposure to the words of our community.
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History of the study of
second language
acquisition

Margaret Thomas

2.1 |Introduction: when does the history of second
language begin?

How people learn a second language is a topic of long-standing human
curiosity as well as of prime educational and social importance. Speculation
about the nature of second language acquisition can be read between the
lines in texts created by teachers and scholars in (what we now call) Europe,
going back at least to late antiquity. This chapter addresses the backdrop
to the study of second language acquisition as carried out in cultures based
historically in Europe. Certainly other cultures have, for diverse reasons,
valued knowledge of a second language and speculated about its nature (e.g.
ancient India; the Arabic-speaking world). But the focus here is on western
tradition, because (i) at present, historiography of the study of language
acquisition in China, India, Africa, the Middle East, etc. is sparse; (ii) the
historical sources of European-based inquiry into language acquisition are
accessible to readers of this handbook; and (iii) the influence of European-
based inquiry into language acquisition is now felt worldwide.

In western Europe by the sixth or seventh century CE, the Romance vernac-
ulars had diverged from Latin to the point where Latin was no longer spoken
natively. Schoolchildren therefore required foreign language instruction in
order to read the classic literature of the poets and orators that Roman
society prized so highly. This created a major problem, because the exist-
ing materials and practices of literary instruction had been designed for
native speakers of Latin, to teach them a metalanguage for analyzing and
labeling the parts of their own language. Grammarians and teachers grad-
ually adapted the received pedagogical tradition for students who needed
to learn both an analytic metalanguage and Latin itself, which by the sixth
century was no longer anyone’s native language (Law 1986) but had become
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the language of education and Christianity. In the process of adapting gram-
mars and classroom practices, Roman scholars had to conceptualize the
nature of second language learning. Implicit in the innovations they intro-
duced are attempts to answer such questions as “What kind of exposure do
learners need in order to acquire a second language?”; “What faculties do
learners bring to the task of learning a second language?”; and even “What
role does the social context of learning play in acquisition?”

The Romans did not, of course, come up with permanently or universally
satisfactory answers to these questions. Subsequent teachers, scholars and
learners up to the present day have continued to ask and answer questions
about the nature of second language (L2) acquisition, framed in the different
idioms of their varied social, intellectual and linguistic contexts, and their
different senses of what counts as an adequate answer. Gradually, reflec-
tion on L2 acquisition has accumulated. These reflections do not form a
coherent tradition in the sense that successive contributors built on each
other’s work, much less that they did so self-consciously to create “theories”
of L2 acquisition. That came only much later. But the accumulated, hetero-
geneous, reflections of people who have observed L2 learning or speculated
about its nature — century by century, in however fragmentary or limited a
manner - constitute the history of the discipline.

Some modern scholars (Block 2003; Gass 2009; Gass, Fleck, Leder and Svet-
ics 1998; but cf. Joseph 2010: 5-6) prefer to view the study of L2 acquisition
as originating when it was identified as a scientific discipline, convention-
ally dated around the middle of the twentieth century. Scientific methods
have certainly allowed contemporary scholars to build powerful models of
L2 acquisition, which have opened up new insights into it (Jordan 2004). But
to dismiss insight into L2 acquisition that existed before the emergence of
twentieth-century notions of science, or to claim that scientific methods and
assumptions obviate whatever predated them, is unduly restricting (Thomas
1998a, 2004). To do so closes down opportunities to understand the range
of ways in which people have tried to make sense of second language learn-
ing; it perpetuates disciplinary isolation; and it impoverishes our capacity
to evaluate current research.

This chapter focuses primarily on the very recent history of second lan-
guage acquisition, from the 1950s to around 2000 (after which point sub-
sequent chapters in the handbook recount the immediate-past context of
their topics, as necessary). But although the mid twentieth century is the
conventionally acknowledged starting point for the modern discipline, the
last fifty or sixty years do not encompass all relevant reflection on the topic.
They only encompass what is most accessible and expedient to readers of the
handbook. The distinction is important. Part of what defines what is acces-
sible and expedient is relevance, and historical context furnishes our sense
of what counts as relevant. Historical context also helps us identify what
is genuinely innovative. Therefore in narrating the late twentieth-century
history of L2 acquisition, I will freely refer to pre-twentieth-century ideas
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and texts by way of contextualizing contemporary and near-contemporary
treatment of the topic.

The chapter is organized as follows. I focus on the historical backdrop to
three themes common in present-day discussion of L2 acquisition: (i) the
role of a learner’s first language; (ii) capacities imputed to be inherent to
learners and which bear on the task of L2 acquisition; and (iii) the function
of the social context in which learning takes place. In Chapter 3 of this vol-
ume, Myles provides a useful taxonomy of three “families of theories” of L2
acquisition. The three themes I will review historically each represent one of
Myles’ three families, namely formal, cognitive and sociocultural theories of
language acquisition. Other themes subsumed under Myles’ families of theo-
ries might be targets of similar historical research, but are not touched on
here: linguistic subsystems that underlie learners’ performance; conceptual-
ization of L2 processing; the relationship between input and L2 acquisition.
Mine are not the only themes, or even necessarily the most important ones,
in modern L2 research. Rather, they are themes that are salient in the recent
history of the field and that have appeared in different guises over its full-
length history. Therefore (i), (ii) and (iii) provide a basis for appreciating
continuities and discontinuities across the full history of second language
acquisition, a history that vastly predates the twentieth-century focus in this
chapter.

2.2 History of the role of a learner’s native language
in second language acquisition

The fact that a second language learner already knows another, native, lan-
guage is so basic to modern conceptualization of L2 learning that it provides
the name for the phenomenon, “second language acquisition.” Acknowledg-
ing that in common usage what goes by this term may actually constitute
acquisition of a third or fourth (etc.) language, that label prioritizes the fact
that a learner has previous exposure to (at least) one other language. (There
are imaginable alternatives. “Second language acquisition” might instead
be labeled in a manner that focuses on the learner’s age, as in “language
acquisition in adulthood” or “in late childhood.”) Modern observers notice
that certain properties of the first language (L1) predictably surface in L2
learners’ performance so that, for example, Russian-speaking learners of
English typically exhibit a profile of targetlike and non-targetlike produc-
tion in English that differs from the profile of Chinese-speaking learners of
English. Although not entirely uncontroversial, most contemporary schol-
ars take for granted that a learner’s L1 plays some role in the acquisition of
L2; what is debated is the nature of that role (see Chapter 5, this volume).
However, what counts as an obvious fact today is not given by nature. The
attribution of a role for a learner’s L1 in L2 acquisition is a concept that was
built up gradually over time.
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2.2.1 Prehistory of the role of L1

In recounting the background to modern debate about the influence of a
learner’s native language, it is instructive to intentionally start too early,
that is, to review scholarly reflection on L2 acquisition before the L1 was
attributed a distinctive role. For example, the Roman rhetorician and edu-
cator Quintilian (Marcus Fabius Quintilianus, 35/40-97 CE) designed an ide-
alized curriculum for bilingual literacy training in Greek and Latin, starting
with the beginning of a child’s education at age 7 (see Marrou 1956: 262-
65; Hovdhaugen (1982: 83-86) provides excerpts from Quintilian’s writings;
Kaimio (1979) discusses Roman bilingualism). Quintilian treated the two on
a par with each other, since in his day many children of the Roman elite
learned Greek from servants and household slaves and thus entered school
with competence in Greek as well as Latin. He stated that his aim was “to give
equal attention to both languages, [so that] neither will prove a hindrance
to the other” (Institutio oratoria, trans. Butler 1920, vol. I: 27). Implicitly, then,
neither had priority over the other in Quintilian’s reckoning of the nature
of language learning: Latin could be a “hindrance” to Greek as much as vice
versa. These assumptions mirrored the tradition of Greek/Latin bilingualism
that prevailed in the relevant social class in Quintilian’s day. But there is
little evidence that the ancient Romans attended to other languages they
encountered - Germanic, Celtic, Etruscan, Umbrian, Oscan - or that they
believed that to acquire those languages was to gain access to cognitive or
cultural capital of the same order as was derived from the acquisition of
Greek or Latin. Therefore it is not surprising that Quintilian did not concep-
tualize the influence of an L1 on an L2 in general terms.

Moving ahead 1300 years, across evidence of diverse treatments of (what
we now call) first versus second languages, the Florentine poet Dante
Alighieri (1265-1321) made an important contribution. Dante opened his
essay De vulgari eloquentia (“On vulgar eloquence”; trans. Botterill 1996: 3)
by distinguishing natural vernacular languages, learned “by imitating our
nurses,” from what he referred to as artificial languages, “developed through
dedication to a lengthy course of study.” Dante’s purpose was to praise the
power and nobility of the vernacular languages at the expense of the “arti-
ficial language” Latin, inverting the usual assignment of prestige. Along the
way he sharply defined two classes of languages, which differ on the basis
of how they are learned and also in their inherent features: according to
Dante, the one is employed by the “whole world...though with different
pronunciations and using different words”; the other “a secondary kind of
language” that Romans, Greeks and “some - but not all — other peoples also
have” (ibid.).

In this we can see an emerging conceptualization of first versus second
languages, although for Dante they seem to be so different in kind as to
make an influence of one on the other remote. In 1570 a text by the human-
ist Benedetto Varchi (1503-65) took a different stance. Like Dante, Varchi
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distinguished native from non-native languages and attributed “natural-
ness” to the former. But Varchi viewed them as essentially commensurate
outside the context of acquisition: non-native languages are “those which
one does not speak naturally, but which one learns with time, effort, or from
those who teach the languages, or who speak them, or from books” (Varchi
1804 [1570]: 211). In other words, for Varchi (unlike for Dante) non-natively
acquired languages are not different in kind from natively acquired ones,
only different with respect to a given learner’s experience. What is a native
language to one speaker could be a non-native language to another speaker
and vice versa. This was a significant intellectual achievement in the history
of conceptualization of L2 acquisition.

2.2.2 Role of L1 in twentieth-century structuralism

The gap between Quintilian’s assumptions about Greek/Latin bilingualism
and the essentially equal footing on which Varchi placed native versus non-
native languages stretches across fifteen centuries of changing social, intel-
lectual and linguistic circumstances. Scholars continued to explore differing
epistemological bases for natively versus non-natively acquired languages.
Moving forward abruptly to the middle of the twentieth century, study of lan-
guage in the United States had by then claimed membership in the company
of the sciences, in large part due to the initiative of American structuralist
Leonard Bloomfield (1887-1949). Bloomfield worked in an era when Saus-
surean synchronic study of language was taking a seat next to diachronic
study of language, that is, next to the historical-comparative linguistics that
dominated nineteenth-century European language scholarship. For Bloom-
field, identification of linguistics as a science, rather than a facet of cultural
history, was a central career goal (e.g. Bloomfield 1926).! Not surprisingly, a
shift toward treating the study of language as a science affected all facets
of linguistic research, including conceptualization of the relationship of
learners’ first to second languages.

Two key figures were the University of Michigan’s Charles C. Fries (1887-
1967) and his student Robert Lado (1915-95). Fries and Lado are jointly
associated with Contrastive Analysis, a pedagogical technique that focused
attention on structural differences between alearner’s L1 and L2. Contrastive
Analysis assigns a strong role to the first language in second language acqui-
sition, namely it assumed that learners presuppose that the properties of
L1 also hold for the L2. Lado (1957) assumed a broad notion of learners’
extension of the “properties of L1” to L2. Not only do learners expect the
structural properties of L1 to hold in L2, but also the properties of the sound
system and lexicon, and even orthographic and cultural conventions. Where
L1 resembles L2, acquisition should be unimpeded. Conversely, where prop-
erties of L1 differ from those of L2, learners have to be taught to abandon
the presupposition of L1/L2 identity. Therefore, second language acquisi-
tion can be facilitated by calling attention to points of contrast between
L1 and L2. Fries (1945) argued that, by these lights, conducting contrastive
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analyses of L1 versus L2 phonology, morphology, syntax, lexis, etc. prepares
teachers to teach effectively. Lado popularized the technique and demon-
strated how to carry out L1/L2 contrastive analyses. For example, relying
heavily on Fries’ work, Lado (1957: 90-91) listed four steps for comparing L1
versus L2 vocabulary items: first, compare the forms of pairs of words; then,
compare their meanings, their distributions, and their connotations. In com-
paring the sound systems of two languages, Lado advocated that the analyst
ask three questions: do the L1 and L2 have phonetically similar phonemes?
Are their allophones similar in both languages? Are those allophones simi-
larly distributed? (1957: 13).

Fries was a structuralist (or “descriptivist”) linguist in the sense that the
term distinguished structuralism from historical linguistics, or synchronic
from diachronic study of language. The terms in which Fries framed Con-
trastive Analysis were those of American structuralism, which conceived
of a language as built up in levels, from the smallest units, phonemes.
Phonemes combined to form units at the next level, morphemes, and then
on to larger and larger units. Contrastive Analysis thus conventionally began
by collecting and comparing what were considered the atomic units of the
sound system of L1 versus those of L2. This was characteristic of structural-
ists’ self-consciously “scientific” working style: they focused on the distribu-
tion of observable facts of language and analyzed them according to what
they judged to be simple, ordered, explicitly defined “discovery procedures.”
Structuralism was also recognizably a product of an intellectual culture that
placed a high value on empirical evidence which was gathered and inter-
preted according to “scientific” methods. Contrastive Analysis was recogniz-
ably structuralist in another sense too, namely in that it took for granted the
systematicity of all languages at any point in their historical development
and the analyzability of all languages using structuralist concepts and terms.
Compared to Quintilian or Varchi, Fries and Lado obviously worked under
vastly different assumptions about languages and attributed a different role
to L1 in L2 acquisition.

By the late 1960s, however, confidence in Contrastive Analysis began to
erode. It was shown to both under- and over-predict difficulty in acquisi-
tion, threatening Fries’ and Lado’s assumption that second language learn-
ers presuppose the resemblance of L1 and L2. Duskova (1969), for example,
showed that for Czech learners of English, L1/L2 difference did not always
disrupt acquisition and conversely, that L1/L2 similarity did not ensure error-
free acquisition. In addition to these empirical threats, Contrastive Analysis
was affected by a widespread reassessment of American structuralism that
took place around that time. Generative grammar emerged to challenge
structuralism’s reluctance to generalize beyond the observable facts of lan-
guage. Generativists viewed structuralists’ empiricist orientation as a liabil-
ity, in that it failed to take into account the creativity exhibited in everyday
use of language, which (in generative terms) must be based in an innate
language faculty, not a repertoire of memorized patterns, as assumed by
structuralists. Nevertheless, generative grammar shared with structuralism
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certain fundamental commitments: that linguistics is a science; that lin-
guistic phenomena can be analyzed as systematic and “rule-governed” at
any point in time; and perhaps even structuralists’ habit of resolving lin-
guistic phenomena into ordered levels (see Chapter 1, this volume). These
characteristics of American structuralism were inherited by a generation
of linguists who dissociated themselves from some of the achievements of
structuralists, including from Fries’ and Lado’s Contrastive Analysis and its
assumptions about the role of L1 in L2 acquisition.

As an aside, it has often been claimed (e.g. by Dulay, Burt and Krashen
1982:98, 140; R. Ellis 1985: 23; Larsen-Freeman and Long 1991: 55; and many
others) that Chomsky’s (1959) famous repudiation of B. F. Skinner’s (1904—
90) behaviorist psychology of language undermined Contrastive Analysis.
Actually, Contrastive Analysis was not founded on behaviorism. Aside from
Bloomfield, behaviorism was not popular among American structuralists.
Fries, for example, was a thoroughgoing humanist who rejected the reduc-
tion of human behavior to stimulus-response contingencies (P. Fries 1987;
Pocklington 1990: 43). Lado was also little disposed to behaviorism (1964:
35-37). It is more historically accurate to view the abandonment of Con-
trastive Analysis as occurring independently of the fate of behaviorism (see
Thomas [in preparation]). In any case, the substantial empirical challenges
that Contrastive Analysis faced were sufficient to discredit it.

2.2.3 Reconceptualizing the role of L1 in the 1970s-1980s
Loss of confidence in Contrastive Analysis led researchers to rethink the
assumption that L1 had a strong formative influence on L2 acquisition. Stud-
ies by Dulay and Burt (1974b) on child learners whose L1 was either Spanish
or Chinese and by Bailey, Madden and Krashen (1974) on adults of various L1s
found no influence of the native language in the sequence of acquisition of
L2 English morphosyntax. These findings in reaction to Contrastive Analysis,
however, soon met with heterogeneous counter-reaction. Research from the
1970s and early 1980s documented support for the common intuition that a
learner’s L1 doesindeed play some rolein L2 acquisition: perhaps arole in the
accuracy, path, or rate of acquisition, or in the incidence of avoidance strate-
gies or in the sequence of provisional hypotheses a learner generates as he
or she approximates the target-language grammar. Or, perhaps the effect of
the L1 surfaces differently in different linguistic domains and different con-
texts of acquisition (see Gass and Selinker 2008: 136-51 for review). Flynn’s
(1987) study of L2 word order and anaphora started from a conviction that
neither contrastive analysis nor Dulay and Burt’s “creative construction”
could adequately account for the course and outcome of L2 acquisition.?
Conceptualization of the role of L1 in L2 acquisition thus entered a state
of flux in the 1970s and 1980s. During the same interval, research methodol-
ogy evolved rapidly, unsettling the interpretation of many earlier empirical
studies. Moreover, generative theory gained adherents - and critics - as
a tool for understanding how people acquire a second language. The first
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pioneering attempts to apply generative theory in L2 research were merely
exploratory, but gradually researchers began to take it more seriously (see
White 1989, 2003a). From that developed new conceptions of the role of L1
in L2 acquisition.

A representative study from the 1980s that probed the role of L1 in L2
is White (1985). She tested whether Spanish- versus French-speaking learn-
ers differ in their grammars of an aspect of English about which genera-
tive theory made some intriguing crosslinguistic claims. Adopting a then-
contemporary version of generative theory (Chomsky 1981), White accepted
that a human language faculty imposes universal formal principles on the
structure of natural language grammars. By these lights, differences across
languages derive from a limited number of “parameter settings” built into
principles of Universal Grammar, in the way a restaurant may offer din-
ers two options for appetizer, entrée and dessert within an otherwise fixed
menu. A single parameter setting was held to give rise to a cluster of related
surface-level facts, making it possible (in theory) for a small collection of
principles in which a finite number of parameter settings are embedded to
account for a great deal of the complexity of crosslinguistic differences.

White’s research (among many other studies from the same period) inves-
tigated whether, in cases where L1 and L2 select different parameter settings,
the L1 setting is retained in L2. Her topic was the “pro-drop parameter,” pro-
posed to constrain whether a grammar allows null pronouns as subjects in
finite clauses (the [+pro-drop]| setting, as in Spanish Tengo hambre, literally,
“Have hunger,” where the first-person subject can be dropped, while the verb
is marked - with o- for first person), or whether a grammar disallows null sub-
jects ([-pro-drop], as in English, which exclusively allows “I am hungry,” with
an explicit subject). Although the pro-drop parameter is named for this spe-
cific property, its feature setting ([4+/—]) also purportedly governs other gram-
matical properties. Among them is whether a grammar allows inversion of
subjects and verbs in declarative sentences: [+pro-drop] languages like Span-
ish allow inversion of full (non-pronominal) subjects as in Vino Juan (literally
“came Juan”); [-pro-drop| English allows only “Juan came” (White 1985: 48).

White’s research assumed that Spanish is [+pro-drop] and English and
French [-pro-drop]. She asked whether Spanish-speaking learners transfer
their [+pro-drop] setting in L2 English, while French-speaking learners cor-
rectly reject null subjects and subject-verb inversion in L2 English since
neither is attested in their L1. White’s results were mixed. She found clear
evidence that Spanish speakers do, in fact, accept many more null subjects
in English than French speakers do. But the two groups performed similarly
with respect to inversion.

Looking beyond these equivocal results, note that White (1985) sought
evidence that learners’ acceptance of null subjects co-occurred with their
acceptance of subject-verb inversion, or that conversely, learners rejected
both constructions together. That is, her work probed learners’ abstract
grammatical knowledge of the L2 as predicted by a proposed parameter
setting, not the presence or absence of specific L1/L2 grammatical patterns.
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Whether or not learners produced null subjects or subject-verb inversion
is less telling than whether or not those two grammatical features were
correlated in their grammars. In this sense generative-inspired research
diverged in its conceptualization of language and of the role of L1 in L2
acquisition, compared to that of Fries and Lado. And it did so in a way that
highlights its differences from mid-century American structuralism. Struc-
turalism was attentive to the forms and distributions of linguistic units
and notoriously intolerant of abstraction, whereas late twentieth-century
generativism trafficked freely in abstractions and took for granted that
its object of investigation was linguistic competence - that is, learners’
unconscious knowledge of language, which is only partially reflected in
their performance, that is, their use of language.

White (1985) and many other studies from the 1980s adopted a generativist
orientation in assuming that if there is an effect of L1 in L2, it is not an effect
of sounds, words or sentences of L1 serving as models for sounds, words or
sentences in L2. Rather, the locus of influence (or failure of influence) of L1
on L2 would be at the level of learners’ knowledge of language underlying
L1 linguistic units and their patterned distribution. In that sense, universal
principles and language-specific parameter settings mediate apparent L1
transfer effects. Among other important studies from the same period that
shared - or challenged - these assumptions, one might mention Adjémian
(1976), Clahsen and Muysken (1986), Liceras (1986) and Schachter (1989a).
White (1989) surveys this work.

2.2.4 Late twentieth-century research on the role of L1
The role of L1 in L2 continues to be investigated in generative studies of L2
acquisition. Subsequent research has framed the issue somewhat differently,
but shares the notion that the role of L1 in L2 is instantiated not through the
surface units of the language but through learners’ abstract grammatical
knowledge. For example, one prominent stream of work in the 1990s sought
to define the “initial state” of L2 learners, that is, to define the starting point
from which learners proceed at the outset of L2 acquisition, including the
role of the L1. A proposal by Schwartz and Sprouse, labeled “Full Transfer |
Full Access” (1996; see Chapter 5, this volume), argued that learners’ initial
approach to an L2 presupposes that all the abstract properties of L1 (universal
principles plus L1-specific parameter settings, or what replaced them in
successive versions of generative grammar) hold in L2. Schwartz and Sprouse
further argued that learners eventually reset parameter settings as needed
to match their perceptions of L2 where L1 and L2 differ, since learners do
not lose recourse to the full set of options. Therefore, as in the case of
White (1985), Schwartz and Sprouse (1996) conceived of the role of L1 in L2
as instantiated through the underlying L1 grammar, taken as the starting
point for construction of the L2 grammar.

Counterproposals to Full Transfer | Full Access emerged rapidly in the
1990s, variously exploring which abstract properties of the L1 grammar play
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what roles in L2 and proposing limits on the capacity of learners to aban-
don a property of L1 where L1 and L2 diverge. Vainikka and Young-Scholten’s
(1996a) “Minimal Trees Hypothesis,” for example, argued on the basis of data
from uninstructed learners of German that learners’ initial state imposes
on L2 the lexical categories of the L1 and presupposes certain principles
that govern lexical categories, but that the L2 grammar is devoid of all func-
tional categories. As learners’ exposure to the target language continues,
they gradually acquire an appropriate inventory of functional categories.
Eubank (1996) made a different proposal about learners’ initial state. His
research explored the plausibility that a grammar comprising both lexical
and functional categories is available to learners from the start, but that
what learners must acquire is the values attributed to features associated
with L2 functional (grammatical) categories. For example, language may
have either “weak” or “strong” verb features. Learners of L2 English have
to acquire the fact that English has “weak” verb features and as a result,
the grammar of English does not generate word order patterns with the
main verb “raised” over the adverb like *John plays often tennis. Learners of L2
French have to acquire its “strong” verb features, which generate precisely
that word order.

It is important to note that this historical sketch of proposals about the
role of L1 in L2 acquisition privileges research based on generative theory.
This has the advantage of offering a gratifyingly stark contrast between
1950s Contrastive Analysis and what followed it; and since generative gram-
mar has been widely influential, that contrast is salient to a Handbook of
Second Language Acquisition. However, this sketch necessarily fails to repre-
sent the full range of other proposals and assumptions about the role of
L1 in L2 acquisition. To take examples from anglophone literature in the
1900s, that would include the writings of Henry Sweet (1845-1912) and the
“Reform Movement” (Howatt 1984); Otto Jespersen (1860-1943); Harold E.
Palmer (1877-1949); J. R. Firth (1890-1960); M. A. K. Halliday (b. 1925). All
of these figures wrote about second language learning and teaching, from
varied points of view. Sweet ([1899] 1964: 53-5), for example, conceived of
what he called cross-association between a learner’s native and target lan-
guages as holding differential relevance across stages of acquisition: L1/L2
similarity facilitates early learning, but eventually impedes progress at a
more advanced level. The contributions of scholars like Sweet to our under-
standing of the roles of L1 in L2 acquisition in a wider history of L2 studies
await investigation.

2.3 History of research on the inherent capacities
of second language learners

2.3.1 “Cartesian linguistics”
As in the case of the influence of L1 on L2, the question of what is given
or immutable with respect to the learner has been raised in diverse terms
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over the history of western linguistics. Chomsky (2009 [1966]: 98-106) cites
seventeenth-century scholars, including Herbert of Cherbury (1583-1648)
and Géraud de Cordemoy (1626-84), as holding a rationalist position that
speakers know more about language than they could possibly have learned
from the environment. Chomsky identified this stance as characteristic of
what he calls “Cartesian linguistics,” in reference to the French philosopher
René Descartes (1596-1650), a founding figure in modern western epistemol-
ogy. According to Chomsky, Wilhelm von Humboldt (1767-1835) developed
a Cartesian perspective on language learning in a text published in 1836, in
which Humboldt wrote that language “cannot properly be taught but only
awakened in the mind; it can only be given the threads by which it develops
on its own account”; and moreover that, “The language-learning of children
is not an assignment of words, to be deposited in memory and rebabbled
by rote through the lips, but a growth in linguistic capacity with age and
practice” (trans. P. Heath, 1988: 44, 58; cited in Chomsky 2009 [1966]: 101). In
these terms, Chomsky considers Herbert, Cordemoy, Humboldt and others
as precursors to twentieth-century notions that humans possess an innate
language faculty as part of their genetic endowment.

Chomsky’s reading of seventeenth-century philosophy as comprising an
outcropping of “Cartesian linguistics,” a tradition within which he identi-
fies his own work, has been highly controversial among historians of lin-
guistics (see Thomas 2004: 109-19 for review of diverse points of view). But
both preceding and following the seventeenth century there was abundant
speculation about what capacities learners bring to the task of learning a
language. The notion that language learning is at least in part dependent
on learners’ rationality - that is, dependent on their inherent powers of
reasoning, induction and generalization, as opposed to dependent on the
memorization of words or rules - is frequently attested in teaching materials
and methods. As an extreme example, the German-born seventeenth-century
grammarian and language teacher Gaspar Scioppius (1576-1649), discussed
by Breva-Claramonte (1984), argued that rules of grammar are founded in
logic and are therefore necessarily without exception. Scioppius attributed
apparent exceptions to processes of ellipsis, or to failure of insight on the
part of the grammarian. Learners therefore require only a brief summary of
the properties of the L2, provided that it is prepared with adequate insight
and a few examples. By exercising their natural powers of rationality, they
can then induce the full range of features of the L2. On this basis, Scioppius
reduced the grammar of Latin to so few rules that they “[could| be easily
memorized by the average pupil in one day” (Breva-Claramonte 1984: 277).

There is, obviously, a significant gap between the powers of rationality
that Scioppius ascribed to language learners (which, arguably, are a matter
of self-conscious application and may be trained or sharpened with prac-
tice) and the character of an innate language faculty that some modern
linguists ascribe to learners. The latter operates involuntarily, beneath the
level of consciousness; its domain is, by hypothesis, specific to language; and
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research into its content is carried out with the tools of modern empirical
research. Critics of “Cartesian linguistics” point out similar gaps between
the ideas of Herbert of Cherbury, Cordemoy or Humboldt and generative
grammar’s conceptualization of language learning. Chomsky, however, has
consistently maintained that generative grammar’s conceptualization of
language learning is part of an intellectual tradition that flourished in the
seventeenth century, was submerged during the nineteenth century and
then re-emerged in the late 1950s in the idiom of modern cognitive science.

2.3.2 Emergence of the notion of interlanguage

Without presuming to adjudicate this significant historiographical contro-
versy, a lot has been written since the 1950s about the inherent capacities
of second language learners. S. Pit Corder’s (1926-90) 1967 article, “The
significance of learner’s [sic|] errors” and Larry Selinker’s 1972 article “Inter-
language” form a symbolic point of origin for contemporary L2 acquisition
studies (Thomas 1998b). Corder’s contribution was to argue for a notion that
has become a bedrock assumption in contemporary L2 acquisition theory:
that L2 learners’ grammars exhibit internal consistency independent of the
extent to which they approximate the characteristics of native-speaker gram-
mars of that same language. Selinker accepted Corder’s premises; coined the
term “interlanguage” to label a learner’s output as he or she attempted to
reproduce the L2; and attributed the systematicity of interlanguages to the
operation of learners’ “latent psychological structures” which exist as “an
already formulated arrangement in the brain” (1972: 211-15).

Corder and Selinker built their arguments by selective and rather desul-
tory reference to existing research on L2 acquisition. The notion of interlan-
guage, however, gave rise to new empirical studies that probed the existence
and content of learners’ inherent capabilities. When Dulay and Burt (1974Db)
and Bailey et al. (1974), adverted to above, discredited the role of L1 in their
research on the order of acquisition of English morphosyntax (see Chap-
ter 27, this volume), they interpreted their finding of an apparently fixed
sequence of acquisition as due to some (unspecified) “built-in syllabus” (a
term they borrowed from Corder 1967: 166) governing L2 acquisition, empha-
sizing that processes learners engage in to establish an internal grammar of
the L2 are ruled less by the influence of L1 than by inherent dispositions in
the language faculty.

Dulay and Burt (1974b) and Bailey et al. (1974) are representative of research
in this vein in that their work started by collecting a corpus of learner data.
They then explicated the systematicity they discovered in the corpus and (in
the absence of an obvious external source of that systematicity) attributed it
to the existence of specific cognitive capacities in learners. By the 1980s the
basis for L2 research shifted from a model centering on the interpretation
of discovered systematicity, to the hypothesis-testing model favored in the
modern social sciences. In the latter approach, the L2 researcher begins with
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a theoretically motivated constraint, deduces what would count as evidence
for its presence or absence in learners’ interlanguage and then tests those
predictions against elicited or observed data (see, for example, Chapter 7,
this volume). As a result, conceptualization of the inherent capacities of
L2 learners is driven forward by linguistic theory. As linguistic theory has
evolved, new research has followed, in the effort to discern whether L2
grammars evince a particular theoretically grounded constraint.

This stream of research — whether or not it can be conceived of as con-
tinuous with Chomsky’s Cartesian linguistics — has spread since the 1980s
into many domains in the study of second language acquisition, giving rise
to strong claims and counterclaims about what L2 learners bring to the
acquisition of phonology, morphology, lexis, semantics, syntax, etc. It takes
for granted the existence of a highly articulated language faculty and its
operation (whether full or partial is debated) in L2 acquisition (see Chap-
ter 7, this volume). A representative study is Dekydtspotter, Sprouse and
Anderson (1997; see Chapter 22, this volume). Dekydtspotter et al. interpret
sentence-comprehension data from L2 learners of French to show that they
acknowledge a distinction between the grammars of result versus process
nominals, a distinction the learners cannot have derived from their L1 gram-
mars, nor from their exposure to French, nor from direct instruction.

2.3.3 Reappraising the basis of L2 learners’ capacities

There are also competing conceptions of L2 learners’ capacities, which
counterpropose that L2 acquisition can be explained without assuming the
existence of a specific language faculty. Some counterproposals claim, in
diverse terms, that learners’ complex knowledge of L2 emerges out of multi-
dimensional interaction among non-linguistic factors. Bley-Vroman (1990),
for example, argued provocatively that L2 learning should be accounted for
without positing that learners have access to a mental faculty dedicated
specifically to language learning. He conceded that for child L1 learners, the
speed and uniformity of acquisition of their first language and the indepen-
dence of L1 from the environment of learning, implies that child learners
have access to specifically linguistic faculties. But Bley-Vroman posited that
a Fundamental Difference Hypothesis distinguishes L2 from L1 learners on
the grounds that L2 learning is slow, unpredictable and highly individually
variable. To Bley-Vroman, such characteristics are sufficient to establish that
L2 learning is different in kind from L1 learning.

Bley-Vroman’s Fundamental Difference Hypothesis has met with cri-
tique, for example, from Schwartz (1990, 1998a). Others have continued
to explore ways to account for L2 acquisition that obviate the necessity of
a language-specific mental faculty. What have come to be called “emergen-
tist” approaches are various (see Chapter 28, this volume). Some scholars
(e.g. N. C. Ellis 2002a) argue that learners attend to the relative frequency
of particular form/meaning relationships in the input. On that basis, they
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extrapolate the grammatical structure of L2 — and they do so without access
to cognitive capacities specifically dedicated to language. O’Grady (2003) has
promoted a different kind of emergentism, arguing that L2 grammars can be
accounted for as the products of the interaction of (for example) principles
of processing efficiency with the limited capacity of working memory.

Modern psycholinguistic constructs such as language processing or work-
ing memory do not have historical precedents of much depth. But insofar
as emergentist approaches in general exclude inherent, specifically linguis-
tic, mental capacities, emergentism belongs to the empiricist tradition in
philosophy. Empiricism emphasizes the origin of human knowledge in expe-
rience. In some versions, that means that everything a person knows, includ-
ing about language, must derive strictly and solely from sense experience.
In other versions, such as in British philosopher John Locke’s (1632-1704)
Essay concerning Human Understanding (1975 [1690]), a touchstone in the early
history of empiricism, the mind has recourse from birth to the capacity
for reflection, in addition to experience derived from the senses. Still other
versions of empiricism admit inherent content to the mind in the form of
more articulated but all-purpose capacities such as logic, the operation of
memory, or the ability to make associations.

Empiricism has a long and many-branching family tree in western philos-
ophy. It is not obvious how to best classify varieties of modern emergentism,
especially since emergentism as it has developed in research on L2 acquisi-
tion is at present a work in progress. Tracing the historical background to
emergentism, however, would be a rewarding historiographical task granted
that the application of empiricism in the study of language has had its share
of thoughtful proponents as well as incisive critics since at least the late eigh-
teenth century, continuing up to today.®> Notwithstanding the novelties of
how empiricism is instantiated in emergentist theories of L2 acquisition, the
existing reservoir of reflection on empiricism going back several hundred
years supplies concepts and terms that can help us assess its applicability to
questions about how people acquire a second language.

There are, of course, other facets in discussion of the inherent capacities
of L2 learners. Some focus on the individual differences among learners that
bear on the act of acquiring an L2 (see Chapters 8 and 15, this volume).
Since the late twentieth century this includes research investigating cor-
relations between success or failure of L2 acquisition in various domains
with personal traits of diverse sorts, some fixed with respect to individual
learners, some variable. Examples include age; aptitude; intelligence; moti-
vation; psychological traits such as empathy, anxiety, or extroversion; and
attitudes toward L2 native speakers and culture. Before the late 1900s, the
only individual differences (aside from L1) that attracted sustained atten-
tion in discussion of L2 acquisition were age and aptitude. However, neither
age nor aptitude has been well investigated historically as a factor bearing
on L2 acquisition. Therefore it is premature to try to determine how either
contributes to the long-range history of concepts of L2 acquisition.
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In summary, there is an elaborate historical precedent to the study of
inherent capacities available to all L2 learners, insofar as this is taken as a
part of the debate between rationalists and empiricists. There is even a meta-
debate about whether Chomsky has adequately conceived of the positions
of rationalists versus empiricists with respect to language. Other kinds of
inherent capacities of learners, such as the role of personal attributes in L2
acquisition, await historical analysis.

2.4 History of the role of social context in L2 acquisition

A third theme in the history of reflection on L2 acquisition is the question
of whether, and if so to what extent and how, the social context of language
learning is a relevant factor. Is what is most salient about L2 acquisition
internal to learners - residing in their cognition - or is L2 acquisition in
essence a social activity, something accomplished by interaction between
people? Or (a third possibility) is the social context of language learning one
among many layers of variables that bear on L2 acquisition, some so internal
as to be subconscious to learners; some constituting explicit knowledge
that a learner can articulate; some based in conventions of interpersonal
communication external to the learner; and some extending even further, to
the institutional and political environments in which learning takes place?

The question is an important one in defining the nature of L2 acquisition
and has obvious ramifications for pedagogical practice. Since the early 1990s,
modern versions of this question have been explored in research that (for
example) analyzes conversations among L2 learners, or between L2 learners
and native speakers, to show how the parties negotiate across language bar-
riers to construct their social roles and self-representations with respect to
each other. Other research has explored differences in the path and outcome
of L2 acquisition depending on the social status of the L2 vis-a-vis the L1 (for
example, where one is a minority-group language and the other a national
language, or a language of high international prestige).*

2.4.1 Social interaction in L2 acquisition: fourth versus
twentieth century

Inquiry into these dimensions of L2 acquisition has sometimes been carried
out using quantitative social-scientific methods, but more commonly in
the form of qualitative research that examines small case studies in depth.
Either methodology is distinctively modern - as is the overall notion of
“doing research” — but there are certainly historical precedents, where ear-
lier scholars reflected on the role that social context plays in L2 acquisition.
A famous passage in the Confessions of Augustine of Hippo (Aurelius Augusti-
nus, 354-430 CE) comes to mind, in which Augustine contrasted his experi-
ences of acquiring L1 Latin versus L2 Greek. Augustine framed that contrast



History of the study of second language acquisition

41

not by calling attention to the different cognitive status of Latin as his first
language acquired in infancy, versus that of Greek as a second language
acquired as a schoolboy. Rather, he highlighted the different environments
in which he learned Latin versus Greek. He wrote that he learned Latin:

by keeping my eyes and ears open, amidst the flatterings of nurses and the
jesting and pleased laughter of elders leading me on. I learned it without
the painful pressure of compulsion, by the sole pressure of my own desire
to express what was in my mind, which would have been impossible unless
I'had learnt words: and I learnt them not through people teaching me but
simply through people speaking: to whom I was striving to utter my own
feelings. (Confessions I, 14, trans. Sheed 1942: 14)

On the other hand, Augustine reported that when he studied Greek in
school, he “was driven with threats and punishments to learn” and found it
“hard and hateful”: “the drudgery of learning a foreign language sprinkled
bitterness over all the sweetness of the Greek tales” (I, 13-14, trans. Sheed
1942:13-14). In these terms, Augustine attributed his successful acquisition
of Latin at home to the context of “jesting and pleased laughter of elders”
in which he strove “to utter [his] own feelings,” compared to the school
environment of “threats and punishments” where he failed to learn Greek.
He concluded that “All this goes to prove that free curiosity is of more value
in learning than harsh discipline” (ibid.).

In this passage from the Confessions Augustine represents, in fourth-century
terms, starkly contrasting social-environmental factors in his differing expe-
riences of language acquisition. From the late twentieth century, the dis-
cussion has been framed in terms that derive from psychology, sociology,
anthropology and sociolinguistics. In particular, the work of Russian psy-
chologist Lev Vygotsky (1896-1934) introduced in Europe and America in the
late 1970s, has been influential. For Vygotsky, give-and-take between child
language learners and their interlocutors within a specific sociocultural
environment forms the basis for the development of cognition, including
memory, logic, will and concept formation. Most importantly, according to
Vygotsky (1986 [1934]), interpersonal exchange is the basis of L1 acquisition,
because learners incorporate external, interpersonal, language first as pri-
vate speech and eventually as silent thought. At each step of the transition
from external speech, to private speech, to thought, Vygotsky asserted that
the character of speech changes. But he insisted that the origin of language
is in the sociocultural realm, not in cognition (see Chapter 30, this volume).

Vygotsky’s claim is not merely that the social context of learning has a
role in acquisition, even an important role. His claim is stronger: that learn-
ers initially appropriate language through person-to-person exchange, then
internalize it as a tool for selfregulation. Vygotsky’s ideas have recently
been extended to L2 acquisition. A case study by Amy Snyder Ohta (2000a) of
two adult learners of Japanese illustrates modern Vygotskian research. Ohta
recorded and analyzed the speech and gestures used between two students
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as they collaborated on a peer-to-peer translation task directed at acquisi-
tion of the distribution of Japanese particles. Ohta’s analysis showed that
each student adopted subtle communicative signals that his or her part-
ner accurately recognized as requests for assistance. The more advanced
student waited for his partner’s cues before offering assistance. As the part-
ner’s internalization of the distribution of particles advanced, she asked for
(and needed) less assistance from her partner; the partner spontaneously
decreased the rate in which he offered help and decreased the explicit-
ness in which he encoded offers of help. Ohta concluded that her study
confirmed Vygotsky’s assertion that learning takes place through negoti-
ated social interaction, which learners gradually incorporate as implicit
selfregulated knowledge. As in Augustine’s experience of “keeping my eyes
and ears open, amidst the flatterings of nurses and the jesting and pleased
laughter of elders leading me on,” Ohta identified social interaction as the
foundation of language acquisition, within which context the pair of stu-
dents she analyzed evinced unstudied and sensitively regulated control over
collaborative strategies. Those strategies maximized their capacity to acquire
the L2.

2.4.2 Conceptualization of cognitive versus social factors
in L2 learning

The precedence Vygotsky assigned to social context in the development
of language and thought contrasts with the assumptions of mainstream
research on L2 acquisition since the 1950s, especially in the United States.
The conceptualization of L2 acquisition behind Fries’ and Lado’s structural-
ist, post-Bloomfieldian, Contrastive Analysis assumed that learning a second
language is essentially a cognitive phenomenon. Later conceptualizations
that supplanted Contrastive Analysis (Dulay and Burt’s creative construc-
tion; White’s generative grammar-based research; its successors, such as
Full Transfer | Full Access) all share the assumption that learning a second
language is at base a cognitive phenomenon, even as scholars have variously
defined the specific cognitive resources available to L2 learners. Swimming
against that mainstream, a classic 1997 article by Alan Firth and Johannes
Wagner objected to what the authors perceived as a narrowly cognitive per-
spective on L2 acquisition, on the grounds that (for example) instead of
abandoning variation in learner performance as irrelevant in a search to
define what is universal in L2 acquisition, variation in performance should
be and can be accounted for with respect to the diverse and mutable social-
interactional situations in which language is used.

Firth and Wagner concluded that in order to reach a more comprehensive
understanding of L2 learning, more research needs to be carried out about
individual learners’ communicative purposes and practices (see Chapter 30,
this volume). Their 1997 article is sometimes identified as initiating a trend
toward study of L2 acquisition in realistically idiosyncratic, non-idealized,
social contexts.® It is a subject of debate whether sociocultural theories of L2
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acquisition like that extrapolated from Vygotsky’s work or that developed
by Firth and Wagner are incompatible with research on L2 acquisition as a
function of linguistic knowledge (or, to emergentists, as a function of lan-
guage processing and working memory). For some scholars, a sociocultural
approach necessarily excludes the validity of a cognitive approach (Long
1997; Johnson 2004); for other scholars, social and cognitive factors coexist
within separate domains of L2 acquisition (Block 2003).

Therefore, debate about whether language is essentially a cognitive or
social phenomenon is ongoing. It is useful to recognize that, in fact, the
debate has been ongoing for a long time. In the eighteenth century, many
scholars considered the origins of phenomena to be the best means of dis-
cerning their essential nature. Therefore the question of how the first human
language developed was critical to understanding the nature of the human
mind (in addition to the question’s relevance to other eighteenth-century
preoccupations: religion versus science; human nature versus social conven-
tion; humans versus animals). The French philosopher known as Condillac
(1714-80), an admirer of John Locke, wrote one of the first treatises on
the topic, Essay on the origin of human knowledge, in 1746. Condillac’s Essay
imagines how two pre-linguistic children who had gotten lost in a desert
might invent language. By associating their natural gestures or cries (of
pain, hunger, etc.) with specific objects of desire, the children would spon-
taneously invent relationships between linguistic signs and their referents.
Condillac specified that two children would be required for this result: a sin-
gle child alone would not develop language, because each needs to observe
the other’s gestures and cries in order to come to associate sounds with
objects. By inventing language within this social context, children would
create a powerful tool for analyzing their experience, on which basis they
could then begin to build their cognitive faculties.

Condillac’s topic proved irresistible for many scholars who followed,
including Jean-Jacques Rousseau (1712-78), Wilhelm von Humboldt,
Friedrich von Schlegel (1772-1829), Jacob Grimm (1785-1863), extending
up to Max Miiller (1823-1900). In 1769, the Berlin Academy of Science
offered an award for the best essay on the origin of language. The prize
went to Johann Gottfried Herder’s (1744-1803) Treatise on the Origin of Lan-
guage. Herder rejected Condillac’s solution on the grounds that it offered
no reason why animals might not likewise have developed language; and in
any case, in the absence of language how could the children associate their
cries with their objects of desire? Instead, Herder claimed that language has
no discrete origin, but rather is as a product of reflection: human beings’
“first moment of taking-awareness . . . was also the moment for the inward emergence
of language” (2002 [1772]: 128; emphasis in the original). For Herder lan-
guage developed internally, then came to be employed in the world of social
interaction. For Condillac language could only emerge out of interpersonal
exchange, which then was a spur to cognitive development.

The issues that Condillac and Herder wrestled with are still with us today
in debate about the role of language in cognitive development and the
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role of social context in the development of language. Those are issues
that animated Vygotsky and others who have tried to sort out the relation-
ships of language, cognition and the social world. Along with that core
similarity, there are obvious differences between eighteenth-century and
modern debates about cognition and social context. In the eighteenth cen-
tury, scholars framed their questions by speculating about phylogeny; late
twentieth-century scholars tried to answer their questions ontogentically,
by looking at the development of individual L1 or L2 learners. Methods and
styles of argumentation also vary since, of course, Condillac and Herder did
not employ contemporary social science methods to support their claims -
but neither did Vygotsky. Vygotsky characteristically presented only sketchy
empirical data to support his claims, preferring to build arguments in ways
not unlike those of Condillac or Herder, namely out of anecdotal evidence
and by deducing the consequences of a principle presented as a matter of
common sense. An eighteenth-century text on the origin of language may
strike twenty-first-century readers as alien in its approach, assumptions and
argumentation. The same kinds of global gaps separate some, but not all,
twenty-first-century readers from Vygotskian sociocultural theory, or from
Firth and Wagner’s insistence that social context is formative to language
acquisition. But discontinuities as well as continuities together make up the
history of second language acquisition.

2.5 Conclusion

Of the three themes surveyed historically in this chapter, each animates
present-day research on L2 acquisition. None is without precedent. Together,
they do not exhaust the grounds on the basis of which one might look beyond
the twentieth century for the backdrop to modern study of L2 acquisition.
But even this small sample of issues in L2 studies, viewed historically, reveals
the heterogeneity of that backdrop. The first theme, specification of a role
for the L1 in L2 learning, was only articulated after western scholarship
gradually came to conceptualize natively versus non-natively acquired lan-
guages. Then in the twentieth century, the issue became (and continues
to be) a central, self-conscious, point of disagreement through several gen-
erations of models of L2 acquisition. The second theme, inquiry into the
inherent capacities that learners bring to the task of acquiring an L2, may
be understood as continuing into the twenty-first century a debate between
empiricists and rationalists that some scholars (notably Chomsky) consider
along-standing and comprehensive key to the history of western linguistics.
Reflection on the third theme, the question of how to evaluate the role of the
social context of language, goes as far back as the fourth century. Whether
language is at base a social or a cognitive phenomenon became an object
of explicit speculation in the 1700s, albeit through different means and in
different terms, compared to those used today.
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These three historical sketches therefore illustrate some of the heteroge-
neous ways in which the study of L2 acquisition is connected to large-scale
intellectual trends. Even a glimpse of those connections offers, I believe, a
number of benefits to scholars of second language acquisition. It provides
an opportunity to look beyond the boundaries that the proclivities of the
modern discipline impose on the subject matter. It enhances one’s capacity
to imagine what it would mean to hold a very different set of assumptions
about the common, basic, human experience of learning a second language.
And it opens up a richer appreciation for the cultural and scientific value of
the scholarship displayed in this handbook.
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Theoretical approaches

Florence Myles

3.1 Introduction

Becoming acquainted with second language acquisition theorizing can be
rather confusing for the novice, given the plethora of different and seem-
ingly conflicting claims. This state of affairs is due to a number of reasons.
First, because second language acquisition is a complex and multifaceted
phenomenon, the investigation of a given aspect requires specific theoretical
and methodological tools; for example, the study of the linguistic system
underlying a learner’s production will require the support of a linguistic
theory, whereas the investigation of the neurological basis underpinning
the second language will rely on neurolinguistic theorizing, and there might
not be much overlap between the sets of questions investigated and the
claims made. Second, different theoretical approaches adopt widely differ-
ing views of the nature of language, of the language learning process and of
the language learner and his/her role in the acquisition process. Is language
primarily social? Individual? Cognitive? Linguistic? Is the learning process
primarily social? Individual? Cognitive? Linguistic? What is the role of the
learner in this process? For example, does s/he need to amass metalinguistic
knowledge or is it unnecessary? Do all learners need the same type of input
and interaction or do needs vary from learner to learner according to their
individual learning styles and personal characteristics?

This chapter aims to present the main theoretical families that currently
exist in SLA research, thus setting the scene for the chapters that follow. By
families is meant groups of theories which focus on the investigation of broad
subdomains of SLAresearch. For example, one theoretical family explores the
development of the linguistic system in second language learners, resorting
to a range of different theories in so doing. Another family focuses on the
role of social factors in SLA, again drawing on different theories to aid
this exploration. And yet another group of theories concentrates on the
psycholinguistic dimensions of SLA, such as the development of processing
skills or the role of individual differences.
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It might seem artificial to separate formal (linguistic), cognitive and social
aspects of language, as of course the learning and use of language routinely
involve all three at the same time. Some current theoretical approaches do
argue in principle against separating language and its learning into these
different aspects, on the grounds that language is primarily social and can-
not therefore be removed for analysis from the context in which is situated.
However, no one approach to date has succeeded in capturing all these
facets and giving answers to this wide range of questions, hence the current
multiplicity of approaches addressing particular dimensions of language
acquisition. These approaches not only focus on different subdomains, but
also differ in their methodological tools (see Chapter 4, this volume). The
first section of the chapter will outline what a theory should do and be clear
about, e.g. in terms of its domain of application, its research agenda and
its methodology, as well as the views of language, learning and the learner
which underpin it. It will then outline the main research agendas which
have motivated much of SLA research over the last forty years or so. It will
also summarize what SLA theorizing needs to explain, that is, the findings
which empirical research has brought to light. The second section will intro-
duce the main theoretical approaches currently active, and outline their
contribution to the overall SLA research agenda.

3.2 Why theories?

3.2.1 Purpose of SLA theories

The Oxford Dictionary defines a theory as “a supposition or a system of ideas
intended to explain something, especially one based on general principles
independent of the thing to be explained.” For the purposes of SLA research,
we might paraphrase this definition as “a more or less abstract set of claims
about the units which are significant within the phenomenon under study,
the relationships which exist between them, and the processes which bring
about change” (Mitchell and Myles 2004: 7). In the context of a multifaceted
phenomenon such as SLA, a theory might be restricted in scope and focus
on a single aspect of the acquisition process, or it might be more elaborate
and comprehensive. For example, a property theory will be primarily con-
cerned with modeling the nature of the language system underlying learner
productions, while a transition theory will aim to model the changes this sys-
tem is undergoing during developmental processes (Gregg 2003b; Schwartz
1998Db). A theory aims at explaining the phenomenon under investigation,
not merely describing it, and will therefore evolve through a cyclic process
of systematic inquiry, in which the claims of the theory are assessed against
empirical evidence. This may take place through a process of hypothesis
testing through formal experiment, or through more ecological procedures,
where naturally occurring data are analyzed and interpreted. Theory build-
ing is a reflexive process: on the basis of empirical findings, the theory is



48

FLORENCE MYLES

modified in order to better account for the facts that have been uncovered;
new theoretical insights in turn give rise to the need for more empirical
investigations to test them further.

In the context of second language acquisition research, different theoret-
ical approaches will not only need to be explicit about which views of the
nature of language, of the learner and of learning underpin them, but also
about which aspect of SLA they are attempting to model or explain. As we
have already suggested, a theory particularly suited to investigate the role
that social relationships and networks play in the learning process might
have very little to say about the role that, say, individual learner variables,
or formal properties of human languages, play in this process. But whatever
the particular focus of a given theory, we would expect it to be explicit about
the following (Mitchell and Myles 2004: 9):

1. Clear and explicit statements of the theory’s precise object of inquiry, as
well as of the assumptions and claims which it is making about its view
of the nature of language, of the learner, of the learning process and of
how these interact with one another;

2. Systematic procedures for confirming/disconfirming the theory,
through data gathering and interpretation: a good theory must be
testable/falsifiable in some way;

3. Both descriptions of L2 phenomena, and attempts to explain why they
are so (property theories), and proposals for mechanisms of development
(transition theories);

4. Last but not least, engagement with other theories in the field, and
serious attempts to account for at least some of the phenomena which
are understood as common ground in ongoing public discussion.

Before outlining the main theoretical families currently in use in SLA
research, and their position on each of the four points above, the princi-
pal research agendas which have motivated SLA research in the past forty
years or so will be reviewed briefly.

3.2.2 SLA research agendas
The following core questions have motivated much of the SLA research
carried out in recent decades (Myles 2010: 227):

Formal:

1. Whatis thelinguistic system underlying learners’ performance, and how
do they construct this system, at various stages of development and in
each of the following: phonology; morphology; lexis; syntax; semantics;
discourse; pragmatics?

2. What is the role of (i) the native language or other previously acquired
languages, (ii) the target language and (iii) universal formal properties
of human languages?
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Cognitive:

3. How do learners develop their ability to access and use their L2 system
in real time, i.e. their processing capability?

4. What are the roles of individual differences and learning styles in shap-
ing and/or facilitating L2 development?

5. What is the influence of the age of the learner, in shaping and/or facili-
tating L2 development?

Social and interactional context:

6. How does input/interaction/output facilitate, shape and/or acceler-
ate the development of either 1 or 3 above (formal system and/or
processing)?

7. How do the environment/social context facilitate, shape and/or accel-
erate the development of either 1 or 3 above (formal system and/or
processing)?

Looking at those questions in more detail, we can say that the prime objec-
tive of the first two questions is to document and understand formal linguistic
development. This has undoubtedly been the focus of a large part of SLA
research to date, especially in the 1980s and 1990s, when much work aimed
to establish developmental sequences in the domain of morphosyntax in
particular (see Chapter 27, this volume). The investigation of these ques-
tions has relied on formal theories of language, not only to describe and
analyze learner language (Hawkins 2001a; White 2003a), but also to explore
the cohabitation and interaction of several language systems in the same
mind (Cook 2003a; Cook and Bassetti 2011; Cook, Bassetti, Kasai, Sasaki and
Takahashi 2006). The questions asked when attempting to explain devel-
opmental patterns in the different subsystems of language have become
increasingly sophisticated, trying to account for the interplay between mor-
phosyntactic, discursive, pragmatic and processing factors in shaping these
patterns. In addressing these questions, the formal properties of both the
L1 and the L2 (and increasingly any L3), as well as universal properties of
language, have received much attention as possible explanatory factors, and
the interplay between these different systems has been the object of much
inquiry, as many of the formal properties in evidence in learner languages
are not directly traceable to either the L1 nor the L2. A range of theoretical
frameworks have been used to investigate these L2 formal patterns, and we
will review some of these in the next section.

The third question, how do learners develop their ability to access and use this
system in real time (i.e. their processing capability), implies that the develop-
ment of the formal linguistic system on the one hand, and the develop-
ment of the ability to access and use this system in real time on the other,
are two different kinds of development, relying on different types of inter-
nal mechanisms. And indeed, researchers interested in investigating the
development of processing skills and of fluency have focused primarily on
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processing mechanisms such as automatization, and have given relatively
less attention to the formal properties of the developing system (see Chapter
19, this volume). This dissociation between formal linguistic knowledge and
processing skills is not, however, accepted by all researchers, and we will
review theoretical approaches which consider the two types of process as
interdependent and impossible to separate (e.g. associationist/femergentist
frameworks; sociocultural frameworks such as N. C. Ellis 2008a; O’Grady,
Lee and Kwak 2009; Vygotsky 1978, 1986 [1934]). In the main, however, SLA
researchers have treated linguistic knowledge and processing as separate
and drawing on different learning mechanisms, though developing in par-
allel (Pienemann 2005a; Towell 2003, 2007; Towell and Dewaele 2005; Towell
and Hawkins 1994).

The fourth question, on the role of individual differences and learning styles
in shaping and/or facilitating L2 development, has been motivated by the well-
documented observation that learners are highly variable in the speed at
which they learn foreign languages, as well as in their ultimate success, and
this is in marked contrast to first language learners, who are more homo-
geneous in rate and success of acquisition. Even with the same input and
the same opportunities for interaction in, for example, a single classroom of
beginners, some learners will progress much faster than others. Researchers
investigating the reasons behind this observation have focused, on the one
hand, on the role of intrinsic learner variables such as aptitude and learning
style and, on the other hand, on potentially more extrinsic variables such
as motivation and learning context (see e.g. Chapter 8, this volume; Dérnyei
2009a; Dornyei and Skehan 2003 for reviews).

The fifth question deals with the age of the learner, and how far this can
be expected to influence the learning process and eventual attainment; this
complex issue has attracted the attention of the general public to the field,
perhaps more than any other (Birdsong 2005a; Cable et al. 2010; Herschen-
sohn 2007; Hyltenstam and Abrahamsson 2001; Johnstone 2002; Munoz and
Singleton 2011; Mufoz 2006a, 2008a, b).

The sixth question focuses on the role of the input and of interaction in L2
development. Here, researchers have investigated what type of input and
interaction might facilitate, shape and/or speed up development (see Chap-
ter 10, this volume; Gass 1997, 2003; Gor and Long 2009; Lyster 2004c; Mackey
2007; Mackey, Oliver and Leeman 2003). They have explored whether facili-
tative effects related to the type of input and/or interaction found in studies
relate to all sub-domains of language, or whether it is primarily evident in
the development of lexis, as in negotiation of meaning studies (Gass and
Varonis 1994; and see Chapter 10, this volume), or also in the acquisition of
syntax, as in the study of interrogative development by Mackey (1999). The
role of input/interaction/output in the development of processing skills has
also been investigated, and ways of manipulating input and interaction in
order to promote learning has also been an important focus in this area (see
e.g. VanPatten 1996, 2002; Chapter 29, this volume).
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The final question is about the role of the social and interactional context.
More recently researchers have become interested in exploring the role of
the social context, not only in terms of the social status of the speakers or
languages involved, but also in terms of the specific communicative needs
entailed in different social contexts (Firth and Wagner 2007; Jenkins 2007),
and in terms of the co-construction of identities in multilingual commu-
nities of practice (Chapters 11, 12, 13 and 30, this volume; Norton 2000;
Pavlenko and Blackledge 2004).

This list of questions is not meant to be exhaustive, but rather aims to
capture the main research agendas which have prevailed in the field over
the last forty years or so, and are still to a large extent shaping it today, that
is:

e Question 1 (formal properties of learner language) and question 2 (role of
the L1, of the L2/L3 and of universals of languages in L2 development) are
concerned with the formal properties of human languages; they focus
on language, with different views of language underpinning them; they
have a limited amount to say about the process of learning.

e Question 3 (processing capability) question 4 (individual differences) and
question 5 (age of acquisition) have mainly been understood to relate to
internal cognitive characteristics and mechanisms; their main focus is
on learning.

e Question 6 (the role of input and interaction) and question 7 (the role
of the social environment) concern sociocognitive and social factors; the
focus is on the wider social context, on interactional patterns and/or on
language use, with both language and learning often receiving limited
or partial attention (Myles 2010).

Before introducing the main theoretical families, it is useful to briefly out-
line some of the main empirical findings of SLA research in recent decades
which are relevant to these questions. These findings provide a foundation
for reviewing the different theoretical approaches in terms of their contri-
bution to explaining and interpreting them.

3.2.3 Research findings
Researchers have established a number of well-documented findings charac-
teristic of the second language acquisition process. The following provides
a brief summary of these (see Myles 2010). A comprehensive review is also
found in e.g. R. Ellis (2008):

e L2 learners follow developmental stages in their acquisition of a specific
second (or third) language. These are largely independent of the learner’s
first language, and of the mode of exposure (naturalistic vs. instructed);
moreover, they are often similar to the stages followed by children acquir-
ing this same language as an L1 (e.g. the acquisition of interrogation
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and negation in English L2, of German word order etc.). Although the
existence of developmental stages is well established (see Chapter 27, this
volume), our knowledge of these stages remains rather patchy, especially
in languages other than English and in areas other than morphosyntax.

e The linguistic system underlying learner production is rule-governed,
but these rules do not always resemble the rules underlying the L1 or
the L2 (e.g. L2 learners go through an early stage where verbs are typ-
ically uninflected, and this is found even for learners whose L1 and L2
both obligatorily inflect verbs (Housen 2002; Lakshmanan and Selinker
2001; Myles 2005)). Additionally, learners acquire subtle grammatical
properties of the L2 which do not seem learnable from the input alone,
and which they have not been taught explicitly (Dekydtspotter 2001;
Dekydtspotter and Sprouse 2001; Hawkins 2004).

e Some properties from the L1 are likely to transfer, others not; moreover,
within pairs of languages, properties often transfer one way but not
the other. For example, object pronouns are placed after the verb in
English (Peter paints it) but before the verb in French (Peter Ia peint). French
learners of English do not transfer French placement and never produce
*Peter it paints, whereas English learners of French go through a stage of
wrongly producing postposed object pronouns in French L2 (*Peter peint
Ia) (for a review, see Mitchell and Myles 2004). Thus, although transfer
undoubtedly plays a part in L2 development, its role is complex and
remains relatively poorly understood (see Chapter 5, this volume).

o Therateand outcome of the learning process is highly variable, with some
learners arguably becoming indistinguishable from native speakers and
others fossilizing at a much earlier developmental stage, sometimes in
spite of plentiful input. There is some variability in the route of develop-
ment, both across learners and within learners, but in comparison, it is
relatively limited.

The following section presents the main theoretical families which have
addressed the varied research agendas that we have briefly reviewed, spec-
ifying their domain of application, their view of language, of learning and
of the learner, and evaluating their contribution to our understanding of
some of the empirical findings just presented.

3.3 The main theoretical families

In keeping with our discussion so far, the main theoretical families intro-
duced in this section are classified in terms of their focus on the formal
properties of learner language (linguistic theories), on cognitive considera-
tions such as processing or psychological makeup of individuals (cognitive
theories), or on the social and interactional context of second language
acquisition (interactionist, sociolinguistic and sociocultural theories). These
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divisions are of course somewhat artificial, and sometimes difficult to main-
tain in the context of approaches to language and to learning which increas-
ingly aspire to integrate formal, cognitive and social variables. Much of the
research in each of these families has continued to pursue its own specific
agendas, with its own methodological apparatus.

3.3.1 Linguistic approaches

For the purpose of this chapter, “linguistic approaches” refers to theoretical
approaches that focus on the formal properties of language and how these
shape the development of an L2, in the context both of universal properties
of human language and of specific L1-L2 pairings. For illustrative purposes,
we focus primarily although not exclusively on the Universal Grammar
approach, as it has been highly influential and productive within this theo-
retical family (see Chapter 7, this volume). Other linguistic approaches, e.g.
functionalist, structuralist or Hallidayan, have contributed to SLA research,
e.g. especially in the context of the European tradition, but the scope of this
chapter does not allow a contrastive analysis of these different linguistic
theories’ contribution to the SLA research enterprise.

Domain of inquiry

The focus of linguistic approaches is the description and explanation of the
formal system underlying learner production and comprehension: what is
this system like at various stages of development, and why is it that way?
When evaluating the contribution of linguistic theories, it is important to
remember that they are theories of human language, and have therefore
much broader scope than the description and explanation of (second) lan-
guage production. Their domain of inquiry is vast, as outlined for example
in Chomsky (1986) who sees the goals of linguistic research as providing
answers to three distinct questions: (1) what constitutes knowledge of lan-
guage? (knowledge in the Chomskyan sense meaning abstract underlying
representations rather than conscious metalinguistic knowledge); (2) how is
knowledge of language acquired? and (3) how is knowledge of language put
to use?!

Within a very broad agenda which seeks to understand the nature of
human language, first language acquisition has always been an important
driving force; and Chomskyan theory building has always seen accounting
for the ease with which children acquire their native language in spite of the
complexity and abstractness of human language as an important goal and
motivator. This ease of acquisition has been argued to be due to an innate
language faculty which guides and constrains children in the hypotheses
they make about the language they are acquiring. The focus of linguistic
inquiry within this framework has never been on the acquisition of second
languages. But as a general theory of language, this line of inquiry has been
of direct relevance to the study of second languages, which are assumed to
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be natural languages and therefore to be governed by the constraints which
operate on all human languages. Additionally, given the many similarities
between first and second language acquisition, if Universal Grammar can
explain the former, it will also play a part in the latter. Furthermore, UG
might explain some of the differences between L1 and L2 acquisition by
providing a theoretical frame for investigating constructs such as the Crit-
ical Period (whereby innate language faculties constraining first language
acquisition might not be available to older L2 learners) and transfer when
comparing pairs of languages in a principled way.

In spite of its potentially vast remit, most of the SLA research attention
within this framework to date has been on morphosyntax, with some long-
standing interest in L2 phonology (Archibald 1993; Broselow 1984; Ioup
1984; Ioup and Weinberger 1987; and see Chapter 25, this volume), and a
few studies on L2 semantics (Dekydtspotter, Sprouse and Thyre 1999, 2000;
Juffs 2000; and see Chapter 22, this volume). More recently there has been
much interest among researchers in developing a better understanding of
the interfaces between the different subsystems of language, for example
between morphosyntax and semantics or pragmatics (Arche and Dominguez
2011; Dominguez 2007; Sorace and Serratrice 2009; Sorace, Serratrice, Fil-
iaci and Baldo 2009) or phonology (Goad and White 2008). Formal linguistic
approaches to SLA, whether structuralist, functionalist or UG, do not typi-
cally include any developed theory of processing, or of learning. Moreover,
researchers in this tradition have very little to say about what triggers devel-
opment in either L1 or L2 acquisition, apart from rather general claims such
as the need to communicate/make meaning. In the context of first language
acquisition, linguists claim that all that children need is language around
them for it to develop, and the cognitive mechanisms driving this develop-
ment are beyond their formal remit. Their domain of inquiry is seen as a
property theory and not a transition theory, and itis within these parameters
they must be understood and evaluated (Mitchell and Myles 2004).

Views on the nature of language

The view of language characterizing the UG approach is usually modular,
with the formal properties of language being part of a distinct structure
in the mind, and different aspects of language in turn being modular (syn-
tax, phonology, etc.) (Coltheart 1999; Fodor 1983; Jackendoff 2002). Until
recently, morphology and syntax have been the privileged object of study,
with the focus firmly on the sentence and its internal structure, rather than
any larger unit of language. Work at the level of smaller units (words, mor-
phemes, phonemes) has also been primarily concerned with structure and
how different elements relate to one another. This is one of the major criti-
cisms by outsiders of work in this tradition; it is seen as studying language
somewhat clinically, in a vacuum, as a mental object rather than a social
or psychological one (Lantolf 1996; Zuengler and Miller 2006) and as rigidly
separating language knowledge from language use. It is primarily interested
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in the former, leaving the latter to other theorists. This dichotomy between
competence (the mental representations underlying language in the mind)
and performance (the realization of language in real time) is central to
this approach, as performance is seen as a defective window onto this men-
tal grammar, full of imperfections due to the real-time demands of online
processing.

Not all formal linguistic theories adopt the modular approach character-
istic of UG. For example, the Hallidayan systemic functional school (Hal-
liday and Matthiessen 2000) views language as essentially a set of form-—
function mappings in which meaning is the driving force. The main differ-
ence between this approach and Chomskyan linguistics is that syntax is not
clearly separate from semantics and pragmatics (Hendriks 2005; Klein and
Perdue 1992; Perdue 2000). In the context of SLA, although these approaches
have contrasting views of language itself, they both focus on understand-
ing and explaining learner language in a formal sense, as the result of the
individual mind shaping learner production.

The dichotomy between competence and performance in Chomskyan
approaches which we mentioned earlier has been the object of much criti-
cism, both theoretical and methodological. The theory is preoccupied with
the modeling of linguistic competence, and the study of naturalistic per-
formance is not seen as a suitable window into mental representations of
language, as it is affected by various non-linguistic performance factors
(Towell and Hawkins 2004). In the context of SLA, this is seen as even more
problematic, as L2 representations are less stable than those of native speak-
ers, and therefore even more difficult to tap. Grammaticality judgment (GJ)
tests (in which subjects - learners or native speakers — have to decide on the
grammaticality of sentences presented to them) were long thought to be the
most appropriate methodology to access native speakers’ intuitions about
their native language, as they usually demonstrate agreement about what
is grammatical or ungrammatical in their language. L2 learners’ intuitions,
however, are much more likely to be unstable, and therefore less reliable,
and often, data on L2 competence deriving from GJ tests are disputed and
reinterpreted. (For a discussion of this problem, see Chaudron 2003; Sorace
1996.) The reason why G]J tests rather than, for example, spontaneous pro-
duction have frequently been used is because it can be very difficult to get
evidence about subtle grammatical properties which might not be present
in learners’ spontaneous output. More recently, SLA researchers within this
paradigm have taken criticisms about the unnaturalness of GJs seriously,
and they are using a greater variety of elicitation techniques (see Chapter 4,
this volume). Thus even if use of grammaticality judgment tests is still fre-
quent, they are usually complemented by production and interpretation
data, online experiments or neurolinguistic experiments using e.g. event-
related potentials (e.g. Dominguez, Tracy-Ventura, Arche, Mitchell and Myles
in press; Hopp 2009; Sabourin 2009). While using a range of elicitation
techniques strengthens any consistent findings, the problem of drawing
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inferences about L2 learners’ mental representations from such data
nonetheless remains.

View of the learning process

In terms of their view of the learning process, formal approaches to SLA
have been criticized for leaving untouched a number of areas central to our
understanding of the second language learning process. First, linguistically,
the UG approach has in the past been almost exclusively concerned with
syntax, though recent interest in phonology, morphology and the lexicon
has started to redress the balance somewhat. Semantics, pragmatics and
discourse have not been central to its endeavors, even if recent work has
increasingly addressed interfaces between the different linguistic modules.
To give an example, word order in Spanish appears syntactically very flexi-
ble, when in fact it is governed by subtle pragmatic rules, and researchers
have been interested in finding out how syntax and pragmatics interact in
SLA (Alexiadou, Anagnostopoulou and Everaert 2004; Arche and Dominguez
2011; Archibald 2004; Dominguez 2007; Hopp 2009; Rothman and Slabakova
2011; Sorace and Serratrice 2009; van Hout, Hulk, Kuiken and Towell 2003).
Second, the UG approach has been exclusively concerned with document-
ing and explaining the nature of the L2 linguistic system, quite properly,
given that it is a formal linguistic theory. And while functionalists have
focused more clearly on semantics, discourse and pragmatics, their inter-
est has also been primarily on the language system and its relationship to
meaning (for example, how L2 learners present new vs. old information in
discourse), rather than on the learning process (Andersen and Shirai 1994;
Bardovi-Harlig 2000; Klein and Perdue 1992; Salaberry 1999; Salaberry and
Shirai 2002). The social and psychological variables which affect the rate of
the learning process or its ultimate outcome are beyond their remit and
therefore largely ignored. This has often left educationalists frustrated, as
language teaching practice is very much embedded in and shaped by social
and psychological constraints.

Bearing in mind the domain of inquiry of formal linguistic approaches,
however, it is unsurprising that linguists have had little to say about the
learning process itself. These approaches view the learning process as the
interaction between linguistic input and universal linguistic mechanisms
operating within the mind of individuals. Linguistic input is thought to
trigger these universal mechanisms, but little work has been carried out on
this triggering process until recently (Hara 2007; Isabelli 2003; Schwartz and
Gubala-Rysak 1992; White 1992). This is changing, however, with researchers
such as Carroll (2001, 2009) or Truscott and Sharwood Smith (2004a) explor-
ing the relationship between the processing of the input and formal linguis-
tics (see Chapters 26 and 27, this volume).

View of the language learner
As we have already seen, formal linguistic approaches are only interested
in the learner as the possessor of a mind which contains language; the
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assumption is that all humans are endowed with such a mind, and variations
between individuals are of little concern. Again, the emphasis is very much
on language as the object of study, rather than on the speaker or learner
as a social being, and the focus is on what is universal within this mind.
Native speakers of a given language community are seen as sharing the
same mental grammar (notwithstanding minor local variations), which is
viewed as relatively static (only the lexicon is seen as growing throughout
a lifetime). By contrast, second language learners are seen as “non-native,”
with their learning endeavors having as objective the native-speaker norm.

This idealized, static and normative view of language and of the language
learner has been criticized for being based on a monolingual speaker in
a predominantly multilingual world, and for assuming second language
learners have as their target the native-speaker norm, which is very often
not the case (Firth and Wagner 2007; Jenkins 2007; but see earlier recognition
of this, in Bley-Vroman 1983).

Linguistic approaches and SLA research agendas/findings

We summarized earlier the main research agendas within SLA as having
focused on three broad areas: the analysis of the linguistic system underlying
learners’ L2 development, including the role of the L1 in this development;
the nature of processing in the L2 and the role of psychological variables
in speeding up or hindering L2 processing; and the role of the social and
interactional context in L2 learning.

Formal linguistic approaches, given their domain of inquiry, have focused
on the first part of this agenda. Chomskyan approaches have tended to focus
primarily on morphosyntax (and on phonology to a lesser extent), until
recently when interfaces between subsystems have increasingly come to
the fore, whereas functionalist approaches have concentrated on semantic/
discourse/pragmatic concerns when investigating learner language and
developmental stages. As regards the research findings summarized above,
linguistic approaches have attempted to explain aspects of many of them
(indeed they have been at the origin of some of these findings), as
follows:

(a) Developmental stages

The UG approach argues that, like children acquiring their L1, second lan-
guage learners’ hypotheses about the L2 are constrained by the restricted
possibilities afforded them by UG. For example, the lack of inflected verbs in
early stages would arguably be due to learners not yet having acquired the
functional projection hosting tense features (the Inflection Phrase) (Hawkins
2001a; Vainikka and Young-Scholten 1994, 1996a, to appear). Functionalist
approaches have modeled early L2 development in terms of three distinct
universal stages (see Chapter 27, this volume, for discussion).

As mentioned before, however, what triggers development from one stage
to the next has been underresearched.
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(b) Interlanguage rules are unlike both the L1 and the target language

The example mentioned above is a case in point; the uninflected verb stage
witnessed in many L2 learners’ production does not reflect either the native
grammar or the target grammar when both languages inflect verbs. The
reason put forward to explain this differs, however, depending on which
formal linguistic framework is adopted.

(c) Selective transfer of L1 properties

The UG approach, by comparing the formal properties of languages crosslin-
guistically, enables predictions to be made about transfer. In the example
outlined previously whereby French learners of English do not transfer pro-
noun placement whereas English learners of French do, this would be due
to the fact that this property in French is linked to the strength of the
inflection phrase which forces verbs (and their clitic pronouns) to raise to a
higher position in the syntactic tree, whereas it remains in situ in English
as the inflection phrase is weak and does not trigger movement (Herschen-
sohn 2004; White 1996a). Therefore, before L2 learners of French acquire the
inflection phrase and its feature strength, the clitic pronoun would not raise
and would remain after the verb.

(d) Variable rate and outcome of SLA process

This approach neither enlightens us as regards variability in the rate of
learning, nor in variable outcomes with learners with the same L1/L2 com-
bination. It has, however, provided us with some testable hypotheses about
why some grammatical properties might never become nativelike for L2
learners. For example, it has been suggested that grammatical gender is not
available past the Critical Period as a formal feature to L2 learners whose L1
does not have this feature (Franceschina 2001; Hawkins and Franceschina
2004).

Conclusion: contribution of formal linguistic approaches

to theory building

The domain of inquiry of formal linguistic approaches is the description
and explanation of the formal nature of human languages, including second
languages. There is no doubt that within this agenda, the UG descriptive
framework has been hugely influential. It has helped researchers formulate
sophisticated and well-defined hypotheses about the exact nature of
the language system (learner systems as well as the L1 and L2 systems),
the interplay between the first and second language in L2 learners and the
linguistic knowledge learners bring to the task of L2 acquisition. These
hypotheses have been tested in a wealth of empirical studies which
have enhanced our understanding of L2 morphosyntactic development
in particular, but also of how different linguistic subsystems might
interact.
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Other formal linguistic approaches have met with some success and
enlightened us on specific aspects of the SLA process. By focusing on how
learners convey meaning, for example, functional-pragmatic approaches
have drawn our attention to discourse organization in learner language. The
domain of inquiry of linguistic approaches does not enable them to account
for processing mechanisms nor social factors which are outside their remit.
Understanding of these is the domain of other theoretical approaches, with
which formal linguists have become increasingly engaged, and to which we
now turn.

3.3.2 Cognitive approaches

Cognitive approaches see the acquisition of a second language as the acqui-
sition of a complex skill, and here researchers believe that we can better
understand the second language acquisition process by investigating how
the human brain processes and learns new information, as well as how a
learner’s individual makeup impacts on this process. The focus is very much
on the learning dimension of second language acquisition, rather than on
the formal properties of learners’ second languages. These approaches are
generally classified as transition theories, that s, theories which aim to under-
stand how learners develop over time in the L2 (Gregg 2003b; Schwartz
1998b) rather than as property theories, which describe and explain learners’
linguistic systems. As we will see below, however, the boundary is not always
clear, and some cognitive approaches consider the language system and its
acquisition as one and the same thing.

Domain of inquiry

The domain of inquiry of cognitive approaches is varied, but as is the case
with formal linguistic approaches, they also focus on the individual and on
what happens in the human mind. However, rather than drawing hypothe-
ses from the study of linguistic systems, cognitivists’ hypotheses originate
from cognitive psychology and neurology, and from what we know about
the acquisition of complex skills generally. They view second language
acquisition as one instantiation of learning, relying on the same mecha-
nisms as other types of learning, rather than as language specific, as the UG
approach does. Consequently, processing approaches have been interested
not so much in the formal properties of language, but on how learners grad-
ually expand their linguistic knowledge and learn to access it increasingly
efficiently in online production (Ellis 2002; Harrington 2001; Juffs 2004;
McLaughlin and Heredia 1996; Myles 1995; Pienemann 2003, 2007). The pri-
mary focus on the individual mind of the learner, regardless of context, also
applies to a large extent to work on individual differences between learners,
for example their level of intelligence or working memory capacity; the way
in which constructs such as anxiety or motivation might be socially and
culturally shaped has also played some part in this subfield (D6érnyei 2009a;
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Doérnyei and Skehan 2002, 2003; Dornyei and Ushioda 2009, 2011; Robinson
2002a; Sawyer and Ranta 2001; Skehan 1989).

Given this focus, cognitive SLA theorists’ main focus of investigation has
been the development of processing skills in L2 learners and the way in
which these contribute to learning, and the role of individual differences,
both in terms of cognitive factors such as intelligence, working memory or
aptitude, and in terms of (socio-)affective factors such as motivation, anxiety,
extroversion, learner beliefs, learning styles or learner strategies.

Views on the nature of language

The view of language within cognitive approaches is relatively underdevel-
oped, as the focus is on the learning process. In fact, many SLA researchers
working on these approaches do not see language as a separate module in
the human mind, but as just another form of information which is processed
through general cognitive mechanisms. This dichotomy, between language
being seen as a separate module or as an integral part of cognition, is of
course somewhat charicatural; there are researchers who believe that there
is a language-specific module for first language acquisition, but that the
learning of second languages is different and relies on general cognitive
mechanisms (see for example Bley-Vroman 1989). Even within the context
of L1 acquisition, some researchers believe that some aspects of language
acquisition are innate and other aspects not, and others leave the question
open (Butterworth and Harris 1994; Harley 1995). The question of the speci-
ficity and innateness of the language faculty is far from resolved, in both
the L1 and L2 acquisition fields, and the opposition between cognitivists and
innatists should be seen more in terms of two ends of a continuum rather
than a dichotomy. Even within frameworks concentrating firmly on the
processing component of language learning such as Processability theory
(Pienemann 1998, 2003, 2005a, 2010), the possibility of an innate linguis-
tic module is not rejected outright; Pienemann does not take a stand on
this, but deals exclusively with the growth of the computational mecha-
nisms required for the processing of second languages. Thus formal versus
cognitive approaches are increasingly seen as complementary rather than
conflictual.

Cognitive theorists of SLA fall into two main groups:

(a) Processing approaches: researchers such as Pienemann (2005a, 2010),
Towell (2000, 2004) and Towell and Hawkins (1994, 2004), or VanPatten
(2002, 2007) who believe that language knowledge might be special
in some way, but who are concerned to develop transition/processing
theories to complement property theories such as UG or, in the case of
Pienemann, another linguistic theory (Lexical Functional Grammar).

(b) Emergentist/constructionist approaches: theorists such as N. C. Ellis,
MacWhinney, Tomasello and others (N. C. Ellis 2003, 2007, 2008b;
N. C. Ellis and Larsen-Freeman 2006; N. C. Ellis and Schmidt 1998;
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Goldschneider and DeKeyser 2001; MacWhinney 1999, 2001; O’Grady,
Lee and Kwak 2009; Tomasello 2003), who do not think that the sepa-
ration between property and transition theories is legitimate, as they
believe that one can explain both the nature of language knowledge and
how it is processed through general cognitive principles. In fact, they
do not make the distinction between competence and performance, as
they see these as being one and the same thing. In this view, the learner
is seen as operating a complex processing system which deals with lin-
guistic information in similar ways to other kinds of information.

Cognitive approaches to the role played by individual differences in facili-
tating or speeding up learning focus exclusively on psychological variables,
and the nature of language falls outside their domain of inquiry.

View of the learning process

The learning process is the main focus of cognitive approaches, and in par-
ticular its computational dimension. Information processing approaches inves-
tigate how different memory stores (Short-Term Memory (STM); Long-Term
Memory (LTM) - declarative and procedural) deal with new L2 information,
and how thisinformation is automatized and restructured through repeated
activation. Processability theory looks more specifically at the processing
demands made by various formal aspects of the L2, and the implications
for learnability and teachability of L2 structure (Pienemann 2003, 2005a,
2010).

Constructivist/emergentist views of language learning share a usage-based
view of language development, which is driven by communicative needs,
and they reject the need to posit an innate, language-specific, acquisition
device. These include approaches known as emergentism, connectionism or
associationism, constructivism, cognitivism and the Competition Model (an
explanation of the differences between these terms is beyond the scope of
this introductory chapter; for overviews, see Chapter 28, this volume, as well
as e.g. N. C. Ellis 2003; MacWhinney 1999; Plunkett 1998; Tomasello 2003;
Tomasello and Brooks 1999). These approaches “emphasize the linguistic
sign as a set of mappings between phonological forms and conceptual mean-
ings or communicative intentions” (N. C. Ellis 2003: 63). Learning in this view
occurs on the basis of associative processes, rather than the construction of
abstract rules. Learning is seen as the analysis of patterns in the language
input, and language development is seen as resulting from the billions of
associations which are created during language use, and which lead to reg-
ular patterns in learner performance which might look rule-like, but in fact
are merely frequency-based asssociationist preferences. These links become
stronger as these associations keep recurring, and they also become part of
larger networks as connections between elements become more numerous.
Language in this view is seen as a set of probabilistic patterns which become
strengthened in the brain of the learner through repeated activation.



62

FLORENCE MYLES

For theorists interested in individual differences, the learning process is
not itself the object of study, but rather how learner characteristics impact
on this process (see Chapter 8, this volume).

View of the language learner

Cognitive approaches, like linguistic approaches, are concerned primarily
with the individual, and do not focus on the learner as a social being. But
they are interested in the learner’s mind as a processor of information,
rather than in the specificity of the linguistic information it contains.

Cognitive approaches view the learner as responding to the multitude of
information surrounding us, processing it, organizing it and storing it. They
view the human mind as having evolved a sophisticated cognitive makeup
enabling it to deal with a wealth of information. A working memory of
limited capacity filters new information and selects which elements are
processed at any given time. Information is then stored and organized in
short- and long-term memory stores, both declarative and procedural, in
order to be retrieved increasingly efficiently through repeated activation,
as learning occurs. As with formal linguistic approaches, the focus is not
only on the individual, but also on what is universal in the makeup of the
human mind, in this case in terms of the human mind’s characteristics as a
processor, organizer and storer of information.

The individual differences approach, on the other hand, focuses on individ-
uals’ specific characteristics rather than on what is universal, and on how
these individual characteristics interact with the learning process. These
approaches therefore view the learner as a unique sum of a range of psy-
chological variables which will all impact on the rate and outcome of the
learning process.

Cognitive approaches and SLA research agendas/findings
Cognitive approaches have primarily investigated research questions 3
and 4:

Question 3. How do learners develop their ability to access and use their
L2 system in real time, i.e. their processing capability?

Question 4. What are the roles of individual differences and learning styles
in shaping and/or facilitating L2 development?

In addressing these questions, cognitive approaches have put forward expla-
nations for some of the findings we have outlined above, as illustrated (selec-
tively) below:

(a) Developmental stages

Processability theory (Pienemann 1998, 2005a, 2008, 2010) has argued that
the acquisition of processing in the second language is incremental and
hierarchical, thus explaining developmental stages in a principled way, with
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word-level processing preceding phrase-level processing which in turn pre-
cedes sentence-level processing. In the example mentioned previously about
the acquisition of object pronoun placement in French L2, the raising of the
pronoun from its in situ position after the verb involves interphrasal pro-
cesses which will be more costly than in the context of L2 English where the
pronoun remains in situ. Connectionism also views learning as incremen-
tal as neural networks become strengthened, with developmental patterns
being linked with frequency, saliency and regularity of patterns in the input.

(b) Interlanguage rules are often unlike both the L1 and the target language

As just mentioned, the processing limitations at each stage of development
in Pienemann’s model will give rise to learner productions which are unlike
both native and target languages. In the case of the uninflected verb stage,
this will be because learners have not yet gone beyond the phrase-level
processing stage. Under an emergentist view, the overgeneralization of fre-
quent patterns might lead to learner-specific productions unlike either L1
or L2 (O’Grady 2008b; O’Grady et al. 2009).

(c) Selective transfer of L1 properties

Similarly, transfer might occur one way (from a given L1 to a given L2) but
not the other when the processing demands for a particular structure are
greater in one language than another, and therefore beyond the current
processing capabilities of the learner in the L2 in one direction but not
the other (Pienemann 2003). Transfer might also be a strategy used when
communicative needs go beyond the current grammar of the learner, who
might then borrow an L1 structure in the absence of a suitable interlanguage
form (Benson 2002).

(d) Variable rate and outcome of SLA process

This is the area in which research on individual differences has had most
impact. Work on e.g. aptitude, intelligence, anxiety, motivation, etc. has
found correlations between certain individual characteristics and both rate
oflearning and eventual success in a second language (see Chapter 8, this vol-
ume; Dornyei and Skehan 2002, 2003; Dornyei and Ushioda 2009; Robinson
2002a).

Conclusion: contribution of cognitive approaches to SLA

theory building

A wealth of studies has been carried out from the perspective of cognitive
psychology, and there is no doubt that they have greatly enriched our under-
standing of SLA processes. As we have seen, although there are some similar-
ities between cognitive approaches and formal linguistic approaches, in that
both focus on language and/or learning within the mind of the individual
learner, there are also major differences between these theoretical fami-
lies, both conceptually and methodologically. Formal linguistic approaches
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focus on the linguistic system and its domain-specific nature, whereas the
territory of cognitive approaches is the learning mechanisms involved in
the SLA process and what impacts upon them. Their underlying assumption
is usually that learning a language relies on similar mechanisms to those
used in other types of learning, i.e. it is not domain specific. Consequently,
their methodologies are very different, with cognitive psychologists making
use of laboratory techniques to measure accurately performance indicators
during L2 processing such as length of pauses, priming effects and reaction
times. Formal linguists, on the whole, tend to apply linguistic analysis tech-
niques to the study of L2 learners’ productions or intuitions, though they
tend to consider language outside the mechanisms underlying its use. Both
methodologies have their advantages and disadvantages; laboratory studies
have the benefit of being able to control in a precise way the variables under
study. But this very fact can also be seen as a disadvantage, as it assumes one
can study discrete aspects of language in isolation, without taking account
of the interaction between the different language modules, or of the social
context in which language use is embedded. A distinctive feature of connec-
tionist approaches resides in the links they attempt to build with neurology
and even neurobiology, and the methods used to explore this. Connection-
ists believe that we have to study learning within the actual architecture
of the brain, and make use of neurological information: “two distinctive
aspects of the connectionist approach are its strong emphasis on general
learning principles and its attempt to make contact with neurobiological as
well as cognitive phenomena” (N. C. Ellis and Schmidt 1997: 154).

Cognitive theories, like formal linguistic theories, have met with some
success in explaining some of the results in SLA research, each bringing par-
ticular insights into specific aspects of the process. Their focus on different
parts of the human mind, language or learning mechanisms respectively,
has meant that their respective research agendas and research questions
have often been complementary rather than contradictory. Neither of these
approaches, however, have embedded the study of SLA within its social and
interactional context, nor taken full account of the social dimension of lan-
guage and the impact it can have on the SLA process. We now turn to the
next theoretical family, which focuses on this.

3.3.3 Interactionist, sociolinguistic and sociocultural approaches

Sociolinguists, social theorists, conversation analysts and interactionists,
in contrast with the two previous families, focus on the social context in
which language learning takes place, and the role that this context plays
in the co-construction of both linguistic knowledge and identity (see Chap-
ters 13 and 30, this volume). This work ranges from macro-analyses of the
role of social factors and contexts in the (co-) construction of identity (Firth
and Wagner 2007; Jenkins 2007; Morgan 2007; Norton 2000, 2010; Toohey
2000), to micro-analyses of interactions aiming to investigate the role of
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scaffolding and microgenesis in L2 learning, for example (Gdnem Gutiérrez
2008; Lantolf 2008; Lantolf and Poehner 2008; Lantolf and Thorne 2006;
Mitchell 2004; Ohta 2010), or the way in which conversations are negotiated
and co-constructed (Long 1996; Mackey 2007; Mackey, Oliver and Leeman
2003; Mackey and Polio 2009; Pekarek Doehler 2006; Pekarek Doehler and
Ziegler 2007; Philp and Tognini 2009; Seedhouse 2004). Much of this work,
especially in the sociocultural tradition, sees language as a cultural product,
jointly constructed during social interaction, and thus often disagrees funda-
mentally with a cognitive view of language or of learning. Consequently, the
focus has not been on understanding which formal properties are acquired
and how, but rather on providing a glimpse of the actual process of acquisi-
tion taking place in real time, and of the forces at play. Much sociocultural
research, however, has concentrated on microgenesis, i.e. illuminating small
local changes in learners’ L2 knowledge which arise through different types
of L2 interaction and engagement, and has less to say about changes in the
L2 system in the longer term. Interactionists and sociolinguists also focus
on language in context, and on local variation and change in the L2 sys-
tem, although the former researchers commonly situate themselves within
abroadly cognitive paradigm, with the object of study the sociocognitive pro-
cesses taking place in interaction. Some sociolinguistic research, however, is
developmental and focuses on the acquisition of sociopragmatic norms and
registers in second language learners (see Chapters 13 and 23, this volume;
Bayley and Regan 2004; Dewaele 2004a; Dewaele and Mougeon 2004; DuFon
and Churchill 2006; Kasper and Rose 2002; Rose 2005; Tarone 2007). So, the
common thread here is the importance of the social and interactional con-
text, with major differences in how the learning process is viewed, either as
primarily social, or as cognitive/individual.

Domain of inquiry

The different approaches within this broad theoretical family have some-
what different domains of inquiry. What they have in common, however,
is that they focus more on the situated context in which second language
learning takes place than on the mind of the learner or on the language sys-
tem. The sociocultural framework has been particularly influential in social
and educational research and its domain of inquiry is the learning process as
a social and inter-mental activity, in which language is seen as a mediation
tool. Interactionists focus on the role played by the different types of inter-
actions the learner may engage in. They examine not only the role that the
input learners are exposed to might play, but also the role of any output pro-
duced by the learner, as well as the interactional patterns between learners
and other conversational partners; their aim is to identify what kind of inter-
actions might be maximally facilitative of L2 learning. Both sociocultural
theorists and interactionists may engage in detailed analyses of interactional
patterns, but using different conceptual frameworks. Researchers interested
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in the development of sociolinguistic and sociopragmatic competence focus
on language, albeit on its social and pragmatic functions rather than its
formal nature as in the case of linguistic or cognitive approaches.

Views on the nature of language

As will be obvious from the above, the views of the nature of language vary
widely within this broad theoretical family. Some sociocultural theorists
increasingly ally themselves with views of language associated with cogni-
tive linguistics (Langacker 1987, 2008b; Lantolf 2011; Lantolf and Thorne
2006) or adopt a view of language as a complex system (see discussion in
Chapter 30, this volume). Some sociolinguists adopt a broadly functionalist
approach. The prime focus all have in common is that they see language
as embedded within its social and interactional context, and they are inter-
ested in the role this context plays, in order to answer widely different
research questions depending on the framework adopted. Sociolinguists are
interested in studying how the complex social and pragmatic rules and con-
ventions typical of any mature language are acquired by second language
learners. These rules are often acquired late and can be very difficult for L2
learners to grasp (e.g. the distinction between formal vous and informal tu
when addressing someone in French, or the wide range of honorific forms
of address in Japanese (Dewaele 2004a; Iwasaki 2008)); many sociolinguists
argue that it is the concern to establish a desired L2 identity (or a hybrid
identity) which drives the learning of such forms, and/or the rejection of
them by some learners.

Sociolinguists thus adopt a broad view of language, including its relation-
ship with paralinguistic aspects of communication appropriate to various
contexts and communities of practice, which may be seen as drivers of acqui-
sition. Interactionists view language primarily as a source of input which
can be modified in various ways in order to facilitate the learning process; by
and large, they do not challenge the view of language as a separate module
in the learner’s mind, with a vocabulary and a set of grammar rules which
have to be acquired. Sociocultural theorists, on the other hand, have a very
different view of language. They view language as a tool for thought, and are
highly critical of theories which view communication as primarily about the
transmission of predetermined meanings and messages. Instead, they view
dialogic communication as central to the joint construction of knowledge
(including knowledge of language forms), which is first developed inter-
mentally, and then appropriated and internalized by the individual. They
reject the Saussurean idea of language as an autonomous abstract system,
and hence Chomsky’s distinction between competence and performance,
preferring to adopt e.g. emergentist accounts.

View of the learning process
Unlike innatists but similarly to cognitivists, sociocultural theorists believe
that the same general learning mechanisms are involved in language
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learning as in any other kind of learning. However, unlike cognitivists,
they see learning as primarily social, rather than individual, with learners
actively shaping their learning environment and co-constructing knowledge
with their interactional partners. Learning in this view is not separate from
language use, learning is language use. In fact, much of sociocultural theo-
rists’ work involves the very detailed analysis of micro-language events such
as scaffolding in conversations (where learners help one another in the joint
elaboration of a solution to a problem), or the use of private speech to inter-
nalize new knowledge (e.g. learners repeating silently an explanation by the
teacher) (Gdnem Gutiérrez 2008; Kenning 2010; Lantolf 2000; Lantolf and
Thorne 2006; Ohta 2001c; Zuengler and Miller 2006).

Interactionists also focus on micro-episodes of language interactions, in
order to find out what role the input learners receive plays in the learn-
ing process, and how modifications to this input might facilitate language
learning. The various strategies used by learners to negotiate this input in
order to make it meaningful are also a focus of attention (e.g. when a learner
asks or guesses the meaning of a word; the role of recasts — when the teacher
repeats what a learner has just said but without a mistake), as is the role
played by output, that is the language produced by learners. Learning in this
view is a process of enabling cognitive mechanisms to work on the language
to be learnt, by actively engaging with it through meaningful interaction
(Braidi 1995; Gass 2003; Mackey 2007; Mackey and Polio 2009).

Sociolinguists’ focus is diverse, representing a multitude of theoretical
perspectives ranging from sociolinguistic variation to identity construction,
second language socialization to communities of practice, or the role of
affect and emotion in second language learning. The focus is primarily on
language use and the social and affective context in which learning is tak-
ing place, and how both this context and the personal aspirations of the
learner for a particular type of identity can shape the kinds of encounters
and any subsequent learning which may take place. In terms of their view of
the learning process itself, apart from researchers who conduct quantitative
studies of how L2 learners acquire the sociopragmatic rules underlying lan-
guage use, sociolinguists concentrate on the social forces at play, through
qualitative and interpretative analyses (Bayley and Regan 2004; Dewaele
2004a; Kasper and Rose 2002; Norton 2010; Tarone 2007; Toohey 2000).

Overall, theoretical approaches within this paradigm have tended to focus
on the study of language use, which they view as the driver of language
development, and their contribution to our understanding of learning has
focused primarily on the detailed description of language episodes which
might contribute to learning or inhibit it.

Views of the language learner

For sociocultural theorists, the view of the language learner is closely related
to that of language and of learning. As described above, language is seen pri-
marily as a tool for thought or as a means of mediation in mental activity,
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both within the learner, e.g. through private or inner speech, and in col-
laboration with others, e.g. through scaffolding and microgenesis. Learning
in this view is therefore primarily a mediated process. It is mediated both
through learners’ developing use and control of mental tools (with language
playing a central role), and it is socially mediated through interaction and
shared processes such as problem solving and discussion.

Some sociolinguists view the language learner in a similar way to cog-
nitivists, as an individual mind whose task is to acquire the rules of the
L2, albeit its sociopragmatic rules in this case, rather than its grammar
or vocabulary (see Chapter 23, this volume). In order to study the acquisi-
tion of these rules, they make use of (socio)linguistic or psycholinguistic
methodologies. Ethnographers, on the other hand, focus on the learner as
a social being situated within a specific context, affording different oppor-
tunities for learning linked to specific communities of practice, involving
unequal power relationships which shape the interactional practices taking
place. Learners in this view are very much seen as active social partners
within complex social settings and the focus of this approach is on how
they negotiate their learning in situated contexts, as well as on how their
identity is shaped by these encounters (for more details, see Chapter 12,
this volume).

Interactionists, as outlined above, pay attention to the interactional pat-
terns learners engage in, and how they affect language learning. Their view
of the learner is primarily as an individual engaging with conversational
partners in order to develop an interlanguage system, and making use of
internal cognitive and linguistic mechanisms for so doing (see Chapter 10,
this volume). Within this broad theoretical family, the view of the language
learner varies substantially according to the approach adopted, from an
individual making use of psycholinguistic tools to assist learning, to the
learner as a primarily social being negotiating new identities and power
relationships.

Interactional/sociolinguistic/sociocultural approaches and
research agendas/findings
Given that the main findings reported above were primarily the result of
the formal and cognitive agendas which dominated the field until relatively
recently, it might seem unfair to evaluate this theoretical family in terms
of its contribution to research agendas it does not share. In fact, one of the
main contributions of sociolinguistic and sociocultural approaches has been
to question the validity of these agendas. If second language acquisition
is primarily a social process, the focus on purely linguistic and cognitive
mechanisms might be misplaced.

Bearing this in mind, this theoretical family has tended to concentrate on
giving answers to research questions 6 and 7:
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Question 6. How does input/interaction/output facilitate, shape and/or
accelerate the development of either question 1 or question 3
above (formal system and/or processing)?

Question 7. How does the environment/social context facilitate, shape
and/or accelerate the development of either question 1 or ques-
tion 3 above (formal system and/or processing)?

In addressing (aspects of) these questions, researchers within this broad
theoretical family have contributed to a better understanding of some of
the findings outlined previously. For example, sociolinguists interested in
the L2 acquisition of sociolinguistic and pragmatic rules have contributed to
our understanding of developmental sequences by documenting the devel-
opment of sociopragmatic rules in L2 learners over time (Dewaele 2004a;
Regan, Howard and Lemée 2009). And although sociocultural theorists, con-
versation analysts or interactionists, because of their focus on investigating
language use in action, have had little to say about developmental routes
over extended periods of time, or about the formal rules underlying L2
productions, they have provided detailed descriptions of situated learning
taking place, thus giving us insights into the kinds of learner activities,
contexts and interactions which might facilitate and speed up the learning
process (Aljaafreh and Lantolf 1994; Mackey and Polio 2009; Ohta 2001c;
Pekarek Doehler and Ziegler 2007). The general sociocultural focus on lan-
guage as a cultural tool means that some researchers in this tradition are
very interested in the role of the L1 as a potential support for L2 interaction
(e.g.in classroom code switching). Some sociolinguistic researchers have also
concerned themselves with the total linguistic repertoire of the learner, e.g.
exploring the role of codeswitching in interactional patterns and in identity
construction (see e.g. Moore 2002). This is a very different perspective on the
L1 from the concerns of other traditions with the extent of L1 influence on
L2 linguistic form.

By investigating in great detail the kind of language use learners engage
in, however, these approaches have broadened the traditional SLA research
agendas, bringing L2 use into the spotlight, and enabling us to understand
better how the social context shapes the kinds of interactions learners
engage in. This of course can shed some light on the types of interactions
and social contexts which are most facilitative or inhibitive of L2 learning,
thereby contributing to our understanding of why the rate and outcome of
the SLA process are so variable, but this is not the primary goal of many
of these approaches. In fact, researchers within this paradigm often claim
that the field has been asking the wrong kind of questions, and that the focus
should shift to understanding the social factors at play in the co-construction
of language and identity rather than concentrating on the learning of the
formal properties of languages over time, as has been the tendency to date
(Block 2003; Firth and Wagner 2007; Lantolf 2011; Lantolf and Thorne 2006).
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Conclusion: contribution of interactionist/sociolinguistic/sociocultural
approaches to SLA theory building

This theoretical family has given rise to a wealth of very detailed inves-
tigations of learner interaction, paying attention to factors going beyond
the characteristics of the conversation itself such as the wider social pro-
cesses at play and learners’ own social contribution to the learning context.
These detailed descriptions of interactions have given insightful glimpses
of learning in action, and these approaches have been of particular interest
to educationalists, who have welcomed Vygotskyan concepts such as the
“zone of proximal development,” scaffolding or activity theory, which lend
themselves well to detailed analyses of classroom practices.

In terms of theory building, the sociocultural shift of emphasis from seeing
L2 learning primarily in terms of the individual having to master a discrete
linguistic system to a much more holistic view of complex social processes
which cannot easily be analyzed in terms of dissociated discrete elements
has contributed to a considerable broadening of the SLA research agenda,
including a rethinking of its core traditional values.

3.4 Conclusion

This chapter has provided a simple map of the main theoretical families
currently dominant in second language theorizing, and of their contri-
bution to an overall multifaceted SLA research agenda. The purpose has
not been to draw a comprehensive picture of the multitude of theoretical
approaches used in the field, but rather to outline why a single SLA theory
is currently beyond our reach, and to illustrate where all the different and
sometimes conflicting approaches originate from. In doing so, attention has
also been paid to drawing out the different conceptual and methodological
tools behind the main theoretical families in order to evaluate them. This
agenda has meant oversimplification in places, and many omissions, some
undoubtedly unfortunate. Specific theories have been used to illustrate the
different approaches and how these have tackled the SLA research agenda,
rather than to suggest that their contribution is somewhat superior to oth-
ers. The various theoretical families have all enriched our understanding of
specific aspects of this complex phenomenon, and they complement each
other by focusing on different theoretical and empirical agendas. Following
this overview, later chapters in this book provide in-depth treatment and
rich exemplification showing the ongoing diversity of the field and active
development within all of the theoretical families sketched here.
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Scope and research
methodologies

Melinda Whong and Clare Wright

4.1 Introduction

There is a wide range of theoretical approaches not only to second language
acquisition, but also to the fundamental question of what language is (see
opening chapters of this volume). As we will see in this chapter, questions of
research method are also theory-driven. Certain assumptions must be made
as even the questions that form the starting point of research are going to
reflect the paradigm in which the research is situated. Thus, the diversity
of research methods is as broad as that of theoretical approaches to SLA.
In order to consider the range of research methods, we will follow Whong
(2011) who makes a broad distinction between internal, psycholinguistic
approaches on the one hand, and external, sociolinguistic approaches on
the other. As a generalization, this distinction corresponds to fundamen-
tal differences in one’s approach to research in SLA. The psycholinguistic
side of the field is primarily interested in investigating the internal, men-
tal mechanisms of language development and takes an individual learner
approach to research. This development is seen as both biological, in the
sense that language is a natural feature of being human, and cognitive,
as language development occurs in the brain. The sociolinguistic view rec-
ognizes the importance of external social factors in the development of
the second language as every language is intricately tied to the people and
the culture of the community in which that language is situated. More-
over, the second language context is often one of classroom learning; thus
pedagogical factors are another external factor important to SLA as well.
We will briefly consider this internal/external distinction before looking
more closely at specific research associated with differing approaches to
investigating SLA.

Psycholinguistic approaches have developed sophisticated methods of
measuring mental processes to very precise levels (see Chapters 6, 19
and 20, this volume). In some cases, it is the difference of milliseconds
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determined by a computer that can give insight into mental development.
This kind of research requires very specific hypotheses and tightly controlled
experiments with attention to each specific variable which could affect the
outcome of the data collected. While psycholinguistic research aims to show
causation between variables, because of the very complex nature of language
development and the fact that there are a multitude of variables involved,
it is often the case that psycholinguistic research in fact shows correlations
between variables, instead of true causation. Because explanations then
depend upon the theoretical framework assumed, this can allow for a range
of explanations for the same set of data.

Sociolinguistic research, by contrast, looks to external factors to explain
second language development. These factors are often explored by observa-
tion, with researchers asking what speakers of a second language actually do
in natural settings. Additionally, observation can reveal external influences
on what speakers do. If the aim is to get a true picture of what actually
occurs, the less interference and manipulation by the researcher the better,
a phenomenon known as the Observer’s Paradox (Labov 1972). Other ques-
tions exploring external factors can be answered by questioning speakers of
a language. Thus, whether observation or questionnaire/interview is used,
for sociolinguists, the method is not laboratory-type experimentation, but
instead ethnographic observation or exploration through exchanges with
participants. After all, if language is a part of society and culture, then prob-
ing people’s actions and understandings will give insights which allow for
explanation of trends in second language development (see Chapters 8, 11,
12 and 30, this volume).

Because the two approaches ask very different questions about second lan-
guage development, it is perhaps natural that they look to different methods.
Psycholinguistic approaches are usually quantitative, with results that can
be captured numerically in percentages and means, and subjected to sta-
tistical testing to rule out the possibility that the results are a product of
circumstance and chance. Ethnographic and questionnaire/interview data
coming out of sociolinguistic research, by contrast, tends to be qualitative
in nature as capturing the complexity of social factors can be undermined
by pressure to represent findings numerically. While the observation and
narrative involved in such research are not readily measured, research on
external factors at times employs quantitative methods for capturing spe-
cific aspects of research which then support the larger qualitatively based
narrative. In short, for this type of research, trends, patterns and tenden-
cies emerge to form a narrative which is supported by documented (and
sometimes quantified) behavior, argumentation and logical reasoning.

These positions are polarized and contended (see Firth and Wagner
1997), but we can nonetheless try to view them neutrally, as equally valid
approaches asking interesting, albeit different questions in order to bet-
ter understand the nature of second language development and use. Yet
no research is neutral because of the need for a theoretical framework in
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which to understand the research, whether experimental and quantitative
or observational and qualitative. When we step back from SLA, we see that
this difference is one of fundamental opposition in social science more
broadly. The quantitative approach, which developed out of the scientific
method, is considered a positivist approach because researchers begin the
research by anticipating the result, putting a hypothesis to the test. As such,
this approach can be criticized as being a process of confirming a precon-
ceived outcome. This contrasts with a constructionist approach which is seen
as more exploratory in nature, beginning with an open question and relying
on observation to suggest answers. Moreover, there is a tension between
these two approaches where both are committed to certain philosophical
ideals. While a more conciliatory view sees the two as compatible and lead-
ing to a more complete picture, in the heat of debate they are pitted against
each other with the suggestion that one is somehow more valid than the
other.

In the rest of this chapter, we consider a range of methodologies under
each approach. What unifies researchers is that all are seeking to understand
second language development. Like the larger volume, this chapter is orga-
nized in terms of the theoretical questions being asked in the field of SLA.
We will start by considering biological factors implicated in SLA including
age, native language transfer and universal constraints on language devel-
opment. We will then consider both online and neurological research on the
internal working of the mind/brain. This is followed by discussion of exter-
nal factors, starting with questions of classroom instruction. We end with
a look at affective and sociocultural factors important to second language
development.

4.2 Biological factors

The guiding assumption for proponents of a biological approach to SLA is
that language is a natural and inherent artifact of being human which is
best understood by researching mental properties of individuals. In this
psycholinguistic approach, a learner needs to acquire the constraints of a
language system before s/he can freely generate language. The generative (i.e.
Chomskyan)view assumes innate mechanisms in order to explain native first
language acquisition. Aside from some tentative early remarks (Chomsky
1970), Chomsky himself has refrained from extending the generative view
to the second language context. Many others in the generative tradition
have done so, focusing mainly on questions of age, native language transfer,
and universal properties of L2 development by testing specific aspects of
core grammar, or competence, whether morphosyntax or phonology or the
lexicon (see Chapters 21, 22, 23, 24 and 25, this volume). In this section we
consider these points, highlighting issues of research methods relevant to
this psycholinguistic approach.
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From the beginning, generative SLA research modeled itself on first lan-
guage acquisition research, including the methodology used to collect data.
Researchers were also influenced by work from the 1970s which focused
on child L2 learners, relying on oral production data from children in
immersion-type settings. The now well-known morpheme order studies of
this era asked whether young L2 children would parallel the developmen-
tal paths of the native children in Brown’s (1973) study (see Chapter 27,
this volume). Studying spontaneous speech from three L1 English children,
Adam, Eve and Sarah, Brown found that all three acquired fourteen pre-
determined morphemes in the same order, supporting a biological view of
native language development. Dulay and Burt (1974b) wondered what L2
children would do. Their methodology was a semi-controlled standardized
test known as the Bilingual Syntax Measure (BSM). Developed for use with
children, the BSM includes a set of pictures with questions designed to orally
elicit specific linguistic forms. Dulay and Burt (1974b) tested fifty-five Chi-
nese and sixty Spanish children between the ages of 6 and 8, and found
that in general, these second language learners followed the same order
as native English children despite the difference in the L2 learners’ native
languages. They therefore claimed that natural, biological forces are also at
work in second language development. This research, however, is also well
known for its methodological limitations. Among various criticisms was
Porter (1977), who cast doubt on the results by showing that the decision
to use the BSM may have introduced a bias which led to such similar pat-
terns in morpheme production. That is, the results were an artefact of the
data collection process. While other studies using different methodologies
turned out to confirm the basic findings of Dulay and Burt (1974b), we can
see the important role that the choice of methodology plays in yielding valid
results.

A second important point from the 1970s research is the relationship
between results and conclusions. While early proponents of a biological
approach found support for inbuilt language-specific internal mechanisms
forlanguage based on this research, others have used the very same results to
argue for a very different theoretical claim. Cognitive linguists Goldschnei-
der and DeKeyser (2001), for example, analyzed the morpheme results in
terms of their salience, complexity, regularity and frequency in the input
learners receive to argue that it is the nature of the input that leads to
similar patterns of development rather than internal factors. Because the
same results can give rise to competing interpretations, it is important when
reporting results to clearly separate out the presentation of results from the
discussion of results where conclusions are drawn and theoretical claims
are made. This is crucial because a transparent and honest presentation of
results outlined in a theory-neutral way can then allow for open analysis
and healthy debate by researchers from a range of theoretical stances.

Other earlier age-related seminal research is that of Johnson and Newport
(1989) on the question of a critical period for second language acquisition
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(Lenneberg 1967). This study was carefully designed to measure specifically
identified areas of inflectional morphology and syntax against two variables:
age of arrival in an English-speaking environment and length of exposure to
English. Their results show a correlation between increased language ability
and early age of arrival for speakers who arrived before the age of 15, so
they argue for a critical period with an upper limit of 15 years. However, an
alternative reanalysis of the results by Bialystok and Hakuta (1994) showed
age-related effects for only some of the linguistic forms and a correlation
with language ability for age 20, not age 15. In other words, while those who
arrived before age 15 may have had an advantage, in terms of correlation
between youth and language ability, the Johnson and Newport data do not
show a disadvantage for those who arrived between ages 15 and 20. This
means that there is no basis in this data for positing 15 as an upper limit
for the critical period. While there has been much research on the question
of age since Lenneberg (1967; see Chapter 15, this volume), we again see
different claims based on a single set of results. Despite much care and
attention in research design, decisions made when analyzing results can
lead to very different conclusions.

Another concern for generative SLA research is the question of native
language influence (see Chapter 5, this volume). Early Contrastive Analysis
Hypothesis (Lado 1957) research proposed that second language learning
would be facilitated in constructions where the native and second language
structures or forms were the same, whereas differences between the two
languages would cause difficulties of acquisition. The problems with this
research paradigm, especially for areas of inflectional morphology and syn-
tax, are well known as empirical studies have found numerous counterex-
amples. (For discussion see Chapters 2 and 27, this volume.) Yet the assump-
tion that there is a role for L1 transfer is largely accepted. Researchers have
tended to look for L1 effects which are any features of the interlanguage that
mirror the native language and are not a part of the target language. More
recent research takes a much more articulated view of language to tease
apart which aspects of the native language might exhibit transfer effects,
from syntax to functional morphology to prosody (see Chapter 5, this vol-
ume). However, there is still no comprehensive theory of L1 transfer which
predicts exactly what those effects will be, nor how they interact with other
developmental effects.

One complicating factor in researching native language transfer is the
methodological difficulty in separating out the native language as a vari-
able among other variables. If there is a result in the interlanguage data
which looks like an L1 effect, there is no way of knowing whether the L1
is truly the source, or whether it is a product of natural development since
under the generative approach, the learner’s L1 knowledge is made up of
options from the set of universal constraints. Perhaps the most interesting
finding in the generative SLA research is evidence for linguistic phenom-
ena that are not part of the target language nor the native language (also
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see Chapter 7, this volume). Clahsen and Hong (1995) investigated whether
adult Korean learners of L2 German know that German requires subjects.
While thirteen of the thirty-three learners tested seemed to know that Ger-
man requires subjects, two seemed to be abiding by Korean grammar, which
allows null subjects. Based on the remaining eighteen learners, Clahsen and
Hong (1995) argue that there are no natural UG-based constraints on L2
development because the majority of subjects do not show properties of the
native language nor of the target language. White (2003a), however, reana-
lyzed Clahsen and Hong’s results to argue that five of the eighteen learners
show grammatical constraints that are neither Korean nor German, but
instead reflect a different type of null subject language such as Spanish. She
interprets this as evidence that there are universal guiding principles for L2
development. This would explain results that can be explained neither by
the influence of the native language nor directly from the input from the
target language. Echoing our theme of methodology, we have yet another
case of results being interpreted differently in order to support a particular
theoretical stance.

This research on null subjects also illustrates the most complicating vari-
able in generative SLA research: L2 development. A researcher can carefully
control for age and native language through deliberate selection of learners.
L2 development, by contrast, is much more slippery. Models of L2 develop-
ment from the mid 1990s were framed in terms of initial state - the learner’s
knowledge at the start of L2 acquisition - and ultimate steady-state attain-
ment (also referred to as fossilization/a fossilized grammar). Yet even these
rather stable beginning/end points are difficult to pin down. Is a learner still
at the initial state after the first ten minutes of L2 exposure? Or a week?
Or more? Does ultimate attainment mean no more language knowledge
ever - not even new words or idioms? Even more difficult are questions of
intermediate-stage learners - investigation of whom characterizes the vast
majority of SLA research. Most researchers assign their learners to profi-
ciency categories based on their academic level (e.g. second year studying
English at university level) or standardized tests which the learner will have
taken some time in the recent past (e.g. IELTS or TOEFL). Very few researchers
actually test their learners for proficiency because doing so credibly would
require as much time and energy as the test for the targeted data. When
proficiency is tested, one fairly quick way of doing so is to use a cloze test
in which every seventh (or so) word from a short reading passage is deleted.
(See, for example, Slabakova 2001.) This has been used as a relative mea-
sure of language ability for a given sample of learners. To our knowledge,
however, the validity of such tests has not been established.

Broadly speaking, there are two ways to explore development in SLA
research. A longitudinal study follows the same set of learners over a certain
length of time (usually at least six months) in order to document the devel-
opment of individual interlanguage grammars. Hakuta (1974) and, more
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recently, Haznedar (2001) are examples of longitudinal studies of a single
child L2 learner. Because of the demands on both the researcher and the
learners studies like these are often limited to single case studies. This is
problematic - particularly outside generative SLA circles — as it can be risky
to generalize results from one learner to L2 development more generally.
One exceptional example is the European Science Foundation (ESF) project
of Klein and Purdue (1992), a longitudinal study of forty adults. Longitudinal
studies are very hard to carry out for the practical reason of time - both in
terms of commitment by the researcher and the continued participation by
the learners. A more common way to account for L2 development is to do a
cross-sectional study. If the researcher is trying to chart development, sets of
learners can be tested, where learners are placed in low, intermediate and
advanced proficiency groups. If learners are equivalent in other ways (native
language, age of exposure, age at time of testing, type of language input, etc.)
then we can assume that the groups represent points along a developmental
path. Most impressive are studies that include both longitudinal and cross-
sectional data. The Zweitspracherwerb italienischer, spanischer und portugiesischer
Arbeiter (ZISA) project (Clahsen, Meisel and Pienemann 1983) collected both
types of data and studied forty-five adults, with longitudinal data collection
spanning two years.

Since the 1970s, the most heated debate for generative SLA researchers
has been whether L2 development is constrained by UG in the same way as
native language development, and since the 1980s, the traditional method
for testing linguistic competence has been the grammaticality judgment
task (GJT) where the speaker indicates whether a sentence presented to
him/her is grammatical or ungrammatical. One advantage of the GJT is
that it gives insight into the learner’s grammar while removing the burden
of production. It is readily accepted that what a speaker knows about the
language may not be reflected by what s/he actually produces, especially if
s/he feels anxious, tired or self-conscious. Most crucially, a GJT shows what a
learner’s interlanguage does not allow - a point which simply is not possible
from either oral or written production data. From a practical point of view,
G]JTs are relatively easy to administer, either in pencil-and-paper form, or via
computerized presentation using E-prime or other software (see below). In
(1) and (2) are examples of GJTs which have been used to test L2 learners.
Example (1) is from a study by Juffs (1998: 411) on the acquisition of L2
English causatives by Chinese, Korean and Romance language speakers. The
second example from Hawkins and Chan (1997: 224-26) was used to test
L1 Cantonese and French learners’ knowledge of the properties of relative
clauses in English. (Sentences which are asterisked are ungrammatical in
the target language.)

(1) a. Firstofall, the cook melted the chocolate on the cake.
b. *First of all, the chocolate melted itself on the cake.
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(2) The lady that I met yesterday was my former teacher.

The girl that John likes is studying at the university.

*This is the building which they heard the news that the government
will buy.

d. *The classmate whom Sally is cleverer than him reads very

slowly.

N op

The GJT has been criticized for its reliance on learners who are not trained
linguists to make what are sometimes very subtle judgments (see, e.g., Bia-
lystok 1994; Birdsong 1989; Chaudron 2003; Schiitze 2005). Moreover, for any
sentence a learner judges ungrammatical, it is difficult to know which part
of the sentence was the cause of the rejection. Both criticisms are relevant
to the above examples. An attempt to address the second criticism can, how-
ever, be seen in Juffs’ construction of the ungrammatical variant in (1) which
uses the same lexical items, and differs from its grammatical counterpart
as a minimal pair. Another solution is for the learner to be asked to indicate
which part of the sentence is problematic, or to correct the sentences s/he
finds ungrammatical.

A further difficulty with the GJT is identifying whether learners vary in
terms of degree of ungrammaticality; learners’ intuitions appear not to
be captured by “grammatical/good” vs. “ungrammatical/bad.” One solution
is to use a gradient scale, such as Likert scales of —2 to +2, where —2
equates to “I'm sure this is ungrammatical” and —1 equates to “I think
this is ungrammatical” and so on. This kind of measure provides a more
nuanced way of checking the degree to which learners are aware of the
target constraint, how strongly they respond to that constraint, and why
they may respond so variably at different times. Even if careful measures
such as these are adopted, however, there remains a further problem: some
aspects of grammar are not appropriate for judgments of grammaticality,
but instead tap interpretation of a sentence or sentences.

In order to test interpretation, researchers, again following the lead of first
language acquisition (see, e.g., Crain and Thornton 1998), have developed the
truth value judgment (TV]) task which asks learners to judge the validity of
statements based on some kind of context, whether pictures or short stories.
The TV] allows for research that investigates aspects of interpretation so
subtle that they go beyond what native speakers, even language teachers,
consciously and explicitly know about their language. As an example, H.
Marsden (2009) researched the knowledge that L1 English and L1 Korean
learners of L2 Japanese have of equivalents of quantifiers like every and any.
She provided her learners with pictures and asked them to decide whether
each picture matched each sentence given. For the example given in (3), she
included one of two pictures: (i) one girl stroking three cats, or (ii) three girls,
each stroking a different cat. Unlike in English, in Japanese, this sentence
only matches picture (i), with one girl stroking three cats.
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(3) Dareka-ga dono neko-mo nadeta.
someone-NOM every cat stroked
“Someone stroked every cat.” (H. Marsden 2009: 144)

While this may seem like an esoteric exercise, it has important theoretical
implications. When the results suggest that L2 speakers have nativelike
interpretations of these so-called poverty-of-the-stimulus effects, researchers
can then argue for UG-constrained development among adult L2 learners —
the crux of the generative SLA research agenda. (For other examples, see
Chapters 7 and 8, this volume.)

Findings from GJTs and TVJs have become the canon of generative SLA
research. However, researchers are well aware that these have been limited
to a so-called property theory approach whereby characteristics of specific
stages in L2 development are being examined, and not a transition theory
approach which asks how learners move from stage to stage. Researchers
in the 1980s and early 1990s were optimistic that parameter setting in
Principles and Parameters theory (Chomsky 1981) could help to explain
transitions in L2 development by researching parameter resetting. Because
a parameter is assumed to include a cluster of properties, if a parameter
is triggered and it is set (or reset), a whole range of linguistic properties
would be put into place. This could explain transitions from one stage to
another. The resulting studies on parameter setting and resetting exemplify
sound experimentation in terms of method and logic (e.g. White 1992).
However, as pointed out by a number of researchers (e.g. Carroll 2001),
identifying parameters to account for syntactic variation across languages
has proved problematic, thus undermining the research agenda. Again we
see difficulty in the interplay between theory and method. One very recent
approach to transition theory is that of Slabakova (2008), who employs a
meta-analytic approach surveying a large body of generative SLA literature.
By putting together many pieces of the developmental puzzle, Slabakova is
able to make claims about L2 development and to provide a contribution to
transition theory. Given the large amount of research that now exists within
the generative SLA paradigm, more meta-analyses are needed in order to
draw conclusions and address the question of transition from one stage to
the next.

4.3 Cognitive factors

We turn now to look in more detail at learner-internal research that focuses
more specifically on the working of the mind/brain in L2 language use. This
research has commonly aimed to ask how the L2 is used online (i.e. in real
time) and how cognitive constraints such as processing speed may affect
the nature of L2 storage and use. In terms of acquisition or development,
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research often seeks to measure how far L2 users show increasing reliance
on automatized or implicit subconscious processes, similar to mature adult
L1 processing. Methodologies used in this research paradigm commonly
seek to elicit data on L2 behavior in timed comprehension activities or oral
production, which are seen as tapping such implicit processes.

In its focus on language development and use, cognitive-based research
has often been seen as a reaction to traditional generative approaches to
SLA, discussed above. Initial distinctions between linguistic competence
and performance meant that in the generative paradigm, linguistic com-
petence was distinct from general cognitive factors connected to real-time
performance (Chomsky 1965; Fodor 1983). Many cognitive-based studies have
indeed explored L2 development from the perspective that language involves
only general learning and processing strategies. However, there is a growing
awareness across the SLA spectrum that processing research can bring new
insights into the nature of L2 use and development, regardless of the theoret-
ical stance of the L2 researcher (e.g. Marinis 2003; Juffs 2004). The wealth of
empirical research referred to in subsequent chapters in this handbook pro-
vides much of the detail of how these kinds of methods have driven changes
in our understanding of the role of learner-internal cognitive factors in SLA.!
We focus in this section on several key developments in technology which
have fostered novel ways to understand the complex nature of L2 processing
in both comprehension and production.

One valuable methodological tool is learner corpora of oral produc-
tion data, which provide a vast amount of information about what kind
of processes are involved in L2 development. Corpora include a wide
range of L2s, ranging from data from instructed learners of French and
Spanish (www.flloc.soton.ac.uk and www.splloc.soton.ac.uk) to naturalistic
data from the ESF study (see above), now found in CHILDES’ TalkBank
(http://childes.psy.cmu.edu/data), and for recent phonological corpora, in
CHILDES PhonBank (http://childes.psy.cmu.edu/phon/). Corpora focusing on
analyses of speech such as MICASE (http://micase.elicorpora.info) can also
allow detailed analysis of learners’ patterns of language use in different
situations, such as classroom discourse compared to informal speech.

Such corpora have been used to provide a wider perspective on tradi-
tional SLA research questions by allowing the researcher to tap into an
extensive database, and corpora have also facilitated increasingly sophisti-
cated research questions. For example, CLAN software on the FLLOC database
allows a specific query (tapping, say, word frequency or morphosyntactic
marking) to be run on multiple files at once. Analysis can thus quickly
identify important factors in learner behavior, split by age group or by
target phenomenon (e.g. negation, verb raising); or comparisons can be
drawn for the same speaker across different tasks (e.g. to see if grammatical
accuracy is task-dependent). In corpus linguistics, tools such as WordSmith
(www.lexically.net/wordsmith) allow extensive analyses to track, say, learn-
ers’ use of different types of explicit or implicit language knowledge and
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respond to different discourse situations (e.g. identifying explicitly taught
chunks, the use of automatized formulaic sequences, success or difficulty
with specific collocations or use of discourse-specific lexis).

SLA research is also turning to more sophisticated methods of measuring
parsing to tap into participants’ automatic, unconscious linguistic process-
ing. For example, computer-generated GJTs can reveal millisecond differ-
ences in learners’ speed of processing different stimuli, independently of
the accuracy of their overall grammaticality judgments. Such information
provides important insights into causes of learner variability, and subtle
differences in processing stimuli that offline (untimed) accuracy judgments
would not capture. Several of the chapters later in this handbook specifically
cover research done using these techniques, so we do not go into detail here,
but highlight some of the most common software packages used, and the
contributions and limitations of using such techniques.

Frequently used software for psycholinguistic measures of processing and
reaction times currently include E-Prime (www.pstnet.com/eprime.cfm) and
NESU (www.mpi.nl/world/tg/experiments/nesu.html), although these are not
easily manipulable by non-experts. Others include the freely download-
able and easy to learn DMDX (www.web.arizona.edu/~cnl/dmdx.htm), or
PsyScope for Macs (www.psy.ck.sissa.it). One of the benefits of this software
for researchers is the capacity to use stimuli of any kind, whether words, pic-
tures or sound, allowing a range of hypotheses about how linguistic knowl-
edge is stored and retrieved and the effects of different modes of presenting
input.

A commonly used technique to measure ease or difficulty in processing is
self-paced reading/listening, or the moving window technique. This procedure
measures reaction times on computer-presented stimuli, such as grammat-
icality judgments. Participants are instructed to read through the sentence
as quickly as possible, pressing a button to reveal the next words or sen-
tence on the screen. There is usually a comprehension question afterwards
to test overall understanding, to ensure participants focus on processing the
sentence rather than mechanically pressing the button. The millisecond dif-
ferences of speed in calling up the next word or phrase reveal differences in
processing different sections of the sentence, e.g. where ambiguities need to
be resolved, or traces of underlying movement have to be interpreted (such as
in resolving subject or object theta roles in relative clauses, or grammatical
vs. ungrammatical wh-movement).

White and Genesee (1996) and White and Juffs (1998) are examples of stud-
ies using this technique to analyze differences between L1 and L2 judgments
on subjacency violations. These studies found that L2 learners responded as
accurately as native speakers, but responded more slowly, and also showed
greater ease with object extraction than subject extraction. In other words,
using reaction time data highlighted asymmetries in how linguistic knowl-
edge was retrieved and processed which the accuracy measurements alone
did not reveal.
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Priming research is another way of using computer-based tests of uncon-
scious knowledge, where different items (such as words or structures) are
presented in a sequence, usually too fast for conscious awareness or learn-
ing (e.g. less than 100 milliseconds). Priming effects are found when an item
processed earlier in the sequence facilitates the subsequent processing of
similar test items.

Priming has been widely used in bilingual research for studying the effects
of language transfer, or for overlapping processes in lexical retrieval where,
for example, judgments of coin as French (corner) or English (money) will be
affected by the sound or form of previously presented primes (see, among
many, de Groot and Kroll 1997; Green 1998). Priming can also provide infor-
mation on how processing involves different modes, e.g. where cross-modal
priming tests how far auditory primes may affect visually processed test stim-
uli (see e.g. reviews in Marinis 2003). Priming techniques in SLA can there-
fore provide a way of understanding more precisely the interconnections
between subconscious linguistic processing of form, meaning and sound,
and aid our understanding of how L2 develops.

McDonough and Trofimovich (2008) and E. Marsden (2009) provide wide-
ranging overviews of priming studies in SLA, many of which have focused
on different types of priming effects on parsing or lexical retrieval. Other
studies have also begun to look at priming effects on L2 oral production.
McDonough (2006), for example, found that grammatical structures (such
as subject or object questions) showed a clear priming effect: participants
produced the primed structure more frequently in a subsequent interactive
oral production task.

Another technologically based technique that is becoming increasingly
used in SLA research to tap unconscious or implicit processing is eye-tracking
(see Chapter 19, this volume, and also Dussias 2010). Here highly precise
measures of length and place of eye movements over a stimulus (e.g. text
or pictures) can provide detailed information on what L2 learners are sub-
consciously attending to in their online decision-making processes. Longer
gaze fixation shows which parts of the stimulus require greater processing,
e.g.in responding to syntactic ungrammaticality or semantic anomaly. Eye-
tracking thus potentially adds another dimension to the reaction-time exper-
iments referred to above, by providing more information on the structural
nature of processing L2 semantic, syntactic and other linguistic information
(Dussias 2010: 156).

As our understanding of processing in SLA increases, we can become more
sophisticated in asking questions about the nature and location of the lan-
guage processes involved. An extension of this interest is reflected in the
increasing use of neurolinguistic research in SLA. Developments since the
1990s in brain-imaging techniques, including event-related potentials (ERPs)
and functional Magnetic Resonance Imaging (fMRI) have the potential to
allow a greater understanding of the actual brain processes involved, giving
more physiological detail to the reaction-time and eye-tracking behavioral
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data discussed above (see also Chapters 6 and 19, this volume, on the impli-
cations of this area of research).

In principle, these methodologies can be theory-neutral, but, in practice,
one of the key research questions within this paradigm has been to iden-
tify how far L1 and L2 language processing are similar or different, which
overlaps in many ways with the cognitive research outlined hitherto. For
example, one of the major research questions is whether the kind of auto-
matic processing seen in native speakers’ sentence processing is absent or
reduced in L2 learners and instead involves different processing, with greater
reliance on conscious or explicit knowledge (see Hahne 2001; Friederici 2002
for reviews). There also seems to be ample evidence (Phillips 2006), at least
for adult learners, that L2 processing is more cognitively demanding, result-
ing in slower ERP responses (or latencies) in an individual’s L2 compared
to his/her L1. Such evidence has been argued to provide a strong empirical
foundation to claims that adult L2 acquisition is fundamentally different
from L1 acquisition (Clahsen and Felser 2006a; Ullman 2001b).

However, concerns have been raised whether these neurolinguistic tech-
niques reveal as much as they claim, particularly since different studies
produce conflicting interpretations of L2 data (e.g. Green 2003; Paradis
2004; Perani et al. 1998). For example, Green (2003) suggests that there is
still little or no information about how different neural regions may work
together during second language production. De Bot’s (2008a) review of
research on neurolinguistics warns against drawing generalizations about
the underlying processes of language when too much as yet remains unclear
about the theoretical and empirical relation of brain activity to language
function. He also highlights methodological weaknesses in operationalizing
learner variables. Different studies often use different assumptions in defin-
ing levels of proficiency, age differences in acquisition, or interpretations
of other individual differences. Given these differences, it is perhaps unsur-
prising that cognitive and neurological research remains highly specialized
both in techniques and research questions, and can lead to contradictory
conclusions.

4.4 Pedagogical factors

Until now, we have discussed second language research that tries to tap
learners’ internal mental processes using either traditional behavioral or
more recent online and neurological methodologies. We now turn to exter-
nal factors, starting our discussion with classroom-related research, which
is at the intersection of research in education and second language learning.
The main method employed in classroom research in the 1960s and 1970s
was observation. Brown and Rodgers (2002) identified more than two hun-
dred observation instruments developed for use in classrooms of which
twenty-six were identified by Chaudron (1988) as specifically for second
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language classrooms. Observation usually relies on audio- or visual-recording
of classroom activity followed by careful (usually orthographic) transcrip-
tion. This yields a vast amount of data which are then subjected to analysis.
One approach to analyzing these data is conversation analysis (see Markee
2000) in which talk, as the object of study, is seen to rely on social constraints.
As with qualitative methodology in general, this kind of data requires analy-
sis to identify trends and patterns which can then provide an understanding
of features of the second language classroom, from teacher beliefs to the
nature of instruction to learner participation and so on. Indeed, the sheer
number of potential variables in classroom research is one main reason for
taking what is generally a qualitative approach. Once trends have been iden-
tified, findings can also be captured more quantitatively through coding, a
step which requires determining the unit for analysis and counting of the
number of occurrences using coding techniques such as those laid out in
the Communicative Orientation of Language Teaching or COLT (Spada and
Frohlich 1995).

While observation is constructionist, meaning that it is more open-ended
than controlled experiments, the decisions made about how to make sense
of what is observed can lead to bias reflecting the theoretical perspective of
the researcher just as the more positivist approaches can. In other words,
as we have seen with psycholinguistic research, all research is influenced by
the theoretical viewpoint of the researcher to some extent. One difference,
however, is the extent to which constructionist researchers have openly
acknowledged this problem, especially since the shift in the 1990s to ethno-
graphic research, which still involves observation, but adds notions from
anthropology and emphasizes self-awareness on the part of the researcher.
A significant limitation of observation and ethnography that remains, how-
ever, is the difficulty in researching a specific aspect of the learning/teaching
process which might not naturally occur during observation, or perhaps
not with sufficient frequency. This has led to methodologies in which the
researcher exerts some control over the learners in order to specifically test
an area of instruction and/or learning.

One influential research agenda initiated in the 1980s was Long’s Inter-
action Hypothesis (1981) which claims that learning occurs not just in
the learner’s individual, subconscious response to input, but from learn-
ers themselves as they work out and work on language in interaction with
others (see also Chapter 30, this volume). This has led to methodologies quite
different from those which fall under the observational approach. Instead of
observing what might naturally occur in the classroom, this research puts
a theory about second language learning to the test by manipulation of the
learning event. In the early days of this theory-driven research, the focus was
on conversations between a native speaker and a non-native speaker as this
theory focused on what happens when non-native speakers have to modify
their output in order to be understood in interaction with native speakers.
This research is experimental; the interlocutors are given specific tasks to
perform, designed to include specific types of interaction (e.g. Doughty and
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Pica 1986). By recording, transcribing and analyzing the data, the researcher
can make claims about what types of negotiation during conversation lead to
second language learning, as shown for example by the non-native speaker’s
ability to repair breakdown in communication and any subsequent use of
linguistic features new for that speaker. Yet it has also been noted that
negotiation may be more relevant to interaction between non-native and
other non-native speakers, since for many learners this is more likely than
interaction with native speakers. In a meta-analysis by Keck, Iberri-Shea,
Tracy-Ventura and Wa-Mbaleka (2006), however, 85 percent of studies still
involved native-non-native speaker interaction. Another limitation from the
point of view of generalizability is that the majority of this research tends
to be conducted in university settings as this is where researchers have most
immediate access to learners.

This shows us that one downside of using a controlled method is the
question of how appropriate the findings can be for classroom settings that
differ from those in an experiment. Yet this must be balanced with the
need to control the research design in order to test specific points of theo-
ry and yield results which can be analyzed. From a pedagogical point of
view, research on interaction based on dyads is problematic in the context
of classrooms that are not limited to pair work. Moreover, since the teach-
ing method associated with interaction is Task-Based teaching (Long and
Robinson 1998), the research question which then arises is whether Task-
Based teaching is an effective method for teaching language. This research
requires a different sort of method in which a class of learners is tested to
see if teaching through tasks — which, by definition, are interaction-based -
leads to learning in a way that more traditional modes of language teaching
do not. This type of research normally requires pre-testing to measure both
a control/comparison and an experimental group of learners’ proficiency
prior to treatment in the form of a task only for the experimental group,
and post-testing both groups to measure the effectiveness of the treatment.

A wealth of studies on classroom instruction has been conducted, giving
rise to what can be seen as conflicting results. However, the meta-analysis
by Keck et al. (2006) concludes that in total, experimental groups do seem
to outperform comparison groups. One problem with generalizing from a
body of studies like this is that the wealth of studies also uses a wealth of
experimental designs from more controlled to relatively free tasks on pairs
or groups of learners performing on a range of task types. There are, in fact,
many variables to control for; in addition to the usual SLA variables of native
language, target language, age, proficiency, etc., there are other pedagogical
variables including educational setting, type of task, type of interaction, type
of participants (native-non-native, teacher/peer), target linguistic features,
measurement of development and credible comparison group, to name a
few. Another challenge is that any comparison group will often also show
improvement - after all, they were also being taught, just not in the way that
the researcher is interested in. While this is clearly good from a pedagogical
point of view, it can be frustrating for the researcher. And, problematically,
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this raises ethical issues as it might be considered unethical to teach learners
using a methodology assumed to be ineffective just so the researcher can
show another method to be effective.

Another area of classroom research which has received much attention is
the question of explicit versus implicit learning. This research is generally
referred to as research on instructed learning, with a strict communicative
approach (where no grammar teaching occurs) seen as implicit learning,
known as Focus on Meaning. Within explicit teaching there is the tradi-
tional grammar teaching approach known as Focus on Forms and the more
current teaching of forms within a meaningful context, known as Focus
on Form (see Chapter 29, this volume). We have just mentioned a meta-
analysis for research on interaction. In language teaching research, Norris
and Ortega (2000) are pioneers in this approach of combining the results of a
large number of studies in order to reach some general conclusions. In their
meta-analysis of research on instructed language learning, they evaluated
forty-nine studies published in journals between 1980 and 1998 to conclude
that explicit instruction in the classroom is beneficial in comparison with
implicit learning. As with the meta-analysis of Keck et al. (2006), Norris and
Ortega (2000) had difficulty finding coherence across published studies. In
deciding which studies to include, Norris and Ortega found that many stud-
ies had to be left out because of deficiencies in their methodology. In fact,
one main conclusion of the meta-analysis was severe methodological weak-
nesses in the field. These ranged from small size of sample to lack of control
group. There is also a wide range of practice in terms of reporting results
as some presentations of results include comprehensive individual results
while others collapse results into averages or means. Norris and Ortega also
note omissions in fully reporting results, where many researchers claim sta-
tistical significance, but do not always report the basic descriptive statistics
such as medians and means which would enable the reader to validate the
strength of their claims.

In another more recent meta-analysis on instructed language learning by
Spada and Tomita (2010) thirty of 103 studies published in journals after
1990 were analyzed, including ten which were also included by Norris and
Ortega (2000). The reason for the limited number of studies was that Spada
and Tomita were interested in research which focused specifically on some
pointof grammatical instruction. The overall finding by Spada and Tomita is,
again, that explicit instruction does seem to lead to learning of grammatical
forms such as past tense or passives in a way that implicit methods do
not. However, as they point out, this cannot rule out the effectiveness of
implicit instruction per se as it may be that implicit instruction requires
more time. Moreover, as none of the studies include any more than ten
hours of instruction, it is difficult judge the effects of instruction, especially
in the long term.

Another area of research which is constrained by the time devoted to the
treatment is research on corrective feedback. Coming out of research on
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interaction, research on corrective feedback in the early 1990s found that
there is a large a range of types of feedback being used by teachers, from
traditional explicit correction to implicit modeling, e.g. recasting correctly
what the learner has said (see Russell and Spada 2006, and citations within).
This research, however, has also found that a fair amount of any sort of cor-
rective feedback seemed to be ignored by students - at least in the moment.
Whether there is any long-term improvement as a result of feedback to a
large extent remains an open question. The problem of length of study is
a fundamental methodological problem that plagues all areas of SLA and
classroom research. It is difficult to carry out research over a long period of
time especially beyond any single academic year because of constraints on
both the learners and researchers. A second fundamental difficulty is the
aforementioned problem of the multiplicity of variables. Taken together,
these two constraints make it especially difficult to be able to claim causa-
tion in classroom research. Thus, many researchers limit themselves to safer
claims such as indirect causal relationship, meaning that there does seem to
be some relationship, but the research cannot conclusively show a direct
cause effect. As generally accepted, it is very difficult to demonstrate true
links between interaction and L2 acquisition (Keck et al. 2006: 93). It is more
possible to show correlations, and perhaps researchers should be satisfied
with this.

In sum, instructed language research makes use of a range of methods,
from observation and ethnography to investigate the language produced
spontaneously by speakers, to pre- and post-testing to show the effects of a
given treatment, and to quasi-experimental methods which allow for more
control by the researcher. These methods vary in terms of the degree to
which they focus on what occurs versus focusing on the effect of theory-based
intervention or treatment. And as with all research, none of this research
is neutral or unbiased, as the theoretical framework of the researcher will
come into play, whether in the design of the study or in the analysis of the
results. This is not inherently bad, of course, but it is a reality which must
be acknowledged by the researcher.

4.5 Social factors

We now move to research methodologies focusing on learner context. We
have seen that explanations of what constrains L2 development, especially
intra-individual variation, have remained unclear if the research question
focuses only on the nature of the grammatical competence (the What) or on
biological or cognitive factors driving transition (the How). Investigations of
social and affective factors have provided useful insight into the impact of
the L2 context (the Why).

The work of Gardner (1985), amongst others, has highlighted the impor-
tance of affective factors of motivation and personality within SLA.
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Investigating the role of personality, identity, attitude, motivation and
learner strategy are now seen as central research questions underpinning a
broad understanding of the SLA process (as reflected in the representation of
such questions in this handbook, e.g. Chapters 8,10, 11, 12 and 30). However,
questions of why L2 learners behave as they do means that comparisons of L2
acquisition to L1 acquisition, common in property and processing theories
of SLA, usually do not arise.

Methodologically, research here commonly tends to follow one of two
paths. Firstly, the ethnographic qualitative tradition draws on theory based
on data collected from individuals or small groups, where the observer avoids
any presupposed empirical hypotheses. Observations, interviews, conversa-
tions, or selfreports are typical methods of gathering data, as mentioned
above. The data may be used to assess types of interaction, in a classroom,
for example, comparing patterns of teacher/learner discourse (Seedhouse
2005b), or the specific functions for using L1 in an L2 classroom (Macaro
1997). Another method is gathering qualitative data using selfreports or
think-aloud protocols (e.g. Bowles 2010), where participants are asked to
explain why they responded as they did. This is used either as a single
method or to provide extra context in a quantitatively measured grammati-
cality judgment task.

By contrast, the psychological quantitative tradition may focus on hypoth-
esis testing on often large data sets, usually using large-scale questionnaires,
where individual accounts are not investigated but the breadth of data col-
lected provides robust and reliable evidence of specific responses or par-
ticular trends. An interesting recent development has been how learners’
use of technology has boosted both angles of these research techniques.
Such data collection may include both computer-mediated communication
for qualitative conversation analysis (gathered using, say, micro-blogs and
social networking sites) and also web-based questionnaires for immense
collections of quantitative data from learners (see Walsh 2007, and also
Chapter 14, this volume).

One of the issues in social research is how to operationalize the factors
being researched, as we can see from a brief overview of motivation research.
Gardner’s (1985) classic study of motivation identified an instrumental-
integrative dichotomy in which L2 learners’ motivation can either be to
learn the L2 because it provides them with a necessary tool to achieve a
goal such as a new job or because they want to integrate into the target lan-
guage community, perhaps because of a personal relationship or desire to
be accepted by that community. Another way of labelling a similar division
regarding motivation is the intrinsic-extrinsic distinction (Deci and Ryan
1985; Noels 2001), where intrinsic factors include learner-internal ones such
as self-development, and extrinsic factors include external material ones
such as the search for a job.

Measures of motivation have been used to test how far a specific fac-
tor or cluster of factors are associated with a specific linguistic feature
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under investigation. For example, Gardner and MacIntyre (1991) used the
Attitude/Motivation Test Battery with vocabulary test data to test hypothe-
ses as to which type of motivation was associated with higher vocabulary
scores. Developments in motivation research since the 1990s (e.g. Dornyei
and Schmidt 2001; Dornyei and Ushioda 2009) have elaborated Gardner’s
standard dichotomy in more nuanced detail, building greater consensus
over reliable and effective methods across the quantitative and qualita-
tive paradigms. Dornyei and Ushioda (2009) further identify the importance
of understanding that a learner’s motivation to improve linguistic perfor-
mance incorporates non-linguistic factors such as the learner’s engagement
with task context and need for meaning, as much as motivation to acquire
linguistic proficiency in itself.

However, there remain some concerns with motivation research.
McGroarty (2001) points out the problem of using too constrained a model
of motivation, in which L2 learners are assumed to be able to articulate
their motivation in ways that fit a specific model such as intrinsic vs. extrin-
sic factors, whereas in reality most people would find it hard to pick such
factors apart. It has been argued that standard motivation measures thus
potentially skew the findings by imposing externally defined measures, so
alternative methods such as selfreport and narratives have also begun to
be more widely used (Gimenez 2010; Woodrow 2010). Selfreport has long
been employed to gauge a range of measures in quantified form (via self-
rating), including linguistic proficiency itself, as well as degrees of moti-
vation (Gardner 1985). However, it is infamously susceptible to corruption
or instability (Bialystok and Hakuta 1999), in that a confident participant
would be happy to respond with a high selfreport, compared to a more
proficient but less confident participant. A more qualitative approach uses
verbal reports and think-aloud protocols (see above), to try and tap partici-
pants’ thought processes with more authenticity. However, data interpreta-
tion can be difficult, due to the highly subjective nature of such findings,
and depends on the linguistic or metacognitive abilities of the participants
to express those thought processes in ways that can be insightful for the
researcher.

The increasing use of such research tools reflects a growing trend within
SLA, and especially applied linguistics, for a socially realistic study of lan-
guage, based on ethnographic and sociocultural theories of communication
and identity dating back to Hymes (1971) and continuing through Block
(2003). The prime methodological tool emphasizes naturalistic data collec-
tion, gathered through observations of real-time communicative situations
such as multilingual business meetings or classroom interactions. Much
of this research follows Geertz’s (1975) paradigm of Thick Description, or
grounded theory (Glaser and Strauss 1967), i.e. unstructured observation
providing descriptive data of sufficient depth to build up post-hoc theories
that are then confirmed or revised, in an iterative process of further data
collection and theory testing.
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Some of this research has specifically challenged the concept of language
as an empirical objective reality, and thus of using cognitive scientific meth-
ods which are commonly located in classroom or laboratory settings, instead
of methods which involve exploring naturalistic language as a social accom-
plishment (Firth and Wagner 1997, 2007). In such approaches, the traditional
empirical concept of research validity or objective truth can be redefined
as authenticity or trustworthiness, and is rooted in combining analyses of
participant data with transparent indications of the researcher’s subjective
analysis (Starfield 2010: 56).

While the wider implications of the issues raised by Firth and Wagner
remain open to debate (see e.g. Block 2003; Harklau 2005), nevertheless,
certain methodologies allied to this research strand are increasingly com-
mon in SLA, notably conversation analysis, which we briefly discuss here.
Conversation analysis (and critical discourse analysis) seeks to identify what
micro-analysis of interactions, either in the classroom or in naturalistic set-
tings, tells us about L2 identity, motivation and attitude as well as seeking
to find out how language proficiency develops in a communicative setting
(e.g. Sacks, Schegloff and Jefferson 1974; Markee 2000).

Methodologically, the central tool for conversation analysis (CA) research
is collection of spontaneously occurring classroom or non-classroom data,
usually as video files to be transcribed and coded for quantitative or qualita-
tive analysis of interaction patterns. There are now standardized conventions
of how to present the data in linguistically analyzable form, available on the
CHILDES database, for example. However, the significance of CA within SLA
can be seen as more than a linguistic analysis of form and function of turn-
taking. Rather, CA aims to add essential information about the role of social
action, identity and context in SLA. In addition, CA research, like all socio-
cultural SLA research, seeks to present a dynamic view of the nature of L2
competence. Rather than comparing L2 to L1 acquisition and finding a deficit
of nativelikeness, CA presents competence as variable and co-constructed by
participants through interaction (Seedhouse 2005b).

This discussion of social factors in SLA research shows how insights into
the context of language acquisition and issues of motivation and identity
play an important role in understanding the complexity of L2 acquisition.
We also note that many of the qualitative methodologies are very recent
in SLA, and therefore it is inevitable that controversy exists and unresolved
questions remain, and insights from all aspects of SLA research are required.
We reiterate R. Ellis’ (1994a) support for the value of multifaceted research
methodologies incorporating different approaches in increasing our under-
standing of SLA in all its complexity.

We finish this chapter with a recent example of a successful multifaceted
SLA research design: that of Moyer (2004, 2009), whose mixture of quan-
titative and qualitative research methods has yielded fresh insights into
L2 acquisition. Moyer’s work on acquisition of L2 accent overtly promoted
the dual assumption that both L2 experience and intention are key to
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understanding the SLA process, particularly in long-term attainment and
the question of nativelikeness. She stresses how far traditional quantita-
tive measures of factors affecting SLA, such as age of onset and length of
residence, must be re-envisaged to understand the many facets of L2 expe-
rience and motivation. Her integrated view of critical influences of SLA
utilized mixed methods, i.e. both quantitative techniques (such as correla-
tional analysis of linguistic accuracy) and qualitative techniques (such as
interviews to elicit open answers about identity and motivation), to iden-
tify clusters of factors focused on cognitive and social variables, which all
interact in understanding ultimate attainment in SLA.

4.6 Conclusion

Perhaps Moyer’s mixed methods approach offers one way to find coherence
across shared research questions and methods in SLA. However, given the
enormous complexity of second language acquisition, it is unlikely that even
such an approach can or should capture all of the variables implicated. We
have sought to show how both positivist and constructionist approaches, and
qualitative and quantitative methods, have driven insightful research into
SLA both despite and because of their differences. Researchers will benefit
from continued technological advances in assessing internal and external
factors affecting L2 learners with increasing sophistication. Methodological
rigor will improve consensus in defining what constitutes L2 acquisition
and use across all theoretical and empirical perspectives. As long as there
are different theoretical starting points to language and second language
development, there will be conflicting claims - an outcome that should not
make us throw up our hands in frustration, but instead continue to refine
our methodologies so that in time SLA research can yield more and more
valid results.
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INTRODUCTION TO PART I

Part II covers the internal ingredients held to be essential for second lan-
guage acquisition. The components each chapter discusses are not necessar-
ily neutral, given that different theorists consider the same set of ingredients
from their own perspectives. Learners bring to the task of L2A their native
language, their cognitive predisposition, individual characteristics, their
innate capacity for language and their developed knowledge (e.g. literacy or
bilingual capacities).

Focusing on the question of transfer in L2 acquisition, the fifth chapter
goes beyond earlier work on native language influence, in covering more
recent initial state research and discussion of long-term L1 effects. It looks
at researchers’ continously evolving treatment of the role of the L1 in the
developing grammar, at superficial (e.g. morphological) versus deep (e.g. syn-
tactic) levels. This chapter traces the study of native language influence from
mid-twentieth-century Contrastive Analysis, through Creative Construction
and UG approaches to current work on phonology as well as morphosyntax.
Flynn and Foley highlight the distinction of surface versus deep transfer and
the complexities of other factors that intersect with L1 transfer.

Chapter 6 looks at L2A from a psychology-based cognitive perspective,
where researchers have examined the operation of working memory,
declarative/procedural memory and explicit/implicit knowledge. The roles
of chunking and automatization are pivotal. This chapter explores the con-
tribution of cognitive mechanisms such as working memory and general
learning procedures to the development of L2 knowledge, both declarative
and procedural. Adopting Carroll’s and Levelt’s models for comprehension
and production, Towell then examines Anderson’s, Paradis’ and Ullman’s
proposals for proceduralization. The last section discusses the implications
of these models for implicit versus explicit learning.
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Establishing the logical problem of language acquisition (poverty of the
stimulus, POS), Chapter 7 presents Universal Grammar (UG) as a solution.
Schwartz and Sprouse present the role of Universal Grammar, UG (the lan-
guage faculty) in language acquisition (L1 and L2) through a detailed dis-
cussion of poverty of the stimulus, the primary and distinctive motivation
for UG accounts. The first section outlines five arguments for POS in L1A,
clearly explaining and illustrating the logical problem of language acquisition
with strong examples. The second section clarifies misunderstandings of
the notion of POS, while the third provides examples of POS in non-native
language acquisition.

The eighth chapter provides a comprehensive overview of the extensive
research which has been carried out over the last half.century on learner-
internal factors such as motivation, aptitude, interest, personality and emo-
tion. Based on investigations of instructed L2A, it also discusses charac-
teristics related to learning styles and strategies. The chapter investigates a
range of individual cognitive and personality traits that influence a learner’s
progrss in L2 development. After initial overviews of attitude, motivation,
aptitude and memory, Dewaele devotes the remainder of the chapter to
personality traits such as extraversion, conscientiousness, risk-taking and
foreign language anxiety.

Introducing the population of older learners whose development of
alphabetic literacy and acquisition of L2 oral ability occur simultaneously,
Chapter 9 presents research on a relatively new area of investigation, the
role of reading ability as an influence on acquisition. Issues covered include
emerging research on differences observed in the processing of input in the
acquisition of morphosyntax and the implications of these observations for
both cognitive and generative theories of L2A. The chapter first reviews back-
ground studies of the impact of literacy on native language processing and
linguistic task solving. Tarone, Hansen and Bigelow then turn to studies of
low and non-literate adults learning oral and reading skills in L2.
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The role of the native
language

Claire Foley and Suzanne Flynn

5.1 Introduction

The role that a native or first language may play in second language acquisi-
tion has inspired research for many decades. Changes in prevailing views on
L1 influence have in fact partly defined historical development of the field
(see Chapter 2, this volume). Because of its historical importance, we have
organized our review of research on the role of the L1 chronologically. We
begin with a brief sketch of the evolution of views on the role of the L1 from
the Contrastive Analysis approach of the 1940s and 1950s through the Cre-
ative Construction approach of the early 1970s (Section 5.2). We turn next to
developments of the later 1970s and 1980s, many of which shed light on the
influence of the L1 on particular features of development over time, such as
rate, developmental sequence, or production/avoidance of particular struc-
tures (Section 5.3). By the 1990s, views on the role of the L1 were helping to
define researchers’ perspectives on the initial state of L2 acquisition (Section
5.4). This historical development has led to an ever-richer range of research
in the 2000s, including innovative approaches to teasing out the particular
role that an L1 plays across domains of language (Section 5.5).

Across the decades, researchers have taken varying perspectives on defin-
ing similarity and difference between L1 and L2, a distinction whose impor-
tance has roots in Contrastive Analysis, where similarities between L1 and L2
were argued to facilitate acquisition, and differences to hinder it. An impor-
tant distinction that has emerged across domains of linguistic knowledge
is that between surface forms (e.g. particular words) and abstract structures
and processes (e.g. proposed underlying representations). Researchers vary
in their assumptions and hypotheses about what kinds of L1 knowledge -
surfacerelated or abstract - might affect L2 development. In the concluding
section, we return to the surfacef/abstract distinction, and to the fact that
research on both sheds light on the nature of modularity in grammar.
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In this chapter, we have attempted to include examples of research that
spans the linguistic subfields of phonology, morphology, syntax and the
lexicon. Space limits the comprehensiveness of our coverage, and we have
also not attempted to summarize interesting research in such areas as the
role of the L1 in L2 pragmatics, literacy, or discourse (but see Chapters 9
and 23, this volume). In places, we describe the design and results of a few
studies in somewhat more depth to better inform some of the conclusions
made in Section 5.6. While most of the research reviewed here draws on
data from adult learners, transfer has been studied for child learners as
well (e.g. Paradis and Genesee 1996); for research on child L2 acquisition
and bilingualism, see Chapter 16, this volume. When needed, we use the
convention “years; months” to express research participants’ ages. Except
as noted, studies reviewed here are cross-sectional. Other sources providing
a comprehensive look at the role of the L1 in L2 development include Gass
(1996), Odlin (2003), Major (2008: 63-7) and Gass and Selinker (2008: 89-158).

5.2 From Contrastive Analysis to Creative Construction

In the 1940s and 1950s, scholars of language and pedagogy examined simi-
larities and differences between the L1 and the L2 (e.g. Fries 1945). Adapting
a general view of transfer as the use of knowledge or skills from one context
in a different linguistic context, Weinreich (1953) introduced the concept of
transfer in L2 acquisition: use of the L1 that leads to “correct” usage in the
L2. Interference, in contrast, involves use of the L1 that leads to “incorrect”
language use.

As described in detail in Chapter 2, this volume, during the 1950s, many
scholars attempted to apply analyses of combinations of L1 and L2 for ped-
agogical reasons. In a work on applied linguistics for language teachers,
Lado (1957) developed the Contrastive Analysis (CA) approach to L2 acquisi-
tion. Under the Constrastive Analysis Hypothesis, learning a new language
involves identifying and learning differences between the L1 and the L2.
Similarities between L1 and L2 are predicted to facilitate acquisition; L2s
with more differences from the L1 are predicted to take longer to learn.
The CA approach encouraged careful scrutiny of similarities and differences
between an L1 and an L2, and led researchers to test the prediction that more
differences would mean more difficulty for learners. Through the 1950s and
1960s, studies examined the specific errors made by speakers of an L2.

Corder (1967) drew new attention to the possibility that specific learner
“errors” may actually reflect knowledge of a developing system. At the same
time, language acquisition researchers were influenced by the developing
perspective of Chomsky (1959, 1965) that language is best viewed as a system
of the mind, characterized by innate capacities. Though research explicitly
testing predictions of a theory of Universal Grammar for second language
acquisition emerged much later (e.g. Flynn 1983; White 1985), developments
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in linguistic theory proceeded alongside a focus on errors in L2 acquisition
as a possible window into knowledge. In the late 1960s and early 1970s,
L2 research turned attention to the systematicity in the developing L2 that
errors sometimes reveal, and to the learner’s developing grammar as an
object of study. A signal of the importance of this focus was Selinker’s (1972)
coinage of the term interlanguage, which has endured in use to the present.

In their research on child L2 development, Dulay and Burt (1974a) explic-
itly tested the competing predictions of the view that L2 errors reflect L1/L2
differences and the view that errors reflect the development of a system,
just as they do in L1 development. Their research used the Bilingual Syn-
tax Measure, an experimental instrument with pictures and accompanying
questions designed to elicit responses that would include English functional
morphemes, such as those studied by Brown (1973) in L1 research (see the
detailed review of these studies in Chapter 27, this volume). From a cor-
pus of responses by 179 5-8-year-old speakers of L1 Spanish | L2 English,
they counted errors that they attributed to interference (e.g. for target “They
are hungry,” production of “They have hunger,” parallel to Spanish [Ellos]
tienen hambre) and errors that they argued were developmental, similar to
children’s L1 English errors (e.g. for the same target, “They hungry”). They
reported that only 4.7 percent of all errors were interference-type errors, and
argued that “innate universal mechanisms” (1974a: 129) guide the Creative
Construction (CC) of the new L2 system.

In another study, Dulay and Burt (1974b) compared the functional mor-
phemes produced, and their accuracy order, by child speakers of L2 English
(L1 Spanish for one group and L1 Chinese for another). They reported overall
basic similarities in order of emergence for speakers across L1s (e.g. plural
-s produced with overall higher rates of accuracy than third-person verbal
marker -s for both L1 groups). Similarly, in a study that used the Bilingual
Syntax Measure with adult speakers, Bailey, Madden and Krashen (1974)
reported consistency in relative difficulty of use of functional morphemes in
the L2 English production of speakers of different L1s. (Not all research in the
1970s supported an invariant order of acquisition of functional morphemes
even across speakers of the same L1. See, for example, Cancino, Rosansky
and Schumann (1975), who conducted a longitudinal study of six speakers
of L1 Spanish [ L2 English (two children, two adolescents, two adults) and
reported that some individual speakers appeared to acquire morphemes in
varying orders.)

Thus, by the early 1970s, the evidence from several studies using the
Bilingual Syntax Measure suggested that the L1 does not play a defining
role in determining the course of L2 development in the area of inflectional
morphology. Research on order of acquisition of functional morphemes by
speakers of various L1s continued through the later 1970s and 1980s; see
Kwon’s (2005: 14) citations of studies drawing on the L2 English knowledge
of speakers of L1 Arabic, Chinese, Japanese, Korean, Spanish and Vietnamese.
Some of this research called into question the consistent order of acquisition
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seen in the early 1970s studies; see the discussion of Hakuta (1976) below. For
a more recent review and meta-analysis of order of acquisition studies that
in fact calls for further investigation of the role of the L1 as a determinant
of order, see Goldschneider and DeKeyser (2001).

5.3 Types of developmental influence

Gass and Selinker (2008) describe the later half of the 1970s as a time when
research began to shift from determining whether or not the L1 had an
effect on L2 development to seeking an understanding, qualitatively, of
“how and when learners use their native language and on explanations for the
phenomenon”(2008:137). During the later 1970s and the 1980s, these studies
included efforts to understand what might influence relative frequency of
production of L2 structures for speakers of different L1s, paths and rates of
development and the conditions under which the L1 might or might not
influence the developing L2.

5.3.1 Relative frequency of use

One possible way a first language might influence L2 progress is in affecting
frequency of use of particular forms in the L2 in the production of language
under research observation. Forms might be avoided (not produced or pro-
duced relatively infrequently) or overproduced (produced more frequently
than expected, or more often than other groups of speakers produce them).

An early study uncovering avoidance was Schachter’s (1974) analysis of
English relative clause production by L1 speakers of Persian (forty-three par-
ticipants), Arabic (thirty-one), Chinese (nine) and Japanese (five). Her basic
finding of more relative clause errors in the writing of Persian and Arabic
speakers than that of Chinese and Japanese speakers suggested at the outset
a higher level of competence in the latter group, but Schachter also ana-
lyzed the number of relative clauses attempted (either correct or incorrect).
She discovered that Chinese and Japanese speakers attempted only about
half as many relative clauses as Persian and Arabic speakers did and thus
had fewer occasions on which to commit errors. She argued that learners’
differences in production of relative clauses were rooted in a basic
similarity - directionality — between English and both Persian and Arabic in
relative clause syntax (the clause appears to the right of the relative clause
head). In contrast, in Chinese and Japanese, the relative clause appears to the
left of the head. Schachter argued that avoidance can result from an L1/L2
difference.

In a study of Arabic speakers and of Spanish and Portuguese speakers
acquiring English, Kleinmann (1977) compared production of several differ-
ent structures that resembled those of the L1 to differing degrees. Kleinmann
controlled for comprehension of the structures through a multiple-choice
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test, which did not reveal significant differences between the twenty-four
speakers of Arabic on the one hand and the nineteen speakers of Spanish
and Portuguese on the other. A production task using pictures and con-
versational situations sought to elicit structures of four types: passives and
present progressives (both predicted to be more difficult for Arabic speakers)
and infinitive complements and direct object pronouns (both predicted to
be more difficult for Spanish and Portuguese speakers). The structures pre-
dicted to be more difficult for speakers of a given L1 were in fact avoided
significantly more often by those speakers for three of the four types (for
present progressives, there was no significant difference among L1s).
Subsequent studies of avoidance have hypothesized that it is instead the
complexity of the L2 itself, rather than factors related to the L1, that may be
leading to avoidance - a hypothesis not, however, supported by the results
of Laufer and Eliasson (1993). They tested avoidance of English phrasal verbs
by speakers of L1 Swedish, which has phrasal verbs, and of L1 Hebrew, which
does not. Results from a multiple-choice test (fifty advanced speakers of L2
English) and a translation test (thirty-seven advanced speakers) showed that
speakers of L1 Swedish used significantly more L2 English phrasal verbs
than Hebrew speakers. The authors argued that absence of phrasal verbs in
the L1 is a better predictor of avoidance than such factors as complexity of
the target (e.g. semantic complexity of different phrasal verbs). The inter-
play between transfer and syntactic complexity has remained important to
research through the present where recent work on child bilingual acquisi-
tion, for example, has probed the role of complexity. Strik and Pérez Leroux
(2011) hypothesized that less complex structures are more likely to transfer,
and Prévost, Tuller, Scheidnes, Ferre and Haiden (2010) argued that computa-
tional complexity of the target affects acquisition of English wh-questions by
child speakers of French, even to the extent of overriding L1 transfer effects.
Research has also probed relative frequency of use in the domain of the
lexicon. Kellerman (1979) developed the idea that the frequency with which
a learner uses a particular structure represents a decision that L2 learners
may make, informed by knowledge about which L1 forms may appropriately
transfer to the L2. He tested L1 Dutch learners of L2 English on various
English forms involving the verb break (e.g. break his leg and break his heart).
One factor of interest to Kellerman in this study was how core the meaning
of break was within a structure. He defined “core” meanings as those that
are closest to the usual meaning of the word - the meaning most speakers
would think of first (1979: 47). Core meanings are more concrete and more
frequently used. Literal meanings may also be perceived by speakers as more
core than those with figurative meanings, which may be viewed as highly
language-specific. The results in Kellerman (1979) suggested that a lexical
item is a better candidate for transfer in structures where it is assigned its
core meaning. An additional factor of interest for Kellerman was how “close”
the L1 is to the L2, where closeness conditions the L2 learner’s likelihood of
viewing a particular L1 structure as appropriate to transfer to the L2.
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5.3.2 Paths and rate

The Dulay and Burt (1974a, b) and Bailey, Madden and Krashen (1974) studies
suggested a generally consistent order of development for English functional
morphology. Zobl (1982) provided evidence that the general trend was more
complex than it first appeared: he showed that the L1 may influence paths
of the development of determiners. First, Zobl cited a longitudinal study by
Huang (1971) showing that in the development of L2 English by a 5-year-
old child whose L1 was Chinese, the determiner this appeared to precede
productive use of the definite article the. For example, at a particular stage
of development, the child produced utterances like Yes, this is dirty and I want
this bike, but did not productively use the until a later point in development
(Zobl 1982: 175-6). In contrast, Zobl cited work by Hernandez-Chavez (1977)
showing that a child whose L1 was Spanish productively used this and the
at the same point in development, producing at the same point in time
utterances like This one. .. that truck and Get the car (Zobl 1982: 177).

Other evidence from the 1970s also suggested that learners with different
L1s might not traverse the same paths in acquisition of functional morphol-
ogy. Hakuta (1974) reported on a longitudinal study of a native Japanese-
speaking child’s acquisition of English. The study was based on observations
of two hours or more, every two weeks, of the young girl between the ages
of 5;4 and 6;5. Hakuta analyzed her spontaneous speech during this time,
arguing that results showed a different order of acquisition than the pattern
seen in Dulay and Burt’s (1974b) study.!

Finally, Zobl (1982) reviewed a range of studies bearing on the effect of the
L1 on rate of development. The review included studies arguing that when
the L1 marks definiteness with articles, acquisition of an L2 with definite
and indefinite articles will be faster; other studies included investigation of
an L2 with copulas by speakers of L1s without this category of verb (see the
review and citations in Zobl 1982: 172).

5.3.3 Conditions under which the L1 might influence the L2

As is true at every time period reviewed here, researchers in the 1970s and
1980s worked to understand under what conditions L1 knowledge trans-
fers to the L2. Viewing transfer as a process that operates in conjunction
with general principles of language development (e.g. Slobin’s 1973 pro-
posed operating principles for L1 acquisition), Andersen (1983a) proposed
the “transfer to somewhere” principle: “A grammatical form or structure
will occur consistently and to a significant extent in interlanguage as a result
of transfer if and only if there already exists within the L2 input the potential
for (mis-)generalization from the input to produce the same form or struc-
ture” (Andersen 1983a: 178). A revision of the principle added that “in such
transfer, preference is given in the resulting interlanguage to free, invariant,
functionally simple morphemes which are congruent with the L1 and the
L2...and the morphemes occur frequently in the L1 and/or the L2” (Andersen
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1983a: 182). Andersen’s proposal thus identified several conditions under
which the L1 would be more likely to influence the L2 - conditions relating
both to L2 input (and indirectly, the L2 itself) and to the form that is the
target of transfer.

An example of the evidence Andersen presented as compatible with “trans-
fer to somewhere” is a study conducted by Gilbert and Orlovi¢ (see Gilbert
1983). Data were drawn from twenty-minute interviews with twenty-nine
participants learning German (from four to six speakers of each language),
most of whom had lived in Germany for about a tenth to about a third of
their lives. An analysis of these learners of German, which has overt definite
articles, showed an initial period of definite article omission by speakers
of different L1s, followed by higher rates of definite article production by
speakers of L1s that also have definite articles (e.g. Italian, Greek, Spanish)
than by speakers of L1s that lack a free morpheme corresponding to the
definite article (Serbo-Croatian, Turkish).?

Dulay and Burt (1974a) drew a parallel between errors in L1 development
and those in child L2 development, noting that errors seem to be a necessary
part of development, and that “no one has found a way to accelerate” pas-
sage through error stages in L1 development (1974a: 135). It is interesting
to note that a proposal by Zobl (1980a) in fact suggested that the L1 may
sometimes decelerate progress through a developmental point. The proposal
was that some L2 errors are the result of development, but in cases when the
error happens to match an L1 pattern, the L1 may reinforce the non-target
form or pattern, extending a developmental stage beyond its typical length
for speakers of an L1 where there is no such match. For example, under
Zobl’s proposal, L2 English negative constructions like no like and no good
(replacing sentences) are consistent with a universal early stage in negative
sentence formation: ANAPHORIC NEG (negation) + PREDICATE. When the
L1 is Spanish, utterances of this form happen to align with negative con-
structions in the L1, where the negation system and optional omission of
subject pronouns yield constructions parallel to these. Zobl suggested that
in such cases, the L1 reinforces an L2 error.

5.3.4 Concluding notes on types of developmental influence

Most of the studies of the late 1970s and 1980s reviewed above paid attention
to surface forms (e.g. Gilbert 1983 and Zobl 1982 research on determiners).
At the same time, many began to probe the knowledge underlying the use of
surface forms (e.g. the concept of core-ness underlying different meanings
of a lexical item in Kellerman 1979).

5.4 Views on the initial state

The late 1980s and 1990s brought increasingly vigorous debate over the pos-
sible role of Universal Grammar (UG) in second language acquisition. The
development of earlier work in that theoretical linguistic framework (e.g.
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Chomsky 1965; Ross 1967) led in the early and mid 1980s to the theory of Gov-
ernment and Binding (Chomsky 1981) and to the Principles-and-Parameters
formulation of the same approach (Chomsky 1986). The theory of UG as then
formulated held that universal abstract principles constrain human language
(e.g. all languages depend on hierarchical, and not merely linear, structure)
and that crosslinguistic differences are accounted for by parameters, set on
the basis of experience (e.g. whether a language permits null subjects or not).
During the rapid evolution of the theory, through Minimalism (Chomsky
1995) and more recent work (see Chapter 1, this volume), many researchers
in second language acquisition took seriously the possibility that UG might
constrain the course of second language acquisition in some form. For these
researchers, considering the role of UG on the one hand and of the L1 on the
other hand served to more sharply define views on the “initial state” of L2
acquisition. The debate centered on such questions as (1) in what form, if any,
is UG accessible to the developing L2 system? (2) in what form, if any, is the
L1 accessible? and (3) how does each influence the course of development?
The debate reflected attention to highly abstract properties of language (see
Chapter 3, this volume).

Foundations for the debate had been laid in the 1980s, both by research
in first language acquisition in this framework (e.g. Hornstein and Lightfoot
1981; Lust 1986; Roeper and Williams 1987) and by L2 research. Interest-
ingly, work on L2 acquisition in the UG framework showed from the outset
that while the theory of UG could sharpen and make possible new hypothe-
ses about L2 acquisition, at the same time, L2 acquisition offered a critical
testing ground for the theory itself. For example, Flynn (1983, 1987; also
see Flynn 1996) pointed out the importance of teasing apart the influence of
L1-specific features (parameter settings) and universal principles on L2 devel-
opment, both for understanding SLA and for understanding the content of a
proposed theory of UG. This research compared the L2 knowledge of a right-
branching language (English) for speakers of a left-branching L1 (Japanese)
and aright-branching L1 (Spanish). Flynn hypothesized that if the L2 English
speakers had access only to the parameter setting of the L1, for L1 Japanese
speakers, left-branching structures in English (such as preposed adverbial
clauses, e.g. When the actor finished the booklet, the woman called the professor)
would be more accessible (easier) than corresponding right-branching (e.g.
postposed) structures (e.g. The boss informed the owner when the worker delivered
the message). Flynn tested this prediction with fifty-one Spanish and fifty-three
Japanese speakers at three levels of English proficiency. The prediction was
notborne out:Japanese L1 speakers of L2 English did not more easily produce
or comprehend preposed structures; advanced speakers actually preferred
postposed structures. She concluded that the evidence was more consistent
with awareness that Japanese and English differed in directionality, and
reflected the need for L2 speakers of English to work out the consequences
of the new parameter setting.

Another example of a study from the 1980s that moved the field toward
more precise consideration of the role of UG in SLA is White’s (1985)




The role of the native language

105

investigation of the possible role of the pro-drop parameter in L2 acquisition.
She sought to discover whether L1 speakers of Spanish, a [+pro-drop] lan-
guage, would transfer that parameter setting to a non-pro-drop L2, English;
and whether, in contrast, L1 speakers of French, a [—pro-drop| language,
would transfer that setting correctly to L2 English. (See Chapter 2, this vol-
ume, for the details of this study.)

Research on SLA in the 1980s that tested claims of the UG framework often
did uncover or argue for a role of the L1. One characteristic these studies
shared was that they approached the influence of the L1 at an abstract level,
rather than at the level of surface forms and constructions. What many of
them also shared was an initial acknowledgement of the possibility that
both universal principles and knowledge of the L1 (in some form) exerted an
influence on SLA.

In the 1990s, research investigating the influence of UG Principles and
Parameters on L2 development flourished. The developing theory of UG
influenced this work not only through its explicitness about what character-
izes the initial state of the mind in L1 acquisition, and what develops, but
also through the kinds of hypotheses it made possible through the explic-
itness of proposed theoretical apparatus, especially in morphosyntax. For
example, the theory specified syntactic categories, their architecture and
types of operations (such as movement). Categories of research during the
1990s can be classified according to their perspective on the initial state of
SLA. These categories are pertinent to our chapter because they are partly
defined by the extent to which the role of the L1 was emphasized, and they
have been debated extensively since the 1990s.

5.4.1 Full access

One approach, the Full Access Model (FAM), views UG as the initial state of
SLA. On the basis of evidence that there are strong similarities between the
course of L1 and L2 acquisition, Epstein, Flynn and Martohardjono (1996)
argued that UG is the starting point of SLA. The emphasis of this approach in
the 1990s was to uncover evidence that principles of UG as formulated in the
late 1980s, such as subjacency and control theory, were at work throughout
all stages of SLA, and thus that UG is plausibly the initial state. While Epstein
et al.’s article “fully allow[ed] for a role for the L1,” the article “[did] not itself
make any predictions about the initial state of the L2 vis-a-vis the L1” (1996:
750). Thus, though the study also implicitly acknowledged the role of the L1
(e.g. when it invokes the need to assign a new parameter setting (1996: 706)),
the emphasis of this approach was on UG as the initial state for SLA.

5.4.2 Full transfer / full access

Another approach, the Full Transfer | Full Access Model, assumes that the L1
grammar is fully available as the starting point (e.g. Schwartz and Sprouse
1994; Schwartz 1998c). Under this approach, the developing L2 takes the L1
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as a point of departure: “the initial state of L2 acquisition is the final state of
L1 acquisition” (Schwartz and Sprouse 1996: 40-1). The grammatical system
is restructured when it fails to yield L2 forms that the learner encounters,
and UG is consulted in the restructuring process.

5.4.3 Minimal Trees hypothesis

Others posited a more limited role of the L1. For example, Vainikka and
Young-Scholten (1994, 1996a), noting that languages vary widely in the
functional categories they project, argue for an economical learning pro-
cess that initially does not project functional categories. In their Minimal
Trees Hypothesis, only lexical categories are available from the L1. Vainikka
and Young-Scholten argue that a process of Structure Building applies in L2:
functional categories are not available either through the L1 or from UG at
the beginning of SLA. Later, on the basis of evidence from the L2, functional
categories are projected. The full array of functional categories made possi-
ble by UG was argued not to be available at the outset, though any functional
categories can be built on the basis of L2 evidence. In a subsequent devel-
opment of their approach, Organic Grammar, Vainikka and Young-Scholten
(2006, 2011) listed ten assumptions related to the knowledge held to underlie
Minimal Trees and noted that L1-based Minimal Trees are part of the initial
state for L2 learners. For a related discussion of stages in development, see
Chapter 27, this volume.

5.4.4 No direct access to UG

Yet other approaches have argued that in adult L2 acquisition, there is no
direct access to UG (e.g. Bley Vroman 1989, 2009; Clahsen and Muysken 1986,
1989). These approaches assign a key role to the L1; under some of them, UG
is argued to be accessible through the L1.

5.4.5 Concluding notes on views on the initial state

Not all research of the 1990s focused on the nature of the initial state.
For some other strands of research, the nature of the interlanguage was
the primary object of study. An example is Klein and Perdue’s (1997) Basic
Variety — an initial interlanguage system that was argued to hold across
different combinations of L1 and L2. The Basic Variety was argued to reflect
organizational constraints common to many languages, and the role of the
L1 under this approach was less important than in most other approaches.

5.5 Approaches of the past decade

From about the year 2000 to the present, research in L2 acquisition has built
on the foundation described above. One strand of research has attempted to
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deepen the debate over the nature of transfer itself, considering the possi-
bility that the role of the L1 may differ within different modules of language
knowledge. The arguments reviewed below are from the area of morphosyn-
tax, and other research has probed the role of the L1 within the domains
of phonology and the lexicon (see relevant chapters in this volume). Finally,
several other current areas of investigation include important debates on
the role of the L1.

5.5.1 Morphosyntax

Several studies of argument structure (presence and position of elements
required by a given verb) have suggested that the role of the L1 may not be
the same at a given point in development across all modules of grammar.
Montrul (2000) investigated change-of-state verbs, where the modules of
argument structure and overt verbal morphology both play important roles,
in L2 English, Spanish and Turkish. In all three languages, some change-of-
state verbs participate in the causative/inchoative alternation, illustrated in
(1) for English.

(1) a. The child broke the glass. (causative)
b. The glass broke. (inchoative)

In Spanish, the inchoative form includes a reflexive marker on the verb (se),
as in (2). In Turkish, for most verbs with this alternation, the causative is
marked with causative morphology on the verb, and the inchoative form
lacks additional overt morphology, as in (3).

(2) a. El enemigo hundi6 el barco.
“The enemy sank the ship.” (causative)

b. El barco se hundio.

“The ship sank.” (inchoative)
(Montrul 2000: 234)
(3) a. Disman gemi-yi bat1ir-mis
enemy ship-Acc sink-CAUS-PAST

“The enemy sank the ship.” (causative)

b. Disman gemi-yi bat-mis
enemy ship-acc sink-PAST
“The enemy sank the ship.”

c. Gemi bat-mis
ship sink-PAST
“The ship sank.” (inchoative)
(Montrul 2000: 235)

For some Turkish verbs, the causative structure includes no additional mor-
phology, and the inchoative verb instead includes an anticausative mor-
pheme. Montrul carried out parallel studies for each of the three languages.



108

CLAIRE FOLEY AND SUZANNE FLYNN

In each case, both native speakers and L1 speakers from the other two
languages looked at pictures and rated the acceptability of accompanying
sentences — some grammatical in the target language and some not - from
the categories above. (A total of forty-seven learners of English, fifty learn-
ers of Spanish and forty-two learners of Turkish were tested; a cloze test
placed all at an intermediate level, with some high-intermediate and some
low-intermediate.) Some results supported universal patterns of develop-
ment, while others reflected the L1. An example of the latter: for Spanish
structures like (2b) above, L1 English speakers incorrectly accepted inchoat-
ive forms lacking the morphological marking se, while L1 Turkish speakers
(even at overall lower levels of general proficiency) correctly rejected them.
Since the corresponding structures in English lack overt morphology but
Turkish allows overt anticausative marking, the finding appears to reflect
transfer from the L1. On this basis, Montrul suggested it might be possible
that the L1 is playing a stronger role in one module of grammar (overt verbal
morphology) than another (argument structure).

El-Nabih (2010) also investigated the acquisition of the English
causative/inchoative alternation by native speakers of Arabic. Arabic, like
Turkish, requires overt morphemes on the verb in the inchoative form for
some alternating verbs and overt morphemes on the verb in the causative
form in other instances. Consistent with Montrul’s (2000) findings for Turk-
ish, El-Nabih reported that L1 Arabic | L2 English speakers’ judgments of
acceptability of English causative and inchoative structures reflected trans-
fer from Arabic. At the same time, El-Nabih reported sensitivity by these
speakers to the distinction between verbs with different argument struc-
tures, arguing that this sensitivity reflects access to UG.

Whong-Barr (2006) called for more explicit hypotheses about what trans-
fers from the L1 in the course of L2 development, and how the transferred
knowledge interacts with other processes of development. While Montrul’s
(2000) work began to unpack the concept of transfer by pointing out the
possibility that modules of language may transfer differently, Whong-Barr
suggested that in addition to modules, derivational processes may transfer.
For example, in the area of functional morphology transfer, she suggested
that the L2 learner might insert a verb in a derivation along with the prop-
erties the verb has in the L1, including possible requirements for functional
morphemes, such as reflexive clitics. Her exploration raised questions of sig-
nificance to our understanding of the nature of language itself: is knowledge
oflanguage modular? If so, what are the modules? If language is derivational,
what is the nature of the derivational system?

In an article offering a processing framework to identify mechanisms for
second language acquisition, Sharwood Smith and Truscott (2006) raised
general questions about the nature of “full” transfer (see Chapter 26, this
volume). They asked what triggers the full transfer of the L1 in L2 acquisition,
and questioned what the nature of transfer is, pointing out that it must
in fact be a type of “copying” rather than movement of something from
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the L1 elsewhere (since presumably what is transferred also remains in
the L1).

Finally, recent research in L2 acquisition has approached morphosyntax
through the study of formal features and the role of particular features
present or absent in the L1. Lardiere (2009a) probed the way features may
be viewed and categorized, and the ways L1 features may be reassembled
in L2 acquisition. See the papers in Liceras, Zobl and Goodluck (2008),
which explored the role of formal features in many different aspects of L2
acquisition.

5.5.2 Phonology

In the area of phonology, the distinction between more surface-related and
more abstract types of knowledge has manifested itself in the treatment
of phonetic segments (e.g. allophones sensitive to position) vs. abstract fea-
tures, constraints (e.g. in an Optimality theory framework) and phonologi-
cal processes. Here, we review several studies that acknowledge distinctions
between (and even within) the surface-related and abstract types of knowl-
edge. See Major (2008) and Chapter 25, this volume, for reviews of recent
work on the role of the L1 in L2 phonology.

Over many years of research, Flege and colleagues have investigated the
puzzle of L2 accent. In the 1990s, much of their research led to the increas-
ingly explicit formulation of the Speech Learning Model (SLM), an attempt to
account for L2 accent in its stabilized form (for an L2 speaker who has spoken
the language for many years) and its relation to the age at which a learner
began acquiring the L2 (see Chapter 15, this volume). Flege (1995) presented
central postulates and hypotheses of the SLM, including the examples in
(4)—(5) (Flege 1995: 239).

(4) Example postulate of the SLM: “The mechanisms and processes used in
learning the L1 sound system, including category formation, remain
intact over the life span, and can be applied to L2 learning.”

(5) Example hypothesis of the SLM: “Sounds in the L1 and L2 are related
perceptually to one another at a position-sensitive allophonic level,
rather than at a more abstract phonemic level.”

The SLM explores the possibility that L2 learners’ perception of L2 seg-
ments as similar to L1 segments might hinder acquisition, since learners
would tend to assume the two sounds belonged to the same category (e.g.
see Flege 1995: 238). However, Young-Scholten’s (2004) longitudinal study of
the acquisition of word-final devoicing of obstruents in German by three L1-
speakers of English provides counter evidence. She argued that the L1 played
arole not through similarity of L1/L2 segments, but because resyllabification
related to an L1 process (flapping) influenced the developing L2 by creating
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difficulties in determining where the underlyingly voiced obstruents occur
to which final devoicing applies.

Brown (2000) hypothesized that a learner’s L1 influences L2 acquisition of
phonology, not through inventory of phonemic segments in the L1, but ata
more abstract level, through the inventory of phonemic features that distin-
guish segments in the L1. Under this hypothesis, distinctive features in the L1
(e.g. [+/-voice]), not the phonological representations themselves (e.g. [p/), con-
strain perception and influence L2 acquisition. If learners have experience
distinguishing two segments that vary along a particular acoustic dimen-
sion that corresponds to a feature, they will be able to perceive contrasts
in the L2 that vary according to that feature - even contrasts that involve
other segments that do not appear in the L1. Critical to testing this hypoth-
esis is the comparison between (i) contrasting English phonemes (l/ and |1/,
which are not distinctive in Japanese but are distinguished in English by
[coronal], a feature not contrastive in Japanese, and (ii) contrasting English
phonemes which, though they are not contrastive in Japanese, are distin-
guished by features which serve other contrasts in Japanese. These included
[continuant], asin English b/ vs. [v/, and [voice], as in English [f] vs. [v/. In these
pairs, either one exists in Japanese (/b/) but the other does not (/v/) or neither
exists (/f/ and [v/). (See Chapter 26, this volume, for a detailed reanalysis of
this study in terms of the model discussed therein.)

Brown asked fifteen native Japanese speakers (mean of eight years studying
English; mean 3.5 years in North America) to complete an AX discrimination
task and a picture choice task. In both, Japanese L2 learners’ percentage of
correct responses was significantly lower than English speakers’ for the [I-1/
pair, but was not significantly different from English speakers’ on the other
contrasts listed above. In both tasks, Japanese L2 learners’ percentage of
correct responses for [1-r/ was also significantly lower than their own for the
other three contrasts. On this basis, Brown concluded that the presence of
particular distinctive features in the L1 can influence success in perceiving
other contrasts involving the same feature in the L2. These results argue
for the influence of highly abstract knowledge of the L1 - knowledge that
extends far beyond surface forms - on development of the L2.

Though less frequently studied than other areas in L2 phonology, the
role of L1 prosody has also been investigated in recent work. For example,
Goad and White (2006) presented evidence from ten Mandarin speakers of
English (described as “intermediate-level”) supporting the Prosodic Transfer
Hypothesis: that L1 prosody constrains L2 production. They argued that L1
effects can be overcome - for example, that new prosodic structures needed
in the L2 can ultimately be built.

5.5.3 Lexicon
Because it unites several categories of knowledge in a single representation,
the lexicon has been a particularly rich area for the study of L2 acquisition.
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(For a detailed overview of a wide range of studies bearing on L1 influence
on the L2 lexicon, also see Gass and Selinker (2008: 447-75), Juffs (2009) and
Chapter 21, this volume.)

Levelt’s (1989) model for lexical entries included information on meaning
and syntax on one hand (the lemma component) and morphology and phonol-
ogy on the other (see Levelt 1989, 182-8; Chapter 6, this volume). Grounded
in earlier work, research of the past ten to fifteen years has clarified the role
of the L1 in mapping form to meaning in L2 acquisition.

Kroll and Sunderman (2003) trace the history of a key debate: does map-
ping from form to meaning in L2 involve direct access to concepts, or is it
mediated by the L1? Building on studies conducted in the 1980s and early
1990s, Kroll and Stewart (1994) proposed a model in which L2 learners in
early stages of acquisition link L2 words with concepts via the L1 (i.e. they
access the concept by virtue of the fact that it underlies meaning in the
corresponding L1 word; see also Chapter 19, this volume). In later stages of
acquisition, the link between the L2 word and concept strengthens. Kroll
and Stewart confirmed several predictions that follow from the model. For
example, if the form-concept link is stronger for the L1, then manipulat-
ing semantic variables should affect translation from L1 to L2 more than
it should affect translation from L2 to L1. In a study of twenty-four fluent
Dutch-English bilinguals (Dutch speakers who began to learn English at a
mean age of 12), Kroll and Stewart showed that providing semantic infor-
mation by grouping words to be translated into a category (e.g. vegetables,
furniture, animals) affected translation from the L1 to the L2 but not from
the L2 to L1.

If mapping from form to meaning is mediated by the L1, then the L1
provides preliminary access to concepts. Jiang (2002) hypothesized that the
semantic information associated with the L1 form continues to be accessed
even later in development - in other words, that Levelt’s lemma component
continues to inform the L2 lexical entry even when the meaning- and syntax-
related component does not. Jiang studied L1 Chinese | L2 English (N =
25; mean 10.4 years of instruction in English; mean 1.8 years residence
in the US; all with TOEFL scores of 550 or higher upon admittance to a
US graduate program) and native English speakers’ (N = 27) judgments of
semantic relatedness for pairs of words like those in (6) and (7). All pairs were
semantically related to some degree in English. Some pairs, however, had a
common translation in Chinese, while others had different translations.

(6) Problem/question Same translation: wenti

(7) Interruptf/interfere Different translations: daduan/ganrao (Jiang 2002,
621)

Under Jiang’s “Lemma Mediation Hypothesis,” while native speakers should
not differin their semanticrelatedness judgments across these types of pairs,
L1 Chinese | L2 English speakers should, judging pairs like (6) more similar
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than pairs like (7). The prediction was borne out. Jiang (2004) replicated the
finding with Korean L1 | English L2 speakers (N = 15; mean 3.8 years formal
instruction in English; mean 1.9 years residence in the US).

5.5.4 Concluding notes on approaches of the past decade

Another area of current importance is research on the role of age in second
language acquisition, where some scholars have argued that the L1 mat-
ters. For example, Johnson and Newport (1989) reported that for L2 English
speakers whose L1 was Korean or Chinese, performance on a grammaticality
judgment task measuring syntactic knowledge correlated negatively with
age of arrival for participants up to the age of 15. (Performance was low
for those over 15, but there was no correlation with specific age of arrival.)
However, Birdsong and Molis’ (2001) replication of the study with L1 Spanish
speakers showed a different pattern: higher scores overall, and the decline
correlated with age of arrival did not appear until after age seventeen. A
second example of evidence that the L1 matters in studies of the role of
age on second language acquisition is that studies reporting nativelike per-
formance by adult L2 learners often involve speakers of L1s and L2s that
are similar (e.g. Dutch and English in Bongaerts 1999). See Chapter 15, this
volume, for a review of these and other studies.

An area of growing importance is the study of third language (L3) acqui-
sition. This line of inquiry provides a critical testing ground for hypotheses
about the L1’s relation to the L2/L3/Ln initial state, the nature of transfer
and the nature of an “endstate” to L2/L3/Ln acquisition. See, for example,
Rothman and Cabrelli Amaro (2010), Rothman (2010) and Chapter 18, this
volume. Finally, recent research on processing has shed light on the role of
the L1. See, for example, Sabourin and Stowe (2008) and Hopp (2010).

5.6 Conclusions

The studies reviewed above show that over time, researchers have contin-
ued to differ in whether they view surface or abstract characteristics of
the L1 as playing a role in L2 acquisition. For example, as shown in the
review of phonology findings above, Flege’s (1995) SLM tended to empha-
size surface elements (e.g. see the example hypothesis in (5)), while research
such as Brown’s (2000) argued that the L1 influences L2 development not
only at the abstract level of the phonemic segment, but at the level of
distinctive features. Montrul’s (2000) study of the causative/inchoative alter-
nation pointed to the importance of L1 surface morphological marking,
but for Kroll and Stewart’s (1994) model of the bilingual lexicon, and also
for Jiang (2002, 2004), the L1 provides a route to the abstract conceptual
representations needed for L2 lexical items. The work described above on
the nature of the L2 initial state supports the influence of many abstract L1
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features. Whong-Barr (2006) addressed a line of inquiry about the particular
abstract elements that may be transferred (e.g. constellations of require-
ments of particular functional elements). Research on both surface forms
and abstract knowledge in L2 can inform theories of modularity in grammar:
ifthere is evidence that one domain of knowledge develops independently of
another, grammatical theory must accommodate the dissociation of those
particular aspects of knowledge.

Some of the research reviewed here shows that L1/L2 similarities corre-
spond to an advantage in production in the L2 (Schachter 1974; Kleinmann
1977; Laufer and Eliasson 1983; Zobl 1982). However, the full set of research
points to a more nuanced picture, examples of which include the notion
that development is affected not only by L1/L2 similarities and differences,
but by characteristics inherent to the dimension of language being acquired
(e.g. coreness, as in Kellerman 1979) and inherent to the L2 (e.g. Andersen
1983a).

Much of the work reviewed here also provides evidence that the role of
the L1 is not the same at every point in development. Zobl (1980a) argued
that similarity between L1 structures and L2 errors appearing at particular
stages could influence rate of development. Research reviewed by Kroll and
Sunderman (2003) suggested that the role of the L1 in providing access to
conceptual representations changes over the course of development.

This body of research reflects a contrast between transfer as something
automatic (e.g. at the initial state) and transfer as something that is selective,
to varying degrees and in varying ways. Interestingly, the possible selectiv-
ity of transfer is a decades-old idea that has been readdressed in new ways.
Kellerman (1979: 54) hypothesized that “non-transfer of potentially useable
[native language| material is the biggest single argument for the existence of
a strategy of transfer.” Zobl (1982) sought to establish parameters for trans-
fer, arguing that it is selective both in formal terms and developmentally.
In more recent research, transfer has been viewed as selective at the highly
abstract level of formal features (e.g. see Liceras, Zobl and Goodluck 2008).
More broadly, the research reviewed here suggests that the L1 in some cases
plays a role that is uniform across languages and/or linguistic domains (e.g.
possibly in the lexicon) and in some cases the L1 plays a role that involves
more selection.
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Learning mechanisms
and automatization

Richard Towell

6.1 Introduction

Second languages exist within the mind/brain of the individuals who have
acquired them. But before this, these languages have to be created over
a period of time. To do so requires the development of a set of learning
mechanisms, the processing and storage of knowledge through the use of
memory, and a way of making the knowledge acquired available for use
in real time without the speaker having to think about it. How does this
happen? How is the language to which an individual is exposed perceived by
that individual using auditory and subsequently visual cognitive abilities?
The input has to be decoded and the patterns discovered have to be stored for
future use in decoding and in language production. Once the individual’s
initial decoding has given rise to some kind of knowledge, conscious and/or
unconscious, of the patterns of the language, these must be stored in long-
term memory. How might this happen? How does that knowledge develop
beyond the initial storage? The decoding process and language production
both call on working memory: what role does this play? Much of language
learning relies on explicit instruction, how does this relate to these different
factors and, specifically, can explicit instruction lead to the acquisition of
implicit knowledge? In this chapter we will see what researchers have had
to offer as answers to these questions.

In Section 6.2 we will consider the issue of how second language input
may be perceived and decoded. To do this, we will look at the Autonomous
Induction theory of Carroll (2001). In Section 6.2.2, we will examine how lan-
guage is produced in real time, drawing on work by Levelt (1989, 1999) and
Kormos (2006). We will then, in Section 6.3, examine how language may be
stored in memory systems and especially how these systems may deal with
how the knowledge develops over time. To do this we will draw on the work
of the psychologist J. R. Anderson and his colleagues (1983, 1995, 1998, 2004)
and see how his model has been made use of by second language acquisition
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researchers. There is a degree of commonality in the different research men-
tioned so far, as each makes use of psychological models which are similar
in so far as they assume the use of production systems. There are, however,
other neuropsychological models which use different methodologies and
take a different standpoint. In Section 6.3.2, we will look at arguments put
forward by researchers who take as their starting point neurophysiological
evidence which suggests that production systems of the type proposed may
not be suitable for language acquisition. Instead of a single developmental
continuum, the researchers involved think in terms of parallel memory sys-
tems which must complement one another as development takes place. SLA
researchers have at different times attributed the relative lack of success
in second language acquisition to potential differences in working mem-
ory and we will therefore devote Section 6.3.3 to the examination of these
views, drawing to some extent on the theories in Section 6.3.2, which take
different standpoints in relation to working memory. In Section 6.4, we will
look at how SLA researchers have conceived explicit and implicit learning. A
major question has been whether explicit instruction can result directly or
indirectly in implicit learning. We will look at how this debate has been and
might be framed and discuss current views before concluding in Section 6.5.

6.2 Basic processes

6.2.1 Comprehension

A central question for second language acquisition is: how do learners con-
struct knowledge of a second language on the basis of what they hear? One
view of how this may happen is presented by Carroll as the Autonomous
Induction theory (2001). She brings together the linguistic theories of Jack-
endoff (2002: Representational Modularity) and the psychological theories
of Holland, Holyoak, Nisbett and Thagard (1986: Induction theory). The basic
line of argument is as follows: Jackendoff’s theory of Representational Modu-
larity presents language as having a generative capacity at the phonological,
the morphosyntactic and the semantic levels. At the semantic end this links
to conceptual structures related to the real world and at the phonological
end it links to phonetics, articulatory and acoustic. Each level has its own
internal tiers and each level is linked to the other levels by interface rules.
Each of the levels and each of the tiers processes information of a very specific
kind by means of formation rules which are unique to them. They cannot
handle information which is not expressed in the format which they use.
The tiers are designed to input and output information in formats suitable
for linking within the levels and the levels are linked to each other by inter-
face rules. This sets up a very powerful linguistic system for handling and
exchanging information between physical form at one end - i.e. the speech
signal received by the learner in auditory or signed form — and conceptual
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structures at the other, whilst allowing autonomy and specificity to each of
the levels of linguistic structure.

In this approach, semantic, morphosyntactic and phonological informa-
tionis all presented in parallel to the generative formation rules at each level.
Adult second language learners in the early stages of learning are therefore
faced simultaneously with sounds, some of which may be familiar and some
not, with at best partially recognizable meanings and partial assumptions
about, for example, what constraints any identifiable nouns, verbs, preposi-
tions or adjectives might have. Learners have to do their best to make what
sense they can of this mass of information with processing limited capacity
(see Section 6.6 below on working memory). It is in this sense that the prob-
lem clearly is one of induction. Each of the generative systems is capable
of handling specific kinds of information: they are assumed to be modular
processing systems. As noted above, access is at either end of the chain:
via phonetic systems or via conceptual systems. Induction therefore has to
be guided by whatever autonomous knowledge is in the generative mech-
anisms the learner possesses. Carroll assumes that some of this is derived
from Universal Grammar (see Chapter 7, this volume) and that it will be
influenced by the first language at some point (see Chapter 5, this volume).
The Autonomous Induction theory (AIT) then makes use of the psychological
theories to establish the learning mechanisms which will enable the learner
to undertake the task of decoding the information in such a way that it feeds
learning. Given the range of theories implicated in these mechanismes, it is
to be expected that they will be complex and for that reason we will not
attempt to detail them here. However, the contribution of the AIT is further
discussed in Chapter 26, this volume.

The importance of this theory for this chapter is that it makes use of
methodological assumptions that are similar to those used in the areas of
second language production and second language development which will
be dealt with in the next two sections. “The basic format of the Induction
theory is the condition-action rule” (Carroll 2001: 141). Condition-action
rules are usually formulated as IF (a certain condition is present) THEN
(take a certain action) or IF Condition A holds THEN implement Action B.
Such condition-action pairs operate all of the (many) mechanisms posited
in the theory. Most critical is Carroll’s suggestion that learning takes place
during the learner’s parse of incoming data. For that to happen, the learner
must process an utterance in context and an effort must be made to analyse
linguistic form. This is the “certain condition” or the context which provokes
the action:

the constituent to be parsed will therefore appear in the left hand side
of a condition-action rule of the i-(induction) learning system. Learning
will take place when a novel action is implemented, e.g. [the learner’s]
attaching the expression in a parse at the given level of representation,
assigning it a morphosyntactic feature, or putting it in correspondence
with a unit of another level of representation. (Carroll 2001: 142)
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In other words, the implementation of the action in relation to the condition
is what will bring about language learning. Of particular interest is what
happens when a parse is not easily constructed and learners must examine
all of their existing knowledge in order to find a way of parsing new struc-
tures. This will provoke new learning. (Note that all of this is assumed to
operate at a largely subconscious level for the second language learner.)

The central argument presented by Carroll is that once you fully specify
all the linguistic and psychological knowledge and capabilities which are
available to an adult second language learner, there is no reason to believe
that the learner cannot use those capabilities to construct and store knowl-
edge of the second language. Note, however, that one of those factors is
innate UG type information in the autonomous representational (symbolic)
systems. Carroll’s is therefore a position which argues that the general cogni-
tive skills which an adult learner possesses are sufficient for second language
acquisition given the kind of innate linguistic and psychological capabili-
ties which are assumed. So far, producing empirical evidence to support
this argument seems to have proved problematic, and the next challenge
for Carroll and her colleagues will be to produce the evidence of how this
works in practice. As we shall see when discussing a similar issue in relation
to second language production, this is a difficult issue to confront.

6.2.2 Production

Another central question for second language acquisition is: how do learn-
ers produce a second language? Levelt (1989, 1999) presents a model of
language production which also unites different kinds of linguistically and
psychologically defined knowledge in constructing an integrated model of
language production. It should be noted both that the Levelt model repre-
sents the knowledge and systems of a mature adult and that it concerns
only the native language. The model therefore contains no concept of how
the knowledge present might have been acquired or developed or a notion
of how it would differ when two languages are present. Kormos (2006) has
reflected in detail on how the model would need to be developed in order
to be suitable for individuals with two languages and this will be consid-
ered below. The issue of development within memory systems of the kind
which are implicated in the Levelt model will be presented in the next
section. These involve declarative and procedural knowledge and memory
systems. Declarative knowledge is the kind which can be made more or less
explicit, such as knowledge of vocabulary (lexis) and knowledge about a lan-
guage, such as pedagogic rules of grammar. To a greater or lesser degree,
declarative knowledge is thought to be under conscious control. Procedural
knowledge is the kind of knowledge which cannot be made explicit, which
underlies skill development and which arises through practice, such as using
a computer keyboard or driving a car. Procedural knowledge is largely not
under conscious control. Each kind of knowledge has a specific memory
system.
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Figure 6.1 Schematic representation of the processing components involved in
spoken language use (Levelt 1993: 2)

In Levelt’s schema, the knowledge shown within square boxes is pro-
cedural knowledge and the knowledge in circles or ellipses is declarative
knowledge. Language production takes place in three stages, with declara-
tive stores of knowledge being available to feed into the language processors
at each stage. Language production begins by generating the message on
the basis of concepts in a production unit which Levelt calls a conceptual-
izer; this produces a preverbal message which can then be encoded in the
appropriate syntax and phonology in a unit called a formulator; the resulting
phonetic plan is passed to a third unit, the articulator which gives rise to overt
speech. Inside each of the units are language processors. The processors are
made up of procedural knowledge. These take the form of the IF... THEN
condition—action pairs described above. Levelt (1989: 236-40) specifies seven
main kinds of procedures necessary for the generation of surface structure:
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“Each individual procedure can be written as a production - a condition/
action pair of the kind IF X THEN Y, where X is the condition and Y is the
action” (Levelt 1989: 240). Utterances can then be produced by a series of
processing activities which work incrementally and in parallel on the differ-
ent parts of the construction. First, the ideas which are to be expressed arise
in the conceptualizer and draw on declarative knowledge, in this case of
the world. There is a monitoring process within the conceptualizer to check
the intended ideas are being brought forward. The formulator then draws
on declarative knowledge from the lexicon in two stages, one associated with
semantic and syntactic structure (lemmas — “bundles of declarative knowledge
about a word’s meaning and grammar,” Levelt 1989: 236 italics in original)
and one with phonological form. In each case, the formulator is working
with procedures which have been created by a process of proceduralization
and with declaratively stored lexical knowledge.

Following Kormos (2006: 56ff), for second language learners, it is assumed
that choices are made at an early stage in the process of which language will
be used depending on the context of use (the “language cue”). In addition,
theitemsin the lexicon will be tagged for language. All semantically relevant
lexical items will presumably be activated in response to the information
from the conceptualizer but only the appropriately tagged and most highly
activated item will be selected. In this way the second language learner pro-
duces interlanguage utterances as best s/he can from the resources currently
available. The declarative knowledge of the growing L2 lexicon is stored in
the declarative memory which already includes the L1 lexicon, and the devel-
oping procedural knowledge is stored in the processing components.

If we assume that second language learners comprehend language
through the kind of autonomous induction system that Carroll describes
and that they produce language through the kind of production systems
which Levelt and Kormos describe, then these questions arise: how does
the second language learner acquire the declarative and procedural knowl-
edge needed for comprehension/induction? How is it stored in the learner’s
mind/brain? And, once the perceptual and initial storage stages have been
completed, how does knowledge develop to become the basis for fluent
comprehension/induction and production by the learner?

6.3 Memory and its development

6.3.1 Anderson’s ACT

The attempt to answer these questions will begin with a model of learning
which involves declarative and procedural knowledge and which tries to
explain how, over time, knowledge develops through a process known as
proceduralization. This is J. R. Anderson’s ACT (Adaptive Character of Thought)
model, the latest version of which is known as ACT-R(ational) 5.0.(2004). It
has been developed over at least thirty years and has been shown to model
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learning effectively in a number of different areas, the most well-known of
which is mathematics.

The model assumes that there are differentiated memory stores. There is
declarative memory, which may have specific modules, there is a central
production system containing procedural knowledge, and there are buffers
which contain limited amounts of information and which pass this informa-
tion between the declarative module and the production system. The buffers
may be seen as equivalent to parts of working memory in other models (see
discussion below and Chapter 8, this volume). These memories work in quite
different ways, and the same knowledge may be stored in each in specifically
defined manners (see below). Within the ACT model, all knowledge begins
as declarative and some of it becomes proceduralized. This involves declar-
ative knowledge both being incorporated with procedural knowledge and
being recreated as procedural knowledge. Proceduralization of knowledge
is essential for the performance of any cognitive skill. This is largely because
working memory capacity or - in this model - the capacity of the buffers is
insufficient to allow access to declarative knowledge with sufficient speed
for skilled performance. Therefore, over time and through defined stages,
the knowledge necessary for the performance of a cognitive skill, such as
(but in no way limited to) language, must be proceduralized.

Central to the concept of procedualization are IF...THEN condition-
action pairs of greater or lesser complexity. As we saw above in the Carroll
and the Levelt models, the IF part of the pair specifies a context in which
a given action might be appropriate, the THEN part indicates the action
which should be carried out. It may then be argued that in the early stages
of learning a second language, given a goal such as communicating a partic-
ular meaning, the learner builds a very long chain of IF. .. THEN condition-
action pairs. When, by using that chain, s/he succeeds in communicating
that meaning, it will be used again. As this happens repeatedly, economies
are created: steps are conflated and the number needed is reduced. In spo-
ken language, the same morphosyntactic steps are repeated over and over
again (articles, adjectives and nouns are combined in noun phrases; verbs
and adverbs are combined in verb phrases; noun phrases and verb phrases
are combined in utterances) and so the IF...THEN chains should shorten
(in terms of the time it takes to produce them) relatively quickly (see the
examples from Johnson below). Each successful activation will then reduce
the activation threshold needed to make the combination fire again. Any
non-successful activation will raise the threshold. In this way, the power law
of practice will eventually enable second language learners to provide a con-
sistency of expression in their production. Over time, detailed processes of
compilation, composition and tuning all lead to a point where the learner’s
L2 knowledge is stored in the procedural memory in the form of productions
in the target language Note that in the example above, the units to be com-
bined by the learner were grammatical categories and not individual words.
The ACT system, particularly the procedural elements, works with symbols



Learning mechanisms and automatization

121

or categories of this kind, not individual words or phrases. Later on, once
the combinations are established it may well be that certain repeated goals
and situations require the same formulaic utterances and the system would
be expected to store these in declarative memory as chunks for direct recall.
The ACT model allows for patterns to be created and stored at various levels
as a means of achieving defined goals.

However, storing patterns or fixed combinations could lead to complica-
tions if this happened too easily for the learner, i.e. wrong patterns could
be stored and once they are combined in this way, they could not be altered
by the learner, and once implemented they would run to completion. This
makes these patterns powerful instruments for the performance of routine
tasks but inflexible operators should circumstances change. If flexibility is
needed, however, it can easily be obtained by the learner relying on his/her
declarative knowledge, which has not disappeared simply because some of
it has been proceduralized. But declarative knowledge can only be used in
circumstances where enough time and memory is present: it is slow to access
and “expensive” in working memory capacity (see Section 6.4).

Especially in the 1990s SLA researchers made use of the ACT model. There
were three main ways in which it was applied and/or tested. The first involved
setting out those procedures which learners might be using to produce the
language and showing how these might combine and how they might reflect
various strategies and competences.

Production procedures

Johnson (1996) offers the most detailed interpretation of the Anderson model
for the context of second language learning and teaching. His approach
requires some extension of the model to allow instant proceduralization of
knowledge and it avoids the declarative stage, but otherwise his approach
accepts the progression from declarative encoding to procedural encoding
to tuning. He recognizes the dangers of permitting proceduralization to hap-
pen too quickly in the model, but argues that examples of fossilization and
transfer show that this is a phenomenon which occurs in second language
learning.

Johnson illustrates the notion of a progressive reduction in steps in a chain
in the following way. P(roduction)1 and P(roduction)2 illustrate declarative
encoding for the production of part of the English present perfect, with a
condition—action pair:

P1 IF the goal is to form the present perfect of a verb and the person is 3rd
singular
THEN form the 3rd singular of have

P2 [F the goal is to form the present perfect of a verb and the appropriate
form of have has just been formed
THEN form the past participle of the verb.
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The next stage, as these forms are practiced, enables these two to be com-
bined into one production, what he calls a “procedural encoding”:

P3 IF the goal is to form the present perfect of a verb and the person is 3rd
singular
THEN form the 3rd singular of have and then form the past participle of
the verb

Tuning then involves determining the scope of the production, which
requires both generalizing and discriminating. Generalizing is exemplified
as follows, using a category symbol “X,” i.e. an appropriate noun. P4 and P5
show how two productions are used to produce two utterances each with a
different noun. They can then become the P6 - a production to be used with
any appropriate noun:

P4 IF the goal is to indicate that a coat belongs to me
THEN say My coat

P5 IF the goal is to indicate that a ball belongs to me
THEN say My ball

P6 IF the goal is to indicate that object X belongs to me
THEN say My X.

Discriminating then involves knowing the limitations of, for example, what
X might be (a noun not a verb) and the contexts in which “My” is inappro-
priate and “Mine” is required instead.

O’Malley and Chamot (1990) used the same approach in the area of lan-
guage strategies. Taking the various kinds of strategies and the various com-
petences which had been proposed, they suggested that learners would use
their competences in relation to specific goals and subgoals, and that the
sequence of procedures would allow them to correct where necessary. To
illustrate, O’Malley and Chamot (1990: 74) outline a production system for
communicating in a second language as follows:

P1 IF the goal is to engage in conversation with Sally and Sally is mono-
lingual in English
THEN the subgoal is to use my second language.

P3 IF the goal is to initiate a conversation
THEN the subgoal is to say a memorized greeting formula (discourse
competence)

P13 [IF the goal is to answer with the information requested, and I want to

form a grammatically correct sentence,
THEN the goal is to pay attention to word order and noun and verb
endings as Irespond (grammatical competence for syntax and strategic
competence)
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P14 IFthe goalis to pay attention to word order and noun and verb endings
and I notice (or Sally’s reaction suggests) that I have made a mistake
that impedes comprehension
THEN the subgoal is to correct my mistake
(sociolinguistic and grammatical competence)

P15 IF the goal is to correct my mistake
THEN “pop the goal” e.g. go back to P13

This sequence makes it possible to identify precisely where something has
gone wrong and which competence might need enhancing. Such a speci-
fication might also assist in defining the stages through which a learner
advances.

Measuring production

The second use of the ACT model has involved attempting to spot where pro-
cedural learning might be happening by examining learner production at
different stages and examining how it had changed. The preferred method
was the use of temporal variables to measure such elements as mean length
of run, phonation/time ratio, articulation rate and speech rate. These mea-
sures could then be used as an indication of the extent to which a given
learner had proceduralized certain knowledge. By asking learners to under-
take the same oral language task on two occasions between which either
teaching or a significant event such as residence abroad had taken place,
it was thought that the temporal variables plus a detailed examination of
the language used might provide an indication of whether the language
had become more procedularized. The initial research was led by the KAPPA
group in Germany (Dechert, Mohle and Raupach 1984). Towell and Hawkins
(1994) then reworked it as part of an overall approach to SLA. The results
of the empirical studies based on this approach do, in general, demonstrate
that individual learners increase on the various measures mentioned above,
i.e. the length of their runs between pauses does increase, they pause less
and their speech rate increases as a result of more exposure to the for-
eign language (Towell, Hawkins and Bazergui 1996; Towell 2002; Towell and
Dewaele 2005). This can be argued to be attributable to proceduralization
and automatization of knowledge.

Automatization

The third use of the ACT model was developed through a more experimental
approach by DeKeyser (1997). He was interested in two main aspects of the
learning theory: to what extent would it be possible for learners to acquire
automatic knowledge of a language having started from a declarative or
explicit explanation of the rules? And to what extent would the knowledge
acquired be skill-specific? Both questions follow from the Anderson model: if
language knowledge does go through the stages described, it should become
automatic in the longer term. If productions are goal driven and are specific
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to the contexts in which they are learnt, it should be the case that they will
only be performed or performed best in that context.

To answer these questions, DeKeyser devised an artificial language which
allowed him to present a variety of natural language rules. Sixty-one paid
volunteers (mainly undergraduates) were then explicitly taught the vocabu-
lary and rules of this language. Once tests had shown that they had grasped
the vocabulary and rules, they were given fifteen further practice sessions
with tests at regular intervals. Different groups were assigned differently
weighted rules and skills, ensuring that some groups practiced some rules
in comprehension only and some rules in production. After twenty-one ses-
sions in all, the twenty-second session tested the learners on all the rules in
both comprehension and production.

The results largely confirmed DeKeyser’s expectations. The mean perfor-
mance of all participants in comprehension and production followed a
“power law of practice” in progressively reducing reaction times in com-
prehension and error rates in production. The practice effect was shown to
be skill-specific: the knowledge, although explicitly taught, was seemingly
not as available for the non-practiced skill as for the practiced skill.

DeKeyser concludes that “the learning of second language grammar
rules can proceed very much in the same way that learning in other
domains...has been shown to take place” (DeKeyser 1997: 214). He believes
that “This evidence supports the model of skill acquisition that posits that
during initial practice declarative knowledge is turned into qualitatively dif-
ferent procedural knowledge and that subsequently a much slower process
of gradual automatization takes place, which requires little or no change in
task components, only a quantitative change within the same components”
(DeKeyser 1997: 214). He thus adopts the notion of the two memory systems
and of a qualitative transformation as knowledge is exchanged between the
two, plus a notion of further development which is quantitative. He and
others explore these notions further in DeKeyser (2007, 2009).

The difficulty with the Johnson and the O’Malley and Chamot applica-
tions of the Anderson model is that it is impossible to conclusively show
that the productions suggested are indeed the mental representations which
the learners possess. It is also difficult to show absolutely that increases in
the temporal variable scores can be specifically attributed to the kind of
development which the ACT model proposes (Pienemann 1998: 40). More
recent work has tended not to attempt to specify the productions involved
(or indeed to refer back to the Anderson model) but to accept the more gen-
eral notions of proceduralization and automatization as means of explain-
ing developmental changes without the precision attempted by Johnson. (It
should be noted that applications of the Anderson model to learning in other
areas, such as mathematics, are expressed in mathematical formulas and
tested with great precision via computer modelling and experimental data.)

These concepts and also the temporal variable methodology are now being
used in studies which attempt to combine studies of the development of
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complexity, accuracy and fluency (Housen and Kuiken 2009; Pérez-Vidal in
press). Relatively new software PRAAT (Boersma 2009) allows the processing
of real-time data much more swiftly, and Segalowitz (2010) offers a stimulat-
ing examination of the many factors which contribute to second language
fluency. As we shall see later, a key element in debates in this area is whether
the second language learner has simply speeded up declarative knowledge,
whether there is some fundamental change in the mental representation of
the language or whether there can in fact be no progression but instead two
kinds of knowledge developing in parallel.

The unifying element between the approaches discussed so far is that
they make use of some form of production system as a means of describing
how development in comprehension and production takes place. There is
in this view an assumption that learners will follow a progressive path
of skill acquisition on a continuum, and that knowledge develops when
practiced.

6.3.2 Declarative and procedural knowledge revisited

Not all researchers agree with this notion, and one reason seems to be that
they come at the issue from a different evidential base. For those who have
a neurological background, it seems very clear that declarative and proce-
dural knowledge are separate, complementary and parallel dimensions of
learning. They each have an essential developmental and performance role
to play in second language acquisition but they are not on a continuum and
the one does not become the other.

M. Paradis

M. Paradis (2004, 2009) comes to this issue with a wealth of knowledge
from a neurophysiological background and firmly adopts the above view.
He rejects the suitability of the Anderson model for language acquisi-
tion: “Anderson’s model of skill learning is not readily applicable to
language acquisition because...unlike most motor skills, acquisition is
not the automatization of the same entities that were previously prac-
ticed” (M. Paradis 2009: 86). As far as Paradis is concerned, the entities
to which the adult second language learner is exposed will mainly be
lexical forms, explicit rules of the grammar and exemplar sentences, all
of which are declarative. In his view there is nothing that could be done
with such information through practice which could change its character
as declarative and therefore its representation in declarative memory. Par-
adis is opposed to any notion of an interface between explicit and implicit
knowledge. “There is...no direct link between the rules (as explicitly
learned), the explicit processing of sentences, or the utterances themselves
(as perceived) and the implicit tallying that establishes linguistic compe-
tence” (M. Paradis 2009: 99). This is not to say that explicit knowledge can-
not contribute to the creation of implicit knowledge by, for example, storing
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examples in declarative memory which may be used as a comparator for the
utterances created by implicit knowledge. But the one cannot become the
other. This principled view leads him to repeat a distinction introduced into
second language research between learning and acquisition (Krashen 1981;
see also Schwartz 1993) where learning is a conscious and explicit process
and acquisition is unconscious and implicit: “The ACT model may apply to
learning, but not to acquisition. The term proceduralization cannot refer to the
automatization of metalinguistic knowledge that would result in implicit
linguistic competence procedures. Proceduralization only takes place by
acquiring implicit procedures” (M. Paradis 2009: 87 - italics in original). Par-
adis argues that the evidence for this view comes from a wide spectrum:
“Implicit linguistic competence and metalinguistic knowledge are distinct
as suggested by neurofunctional, neurophysiological and neuroanatomical
evidence, and recently confirmed by a number of neuroimaging studies
on bilinguals...They have different memory sources (declarative vs. proce-
dural)...Implicit competence and explicit knowledge coexist. Neither one
becomes the other” (M. Paradis 2004: 61). Notable support for this position
comes from evidence from aphasic and amnesic patients (see M. Paradis
2004: chapters 3 and 4).

Under this view, development in second language acquisition and learn-
ing takes place on parallel and complementary lines. Declarative knowledge
linked to learning grows on the basis of explicit and conscious information;
procedural knowledge linked to acquisition grows in response to uncon-
scious and implicit information. The two interact in language comprehen-
sion and production but grow independently.

Ullman

Ullman has built a similar view of L1 and L2 language acquisition based
on his understanding of the differing roles of declarative and procedural
memory. He takes the view that declarative and procedural memories are
involved in language acquisition across the lexicon and the grammar but
they have separate roles. Declarative memory will be more associated with
idiosyncractic information (e.g. lexical items and irregular grammatical
forms) and procedural memory will be more associated with regularities
(e.g. morphological and syntactic regularities). He states: “Essentially, the
systems together form a dynamically interacting network that yields both
cooperative and competitive learning and processing, such that memory
functions may be optimized” (Ullman 2005: 147). For late learned L2, he
assumes that, as adults have a more fully developed declarative memory,
they will probably initially learn many forms as declarative items before
they have enough information for the procedural memory to begin learning
the regularities. The dynamic interaction between the two memories allows
both to learn much of the same information but to store it in different ways.
Declarative knowledge can be learnt quickly and recalled swiftly in the form
in which it was learnt but no linkage is created between similarly structured
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bits of information. Procedural knowledge, on the other hand, creates links
at a more abstract level and stores information in ways which look much
more like systematized rules, thus for example categorising verbs into regu-
lar declensions so that their swift recall is then by means of an application of
those regularities, not the recall of the form itselfin isolation. Storage of this
kind takes much longer to accomplish and is not under conscious control.
The patterns are established by the memory system, not by the conscious
application of declarative knowledge. Ullman argues for neuroanatomically
defined separate memory systems with different roles and allows knowledge
to be present in both in different ways and at different times.

The evidence for Ullman’s position is derived from experimental stud-
ies involving neurophysiological experiments. One such study is reported
in Morgan-Short, Stanz, Steinhauer and Ullman (2010). The focus of the
study was the second language acquisition of gender agreement as mani-
fested through article-noun agreement and adjective-noun agreement. It
required a number of subjects (thirty healthy adult English speakers with no
fluency in other languages) to study an artificial language and then be tested
on the resulting knowledge whilst their brain functions were monitored by
measurements of event-related potentials (ERPs), i.e. real-time electrophysi-
ological brain activity (see Chapter 19, this volume). The participants were
split into two groups for the language training. One was taught by a method
of explicit instruction (rules + examples) whilst the other was taught by a
method of implicit instruction (examples in context). The artificial language
allowed the description of objects and actions associated with a board game
and included within it variations in the form of articles and in the form of
adjectives corresponding to morphological gender marking in natural lan-
guages. Previous research has established that L1 speakers react to lexical
semantic violations by what is called an N400, i.e. an electrophysiological
negative reaction which occurs about 400ms after stimulus onset. A rule-
governed syntactic, morphosyntactic or morphophonological violation by
contrast gives rise to a LAN, a left anterior negativity. Also observed in L1
speakers is a P600, i.e. an electrophysiological positive reaction which occurs
about 600ms after stimulus onset in response to syntactic and morphosyn-
tactic processing difficulties. Simplifying somewhat, it is argued that the
reason for these differentiated responses is that, as suggested by the declar-
ative/procedural distinction, the lexical/semantic information is processed
in one manner by the brain (=N400) and the syntactic or morphosyntactic
information in another (=LAN or P600). In order, therefore, to test Ullman’s
hypothesis that L2 learners, at least in the early stages, rely on declarative
lexical-type knowledge and not on proceduralized syntactic-type knowledge,
ERP evidence can be used. Previous experiments (see Steinhauer, White and
Drury 2009) had suggested that non-native speakers, at least at a low level,
did indeed process syntactic information in the L2 rather as if it were lexical
information. In this experiment, the investigators not only wanted to check
on whether the measurements would confirm that this was the case, they
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also wanted to know whether different methods of instruction would affect
the outcomes.

The results showed that “at low proficiency, both adjectival and gender
agreement violations yielded N400s (350—-600-ms time-window) but only for
the implicitly trained group” (Morgan-Short et al. 2010: 178) and “at high
proficiency, noun-adjective agreement violations elicited N400s for both
the explicit and implicit groups, whereas noun-article agreement violations
elicited P600s for both group” (Morgan-Short et al. 2010: 178). No LANs were
elicited. The P600s do suggest that these learners may be using their brains
in similar ways to the way brains work in relation to the L1, but the N400s
and the absence of LANs do not. The N400s suggest that both groups of
learners at the end of their learning were still making use of those parts of
the brain devoted to declarative memory to process noun-adjective agree-
ments where L1 users make use of procedural memory. This was also the
case at the lower level of proficiency but only for the group which had
implicit training. The results therefore support the general position of the
declarative/procedural model but point to complex relationships between
the level of proficiency, the actual forms which are being learnt and the
method by which they have been learnt. More research on this kind of exper-
iment is reported on in Chapter 19 of this handbook.

At this stage in this chapter we have two different views on how learning
mechanisms and long-term memory systems work in the development of
second language knowledge. The first sees the learning mechanisms pro-
gressively building knowledge from a declarative base, proceduralizing and
automatizing it over time by means of production systems. The second sees
each of the two memory systems developing knowledge in the way which
is appropriate to it and collaborating in comprehension and production.
Under this view the implicit system has no interface with the explicit sys-
tem and it cannot develop from it: it can only use explicit knowledge to
monitor and correct. Both develop in parallel and work together.

As we shall see in Section 6.4, these two competing views, not always
expressed in these terms, have presented significant challenges to SLA
researchers. Before we look in more detail at those challenges, however,
we need to consider the role of the third form of memory: working
memory.

6.3.3 Working memory

Alongside the long-term declarative and procedural memories, we have work-
ing memory (WM). Working memory is defined by Miyake and Shah (1999:450):
as “those mechanisms or processes that are involved in the control, regu-
lation, and active maintenance of task-relevant information in the service
of complex cognition.” This definition appears to encompass the two main
competing conceptions of what working memory might look like at a lower
level of detail.
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The older of the two conceptions has been present in the literature from
1974 onwards (see Baddeley 1986, 1990, 2000, 2007) and is sometimes known
as the Multiple Component Model, because it is composed of several more
or less independent units. Under this conception, working memory is a
separable part of the memory system in the mind: it should not, for exam-
ple, be considered just the activated part of a long-term memory. Working
memory has four components: a controlling central executive; a phonological
loop, which contains a mechanism for limited storage which rapidly decays,
and a mechanism for articulatory rehearsal; a visuo-spatial sketchpad, which
performs a similar role for visual stimuli; and an episodic buffer, which is
a limited-capacity temporary storage system that is capable of integrating
information from a variety of sources. This latter element functions to per-
mit information to be held for longer than the phonological loop or the
visuo-spatial sketchpad can manage, largely on the basis that the informa-
tion held is integrated in some way, such as being continuous prose with
linked ideas. The central executive selectively determines where attention
will be focused, the two slave systems execute the processes, and the episodic
buffer keeps information active when it is integrated. By virtue of its inte-
grating powers, it may also create new cognitive representations.

The limited capacity on the audio side of the WM is determined by the
amount that phonological working memory (PWM) or loop can keep active. It
is important to distinguish this effect when dealing with simple memory
sets (e.g. when remembering nonsense syllables) from the effect when using
natural language. It is argued that the PWM is limited to about two seconds’
worth of unstructured sound-based information. This limitation is not to
be expected to hold for the highly structured forms associated with natural
language within which hierarchical structure chunks information in differ-
ent ways (see the discussion in Gathercole and Baddeley 1993: chapter 4, and
for example Engle, Kane and Tuholski 1999, Ericsson and Delaney 1999).

An alternative account of WM, to be found in many of the North Amer-
ican psychological theories, which relies on spreading activation, does not
require that WM be a specific, separable unit. Anderson, in the 1993 account
of ACT-R theory, makes it clear that the term WM is an “expository con-
venience” (1993: 20) which refers to that part of the long-term memories
which is currently activated. In ACT 5.0 of 2004, WM is a buffer which exists
between the declarative module and the production system, transferring
information between the two (Anderson et al. 2004: 1037). These are seen as
similar to the slave systems in the Baddeley model. The key factor in the
development of skilled behavior is the creation of productions which con-
tain within them all the elements which allow a complex piece of behavior
to be carried out without need for any conscious control. Thus, within this
approach, the way in which the limitations imposed by WM are overcome
is by the creation of sophisticated productions which can control behavior
without the need for declarative knowledge which consumes much more of
the available space within WM.



130

RICHARD TOWELL

Where we get potentially important differences of view is to do with the
role WM might play (see also discussion in Dewaele 2002b). For Baddeley
and those who work within his theory, WM capacity is likely to be fairly
fixed as it is determined by physiological characteristics: the size of the
PWM may determine how much knowledge may be put on hold whilst other
parts of the system are incrementally processed. If that amount is small,
we might well expect that individuals will have difficulty in establishing
relationships across distant boundaries. Also, under this view we would
expect WM capacity to remain stable across performances by individuals
at different times and in the L1 and the L2. If an individual’s WM capacity
is largely a given, it would also follow that, when we observe differences
in behavior, these are likely to be attributable to changes in the storage or
computation of the language and not to changes in the state of the WM
(although it may be the case that the central executive becomes more used
to handling certain kinds of information and therefore learns to handle
them faster).

For theorists who see WM as the activated part of long-term memory or a
buffer, there is no physiological limit on the WM: it will be variable according
to other aspects of behavior. As we have noted above, ACT-R is very much
goal-oriented. It therefore follows that the degree of activation of the WM
is likely to be relative to the degree of focus on the goal. Engle et al. (1999:
104) express this idea as follows: “Thus we assume that ‘working memory
capacity’ is not really about storage or memory per se, but about the capacity
for controlled, sustained attention in the face of interference or distraction” (italics in
original). This opens up the possibility that behavior which is thought to call
on WM to a greater or lesser degree might be variablein so far as the learneris
able to pay controlled sustained attention to something in the environment.
Sawyer and Ranta (2001: 342) have linked the ideas together very succinctly:
“Assuming that noticing is crucial to learning, and attention is required
for noticing, and attention at any moment is limited by WM capacity, then
there must logically be a close relationship between amount of learning and
size of WM.” Under this view, there seems to be no real reason to expect WM
capacity to be fixed within an individual. Rather it will vary according to the
task being undertaken and specifically to the amount of attention paid to
the task.

We therefore have two views on the role that WM can play. There is
agreement that WM is potentially critical because it has a limited capacity.
If, however, one takes the view that the limited capacity is a more or less
permanent characteristic of an individual, then one would not expect to
see variability in linguistic behavior which would be characteristic of an
individual over time and over tasks. If, on the other hand, one takes the view
that the limited capacity is not linked to any physiological characteristic
but instead linked to the ability to provide sustained attention at a given
point in time, then we would not expect great constancy in behavior on
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WM-related tasks but instead variability across performances by the same
individual depending more on how much attention that individual had paid
to the task in question. The two views are not, however, necessarily mutually
exclusive: it could be that we should expect to see task-based variations, but
within an overall, individually defined WM capacity. In addition, M. Paradis
(2009: 49) argues that WM is only relevant to those aspects of memory which
can be made conscious. Given the distinction discussed above which he
makes between learning (conscious, declarative, explicit) and acquisition
(unconscious, procedural, implicit), it follows that from his point of view
it is only learning which might be influenced by any aspect of WM, and
that WM could not be a place where explicit and implicit information could
interact.

Arecent investigation by Mackey, Adams, Stafford and Winke (2010) shows
the potential importance of WM. The researchers were interested in the
ability of second language learners to modify their output as a result of
interaction and feedback. Previous research established that there was con-
siderable variability in the use which individual learners made of feedback
(Mackey, Philp, Egi, Fujii and Tatsumi 2002). The question arose of whether
WM might be a factor given that either model of WM would suggest that
individuals with differing WM would have differences in their ability to
“regulate attention during the performance of complex cognitive tasks”
(Mackey et al. 2010: 504). The researchers hypothesized that learners with
higher WM capacity would be more likely to produce modified output than
those with lower WM (Mackey et al. 2010: 509). WM capacity was assessed
in forty-two native English speaking undergraduates enrolled in Spanish
classes at a major US university by means of an L1 listening test adapted
from Daneman and Carpenter’s (1980) listening span test. Learners had to
judge sentences for plausibility (to ensure that they were processing the
meaning) and grammaticality, and then at points in the tests were asked
to recall the final word of the sentence (to judge their ability to store the
information). They then interacted with four bilingual Spanish speakers on
specified communicative tasks. The interlocutors were trained to provide
feedback, mainly in the form of prompts. Broadly speaking the hypothesis
was confirmed: learners with higher WM capacity measured in this way did
produce more modified output. The researchers recognize that WM capacity
is not the only determining variable and propose on the basis of a measure
of effect size that 17 percent of the variation in the production of modified
output can be explained by variation in WM.

Thus, working memory may be an important determinant of learning
outcomes, at least for those aspects of learning and acquisition which are
capable of conscious modification. It may be more linked to an individ-
ual’s physiologically determined capability and/or it may be linked to the
degree to which an individual is concentrating on the specific goals to be
attained.
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6.4 Explicit and implicit learning

Given that much language teaching consists of imparting to learners in a
classroom an amount of knowledge about the language and the presentation
of numerous examples in an explicit way followed by a greater or lesser
degree of practice and exposure to the use of the language in context, it
has been important for second language researchers to attempt to answer
the question: does explicit instruction lead to the acquisition of implicit
knowledge? From the earlier sections of this chapter, it should be clear that
the answer to this question is not simple (see also for example the special
issue of Studies in Second Language Acquisition 27 no. 2 June 2005).

6.4.1 Acquisition versus learning

We have already noted above that Krashen (1981) argued for two separate
types of learning which he labelled acquisition and learning. Acquisition takes
place implicitly and unconsciously in response to the learning environment.
Learning takes place explicitly and consciously and can not lead to acquisition.
This is known as the non-interface position. The primary form of learning
was taken by Krashen to be acquisition and he (1981, 1985) claimed that
consciously learnt knowledge could only be made use of in a limited number
of circumstances, e.g. to monitor what the unconscious system produced and
potentially to modify it. However, this could only take place if sufficient time
was available and sufficient attention could be devoted to the form of the
language. This and Krashen’s other hypotheses were hotly contested (Gregg
1984) and the empirical basis proved unable to withstand the criticism.
Nonetheless, most subsequent SLA work argues that implicit unconscious
learning is the primary form of learning. Generativists argue in favor of
knowledge being triggered by means of specific cues in the primary linguistic
data (see White 2003a) and deny that explicit or direct negative evidence
has a role to play in the acquisition of linguistic competence. Moreover,
constructivists (Tomasello 2003), connectionists (N. C. Ellis 1998; see Chapter
28, this volume) and those who adopt the Competition Model (MacWhinney
1987b) argue that second languages are or atleast can be learnt on the basis of
exposure without any need for explicit rules, as is self-evidently the case for
children learning their first language. This holds even in the classroom; for
example N. C. Ellis (2002: 173) writes that “because the conscious experiences
of language learning do not revolve around counting, to the extent that
language processing is based on frequency and probabilistic knowledge,
language learning is implicit learning.”

This stands in sharp contrast to the arguments put forward in
Section 6.3 of this chapter which suggest that language development
involves the progressive development of language as a skill, moving from
declarative to procedural or from explicit to implicit knowledge. It also



Learning mechanisms and automatization

133

stands in contrast to the results of a number of studies of second language
acquisition, as listed by Norris and Ortega (2000) in their meta-analysis of
a number of empirical investigations. These showed that second language
learners who were exposed to explicit knowledge had in general better out-
comes. DeKeyser (2003: 321-6) also cites numerous studies where the results
all show this to be the case. While this might be labelled as support for
the interface position, in the thirty years that this debate has been present
in SLA research, the question of whether explicitly learned information
(declarative knowledge) can become implicit/procedural knowledge has still
not been satisfactorily resolved.

It may be that the use of binary pairs traps researchers in a black and
white view of the issues. On closer inspection, there are some significant
caveats amongst proponents of the non-interface position. N. C. Ellis (2005)
argues that there must be some degree of attending to form in second
language acquisition in order for the probabilistic learning to take place and
that explicit knowledge can influence learning outcomes. Explicit language
processing would assist learning in at least three ways. First, attention of
some kind is necessary as the first stage in language acquisition (N. C. Ellis
2005: 317): the surface form of the language must sufficiently be attended
to for the form of the language to be registered in the consciousness of
the learner (cf. Carroll above). Second,“explicit memories of utterances can
be used as scaffolding in the building of novel linguistic utterances that
use processes of analogical reasoning and conceptual blending” (N. C. Ellis
2005: 329). Third, the use of recasts at points where learners have produced
erroneous utterances may permit the reanalysis of their interim linguistic
knowledge (N. C. Ellis 2005: 331; cf. Mackey et al. 2010 cited above). M. Paradis
(2009: 61), however, in radical disagreement with N. C. Ellis, suggests that the
debate has disintegrated. And the generativists’ notion of triggering relates
only to syntax and to some extent phonology; there is recognition that other
aspects of language are learnt using general cognitive abilities.

6.4.2 Finer constructs

Two scholars have helpfully attempted to broaden the debate. At an abstract
level, De Keyser (2003) has suggested that four combinations are possible,
derived from the explicit/implicit and deductive/inductive binary pairs.
Explicit deductive learning is what we recognize in traditional classrooms
where presentation of rules is followed by examples and practice; explicit
inductive learning is where examples are provided first and rules are subse-
quently provided to show the relationships between them; implicit induc-
tive learning is where children learning their first language derive implicit
rules purely from the data (under connectionist or constructivist views);
implicit deductive learning is where children have innate knowledge of linguis-
tic parameters which provide unconscious “rules” which are then implicitly
acquired by some form of triggering (under generativist views, including
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Table 6.1. Operationalizing the constructs of L2 implicit and explicit knowledge
(adapted from R. Ellis 2005a)

Criterion

Implicit knowledge

Explicit knowledge

Degree of awareness
Time available

Focus of attention
Systematicity
Certainty

Metalinguistic knowledge

Response according to feel

Time pressure

Primary focus on meaning

Consistent responses

High degree of certainty in
responses

Metalinguistic knowledge

Response using rules

No time pressure

Primary focus on form

Variable responses

Low degree of certainty in
responses

Metalinguistic knowledge

not required encouraged
Learnability Early learning favored Late, form-focused, instruction
favored

those of second language acquisition researchers; see Chapters 7 and 22,
this volume).

R. Ellis (2005a: 152) attempted in a more practical way to give an opera-
tional definition of the various constructs of the explicit/implicit distinction
(see Table 6.1).

This suggests that implicit knowledge will be relied upon when the learner
is focused on meaning, is under time pressure and does not have the relevant
metalinguistic knowledge.Itis expected that responses provided on the basis
of implicit knowledge will be consistent and that if questioned, learners
would express certainty that the response is correct (even when they are
wrong!). This is because learners are drawing on their existing, implicit
knowledge using their feel for what is right. Explicit knowledge on the
other hand will be relied upon when learners are focused on form, are not
under time pressure and do have the relevant metalinguistic knowledge.
Reponses provided will be more variable and learners will not be very sure
whether they are right. This is because learners are drawing on explicit
knowledge learnt, for example, from a textbook in the same way as other
explicit information, such as historical dates, which might be only partially
learnt or memorized. There is no dispute that learners can acquire these two
kinds of knowledge, and the article from which the table is taken contributes
significantly to a confirmation that the two types of knowledge are present in
learners’ mind/brains and can be distinguished by carefully designed tests.

However, the wider debate is largely about whether explicit knowledge in
the way that R. Ellis has outlined its characteristics here contributes to sec-
ond language acquisition, and if so, how? R. Ellis attempted to answer this
question in a 2002 article. His conclusion was: “Taking performance in free-
production tasks (especially oral) as the measure of whether implicit knowl-
edge has been acquired, the analysis demonstrated that FFI (form focused
instruction) results in acquisition, at least sometimes, and that when it does
the effects are durable” (R. Ellis 2002: 233). He is concerned, however, that
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these results may not be based on use of language which would have made
it impossible to perform on the basis of speeded-up explicit knowledge. This
highlights a major and ongoing difficulty in this area: how is it possible to
know, when a learner produces a fluent oral performance, whether one is
witnessing performance based on explicit/declarative knowledge which has
been speeded up by virtue of intensive practice or whether one is witness-
ing performance based on implicit/procedural knowledge? Further studies,
which are examined in detail in Chapter 19, have made use of additional
methodologies using physiological measurements: it remains to be seen
whether these will provide the means of separating out the various dimen-
sions discussed above.

6.5 Conclusion

We began this chapter with some wide-ranging questions: how are second
languages created within the mind/brain? What learning mechanisms are
there? How is a second language comprehended, produced, processed and
stored? What is the role of working memory? If an answer of some kind can
be provided for these questions, how does that answer relate to language
instruction and specifically to whether explicit instruction can lead to the
acquisition ofimplicit knowledge? We now have two possible sets of answers.

The first possible set of answers would be that second languages are cre-
ated within the mind/brain, going from declarative knowledge to procedural
knowledge along an explicit deductive continuum. Evidence for this is hard
to come by because we cannot tap the internal workings of the brain directly.
But we do have evidence from some experiments, notably DeKeyser (1997),
and the evidence from temporal variables and interpretation by some schol-
ars of how production systems might function as learning mechanisms.
Production systems have been shown to be powerful instruments in other
types of learning undertaken by humans. They may well operate in all areas
of comprehension, processing and storage as well as production. Working
memory would have a bearing on how well these mechanisms worked, either
because individuals have physiological differences in their WM capacity or
in their ability and willingness to direct their attention to a goal. If this
view is correct, we could be optimistic that learners exposed to classroom
instruction would be able over time and with considerable practice and expo-
sure to acquire second languages. Whether the resulting knowledge should
be regarded as implicit is open to question but as yet we find it difficult
to distinguish in many cases speeded-up explicit knowledge from implicit
knowledge.

The second possible set of answers might be that second languages are cre-
ated within the mind/brain within two parallel memory systems, the declar-
ative and the procedural, which contain explicitly and implicitly created
complementary kinds of knowledge. The declarative memory is conscious
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and contains specific information but does not become aware of patterns
and regularities (or frequency and probabilistic knowledge discussed above).
The procedural memory is unconscious and able to create knowledge on the
basis of the patterns and regularities it recognizes. The two kinds of knowl-
edge combine in language production and comprehension but develop along
separate lines. The learning mechanisms which underlie the declarative
memory involve chunking of information but it is not yet clear how the pro-
cedural or implicit memory works beyond the fact that it implicitly tallies
all the information it processes and raises or lowers thresholds according to
quantitative information. This suggests an implicit inductive view of second
language learning if it is assumed that the data provide all the evidence
needed or an implicit deductive view if it is assumed that surface data are
assisted by innate knowledge (see Chapter 7, this volume). Some of the evi-
dence for this view comes from interpretations of results from amnesic and
aphasic patients and is added to by neurophysiological evidence suggest-
ing that the brain processes the two kinds of information differently. These
studies also suggest that L1 and L2 learners may not use the same parts of
the brain, especially at different levels of proficiency. The role of working
memory is likely to be less important where WM is seen as processing only
conscious declarative information. Under this view, it is unlikely that the
knowledge acquired by second language learners in the classroom should
be considered implicit: it is more likely to be speeded-up explicit knowledge
but in the case of learners with great exposure and practice this might be
considered implicit.

Only further detailed and careful research will tell us if one or other of the
set of proposed answers is correct or whether, as is so often the case, there
is another set which lies either in a combination of the two or somewhere
in between.
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Generative approaches
and the poverty of the
stimulus

Bonnie D. Schwartz and Rex A. Sprouse

7.1 Introduction

One of the central concepts in approaches to second language research
grounded in generative grammar is the poverty of the stimulus (POS). The pur-
pose of this chapter is threefold: (i) to provide an overview of the principal
aspects of the POS in the acquisition of natural language grammars in gen-
eral; (ii) to address briefly some of the misunderstandings surrounding the
POS; and (iii) to clarify how argumentation from the POS in first language
research vs. second language research logically differs.

A defining property of generative approaches to non-native language (L2)
acquisition is a focus on the question of whether (adult) L2 acquisition is
guided and constrained by the same principles of Universal Grammar (UG)
that are assumed by generative grammarians to guide and constrain native
language (L1) acquisition. Within this broad research paradigm, some L2
researchers have claimed that UG becomes inactive or “inaccessible” at
some point in the human life cycle and thus plays no role in non-native
language acquisition after that (Clahsen and Muysken 1986; Meisel 1997).
Others have claimed that UG remains fully active or “accessible” in the
human brain throughout life and (in principle) plays the same role in
both native and (adult) non-native language acquisition (or at least, UG
would play the same role, if it were not for the confounding factor of pre-
viously acquired grammars) (Dekydtspotter, Sprouse and Anderson 1997;
Dekydtspotter, Sprouse and Swanson 2001; Herschensohn 2000; Schwartz
1987; Schwartz and Sprouse 1996; Slabakova 2008; Vainikka and Young-
Scholten 1994; White 1989, 2003a; and many others). A third group of
L2 scholars has claimed that only those properties and/or categories of
UG instantiated in the L1 grammar can be accessed in adult L2 acquisi-
tion (Bley-Vroman 1990; Hawkins and Chan 1997; Schachter 1989b; Tsimpli
and Dimitrakopoulou 2007; Tsimpli and Roussou 1991), while yet a fourth
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position is that UG is selectively impaired or “partially accessible” in the
adult L2 learner (Beck 1998a).

Despite competing claims about the epistemology of adult L2 acquisition,
the commonality uniting all of the perspectives referenced above is the
assumption that children are born with UG, that is, a body of domain-
specific cognitive principles or mechanisms constraining the acquisition
of language, and that UG plays a fundamental role in accounting for the
observable course of L1 development in childhood. On the interpretation
presented in this chapter, the basis for positing UG is the empirical fact that
human children (exposed to contextualized linguistic input, i.e. primary
linguistic data), systematically and without the need for specific instruction
or for direct negative evidence (direct information about what is impossible,
e.g. impossible strings annotated as such), acquire systems of subdoxastic
linguistic knowledge, which cannot plausibly be inferred from the input on
the basis of domain-general learning principles alone.

The enormous gap between the input available to the child (primary lin-
guistic data) and the system of knowledge acquired, a system that includes
what is possible but, crucially, excludes what is impossible, has come to be
known as the poverty of the stimulus. (See Thomas 2002 for a history of the
development of this term and its rising importance over the course of the
evolution of generative linguistic theory.) As Thomas (2002) astutely points
out, the “stimulus” is in fact in no way “impoverished” from the perspective
of the language-acquiring child. Quite the contrary, the stimulus (ambient
linguistic input uttered in contexts of the world) is entirely sufficient to
allow all children, barring pathology, to develop mental grammars that
appear to match those of the speech community in which they live with
respect to even extremely subtle and complex properties. The standard (per-
haps, defining) explanation of generative grammar for this phenomenon is
that the brain/mind of human children is endowed with UG, a network of
domain-specific cognitive predispositions that filter the input and narrowly
constrain the set of grammars that can be projected from the input. Thus,
the stimulus is “impoverished” only from the perspective of the expectations
of a purely inductive domain-general learning hypothesis.

It would be counterintuitive, to say the least, to deny that there is a
general POS associated with the acquisition of human languages, given that
cognitively normal humans acquire the ambient language of their speech
community, and no other species does so, nor do other species seem to
have anything remotely like language in the sense of human language, with
properties such as recursion and the generation of an infinite set of discrete
sentences. There is something special about human brains that produces
cognitive outcomes to the linguistic stimulus that are radically different
from the cognitive outcomes produced by the brains of even our closest
primate cousins exposed to the same stimulus.

However, the gap between what an “unbiased” analysis of the input would
predict and the grammar actually triggered in the child’s brain suggests
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that much more is at stake than merely the superior domain-general
reasoning/learning abilities of Homo sapiens sapiens. To the extent that the
contribution of this system of innate knowledge to language acquisition
has no application outside the realm of human language, one is left with
the conclusion that the human brain is equipped with domain-specific cog-
nitive structures and operations for language (henceforth language-specific
knowledge).

7.2 Five aspects of the POS in language acquisition

The severity of the POS is not uniform across the acquisition of all linguis-
tic phenomena. While the POS is in general the gap between the primary
linguistic data available to the child and the properties of the system ulti-
mately attained, the specific nature of that gap varies from phenomenon to
phenomenon. Here we sketch five types of such gaps pointing to a POS. In
presenting the first four types, we progressively move to increasingly com-
pelling arguments from the POS for the positing of UG. The fifth and final
gap type we explore comes into focus only through an intriguing compari-
son of provisional systems children create that do not match the input they
received but do correspond to other human language grammars.

7.2.1 Intricate domain-specific knowledge
Perhaps the softest type of POS phenomenon is that involving the conspic-
uous intricacy of the inflectional systems of many of the world’s languages.
It is striking that in many cases, despite an apparently chaotic array of sur-
face forms, it is possible to capture the relevant facts through a somewhat
simpler, elegant underlying system with a set of rules mapping abstract
representations to surface forms.

An illustrative example is Anderson’s (1982) analysis of the inflection of a
certain class of transitive verbs in Georgian. Anderson provides the following
forms for the present tense of the verb xed-av-s “to see.”

(1) a. 1i. gxedav  “Iseeyou-sG”
ii. v-xedav  “Isee him”
iii. g-xedavt “Iseeyou-pL”
b. 1i. m-xedav “you-SG see me”
ii. xedav “you-sG see him”
iii. gv-xedav “you-sG see us”
c. 1. m-xedav-s “he sees me”
ii. g-xedav-s “he sees you-sG”
iii. xedav-s “he sees him”
iv. gv-xedav-s “he sees us”
v. gxedav-t “he sees you-pL”
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d. 1i. gxedavt  “we seeyou-sG”
ii. vxedavt  “we see him”
iii. gxedavt  “we see you-pL”

e. 1. m-xedav-t “you-PLsee me”

ii. xedav-t “you-PL see him”

iii. gvxedav-t “you-PL see us”
f. i. mxedav-en “theysee me”

ii. g-xedav-en “they see you-sG”

iii. xedav-en  “they see him”

iv. gv-xedav-en “they see us”

v. g-xedav-en “they see you-pL”

(from Anderson 1982: 597 (18), 603 (25), 604 (27))

Of interest both to morphological theory and to an understanding of the
intricacy of language acquisition is the observation that even once one has
segmented these forms into (PREFIX)-xedav-(SUFFIX) and associated each form
with its meaning (the latter itself not a transparent task, given that meaning
is not written on the sleeve of forms - see below), there remains non-trivial
analytic work to be done. This is because the individual prefixes and suffixes
are not “morphemes” in the sense of sequences of phonemes corresponding
to minimal units of meaning or grammatical function. For example, the
suffix -s frequently occurs in forms denoting a third-person singular subject,
the suffix -t frequently occurs in forms denoting a non-third-person plural
subject or object, and the suffix -en frequently occurs in forms denoting a
third-person plural subject. Since present tense verbs in Georgian have only
one slot for an agreement suffix, the suffixes -5, -t and -en might be seen as
competing for that single slot. The actual inflectional system of Georgian
is such that -t wins out over -s in (1c(v)), while -en wins out over -t in (1f{iv))
and (1f{(v)). To account for generalizations of this sort, Anderson proposes
disjunctively ordered blocks of rules.

No one would wish to claim that children acquiring Georgian are some-
how not exposed to the full range of these prefixes and suffixes, and in this
sense, the stimulus is not “truly impoverished.” What is striking is that the
brains of children acquiring Georgian are not only extremely sensitive to
the presence of these prefixes and suffixes, (correctly) extracting them from
the input and generalizing them to attach to members of the class of
items linguists label “verbs,” but are also willing to entertain the notion
of disjunctively ordered blocks of rules (or their functional equivalent
in some alternative framework). One may speculate about whether the
elegant system proposed by Anderson is “psychologically” real or just
a convenient summary, but it is undeniable that children exposed to
Georgian in naturalistic settings uniformly arrive at subdoxastic knowledge
of these inflectional patterns and that these patterns reflect a highly
domain-specific regimen grounded in notions of person, number and
grammatical relations (subject and direct object), together with the proviso
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that word structure of a particular language might be such that only one
of multiple suffixes or prefixes is actually realized in any given surface
form.

There is little doubt that clever non-Georgian-speaking adults could
figure out these patterns, given a sufficiently large corpus with helpful
glosses, if they put their minds to the task. However, young children do
this without the aid of “glossing,” apart from their perception of the (overly
rich and complex) scenes of the world in which they are bombarded with
a haphazardly constituted and presented auditory corpus. Furthermore,
linguists have received explicit analytic training informing them that
systems of verbal inflection are likely to cross-index, e.g. person and number
features with grammatical relations. Linguists also know that verbs are
likely to carry inflection for the time of the event described (relevant to the
time of speaking), but not, for example, for the speed, difficulty or loudness
of the event, or its social, ethical or legal appropriateness (although such
information could of course be encoded through other non-inflectional
means). We grant that person and number are semantically relevant to
the world apart from language, but grammatical relations do not readily
map directly onto non-linguistic reality. In short, it would appear that
something in the brains of children is “on the lookout for” the possibility
of verbal inflection, potentially marking a subset of features drawn from
a universal feature set, and potentially marking only a subset of those
features in the context of the larger inflectional system. This is no mean
feat, but it is the least impressive type of the POS we discuss in this
chapter.

7.2.2 Needles in the linguistic haystack

A second level of POS involves phenomena for which the relevant stimulus
may well be present in the ambient language, but tokens are very rare and
particularly unlikely to occur in child-directed speech. In these instances,
an account denying the existence of rich language-specific knowledge must
assume that the child’s brain/mind is indeed that of a “little linguist” propos-
ing alternative hypotheses and remaining ever vigilant until the crucial
datum presents itself in order to select just the correct ones.

Consider Chomsky’s (1975: 30-35) classic demonstration of the principle
that syntactic rules are structure-dependent, presented here in a somewhat
simplified form. A child exposed to English will frequently encounter declar-
ative sentences with a finite form of the verb be as well as the corresponding
polarity (yes/no) interrogative, as in (2).

(2) a. The child is here today.
b. Is the child here today?

Such a child might induce a rule of be-fronting, roughly as in (3).
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(3) be-Fronting (Version A)
A declarative sentence with a finite form of the verb be may be trans-
formed into a corresponding polarity interrogative by moving the finite
form of be to the front of the sentence.

While Version A will be observationally adequate for most of the yes/no
interrogatives of sentences with a finite form of be the child is likely to
hear or produce, it is too vague to yield a definitive output for a declarative
like (4).

(4) The child who is feeling ill is here today.

The vagueness derives from the presence of two instances of finite be in (4).
This suggests two competing hypotheses, as in (5) and (6).

(5) be-Fronting (Version B)
A declarative sentence with a finite form of the verb be may be trans-
formed into a corresponding polarity interrogative by moving the first
finite form of be to the front of the sentence.

(6) be-Fronting (Version C)
A declarative sentence with a finite form of the verb be may be trans-
formed into a corresponding polarity interrogative by moving the finite
form of be in the main clause to the front of the sentence.

Version B (5) is a structure-independent rule, because it refers simply to
the first linear occurrence of a finite form of be; Version C (6) is a structure-
dependent rule, because it is formulated strictly in terms of the structural
position of the finite be-form, namely the one in the main clause. For a
declarative sentence like (7a) (=(4)), Version Byields the polarity interrogative
in (7b), while Version C yields (7c).

(7) a. The child who is feeling ill is here today. (=(4))
b. Is the child who ___ feeling ill is here today?
c. Isthe child who is feeling ill ___ here today?

The structure-dependent version of the rule, Version C, succeeds where
the structure-independent version, Version B, fails. Chomsky’s claim is not
merely that all syntactic rules are structure-dependent; his claim is that
the child never considers structure-independent versions. This is because
UG restricts the hypothesis space available to the language-acquiring child
to structure-dependent rules. Subsequent empirical research with children
has confirmed Chomsky’s intuition: Crain and Nakayama (1987) experimen-
tally demonstrated that young children (aged 3 to 5) acquiring English uni-
formly produce interrogatives with the structure-dependent pattern illus-
trated in (7c), not with the structure-independent pattern in (7b). (Of course
the structure-dependent hypothesis extends beyond finite be to all verbal
elements that precede the subject in both yes/no questions and non-subject
wh-questions: modals and auxiliary have and do.)
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For the sake of the argument, let us assume that some young children have
heard interrogatives like (7c) as well as relevant non-subject wh-questions
by the time they produce their first polarity interrogatives with a relative
clause embedded on the main-clause subject. Indeed, Pullum and Scholz
(2002) suggest that examples such as (7c) are not absent from children’s lin-
guistic experience, based on an eighteenth-century poem by William Blake
and on computer-based searches of The Wall Street Journal, Oscar Wilde’s play
The Importance of Being Earnest, and selected files from the CHILDES database
(MacWhinney 1995), e.g. Where’s the other dolly that was in here? (Pullum and
Scholz 2002: 44 (34b)).! Even if this is true, a view of language acquisition that
crucially relies on the availability of this kind of input to the child makes
very strong and highly implausible assumptions both about the nature of
the input that is uniformly available to all children acquiring (for example)
English and about the child’s attentiveness to such data for the purpose of
resolving previously formulated alternative grammatical hypotheses. This
is why we use the label “needles in the linguistic haystack” for examples of
direct positive evidence that are not likely to be robust in the input avail-
able to any child and are likely to be extremely rare or absent from the
evidence available to many children. Because such examples are instanti-
ations of grammatically well-formed sentences, it is in principle possible
that they may occur in the child’s linguistic environment. However, in the
absence of UG, one must still imagine that a child is a little linguist who
is subconsciously seeking relevant data to distinguish between two (indeed
many more) competing grammatical hypotheses and who indeed eventually
encounters the required evidence. In the next subsection, we will see that
acquiring the knowledge that strings like (7c) are grammatical is the rela-
tively easy part; the much more severe POS is associated with acquiring the
knowledge that strings like (7b) are ungrammatical.

7.2.3 Uniqueness and variability

The logical problem of language acquisition (so called, because logic would
leave grammar acquisition unexplained without the aid of UG) is severely
complicated by the fact that natural language syntax exhibits cases of
uniqueness as well as cases of variability. (For further discussion of this
point, see Fodor and Crowther 2002.) As Freidin (1991) points out, the sim-
ple fact that (7c) is well-formed does not entail that (7b) (among myriad
other logically possible strings) is ill-formed. To illustrate this point, let us
return to the child who has come to know that (7c) is a well-formed yes/no
interrogative, instantiating Version C of the rule of be-Fronting (6). Can chil-
dren who receive confirmation of Version C through examples like (7c) now
confidently conclude that examples like (7b), generated by Version B (5),
are ungrammatical? That is, is there some sort of principle of uniqueness
of form-function mapping, such that data that are non-trivially consistent
with one version of a hypothesis are necessarily interpreted simultaneously
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as counterevidence against an alternative version? The answer is clearly
negative, since there are indeed instances of optionality or variability in nat-
ural language grammars. One example is the alternation known as Particle
Shift in English, as in (8).

(8) a. Joelooked up the number.
b. Joe looked the number up.

Sentence (8a), where the particle up precedes the direct object (DO) the number,
contains precisely the same words as — and is truth-conditionally equivalent
to - the sentence in (8b), where the particle follows the DO.?

This type of apparently free surface alternation undermines any strong
version of a uniqueness strategy for the acquisition of syntax. Thus, even if
we could imagine a child adopting rule (6) through exposure to examples
like (7c), the child could not on this basis alone confidently exclude (for
instance) rule (5) as another option.

All of this brings us back to how children acquiring English come to
know that yes/no interrogatives like (7b) are ungrammatical. First, clearly,
nothing in the child’s environment can provide this information directly,
because these are ungrammatical sentences that input-providers simply do
not produce (qua ungrammatical sentences). Second, although we cannot
rule out a priori the possibility that some children might not be exposed
to examples like (7c) (during the relevant time period), it is still the case -
even if all English-acquiring children do encounter them - that there is
no learning-theoretical guarantee that the grammaticality of examples like
(7c) necessarily implies the ungrammaticality of examples like (7b), since (6)
and (5) could be rules that disjunctively apply. So, the possibility of a child
hypothesizing a structure-independent rule like (5) needs to be excluded,
but it is difficult to see how a structure-independent rule like (5) would
violate a principle of general cognition. Thus, general cognition cannot
be the source of this exclusion. Presumably, the only sources of linguis-
tic knowledge are the environment and the child’s mind, and the child’s
mind includes non-language-specific knowledge (including domain-general
knowledge) and language-specific knowledge. If the environment and non-
language-specific knowledge are not possible sources of this piece of new
knowledge (the impossibility of strings like (7b)), then language-specific
knowledge (i.e. UG) is the only source left.

Nevertheless, this particular example does not yet illustrate the most
compelling class of POS problems. This is because rule (5), while quite plau-
sible on its surface, is only one logically possible rule that a child might
hypothesize to address interrogatives with a main-clause subject contain-
ing a relative clause, if s/he is somehow “motivated” to extend a rule like
(3), designed to cover monoclausal examples. Natural analogical extension
would not necessarily infer rule (5) from grammatical knowledge already
acquired. In Section 7.2.4, we turn to cases where natural logic is in fact
defied in language acquisition.
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7.2.4 The bankruptcy of the stimulus

Finally, we turn to what we consider to be the most impressive class of POS
phenomena. These are cases where the stimulus is not merely unstructured,
rare or incomplete. Rather, these are cases where the input available to the
language-acquiring child would be affirmatively misleading, if it were not
for the filtering effects of UG which pre-inform the child prior to experi-
ence with the world that certain representations are not licit. Some of these
cases appear extremely complex; others involve what appear to be relatively
short, simple sentences. In virtually any case of the bankruptcy of the stim-
ulus (Sprouse 2006a), however, natural analogical extension from positive
exemplars would erroneously lead the child to anticipate that an ill-formed
structure is grammatical. Furthermore, the logic of the unavailability of
direct negative evidence means that, by definition, there will be nothing in
the input that directly informs the child that the ill-formed structure is in
fact ill-formed.

Consider the sentences in (9).

(9) a. Who thinks he is hungry?
b. Who does he think is hungry?

The relevant aspects of the examples in (9) are that they contain both a wh-
phrase in initial position and a third-person singular subject pronoun later
in the sentence. Interrogatives of this type are not rare, not “exotic” and
not “complex” (apart from the fact that the sentences contain an embedded
clause). However, they differ significantly in the range of interpretations that
can be associated with them. The English pronoun he can be used deictically.
That is, he can be used to refer to a male whose identity is established lin-
guistically or contextually outside the sentence in which it occurs. Suppose
we are talking about Richard. The examples in (9) can then be rephrased as
in (10):

(10) a. Give me the name of the person who thinks Richard is hungry.
b. Give me the name of the person who Richard thinks is hungry.

Let us refer to this as the deictic interpretation of the pronoun.

Sentence (9a) can also have a very different interpretation, viz. where the
pronoun he does not point out any particular individual, but is a placeholder
for a second occurrence of the interrogative who. This interpretation of (9a)
can be somewhat stiltedly rephrased as in (11):

(11) Give me the name of each person x who thinks x is hungry.

Let us refer to this as the bound interpretation of the pronoun.

Suppose that a child acquiring English has encountered both sentences
(9a) and (9b) in contexts where it would be reasonable to assume that the deic-
tic interpretation was intended by the speaker. Furthermore, let us assume
that this same child has encountered (9a) in a context where the bound
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interpretation makes sense. If the child is keeping track, s/he might subdox-
astically construct the equivalent of the table in (12):

(12) Deictic Bound
interpretation interpretation
of he of he

Who thinks he is hungry? yes yes

Who does he think is hungry? yes

The set of sentences of any natural language represents a discrete infinity.
Since the input to the acquisition process is finite, we must assume that
(some version of) natural analogical extension is at work in language acqui-
sition. Presented with the data in (12), the natural analogy would be to fill
in the lower right-hand cell with “yes” as in (13). That is, natural analogical
extension would lead to the prediction that a sentence like (9b) should allow
the bound interpretation of the pronoun he.

(13) Deictic Bound
interpretation interpretation
of he of he

Who thinks he is hungry? yes yes
Who does he think is hungry? yes yes

However, this does not match the intuitions of native English speakers when
they are (typically, to their befuddlement) asked whether sentence (9b) can
be rephrased as (14).

(14) Give me the name of each person x who thinks x is hungry.

That is, the summary of the intuitions of actual native speakers of English
about the interpretation of the sentences in (9) is what we find in (15).

(15) Deictic Bound
interpretation interpretation
of he of he

Who thinks he is hungry? yes yes
Who does he think is hungry? yes no

The unexpected “no” in the lower right-hand cell of the table in (15) (known
as a strong crossover effect) is a paradigm case of the bankruptcy of the stimulus.
The point is not merely that this knowledge cannot be triggered by anything
in the input; what is crucial is that what is inferable from the input (dyads of
the form in (16)) should lead the language-acquiring child to a non-targetlike
grammar.
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(16) < (sentence [who...he...]), (interpretation of he) >

The observation that this does not occur (e.g. Crain and Thornton 1998;
Thornton 1990) leaves as the possible source of this knowledge only some-
thing inherent in the child’s brain/mind distinct from experience of the
input. To the extent that this knowledge has no imaginable source of appli-
cation to any non-linguistic aspect of cognition suggests that this is not
merely innate knowledge, but domain-specific innate knowledge. Innate
knowledge specific to the linguistic domain is virtually the definition of UG.

A common retort to the claim that knowledge of impossibility (of form and
of form-meaning pairings) derives from innate language-specific knowledge
is to say that learners need only rule out everything they do not encounter
in their input. This is to say, the learner is strictly conservative. However,
we know that at some level, learners must generalize; no one believes that
language acquisition literally happens on a case by case basis of what con-
stitutes learners’ input. So, the question is at what levels generalization, i.e.
abstraction, occurs. This is not an easy question to answer. Nevertheless, it
is well documented that L1 children overgeneralize in the morphological
domain (i.e. they are not strictly conservative); they create past tense forms
like *buyed and *taked, even though they do not occur in their input. L1
children also overgeneralize in the lexical domain; from intransitive verbs
like giggle, they create causatives, *Giggle me (meaning, “Make me giggle”).
In the syntactic domain, children have been found to overgeneralize the
dative alternation, creating sentences like *You finished me lots of rings (mean-
ing “You finished lots of rings for me”). The point is that overgeneralization
does occur in L1 acquisition, and therefore language acquisition cannot be
strictly conservative, in the sense that children will necessarily infer impos-
sibility from absence in the input. The flipside of this coin also needs to be
considered; this is the case of extreme rarity in input nevertheless leading to
robust judgments of acceptability (the exact opposite of what conservative
learning would expect). Just such a case is illustrated in the first example in
Section 7.4 below.

7.2.5 The narrow range of provisional non-target grammars

The acquisition of intricate domain-specific knowledge on the basis of hap-
hazardly presented input, the discovery of needles in the linguistic haystack,
and the bankruptcy of the stimulus are all cases of the general POS pro-
viding learnability-theoretic evidence (when coupled with the “no nega-
tive evidence” dictum) for UG. However, there is yet another kind of POS
problem that developmental linguists have documented. Since the pioneer-
ing work of Brown (1973), it has been well understood that during early
childhood, children are not taking “pot shots” at producing adultlike utter-
ances and simply missing the mark much of the time. Rather, children
pass through a series of developmental stages, before ultimately attaining
a grammar essentially indistinguishable from that of the ambient speech
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community. Each developmental stage is a grammar, perhaps a grammar
that is not identical to the grammar of the input-providers, but a grammar
nevertheless.

Of interest here is the range of the provisional non-target grammars that
children entertain during this developmental period. First of all, from the
earliest discernible point, these provisional grammars appear to conform
to the format of adult grammars (e.g. with respect to phrase structure,
null elements, movement, etc.). Secondly, they exhibit the same sorts of
restrictions as adult grammars.® Thirdly, and perhaps most intriguingly, in
some cases children whose input is generated by a particular adult grammar
will provisionally exhibit, in a given domain, the properties of a distinct
adult grammar.

Consider the case of Lucernese Swiss German, the acquisition of which
was studied by Schénenberger (1996, 2001). Like other varieties of German,
Lucernese is a subject—object-verb (SOV) language with verb second (V2) in
main clauses; but in embedded clauses with an overt complementizer, the
finite verb appears in final position (i.e. not in V2 position), as schematized
in (17).

(17) a. ...complementizer S X V[, finite]
b. *...complementizer V[ifinite S X
c. *...complementizer S Vi fnite] X

Thus none of the input to which Lucernese-acquiring children are exposed
will display the surface patterns in (17b) or (17c).

However, in a longitudinal study of the spontaneous production of two
monolingual Lucernese children, Schonenberger finds that their provisional
grammar differs from that of adult Lucernese speakers in a very precise way.
While their finite verb placement in main clauses is targetlike (respecting
V2), their verb placement is not targetlike in embedded clauses. Specifically,
in the total 801 utterances that require the finite verb in the embedded
clause to be in final position (17a), the two children produce this pattern
only 5.6 percent of the time (45/801). Instead their utterances correspond
to the ungrammatical patterns in (17b) and (17¢) and this continues well
into their fifth year of life. Two example utterances are provided in (18)
and (19).

(18) Chasch mer achli Gift geh, dass werdet mini Ohre au

can me some poison give that turn my ears also
bru. (cf. (17b))
brown

“You can give me some poison so that my ears turn brown too.”
(Target Lucernese: Chasch mer achli Gift geh, dass mini Ohre au bru
werdet.) (from Schonenberger 1996: 665 (28))
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(19) Wenn si macht es Gschenk de torf i nid ine. (cf. (17¢))
when she makes a present then may I not inside
“When she makes a present then I am not allowed to go into her
room.”
(Target Lucernese: Wenn si es Gschenk macht de torfi nid ine.)
(from Schonenberger 1996: 666 (30))

What the two children do is clearly in disregard of their input: they require
what is impossible in the target language and they disallow what is required.
Nevertheless, this aspect of the provisional grammar they have created is
manifested in other languages, such as Kashmiri (i.e. an SOV language with
V2 in both main and embedded clauses).

This state of affairs represents yet a distinct type of the POS phenomenon.
From one perspective, at an early stage of development, the input is suffi-
cient to trigger a natural language grammar but not necessarily the gram-
mar underlying the ambient language. However, from a complementary
perspective, there is a remarkable “incommensurability of knowledge to
evidence” - to use a phrase suggested by Thomas (2002: 65) to replace the
easily misunderstood notion “poverty of the stimulus.”

7.3 Misunderstandings surrounding the POS

7.3.1 Universal Grammar vs. universals of language

Universal Grammar, at least in the sense of the term within generative gram-
mar, is neither a grammar of all the world’s languages nor a collection of
properties found in all human languages. Rather, what the content of UG
provides is the hypothesis space within which grammatical development is
permitted to proceed. It is the subdoxastic knowledge that learners bring
to the task of language acquisition. Logically, UG must simultaneously be
sufficiently permissive to allow the acquisition of the grammatical proper-
ties attested in any natural language and sufficiently restrictive to account
for the full range of POS types illustrated by the phenomena outlined in
Section 7.2. A simple demonstration that a particular linguistic property
found in many of the languages of the world is not found in a particu-
lar language would not undermine any already established POS phenom-
ena. Thus, such a demonstration could not undermine the empirical and
logical foundations of the argument for the existence of UG from the
POS.

7.3.2 Learnability problems vs. specific solutions

The existence of POS problems is the primary motivation for the postulation
of the existence of UG. We understand the central project of generative
grammar to be the investigation of the content of UG. This project had its
origin in the 1950s and in the early 1960s in the work of Noam ChomsKy, his
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students and a handful of linguists influenced by this work. However, since
that time, a number of different models of UG and a myriad of highly specific
hypotheses have been proposed and tested; some have been continuously
refined, while others have been abandoned. In many cases, the abandoned
hypotheses proved too restrictive to allow for the grammatical properties
of languages studied at a later time. In other cases, specific hypotheses
were abandoned because their explanatory force was subsumed under a
later set of hypotheses within a model with greater theoretical simplicity
and/or broader empirical coverage. Neither the larger models of UG (i.e.
the specific theories or frameworks of UG such as the Standard Theory, the
Extended Standard Theory, the Principles and Parameters framework, the
Minimalist Program) nor the specific hypotheses (e.g. Strict Cyclicity, the Wh-
island Constraint, the Null Subject Parameter, the Minimal Link Condition)
should be confused with UG. They are provisional attempts at capturing
aspects of UG. Empirically falsifying a particular hypothesis about formal
properties of UG in no way invalidates the existence of the POS problems
that form the basis for claiming that UG exists.

7.3.3 Not all linguistic phenomena have (equally) probative value
A third area of common misunderstanding regarding the argument from
the POS concerns the strength of arguments that can be made from various
linguistic phenomena. Schwartz and Sprouse (2000) argue that the most
compelling arguments for the role of UG in L2 acquisition are based in
demonstrations of the most severe POS problems, not merely in phenomena
that are compatible with current technical views of what UG allows. In the
study of L1 acquisition, it is also true that not all linguistic phenomena have
(equally) probative value.

Pullum and Scholz’s (2002) attempted refutation of the POS in the realm
of language is a relevant case in point. Essentially a target article in an issue
of The Linguistic Review, Pullum and Scholz’s paper appeared together with a
set of (mostly critical) commentaries as well as Scholz and Pullum’s (2002)
reply. Here we wish to focus solely on the issue of the nature of the linguistic
phenomena on which these two authors focus.

Pullum and Scholz provide a review of four specific linguistic phenom-
ena in English, aspects of which the literature has presented as cases of
POS problems (plurals in the first constituent of Noun-Noun compounds,
sequences of auxiliary verbs, one-anaphora, and auxiliary fronting in inter-
rogatives with a main-clause subject containing a relative clause (on this last
phenomenon, see Sections 7.2.2 and 7.2.3 above)) and attempt to show that
in each instance a purely data-driven approach to L1 acquisition is adequate
and therefore that the conclusion of linguistic nativism drawn by others
is falsified.* Claiming that the issue of the availability of negative evidence
to children is of no direct relevance to the evaluation of arguments from
the POS for language acquisition (see, e.g., 2002: 15-17), Pullum and Scholz
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consistently and explicitly refuse to address any and all bankruptcy-of-the-
stimulus problems associated with the phenomena they have selected.’
Furthermore, Pullum and Scholz present a five-step procedure for docu-
menting and assessing “‘the argument from the POS’ (henceforth “APS”)”
(2002: 15):

(20) Pullum and Scholz’ (2002: 19 (4)) APS specification schema

a. ACQUIRENDUM CHARACTERIZATION: describe in detail what is
alleged to be known.

b. LACUNA SPECIFICATION: identify a set of sentences such that if
the learner had access to them, the claim of data-driven learning
of the acquirendum would be supported.

c. INDISPENSABILITY ARGUMENT: give reason to think that if learn-
ing were data-driven[,] then the acquirendum could not be learned
without access to sentences in the lacuna.

d. INACCESSIBILITY EVIDENCE: support the claim that tokens of sen-
tences in the lacuna were not available to the learner during the
acquisition process.

e. ACQUISITION EVIDENCE: give reason to believe that the acquiren-
dum does in fact become known to learners during childhood.

We see this schema as methodologically and conceptually flawed. Method-
ologically, (20d) requires that one support a claim that perfectly grammati-
cal sentences are unavailable to children, and it is clear that for Pullum and
Scholz, “available to the learner during the acquisition process” means that
someone somewhere has uttered such a sentence in a context in which a
child might have been listening. However, it is virtually impossible to docu-
ment non-occurrence, thatis, that children never hear tokens of well-formed
sentence patterns. The mere absence of tokens of a sentence type from any
given corpus can never serve as documentation that such sentences are
“unavailable to the learner.” Conceptually, adhering to steps (20b)-(20d)
makes sense only if the “lacuna” pertains to positive evidence alone. This
can have an application for the phenomena discussed in Sections 7.2.1 and
7.2.2, but not for phenomena with the degree of stimulus impoverishment
illustrated by the cases in Sections 7.2.3 and 7.2.4 (see below for additional
comparable phenomena in the L2 context). In cases like those in Sections
7.2.3 and 7.2.4, the whole point is that the crucial lacuna in the evidence
is the specification of the impossibility of sentence patterns or of sentence-
meaning pairings, logically possible ones in the case of 7.2.3 and logically
expected ones in the case of 7.2.4.

In sum, complex and rare phenomena pose comparatively soft POS prob-
lems. Demonstrations that rare phenomena are attested in corpora do not
vitiate the need for the postulation of UG to account for the successful
acquisition of the knowledge that certain logically possible and (of even
more probative value) logically expected sentence patterns and sentence-
meaning pairings are in fact ungrammatical.
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7.4 A comparison of the POS in native vs. non-native
language acquisition

One of the central concerns of generative approaches to second language
acquisition is the extent to which interlanguage grammars are constrained
by UG. This issue is inherently interwoven with the question of what role(s)
the L2 learner’s (L2er’s) native language grammar plays in non-native lan-
guage acquisition, on the assumption that the L1 grammar is constrained
by UG. Thus, a number of logical possibilities arise. It could be that UG
is not at all involved in (adult) L2 acquisition, and that native grammars
and interlanguage grammars are thus fundamentally different, cut from
ontologically distinct cognitive cloth. Another possibility is that UG fully
restricts language acquisition in adults, just as it does in (at least young)
children. (This possibility is in principle compatible with a range of hypothe-
ses about the role of the L1 grammar in the initial state of interlanguage
development.) Yet another possibility is that UG is selectively impaired in
(adult) non-native language acquisition, such that some, but not all, of its
restrictions apply. One more hypothesis in the literature is that only those
principles of UG which are instantiated in the L1 grammar play a role in
(adult) L2 acquisition.

Schwartz and Sprouse (2000) argue that the most secure basis for dis-
tinguishing among these hypotheses is to investigate the existence of POS
problems in L2 acquisition. Many asymmetries that are attributable to UG
are already present in the L2er’s L1 grammar, but the target language may
instantiate new ones that are not. Given the logical possibility that only
those principles of UG which are instantiated in the L1 grammar play a role
in L2 acquisition, only a demonstration of the acquisition of the UG-based
asymmetries not present in the L1 (and for tutored learners, not the object
of instruction) constitutes a clear piece of evidence for full UG involvement
in (adult) non-native language acquisition.

Our first illustration of this concerns the L2 acquisition of a particularly
subtle and complex restriction on word order in German. German is an
(underlyingly) SOV language with V2 in main clauses. Consider the examples
in (21).

(21) a. Ich glaube, dass Peter gestern den Wagen repariert hat.
I  believe that Peter yesterday the car repaired has
“I think that Peter repaired the car yesterday.”

b. Peter hat gestern den Wagen repariert.
Peter has yesterday the car repaired
“Peter repaired the car yesterday.”

c. Gestern hat Peter den Wagen repariert.
yesterday has Peter the car repaired
“Yesterday Peter repaired the car.”



Generative approaches and the poverty of the stimulus

153

d. Den Wagen hat Peter gestern repariert.
the car has Peter yesterday repaired
“The car, Peter repaired yesterday.”

Example (21a) illustrates an embedded clause introduced by the comple-
mentizer dass “that,” where the finite verb hat “has” obligatorily appears
in clause-final position. The next three examples illustrate main clauses,
where the finite verb appears as the second constituent, preceded by the
subject (21b), an adverbial (21c), and the DO (21d). On traditional genera-
tive accounts of German word order, the fronted XPs in these examples are
assumed to move to the Spec,CP position, and this movement is known as
topicalization.

In addition to topicalization, German also allows (under appropriate
semantic and discourse conditions) the leftward movement of DOs, as illus-
trated in (22).

(22) a. Ich glaube, dass Peter schon den Wagen repariert hat.
I  Dbelieve that Peter already the car repaired has
“I think that Peter has already repaired the car.”

b. Ich glaube, dass Peter den Wagen schon repariert hat.
I  Dbelieve that Peter the car already repaired has

c. Ich glaube, dass den Wagen Peter schon repariert hat.
I  Dbelieve that the car Peter already repaired has

In (22a) the DO den Wagen “the car” occupies its underlying position to the
immediate left of the verb reparieren “repair.” In (22b) den Wagen has moved
to the left of the adverb schon “already,” while in (22c) it has moved to the
left of the subject Peter. This movement is known as scrambling.

Of further interest here is that both topicalization and scrambling
can target infinitival complements, as illustrated in (23) and (24),
respectively.

(23) a. Peter hat schon [den Wagen zu reparieren] versucht.
Peter has already the car to repair tried
“Peter has already tried to repair the car.”

b. [Den Wagen zu reparieren| hat Peter schon versucht.
the car to repair has Peter already tried
“To repair the car, Peter has already tried.”

(24) a. Ich glaube, dass Peter schon [den Wagen zu reparieren]
I  Dbelieve that Peter already the car to repair

versucht hat.
tried has
“I think that Peter has already tried to repair the car.”
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b. Ich glaube, dass Peter [den Wagen zu reparieren| schon
I  believe that Peter the car to repair already

versucht hat.
tried has

c. Ich glaube, dass [den Wagen zu reparieren| Peter schon
I  believe that the car to repair Peter already

versucht hat.
tried has

d. Peter hat schon [den Wagen zu reparieren] versucht.
Peter has already the car to repair tried
“Peter has already tried to repair the car.”

e. Peter hat [den Wagen zu reparieren| schon versucht.
Peter has the car to repair already tried
“Peter has already tried to repair the car.”

In (23a) the infinitival phrase [den Wagen zu reparieren] “to repair the car”
appears to the immediate left of versuchen “try,” while in (23b) it appears
in topicalized (clause-initial) position. The examples in (24) show that in
a dass-clause, the infinitival phrase can appear in its underlying position
immediately to the left of the verb versuchen (24a) or in either of the two
scrambled positions, immediately to the left of the adverb schon (24b) or to
the left of the subject Peter (24c). Examples (24d) and (24e) illustrate infinitival
phrases in underlying and scrambled positions, respectively.

The focus of our interest, however, is not simply the existence of “intact”
topicalization and “intact” scrambling illustrated above, but the interaction
of these movement operations. That is, in principle, it is possible to move YP,
asubpartofa constituent (for example, the DO contained within an infinitive
phrase), to the left and then to move XP, what remains of that constituent, by
another instance of leftward movement. This multi-part operation is known
as remnant movement, schematized in (25).

(25) Remnant movement in German

i

[XPtYP] ... YP ... txp

(from Hopp 2005: 38 (5))

However, such remnant movement is only possible when the two instances
of movement are of distinct types (Miiller 1996, 1998). For instance, remnant
topicalization after scrambling is allowed, but not remnant scrambling after
scrambling. This is illustrated in the paradigm in (26).

(26) a. Intact Topicalization (=23b)
[Den Wagen zu reparieren|; hat Peter schon t; versucht.
the car to repair has Peter already tried
“To repair the car, Peter has already tried.”
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b. Intact Scrambling (=24c)
Ich glaube, dass [den Wagen zu reparieren]; Peter schon
I  Dbelieve that the car to repair Peter already
t; versucht hat.
tried has
“I think that to repair the car, Peter has already tried.”

c. Remnant Topicalization (after scrambling)
[t; Zu reparieren], hat Peter [den Wagen]|; schon t; versucht.
to repair has Peter the car already tried
~“Repairing Peter already tried to do to the car.”

d. Remnant Scrambling (after scrambling)
*Ich glaube, dass [t; zu reparieren]|, Peter [den Wagen];
I  believe that to repair Peter the car
schon t, versucht hat.
already  tried has

Examples (26a) and (26b) repeat examples of the intact topicalization and
intact scrambling of the infinitival phrase [den Wagen zu reparieren] already
discussed above as (22b) and (24c), respectively. In (26c), the DO den Wagen
is first scrambled out of the infinitival phrase, and the resulting remnant
phrase [t; zu reparieren] is then topicalized. However, after the same initial
scrambling of the DO in (26d), subsequent scrambling of the remnant phrase
results in ungrammaticality.

As discussed by Schreiber and Sprouse (1998) and Hopp (2002, 2005), acquir-
ing the distinction between the grammaticality of remnant topicalization
and remnant scrambling appears to represent a severe POS. Granting for
the sake of argument that language acquirers have a principled distinction
between topicalization and scrambling as well as a principled distinction
between intact movement and remnant movement, consider the cells of a
table (similar to the ones discussed in Section 7.2.4) that could be compiled
on the basis of sentences in the primary linguistic data, as in (27).

(27) Remnant movement
Intact movement (after scrambling)
topicalization yes yes
scrambling yes

Natural analogical extension would lead to the prediction that remnant
scrambling should be possible as well, as in (28).

(28) Remnant movement
Intact movement (after scrambling)
topicalization yes yes

scrambling yes yes
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However, this does not reflect the intuitions of native German speakers when
they are (typically to their amusement) asked whether sentences like (26d)
are possible. The actual summary of their intuitions is sketched in (29).

(29) Remnant movement
Intact movement (after scrambling)
topicalization yes yes
scrambling yes no

Schreiber and Sprouse (1998) and Hopp (2002, 2005) address the question
of whether adult native speakers of English, a language which lacks scram-
bling, (can) come to have knowledge of the distinctions between grammati-
calvs. ungrammatical words orders of the type in (29). If they do, they reason,
this provides evidence for the continued role of UG in adult L2 acquisition.
The logic here parallels that presented earlier for bankruptcy-of-the-stimulus
problems but with the added twist of necessarily taking into consideration
the grammatical properties of the L1.

For German natives, the grammaticality distinctions of the kind in (29)
pose a POS problem. There is no doubt that tokens of intact topicalization
and scrambling of non-complex XPs are aplenty in the language surrounding
learners. However, as Hopp notes, citing work by Bornkessel, Schlesewsky
and Friederici (2002), Hoberg (1981) and Schlesewsky, Fanselow, Kliegl and
Krems (2000):

[Clorpus studies demonstrate that the noncanonical word orders, in par-
ticular scrambling of complex XPs and remnant movement, are highly
infrequent in spoken and written German...The relative statistical dif-
ference between infrequent sentences and non-occurring ungrammatical
sentences is thus very small. Therefore, observing the relative discourse fre-
quency of noncanonical orders is unlikely to lead to a reliable distinction
between rare licit and non-instantiated illicit sentences. (Hopp 2005: 42)

In other words, the source of this knowledge is not external to the learner
(i.e. not in the input), which leaves as the source an internal one. UG is an
excellent candidate for this source, since the explanation for the phenom-
ena seems to implicate categories (e.g. constituents), operations (e.g. distinct
movement types) and a restriction (no remnant movement involving move-
ments of the same type - or a functional equivalent to this) that pertain only
to language.

The same conclusion would hold of L1-English speakers acquiring German,
if they, too, come to make this distinction between possible and impossible
orders, but with two important extra steps: (i) in light of the absence of
scrambling in English, knowledge of such word-order impossibilities cannot
stem from the L1 grammar; (ii) additionally, German language instruction
does not touch upon grammaticality contrasts of the kind in (29). With these
two potential sources of knowledge excluded, this brings the L1-English L2er
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of German back into essentially the same learning scenario (in this domain)
as that of the L1-German acquirer, set out above.

And indeed, Schreiber and Sprouse (1998) found that advanced English-
German L2ers displayed knowledge of the distinctions sketched in (29) on
a paper-and-pencil contextualized acceptability judgment task. Hopp (2002,
2005) likewise found that intermediate to very advanced L1-English L2ers
of German also make the relevant distinctions. Hopp’s experiment signif-
icantly extended this inquiry to include additional paradigms of possible
and impossible (remnant) movement in German. Critical items (and fillers),
following discourse-favorable contexts, were presented bimodally, in writ-
ing and recordings (wWhere intonation naturalness was highly controlled, for
both grammatical and ungrammatical items), and participants judged test
sentences for acceptability. Hopp’s main finding is that, like native Germans,
native English-speaking L2ers of German reliably make the same relative
distinctions between grammatical and ungrammatical orders, at the group
level and the individual level. In sum, the results offer solid evidence of
targetlike adult L2 acquisition under POS, thereby implicating UG.

Non-native language acquisition also poses a qualitatively different POS
problem in certain cases, one not faced by children acquiring their native
language. L2ers may well be confronted with a target language that does not
license something that their L1 licenses. In other words, the target language
(in this domain) is more restrictive than the L1. In this configuration -
on the assumption that learners approach non-native language acquisition
from the perspective of their L1 (i.e. the L1 grammar is the initial state of L2
acquisition) - the learnability problem facing L2ers is coming to know that
what is allowed in the L1 is not allowed in the target language without there
being direct evidence for the restriction.

Precisely this kind of L2 learnability problem is tackled in the work by
H. Marsden (2004, 2009) on the L2 acquisition of interpretive (im)possibilities
in Japanese doubly quantified sentences. As shown in (30), both Japanese and
English allow sentences with multiple quantifiers.

(30) a. Dareka-ga dono hon-mo yonda
someone-NOM every book-pRT read
“Someone read every book.”

b. Someone read every book.

The possible interpretations of such sentences differ between the two lan-
guages. Both languages allow the subject-wide scope interpretation sketched
in (31a), whereas English, but not Japanese, also allows the object-wide scope
interpretation sketched in (31b).

(31) a. There is some person x such that x read every book.
b. For each book y, some person read y.

The learnability issue at stake here is whether English speakers (can) come
to know that Japanese sentences of the type in (30a) are restricted to the



158

BONNIE D. SCHWARTZ AND REX A. SPROUSE

subject-wide scope interpretation. Moreover, in order to establish that this
is an L1-induced POS problem, one first needs to know whether English
speakers of lower Japanese proficiency do erroneously allow sentences like
(30a) to have both interpretations of (31), as English speakers do for (30b).

The results of Marsden’s (2004, 2009) research attest to both these out-
comes. She tested intermediate-level and advanced-level L1-English L2ers
of Japanese on the interpretation of doubly quantified sentences using a
picture-sentence truth-value judgment task. Participants were first shown
drawings depicting either a scene where one person performed a given
action on every object (cf. the meaning in (31a)) or a scene where several
people each performed the same action on their own object (cf. the meaning
in (31b)); a sentence was then presented both in writing and in a recording
(with natural, neutral stress), and participants judged whether it accurately
captured the meaning conveyed in the drawing. Marsden finds that while
intermediate L2ers associate both subject-wide scope and object-wide scope
interpretations to sentences of type (30a), just as the native controls do on
the English version of the task with sentences of type (30b), (a subset of)
advanced L2ers consistently limit their interpretation to only subject-wide
scope as the Japanese natives do. Given that direct evidence for this narrow-
ing of interpretation comes neither from input nor from language instruc-
tion, this is another instance of overcoming bankruptcy of the stimulus in
adult L2 acquisition, arguing for the continued operation of UG.®

7.5 Summary and conclusion

The aim of this chapter has been to discuss the concept poverty of the stimulus
as related to language acquisition, explain why its status remains key to the
generative enterprise and elaborate on the probative value of different types
of POS phenomena for both L1 and L2 research. We end by emphasizing
that it is in fact arguments from the bankruptcy of the stimulus that are
the most compelling for concluding that in the task of language learning,
humans - including L2 adults - are constrained by innate language-specific
knowledge. As Joseph Emonds (p.c., class lectures 1998) expressed it, one of
Noam Chomsky’s most enduring contributions to linguistics is the system-
atic inclusion of sentences with asterisks. In our view, it is those data that
best exemplify the POS.



Learner-internal
psychological factors

Jean-Marc Dewaele

8.1 Introduction

A familiar question among second language learners and second language
teachers is why the learning process is a such struggle, leading to limited
proficiency for some learners, while others in the same situation seem to
breeze through and attain high levels of proficiency in the L2. Instinctively,
learners and teachers believe that the cause must be psychological, and
that some hidden internal characteristic of the L2 learner predetermines a
more or a less successful outcome. Much of the early research in individual
differences in SLA has tried to unearth a single source of these differences in
order to establish the profile of the good language learner (Naiman, Fréhlich,
Stern and Todesco 1978; Rubin 1975). This quest has turned into a search
for the holy grail for “researchers, like [King] Arthur’s knights, stumbling
through the night, guided by a stubborn belief that something must be
there, glimpsing tantalizing flashes of light from a distance, only to discover
that their discoveries looked rather pale in the daylight” (Dewaele 2009a:
625).

While the search for psychological independent variables in SLA contin-
ues, more and more researchers accept that a dynamic perspective is neces-
sary, acknowledging the complex interplay of independent variables in SLA
(Dewaele and Furnham 1999; Dérnyei 2009a, b; Dornyei and Ushioda 2009).
The learner’s psychological profile may play a role, but only in a particu-
lar context. Learners have unique previous histories that may, for example,
determine their reaction to an L2 class and shape their future trajectories.
Research on variation in L2 learners’ performance at a given time and in their
progress as learners and users has identified a wide range of factors linked to
the individual’s language learning history, his/her current linguistic prac-
tices and particular language constellation, and the educational context
and the wider sociopolitical context. The driving force behind individual
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difference research is thus the quest to identify the interaction between
learners’ internal psychological characteristics and external factors. Doing
so successfully might bring us closer to a Grand Unified Theory of Individual
Differences (Dewaele 2009a: 625).

Personality psychology has been a source of inspiration for SLA researchers
looking for variables that could be linked to various aspects of L2 learning
and production. However, research on SLA and personality presents some
obstacles, which might explain why - as we shall see - there are relatively
few researchers working in this area. One problem facing both linguists and
psychologists is finding an appropriate level of analysis for both the person-
ality and the language variables (Furnham 1990: 92). There is an absence
of:

parsimonious, consistent, fruitful theories described specifically for, or
derived from, the personality markers of speech...the theories that do
exist are frequently at an inappropriate level - too molecular in that they
deal specifically with the relationship between a restricted number of
selected variables or too molar in the sense that by being overinclusive
they are either unverifiable or unfruitful in the extent to which they
generate testable hypotheses.

Linguists might feel confused by the multiplicity of theories in the field of
personality research, and have difficulty accessing the personality question-
naires because they are usually not available in the general domain. The few
researchers who have ventured into this area of research have combined a
wide variety of independent and dependent variables, often defined differ-
ently from study to study, which has produced mixed results and makes the
interpretation of the findings difficult (Dérnyei 2005).

The present chapter is organized as follows: I will start by briefly review-
ing the main findings in SLA research on attitudes and motivation, which
could be described as a combination of learner-internal and learner-external
factors. As this area of inquiry is vast, I will restrict myself to the major devel-
opments, without going into the specifics of individual studies (see Dérnyei
and Ushioda 2009 for an excellent overview). I will then look at the SLA
literature on learner-internal characteristics and focus on language talent
and aptitude, working memory and short-term memory, and the transfer of
first language skills to the L2. In the third and final section I will look in
some detail at studies that have linked language production with personal-
ity traits: four so-called super-traits (Extraversion (which has attracted most
attention in SLA research), Neuroticism, Conscientiousness and Openness-
to-Experience) and two so-called lower-order personality traits connected to
Foreign Language Anxiety (FLA, Trait Emotional Intelligence and Perfection-
ism). Finally, I will propose some tentative conclusions about the role of
psychological factors in SLA research.
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8.2 Language attitudes and motivation

SLA researchers point to concepts such as motivation (including attitude),
investment or desire as being at the heart of success in foreign language
learning. Yet these are not stable personality traits, as they might appear
and disappear, even over a short time span. The work of Gardner and Lam-
bert (1972) and Gardner (1985) is generally considered to be the seminal
work in SLA (MacIntyre 2007). To begin with, Gardner (1985) defines attitude
as “an evaluative reaction to some referent or attitude object, inferred on
the basis of the individual beliefs or opinions about the referent” (1985: 9).
Attitudes form part of language learning motivation, which is defined as
“the combination of effort plus desire to achieve the goal of learning the
language plus favorable attitudes toward learning the language” (Gardner
1985: 10). Gardner’s socio-educational model is grounded in the social envi-
ronment: it articulates the impact of larger social forces such as intergroup
attitudes, cultural identification and familial influence on the L2 learning
process (Gardner 1985, 2010; MacIntyre, Clément, Doérnyei and Noels 1998).
Learners’ motivation and levels thereof do not emerge in a vacuum; they
originate, are influenced and are maintained by attitudes towards the learn-
ing situation and so-called integrative orientation, i.e. that which reflects
“a sincere and personal interest in the people and culture represented by
the other group” (Gardner and Lambert 1972: 132), which, combined with
“favorable attitudes toward the language learning situation and a height-
ened motivation to learn the language” (Gardner 2010: 202) is argued to
lead to better results in the L2 compared to peers with lower levels of
integrativeness.

Motivation can also be supported by so-called instrumentality, i.e. “con-
ditions where the language is being studied for practical or utilitarian pur-
poses” (Gardner 2006: 249). Learners with high levels of instrumental orien-
tation or motivation also tend to score better than those with lower such
levels on L2 proficiency measures (Gardner 2006). It is the integrative motiva-
tion concept that has been most hotly debated in discussions on motivation
with some researchers defending a strong version of the concept, namely
social identification and integration and others defending a weak version,
namely a sense of affiliation and interest.

Ideally, motivation should explain why a given person opts for certain
actions, and how long and how hard that person is willing to persist at
certain activities (Dornyei and Skehan 2003: 614). Yet after three decades
of research on motivation, Dornyei (2001: 2) noted that it is “one of the
most elusive concepts in the whole of social sciences” because it is a multi-
faceted, complex and composite construct: some components are more
traitlike and others are more statelike and situation-specific (Dérnyei
2006: 50).! In the 1990s, a number of researchers had already started
challenging aspects of Gardner’s model, defending a more situated approach
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to the study of motivation (Crookes and Schmidt 1991; Dornyei 1994; Oxford
and Shearin 1994). Doérnyei argued for a stronger focus on the influence of the
immediate learning context on learners’ overall disposition and the effect
of this motivation on concrete learning processes within a given classroom
context (Doérnyei 1994). Towards the end of the 1990s, Dérnyei drew closer
attention to the temporal/process aspects of motivation (Doérnyei and Otto
1998) and later presented motivation as a “dynamic system that displays
continuous fluctuation, going through certain ebbs and flows” (Ddrnyei
2006: 51).

Since the mid 2000s, Dornyei has turned to new approaches to attitudes
and motivation, abandoning Gardner’s concept of integrativeness. This was
prompted by the realization that the concept of integrative orientation is
hard to apply when there is no specific group of speakers (Ushioda and
Dornyei 2009: 3), and that at least for English as a global lingua franca, it
no longer belongs to the different groups of native speakers of English. An
alternative interpretation would be that the recognition of English’s role
as a lingua franca did not fit conventional understandings of integrative-
ness and came as a result of continued efforts to reconsider integrativeness,
rather than being the spur for those efforts. Ushioda and Dornyei point to
Yashima’s (2002) revised notion of integrativeness, namely “international
posture,” as being better adapted to the new status of English. She defines
it with reference to Japanese learners of English as “interest in foreign or
international affairs, willingness to go overseas to stay or work, readiness to
interact with intercultural partners, and . .. openness or a non-ethnocentric
attitude toward different cultures” (Yashima 2002: 57). Kormos and Csizér
(2008) conclude that integrativeness is also a problematic construct in Hun-
gary, where very few learners have direct contact with native speakers of
English and instead learners’ attitudes and motivation are shaped through
media products and through the perceived importance of contact with for-
eigners (Csizér and Kormos 2008).

Dornyei and colleagues have drawn on the psychological theory of “pos-
sible selves” to focus more on the learner’s self-concept and identification
aspects (Csizér and Dornye 2005; Dornyei 2005). A learner imagines an Ideal
L2 Self, which is the representation of all the attributes that that person
would like to possess, including the mastery of an L2. The learner also devel-
ops an Ought-to L2 Self, having the attributes that that person believes one
should possess. L2 motivation can then be seen as the desire to reduce the
perceived discrepancies between the learner’s actual self and his/her ideal
or ought-to L2 selves: “A basic hypothesis is that if proficiency in the target
language is part and parcel of one’s ideal or ought-to self, this will serve as a
powerful motivator to learn the language because of our psychological desire
to reduce the discrepancy between our current and possible future selves”
(Ushioda and Dornyei 2009: 4). Motivation is also linked to a third dimension,
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L2 Learning Experience, which concerns situation-specific motives related
to the immediate learning environment and experience (Dérnyei 2006).

While most work on attitude and motivation has been carried out with
a cross-sectional design using quantitative methodology, some researchers,
such as Ushioda (2001), have carried out longitudinal qualitative studies.
The latter have shown that motivation for learning a foreign language is
linked to various dimensions such as academic interest, language-related
enjoyment, desired levels of L2 competence, personal goals, positive learn-
ing history, personal satisfaction, feelings about countries or people where
the L2 is spoken as well as to external pressures. Ushioda (2001) thus sees
motivation not as a cause or the product of specific learning experiences
but rather an ongoing, dynamic process. Indeed, learners’ preferences for
specific teachers or methods can affect their motivation over a period of
years and the need for more such longitudinal research into motivation has
been noted by Woodrow (2012). Woodrow thus argues that “to get a deep
insight into the dynamic and shifting nature of motivation longitudinal and
in-depth qualitative studies are necessary.” In addition, successful L2 learn-
ers typically engage more often in intrinsic motivational processes, rather
than being externally regulated by the teacher. They take control of their
affective learning experience, see themselves as agents of the processes that
shape their motivation to sustain their involvement in language learning
(Ushioda 2001, 2008). This finding echoes Rubin’s (2008) observation that the
good language learner is able to self-manage. Less successful learners focus
more on external incentives and blame factors beyond their control for their
lack of progress (Ushioda 2001, 2008). A related concept is self-efficacy, i.e.
people’s beliefs in their capabilities to perform in ways that give them some
control over events that affect their lives (Bandura 1999). Self-efficacy has
been described as an important component of motivation (Hu and Reiterer
2009; Ushioda 2012).

Several researchers working in the postmodernist tradition have criticized
traditional social psychological L2 motivation research (see also Chapter 11,
this volume). Norton (2000: 4) argues in favor of a comprehensive theory
of identity that integrates the language learner and the language learning
context. She proposes the notion of investment of learners in an L2, their
effort being sustained by the understanding that the acquisition of a wider
range of symbolic and material resources will enhance their cultural capital,
their identity and their desires for the future. Pavlenko (2002) has criticized
the monolingual and monocultural bias of social psychological approaches
to L2 motivation which imply a view of the world in terms of “homogeneous
and monolingual cultures, or in-groups and out-groups, and of individuals
who move from one group to another” (Pavlenko 2002: 279). Kramsch (2009a)
argues that more attention needs to be devoted to the subjective aspects of
SLA where for some learners the desire to learn a new language reflects
“the urge to escape from a state of tedious conformity with one’s present
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environment to a state of plenitude and enhanced power” (2009a: 14). Other
learners, however, have “a deep desire not to challenge the language of their
environment but to find in the foreign words a confirmation of the meaning
they express in their mother tongue” (2009a: 15).

Dewaele (2010: 132) reported the importance of random events in trigger-
ing the desire or motivation to learn a new language. The fictional character,
originally published in German in 2004 and in English in 2008, Raimund
Gregorius (in Pascal Mercier’s Night Train to Lisbon), a Swiss-German teacher
of Latin, ancient Greek and Hebrew with little interest in modern languages,
experiences such an unexpected trigger event one morning on his way to
school. A mysterious woman is about to jump off a bridge in the driving
rain. He manages to bring her to her senses and after a short conversation in
French, he finds out that she is a native speaker of Portuguese. The way she
pronounces “Portugués” enchants him: “The o she pronounced surprisingly
as a u; the rising, strangely constrained lightness of the é and the soft sh at
the end came together in a melody that sounded much longer than it really
was, and that he could have listened to all day long” (2008: 7). His infatuation
with Portuguese starts right there. He hones his nascent skills at home with
a record of a Portuguese language course, repeating “the same sentences
again and again to narrow the distance between his stolid enunciation and
the twinkling voice on the record” (2008: 22). His rapid progress triggers a
second epiphany: “Portugués. How different the word sounded now! Before
it had possessed the magic of a jewel from a distant inaccessible land and
now it was like one of a thousand gems in a palace whose door he had just
pushed open” (2008: 23). Gregorius takes the night train to Lisbon, where he
is forced to rely entirely on his beginner’s Portuguese in order to trace the
author of a book he bought earlier in his hometown. He controls his com-
municative anxiety in Portuguese and becomes both braver and wiser in the
process. His sudden passion for Portuguese could be described as a desire,
an investment, a high motivation, combined with a social and geographical
displacement. The enthusiasm at his new-found skills liberates him from
self-imposed limitation and alters his sense of self.

Postmodernists (and others) point out that moving to the target language
country is not sufficient in itself to boost learners’ language skills. For exam-
ple, the uniqueness of the study abroad experience is linked to very different
linguistic outcomes. Kinginger (2008, 2009) found that the huge interindi-
vidual differences in grammatical and sociolinguistic competence of her
American students’ after their stay in France were linked to material con-
ditions (lodged in dormitories with other foreign students or housed with
guest families) but also to their life histories, aspirations, commitment and
psychological factors such as gregariousness and selfimage.

In sum, postmodernist researchers reject what they perceive to be the sim-
plistic explanations of complex phenomena in SLA by social psychologists,
and they defend a more socially situated, emic perspective, where learners
are crucial witnesses of their own learning process over a period of time. It
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is this perspective that helps researchers understand individual differences
in language learning achievement.

One question that arises from the observation of large amounts of varia-
tion in levels of L2 motivation/investment is whether this is linked to nature
or nurture. Krashen (1981) argued in favor of nature, postulating that per-
sonality variables are linked to motivational variables under his Affective
Filter. Learners with an analytic orientation are expected to have a more
favorable attitude toward the general learning context and Krashen also
predicted that learners with an outgoing personality, high self-esteem and
low anxiety would be more successful in SLA (lowering the Filter). The latter
was confirmed by Ozanska-Ponikwia and Dewaele (2012). No link seems to
exist between L2 motivation and personality (Dewaele 2005b: 127), but it
is possible that some aspects of personality might make learners more or
less prone to experience a trigger event that might ignite a sudden passion
for a new language. Such an event could be the fortuitous encounter with a
speaker of a foreign language (such as Gregorius’ encounter with Portuguese
described above), or any cultural object that suddenly sparks an interest in
that language and culture.

8.3 Language talent and language aptitude

8.3.1 The talented L2 learner

Jilka (2009) notes that the idea that a certain talent is innate and therefore
reflected in a person’s biological makeup is relatively straightforward when
it refers to purely physical talent (see Chapter 20, this volume). However, the
idea that non-physical abilities such as L2 learning could be linked to the
brain is not as widely accepted, despite being a logical extension of this line
ofreasoning (Jilka 2009: 2). Do some people have a gift for languages? Dornyei
and Skehan (2003: 590) define language learning aptitude as a “specific tal-
ent forlearning...languages which exhibits considerable variation between
learners.” The problem is that compared, for example, to musical, logical or
spatial talent, foreign language talent consists of different independent lin-
guistic skills and cannot be measured by a single instrument (see Chapter 6,
this volume). Having language talent might involve a number of seemingly
unrelated cognitive factors that interact and determine a learner’s overall
capacity to master a second language (Dornyei 2006: 46). Language aptitude
in itself does not predict whether or not a person is able to learn a second
language, it merely predicts “the rate of progress the individual is likely
to make in learning” (Doérnyei 2006: 43) under optimal conditions. When
the conditions are good, learners with higher levels of talent or ability will
be more successful language learners (Gardner 2006: 241). Robinson (2002c)
has focused specifically on the interaction between an individual’s aptitude
(defined as the sum of lower-level abilities, so-called aptitude complexes,
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which can be grouped into higher-order cognitive abilities) and the learning
situation/conditions:

Profiling individual differences in cognitive abilities, and matching these
profiles to effective instructional options, such as types of pedagogic tasks,
interventionist focus on form techniques, and more broadly defined learn-
ing conditions, is a major aim of pedagogically oriented language aptitude
research. (Robinson 2002c: 113)

Robinson thus views L2 learning aptitude as a highly complex and dynamic
construct where clusters of learner variables interact with a range of L2
learning tasks and teaching techniques.

A number of neurobiologists in the late 1980s started looking for phys-
ical and chemical evidence of language talent in the brain of exceptional
language learners. Geschwind and Galaburda (1985), for example, linked
pathological (exceptional) language talent to the increased growth of partic-
ular brain areas (triggered by the delayed growth of others). Schneiderman
and Desmarais (1988) argued that superior neurocognitive flexibility is help-
ful in SLA because the system established for L1 must be bypassed by the
learner. To acquire L2 pronunciation, for example, learners need to bypass
established motor pathways in order to control articulatory movements.
Language talent has also been linked to specific brain anatomy or greater
brain plasticity in talented individuals (de Bot 2006). Mechelli et al. (2004)
and Golestani, Molko, Dehaene, LeBihan and Pallier (2006) have reported
physical differences between the brains of bilingual learners and those of
monolingual controls. Bilingual learners had greater grey matter density in
the inferior left parietal cortex, a region of the brain which has been shown
by functional imaging to become activated during verbal-fluency tasks. How-
ever, it is unclear whether this is the consequence of the learning of a new
language, or a pre-existing characteristic of the brain affecting aptitude.
Hu and Reiterer (2009) are confident that future brain imaging research on
the relationship between personality and language aptitude will “provide
the chance to directly map brain anatomy and activities onto psychological
phenomena” (2009: 102).

Other cognitive abilities may play a role in SLA. Slevc and Miyake (2006)
looked at the effect of musical ability on SLA. Their dependent variables rep-
resented four domains of L2 ability: receptive phonology, productive phonol-
ogy, syntax and lexical knowledge. The independent variables included age
of L2 immersion, patterns of language use and exposure, and phonological
short-term memory. The authors used hierarchical regression analyses to
determine if musical ability explained any unique variance in each domain
of L2 ability after controlling for other relevant factors. They found that
musical ability predicted L2 phonological ability (both receptive and pro-
ductive) even when controlling for other factors, but did not explain unique
variance in L2 syntax or lexical knowledge. L2 learners with musical skills
may thus only have an advantage in the acquisition of L2 sound structure.
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Nardo and Reiterer (2009) have also investigated the link between musical-
ity and phonetic language aptitude. Statistical analyses revealed significant
positive correlations between musicality and L2 productive phonetic tal-
ent (as measured by a pronunciation talent score) as well as the aptitude
for grammatical sensitivity (as measured by the Modern Language Aptitude
Test). The rhythm subscore, followed by the pitch discrimination score and
the self-evaluated singing scores correlated positively with all the language
measures.

8.3.2 Working memory and short-term memory

Dornyei (2005) has described the SLA research into the relationship between
working memory (WM) (which involves “the temporary storage and manip-
ulation of information that is assumed to be necessary for a wide range of
complex activities” (Baddeley 2003: 189)) and learning as “one of the most
promising current directions in language aptitude studies” (Dornyei 2005:
56; see also Chapter 6, this volume). Dérnyei (2005) singles out the verbal com-
ponent of Baddeley’s model of WM, namely the phonological loop, which
he considers “to be an ideally suited memory construct for SLA” (Dérnyei
2005:55). WM is typically operationalized as the ability to mentally maintain
information in an active and readily accessible state while concurrently and
selectively processing new information. Short-term memory (STM) is often
operationalized as a sort of static memory that holds information for a short
period of time (less than 20 seconds). It is the mechanisms of executive
control that differentiate WM from STM (Baddeley 2003).

Both Robinson (2003) and Skehan (1998) have concluded that memory
ability plays a crucial role in SLA after reviewing the literature on “good” to
“exceptional” language learners: “Exceptionally successful foreign language
learners consistently seem to be characterised by the possession of unusual
memories, particularly for the retention of verbal material” (Skehan 1998:
233). Indeed, capacity in WM is the central component of language aptitude
according to Miyake and Friedman (1998: 339). They point to the literature
showing a link between L1 WM capacity and both L2 WM capacity and L2 lan-
guage comprehension skills and acquisition. Their own empirical study with
native speakers of Japanese who were advanced learners of English showed
that a higher WM capacity was linked to the acquisition of appropriate lin-
guistic cues and better comprehension of complex sentence structures in the
L2 (1998: 361). Robinson (2002c) has also underlined the striking correlation
between WM capacity and L2 proficiency.

To illustrate how this works, we can refer to Biedron and Szczepaniak
(2009), who present a cognitive profile of “Ann,” a highly talented 21-year-
old trilingual Polish learner of Japanese. The results show particularly high
scores in the area of phonological, analytical and memory abilities. She did
not prefer any particular learning strategy but had very positive attitudes
towards Japanese, was highly motivated and she did not feel anxious, or
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inhibited when speaking a foreign language (2009: 15). Biedron (to appear)
then investigated the link between aptitude and WM-STM among Polish
foreign language learners. She compared the results of twenty-three high-
ability learners (who knew between three and ten languages) with the scores
of thirty-six first-year English students who had been learning English for
seven to ten years before university. The research revealed that STM and WM
scores of the highly able learners were significantly higher than those of the
first-year students. The differences were especially great for memory tests
based on linguistic material, in particular for the (Polish) WM test, which
could not be influenced by the knowledge of English. This suggests that
L1 aptitude might be transferable to the L2. Similarly, Towell and Dewaele
(2005) discovered significant positive correlations between speaking rate in
English L1 and speaking rate in the French L2 production of twelve stu-
dents before and after a period abroad. However, no significant relationship
emerged between shadowing rates (the percentage of text produced on the
recording that had been repeated by participants; linked to WM) in both
languages.

8.3.3 Transfer of L1 aptitude to L2

Oneinteresting avenue of aptitude research is the link between L1 and L2 lan-
guage aptitude. It seems that 13- and 14-year-old children who score highly
on verbal tests in their L1 do equally well in their L2, which could be evi-
dence of an innate aptitude for languages (Skehan 1989). However, Skehan
also emphasized that the L1 could only explain part of the variance because
aptitude also reflects the ability to handle decontextualized language mate-
rial. Dewaele (2007a) reported strong positive correlations between language
grades obtained by Flemish high-school students for the L1 (Dutch) and
their grades in the L2, L3 and 14 (French, English and Spanish). The same
individuals thus tended to get the highest scores in all language classes,
which could be related to cognitive or social factors, or to a combination of
both.

Sparks, Patton, Ganschow and Humbach (2009) defend the view that a
long-term crosslinguistic transfer from L1 to L2 exists. In this study the
authors investigated the relationship of L1 skills in primary school and L2
learning in secondary school. Fifty-four students from a rural school dis-
trict in the US were classified as high-, average-, and low-proficiency L2
learners (2009: 203). The three groups were compared on L1 achievement
measures of reading, spelling, vocabulary, phonological awareness and lis-
tening comprehension administered at ages 6, 8 and 10 (2009: 203). The L2
aptitude measures were word-decoding and spelling measures while the out-
come measures were oral and written L2 proficiency measures in Spanish,
French and German administered at the end of two years of L2 study (2009:
203). Results showed significant differences between the three proficiency
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groups in the L1 achievement measures, with the high-proficiency L2 learn-
ers exhibiting stronger L1 skills and L2 aptitude than the average- and low-
proficiency L2 learners. The authors conclude that: “students’ early L1 skills
are strongly related to their L2 learning several years later and...L1 skills
may be an important source of individual differences among L2 learners”

(2009: 226-27).

8.4 Personality traits

Personality traits “refer to consistent patterns in the way individuals behave,
feel and think” (Pervin and Cervone 2010: 228). They thus “summarize a
person’s typical behavior” (2010: 229). There is widespread agreement in the
psychological community that individual differences can be organized in a
simple coherent taxonomy consisting of five broad, bipolar dimensions, the
so-called Big Five (2010: 228). Participants who rate themselves in personality
questionnaires get scores on the various dimensions.

The dimensions are Extraversion vs. Introversion; Neuroticism vs. Emo-
tional Stability; Conscientiousness vs. Lack of Direction; Agreeableness vs.
Antagonism; and Openness to new Experience vs. Closedness (Pervin and
Cervone 2010: 262). Factors similar to the Big Five have been found in lan-
guages across the world and this has been interpreted by some psychologists
as evidence that “the Big Five personality structure is a human universal”
(2010: 265). Indeed McCrae et al. (2000) argue that the Big Five have a bio-
logical basis and are not influenced directly by the environment. However,
Pervin and Cervone (2010) point to studies that have demonstrated an effect
of sociocultural and historical changes on personality trait scores. It is not
entirely clear either whether “each and every individual in the population
possesses each of the five factors” (2010: 273).

Some personality questionnaires use “yes/no” feedback in response to a
statement such as “Can you get a party going?” or “Are you a talkative
person?” Every dimension typically has about ten items that probe typi-
cal behavior linked to that dimension. The two previous statements refer
to extraversion. A participant may answer “no” to the first statement and
“yes” to the second one. The score on a dimension represents the sum of
ticks (“yes” or “no” depending on the direction of the question). Other per-
sonality questionnaires invite participants to choose a numerical value on
a Likert scale, ranging from “disagree completely” to “agree completely.”
Traits are continuous dimensions of variability on some trait and they are
normally distributed. In other words, more participants are situated in the
middle of a dimension rather than at its extremes. It means, for exam-
ple, that there are more ambiverts than either extraverts or introverts.
The Big Five personality traits are situated at the summit of the hierar-
chy; there are many narrower facets, also called “lower-order” personal-
ity traits, that are often correlated with Big Five traits but also explain
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unique variance. While there is little doubt that the “super-traits” or the Big
Five and “lower-order” traits determine behavior in general, it is less clear
to what extent they affect foreign language behavior. I will also present
a short overview of some of the SLA research linked to three personal-
ity traits, namely emotional intelligence, foreign language anxiety and
perfectionism.

8.4.1 Extraversion vs. introversion

According to Eysenck and Eysenck (1985), variation on this dimension is
linked to the amount of cortical arousal, which in turn leads to different
behaviors. While extraverts are under-aroused, introverts are over-aroused.
The consequence of this is that extraverts compensate for their suboptimal
arousal levels by tending towards activities that involve greater sensory stim-
ulation while introverts will instead try to avoid over-arousing situations.
Eysenck also developed an objective measure of the extraversion dimension,
namely the “lemon drop test”: extraverts were found to produce more saliva
than introverts when a fixed amount of juice was placed on their tongue
(Pervin and Cervone 2010: 250).

Eysenck and Eysenck (1964: 8) described a typical extravert as someone who
“is sociable, likes parties, has many friends, needs to have many people to talk
to...craves excitement, takes chances, often sticks his neck out, acts on the
spur of the moment, and is generally an impulsive individual.” On the other
hand, a typical introvert is someone who “is a quiet, retiring sort of person,
introspective, fond of books rather than people: he is reserved and distant
except to intimate friends. He tends to plan ahead, ‘looks before he leaps,’
and distrusts the impulse of the moment. He does not ‘like excitement’”
(Eysenck and Eysenck 1964: 8).

Extraverts’ low autonomic arousability and the insensitivity to punish-
ment signals thus make them more stress-resistant while introverts have
higher levels of the neurotransmitter dopamine (Lieberman 2000). Stress
releases extra dopamine, which might push individuals over the very nar-
row range of optimal innervation in the dorsolateral prefrontal cortex and
impair attentional and WM processes (Lieberman and Rosenthal 2001). This
neurological difference between extraverts and introverts might explain
why extraverts are superior to introverts in STM and WM (Lieberman 2000).
The combination of extraverts’ speed of retrieval of information from mem-
ory and their higher degree of physiological stress resistance would explain
their better performance in high-stimulation environments such as a foreign
language classroom.

Linguists have focused their attention on the possible effect of extraver-
sion on success in L2 learning, the expectation being that the more talkative,
gregarious extravert learners have a natural advantage in the acquisition of
the L2 compared to their more introverted peers. However, studies where



Learner-internal psychological factors

171

extraversion scores were correlated with language test scores revealed incon-
sistent results. In a review of SLA research that included extraversion as
an independent variable, Dewaele and Furnham (1999) point out that the
extraversion variable became “unloved” by researchers because of a single
partially flawed study by Naiman, Frohlich, Stern and Todesco (1978) on
personality and language learning. The authors expected good language
learners, i.e. Canadian secondary-school students learning French as an L2
who scored highest on the Listening Test of French Achievement and an
Imitation Test, to have a distinctive psychological profile. The research was
inspired by Rubin’s insightful observation that “the good language learner
is...comfortable with uncertainty...and willing to try out his guesses”
(Rubin 1975: 45). This seems to fit the description of an extravert learner,
hence the expectation of Naiman and his co-authors to find a positive corre-
lation between extraversion and test scores. When the link failed to mate-
rialize, they questioned the construct validity of the Eysenck Personality
Inventory/EPI, which was used to calculate extraversion scores (Naiman et al.
1978: 67), rather than wondering whether their choice of dependent vari-
ables might have affected the unexpected result. The resulting negative pub-
licity for extraversion was so strong that researchers have generally turned
away from it.

Dewaele and Furnham (1999) suggested that if Naiman et al. (1978) had
used a wider variety of more sophisticated linguistic variables, covering
not only written language but also natural communicative oral language,
they might have found that the construct validity of the EPI was not to
blame for the lack of expected relationships. Indeed, the few studies that
have correlated extraversion scores with oral fluency measures did report
significant effects. For example, Rossier (1976) found that extraverts were
more fluent that introverts on a pictorial stimulus test, and Vogel and Vogel
(1986) reported that more introverted German students had longer pauses
- indicating a lower level of fluency - in their oral French interlanguage.
Extraverts have been found to be more fluent in oral L2 production, speaking
faster with fewer filled pauses (Dewaele 1998; Wakamoto 2000).

Dewaele and Furnham (2000) found significant correlations between
extraversion scores of Flemish university students producing French inter-
language in dyadic conversations and the values of linguistic variables
reflecting style choice, fluency and accuracy. Extraversion was not signif-
icantly linked to morpholexical accuracy rates. While the extraverts were
found to have higher speech rates and fewer filled pauses, they also exhib-
ited lower values of lexical richness, more implicit/deictical speech styles
and shorter utterances than the introverts, especially in a stressful formal
exam situation. We speculated that these differences are linked to the fact
that L2 production is less automatic (i.e. less based on implicit knowledge)
than L1 production and relies more on declarative knowledge which requires
more STM capacity (Dewaele 2002b). This could be particularly problematic
for introvert L2 users who have less STM capacity. Reduced STM capacity
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means that units of linguistic information would have to queue before
being processed, causing a slowdown in processing and in fluency. Dewaele
(2002b) compares the stacking of linguistic information to a bottleneck in
an airport control tower, forcing planes to fly in circles above the runway.
Extravert L2 users experience less disruption in the functioning of the STM
and WM, allowing them to remain flexible and fluent. Extraverts are able
to allocate extra resources to task completion and message preparation
while taking contextual cues into account in order to readjust their speech
pragmatically.

Smart, Elton and Burnett (1970) was one of the first studies to consider the
link between extraversion and success in L2 learning (measured by grades
and the Scholastic Aptitude Test/SAT). The authors report that in a group
of eighty-four female American subjects, the thirteen with the best grades
for intermediate French at secondary school and the highest academic apti-
tude scores were significantly more introverted. However, Chastain (1975)
reported completely opposite results. He analyzed the relationship between
the final grades of American university students learning French, Spanish
and German in beginners’ courses and personality variables including anx-
iety, outgoing personality/extraversion and creativity. While no clear link
emerged between reserved and outgoing for the learners of French, a positive
relationship emerged for the learners of Spanish and the learners of German.
For no group did SAT verbal ability scores correlate significantly with any
personality variable. Chastain admitted that course grades may have been
calculated differently for the different languages and that grades are not
the best measure of language achievement. Dewaele (2007a) found negative,
but non-significant, correlations between extraversion and language grades
in the Dutch L1, French L2, English L3 and German L4 of Flemish high-
school students. This suggests that language students with higher grades
tend to be more introverted. A separate study on the same sample showed
that extraversion was also not linked to foreign language attitudes (Dewaele
2005b).

Vocabulary is the area where differences between extraverts and introverts
are most likely. A weak negative relationship emerged between extraversion
and vocabulary test performance in a group of EFL students in Indonesia
(Carrell, Prince and Astika 1996). However, extraverts and introverts did
not perform differently on tests measuring reading comprehension, gram-
mar and writing. Clearer effects emerged in Kiani’s (1997) study, which
focused on the relationship between extraversion and scores on standard
English proficiency tests (TOEFL, IELTS) among adult Iranian students learn-
ing English. Introverts scored higher on the subcomponent of reading com-
prehension and vocabulary. However, Morimoto’s (2006) study of EFL learn-
ers in New Zealand failed to uncover statistically significant differences
between extraverts and introverts in depth of knowledge of vocabulary and
grammatical knowledge.

Level of stimulation may well play a role. For example, MacIntyre, Clément
and Noels’ (2007) study of the interaction between learning situation and
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extraversion on vocabulary test scores of Canadian French L2 learners found
that introverts were found to perform best after having studied in a very
familiar situation, while the extraverts performed best in conditions involv-
ing a moderate degree of novelty (2007: 296). The researchers also found
an interaction between person and situation in the trait “willingness to
communicate,” which showed that not every extravert is more willing than
an introvert to communicate. Finally, while Busch (1982) did not find a rela-
tionship between Japanese ELF learners’ extraversion scores and results of
written vocabulary and grammar tests, cloze tests, dictation and oral com-
prehension tests, the extraverts were found to score lower on pronunciation
scores.

Oya, Manalo and Greenwood (2004) looked at the link between the per-
sonality of Japanese students and their oral performance in English L2. The
extraverts were not significantly more fluent or accurate and their speech
was not more complex than introverts. However, extraverts were perceived
to be more confident and better able to establish rapport with their audience,
which resulted in higher global impressions scores.

Van Daele, Housen, Pierrard and Debrugh (2006) reported equally ambigu-
ous findings on the link between extraversion and the development of flu-
ency, complexity and accuracy in Flemish secondary school students’ L2
English and French. Extraverts scored higher on lexical complexity in both
foreign languages, but the effect disappeared the following year. This could
be the result of a methodological artefact, namely that the extraverts got
bored with repeating the task a second time and made less of an effort (2006:
227).

One of the most in-depth studies on personality and success in SLA is
Ehrman (2008), who used an updated good language learner design. She
selected a sample of sixty-two language learners who had obtained a level
4 (i.e. “full professional proficiency, with few if any limitations on the per-
son’s ability to function in the language and culture” (2008: 64)) on an
oral interview test (out of more than 3000 learners), this top 2 percent
thus represents “the true elite of good language learners” (2008: 61). She
used the Myers-Briggs Type Indicator (MBTI) to establish personality types
(four scales: extraversion—introversion, sensing—intuition, thinking—feeling,
judging-perceiving; combining into sixteen possible four-letter types). As
the variables were nominal, she used frequencies and crosstabs analyses to
determine which personality type was most frequent among the level 4 par-
ticipants. Only one type was significantly overrepresented, namely INT] types
(introverted-intuitive-thinking-judging) (2008: 64). She concludes that “the
best language learners tend to have introverted personalities, a finding
which runs contrary to much of the literature, and, even, to pedagogical
intuition. The best learners are intuitive and they are logical and precise
thinkers who are able to exercise judgment” (2008: 70).

Research linking extraversion with functional practice strategies in real
communicative L2 situations has shown some interesting results. Ehrman
and Oxford (1990) found that extraverts tend to prefer social strategies,
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like cooperation with others or asking for clarification, and also use more
functional practice strategies such as seeking opportunities to use a for-
eign language outside the class environment. This finding was confirmed
by Wakamoto (2000), who found a positive correlation between functional
practice strategies, social-affective strategies and extraversion among
Japanese learners of English. A similar finding emerged in Wakamoto (2009),
based on a similar population, where more extraverted students reported
using more metacognitive and social-affective strategies than introverted
students (2009: 78). Observation of teacher-fronted classes revealed that
extraverts, not introverts, were using social-affective strategies; however,
the latter did use more social-affective strategies in group activities and
individual learning (2009: 121).

Extraverts’ inclination to take risks includes linguistic risks. For example,
Jay (2009) found that swearing in L1 production is positively correlated with
extraversion, and more extravert L2 learners tend to use more colloquial
and emotional words than their more introverted peers (Dewaele 2004c;
Dewaele and Pavlenko 2002). Extraverts were also found to use more mildly
stigmatized sociolinguistic variants in their French L2 (Dewaele 2004c). The
research suggests that extraverts are less reluctant to use stigmatized lan-
guage and more willing to engage in potentially more “dangerous” emotion-
laden topics. The more risky linguistic behavior of extraverts could be linked
to a superior pragmatic competence and awareness. Li, Chen and Xiao (2009)
reported that extravert Chinese English majors scored significantly higher
than their more introverted peers on pragmatic competence in English L2.

To sum up, it seems that both extraverts and introverts have specific
strengths and weaknesses in SLA and oral L2 production. Overall, these
strengths and weaknesses cancel each other out, so that it impossible to con-
clude which is the desirable end of the extraversion-introversion dimension
for SLA and oral L2 production.

8.4.2 Neuroticism vs. emotional stability
People who score high on Neuroticism (N) tend to feel more “tense, ner-
vous, unstable, discontented and emotional” (Pervin and Cervone 2010: 262).
Those with low scores on N can be described as calm, contented and unemo-
tional. Although personality traits are independent dimensions, some inter-
action can occur whereby neuroticism affects extraverts and introverts dif-
ferently so that “neurotic introverts [are]. .. most likely to suffer... phobias,
obsessional-compulsive rituals, anxiety states and neurotic depression. Neu-
rotic extraverts, on the other hand, ... [are] most susceptible to hysteria...”
(Eysenck and Eysenck 1985: 312). As is the case for other dimensions, most
people are situated in the middle of this dimension (Bell curve).
Chamorro-Premuzic, Furnham and Petrides (2006: 148) reported that
low-N individuals scored significantly higher on verbal ability than high-N
individuals. The authors suggest that higher levels of neuroticism may
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impair cognitive performance, “thus moderating the effects of actual cog-
nitive ability on tested intelligence — mainly because of their likelihood to
elicit test anxiety and lack of confidence” (2006: 149). Two other studies on
monolingual participants investigated the link between Neuroticism and
language measures. Steer (1974) found no link between speech rate and
neuroticism. However, Campbell and Rushton (1978) found that teacher rat-
ings of Neuroticism correlated with pausing before responding during a
conversation. No relationship was found between Neuroticism and foreign
language attitudes of Flemish students (Dewaele 2007a), but high-N partic-
ipants scored higher on Foreign Language Anxiety (FLA) (Dewaele 2002a).
However, Neuroticism did not correlate with Flemish students’ foreign lan-
guage grades (Dewaele 2007a).

8.4.3 Conscientiousness
Individuals who score high on this dimension are systematic, meticulous,
efficient, organized, reliable, responsible and hard-working. Conscientious-
ness is further associated with persistence, self-discipline and achievement
striving (Busato, Prins, Elshout and Hamaker 2000). Furnham and Chamorro-
Premuzic (2006) reported that individuals with higher fluid intelligence
may make less of an effort, resulting in more able individuals being less
conscientious (2006: 81). However, their own study showed that conscien-
tious people had higher General Knowledge scores (2006: 84). Highly con-
scientious L2 learners would be expected to be harder-working language
learners, and Wilson (2008) provides evidence in support of the predic-
tion: British students studying French at the Open University who scored
higher on Conscientiousness — measured through the OCEAN Personality
Assessment? — were more likely to complete the course successfully.
Ehrman’s (2008) description of participants who combine intuition and
thinking fits the profile of high Conscientiousness. She describes them as
being merciless with themselves, always trying to improve their competence
and mastery of the target language. They are also more likely to be strategic
thinkers, using metacognitive strategies (goal-setting, self-assessment, self-
monitoring) (2008: 67). They have a penchant for analysis and love relatively
fine distinctions (2008: 67). They also strive to be precise in their use of words,
expressions and grammar (2008: 67).

8.4.4 Openness-to-Experience

Openness-to-Experience encompasses aspects of intellectual curiosity, cre-
ativity, imagination and aesthetic sensibility. Individuals with high scores
on Openness-to-Experience would have “a greater predisposition to engage
in intellectually stimulating activities that lead to higher knowledge acquisi-
tion” (Furnham and Chamorro-Premuzic 2006: 81). Openness-to-Experience
is significantly related to intelligence (McCrae and Costa 1985). Young (2007)
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found that open mindedness was a good predictor of foreign language learn-
ing achievement. Verhoeven and Vermeer (2002) reported that Openness-
to-Experience and, to a lesser extent, Conscientiousness and Extraver-
sion were linked to the buildup of basic organizational skills involving
lexical, syntactic, discourse and functional abilities, the acquisition of prag-
matic skills (involving sociocultural routines), and the development of mon-
itoring strategies in second language learning children in the Netherlands.
The authors found even stronger relationships between the Big Five person-
ality variables and linguistic measures in the children’s L1. Ehrman (2008)
reported that openness is correlated with intuition in the MBTI. Learners
who score high on this dimension “concentrate on meaning, possibilities,
and usually accept constant change” (2008: 66). They are typically seeking
hidden patterns, are high-ability readers, and can pick up nativelike ways
of self-expression (2008: 66). Foreign language learners who score high on
Openness-to-Experience should thrive in educational settings that promote
and reward critical and original thought (Farsides and Woodfield 2003).

8.4.5 Risk-taking

Risk-taking is one facet of extraversion that could have a specific impact
on SLA. Extraverts tend to take more risks in the L2 class (Ely 1986: 3). This
behavior could also be linked to extraverts’ optimism and self-confidence,
making them less likely to fear stepping out in the linguistic unknown in the
L2 class, with the potential risk of making errors and social embarrassment.
Risk-takers have also been found to participate more in the L2 class and to
score higher on proficiency measures (Ely 1986; Samimy and Tabuse 1992).
This does not mean that risk-taking “always create[s] consistent results for
all language learners” (Oxford 1992: 30). Risk-taking interacts with psycho-
logical factors such as Foreign Language Anxiety, self-esteem, motivation
and learning styles (1992: 30). Moreover, only careful, calculated risk-taking
is likely to stimulate foreign language learning (Oxford 1992).

8.4.6 Foreign language anxiety and trait emotional intelligence

One psychological variable that has received abundant attention in the SLA
literature is communicative anxiety (CA), which includes Foreign Language
Anxiety and the more specific Foreign Language Classroom Anxiety (FLCA).
MacIntyre (2007) has argued that early research in this area confused lev-
els of abstraction, more specifically the distinction between trait anxiety,
situation-specific anxiety and state anxiety, “each of which provides a valu-
able, but somewhat different perspective on the processes under study”
(2007: 565). An individual with a high level of trait anxiety is likely to feel
anxious in a variety of situations. This causes a diversion of attentional
resources of the central executive to the source of anxiety and the deci-
sion on how to react. The anxious person might thus be distracted from
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his/her goals by internal (troubling thoughts) or external (threatening task-
irrelevant distractors) stimuli (Eysenck, Derakshan, Santos and Calvo 2007).

At the situation-specific level of conceptualization, “the concern is for con-
cepts that are defined over time within a situation” (MacIntyre 2007: 565).
The FLCA Scale developed by Horwitz, Horwitz and Cope (1986) measures
this situation-specific anxiety. For Horwitz and colleagues FLCA is “a distinct
complex of self-perceptions, beliefs, feelings and behaviors related to class-
room learning arising from the uniqueness of the language learning process”
(1986: 128). FLCA is linked to any activity in the foreign language, but it is
typically highest for speaking, and it affects foreign language learners at all
levels and even non-native foreign language teachers (Horwitz 1986).

Finally, anxiety can exist at the state level, “the concern is for experiences
rooted in a specific moment in time without much concern for how fre-
quently those experiences occurred in the past or whether they might occur
again in the future” (MacIntyre 2007: 565). Second language performance
seems negatively correlated with higher levels of state anxiety (Gregersen
2003; MacIntyre and Gardner 1994). MacIntyre (2007) speculates that there
are fewer studies on state anxiety in SLA because of the complicating fac-
tor that learners attempt “to cope with and compensate for the effects of
anxiety” (2007: 565).

FLCA has been reported to interfere negatively with learning and per-
formance (Horwitz 2001; Woodrow 2006) and high levels of FLCA in the
classroom have been linked to students discontinuing their study of for-
eign languages (Dewaele and Thirtle 2009). FLA has been linked to intro-
version (MacIntyre and Charos 1996) and trait emotional intelligence (EI) -
also called trait emotional self-efficacy. The construct of EI posits that “indi-
viduals differ in the extent to which they attend to, process and utilize
affect-laden information of an intrapersonal (e.g. managing one’s own emo-
tions) or interpersonal (e.g. managing others’ emotions) nature” (Petrides
and Furnham 2003: 39). Trait EI is located at the lower levels of personality
hierarchies and has been found to correlate negatively with Neuroticism,
positively with Extraversion, Openness and Conscientiousness (Petrides and
Furnham 2003: 48).

Dewaele, Petrides and Furnham (2008) investigated the link between lev-
els of trait EI and levels of communicative anxiety (CA) in the L1, L2, L3
and L4 of adult multilinguals. A significant negative relationship was found
between Foreign Language Anxiety in the different languages of the partic-
ipants and their scores on trait Emotional Intelligence. The authors specu-
lated that emotionally intelligent individuals are better able to gauge the
emotional state of their interlocutor and feel more confident about their
ability to communicate effectively. A recent study has shown that L2 users
who scored highly on trait EI engaged more frequently in conversations in
their L2 (Ozaniska-Ponikwia 2010). In other words, a higher level of emotional
intelligence might encourage L2 users to practice their L2 more regularly,
which in turn increases self:confidence and boosts proficiency. Dewaele
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et al. (2008) identified another independent variable linked to FLA, age of
onset of learning, which was positively linked (see Chapter 15, this volume).
Participants who had learnt a language solely through classroom instruction
suffered from higher levels of FLA compared to those who had also used their
language outside the classroom. The knowledge of more languages was
linked to lower levels of FLA, which confirmed an earlier study on multi-
linguals (Dewaele 2007b). A cluster of variables linked to current use of the
target language (TL) was also linked to FLA: participants with a higher fre-
quency of use of the TL who had a stronger socialization in the TL, who used
the TL with a larger network of interlocutors and who felt more proficient
in the TL reported lower levels of FLA (Dewaele 2010; Dewaele et al. 2008).

8.4.7 Perfectionism and foreign language anxiety
Perfectionism has been defined as a less exaggerated form of obsessive-
compulsive disorder (Pittman 1987). Perfectionist L2 learners tend to make
slower progress because the fear of making mistakes hinders their learning.
They are inhibited about classroom participation, unwilling to volunteer a
response to a question unless they are absolutely sure of the correct answer
and they react badly to minor failures (Gregersen and Horwitz 2002). More-
over, they are counterproductively compulsive in their work habits and their
productivity tends to be low because of procrastination (Brophy 1996).
Gregersen and Horwitz (2002) were struck by the similarities in the man-
ifestations of foreign language anxiety and perfectionism and argued that
the techniques developed to help overcome learners’ perfectionism might
also be useful in helping them overcome their FLA. The authors found that
the main difference between four anxious and four non-anxious learners
was their reaction to their performance. The anxious learners were found
to be more perfectionist: they set themselves higher personal performance
standards, procrastinated more, were more fearful of evaluation, and were
more concerned about errors. The authors draw some pedagogical implica-
tions from their findings, namely that perfectionist learners should be told
that their self-beliefs are hypotheses rather than facts (2002: 569), that they
should try to remain calm and focus on continuing a conversation as a goal
in itself, and not get side-tracked by errors (2002: 570).

8.5 Conclusion

Is there such thing as “a good language learner”? The answer seems to be pos-
itive, but no single independent variable, set of learner-internal variables or
combination of learner-internal and learner-external variables can currently
be put forward as the only cause behind successful SLA. One difficulty is the
definition of success. Indeed, as Cook (2002b) points out, L2 users can be
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perfectly successful communicators, while clearly not having nativelike per-
formance in the L2. Physiological factors such as superior memory abilities,
stress-resistance, musical ability and verbal ability in the L1 combined with
various personality factors of the learner can result in more rapid process-
ing and storage of input, higher levels of intrinsic motivation, self-efficacy
and selfmanagement, relatively low levels of FLA/FLCA and a willingness to
use the L2. However, the effects of many of the previous variables are deter-
mined by a complex and dynamic interaction within a potentially infinitely
varying or at least unpredictable learning context. L2 learners with similar
personality profiles may differ enormously in their progress and ultimate
attainment because of some random trigger event, such as unhappiness with
a particular teacher, an encounter with a striking text or film in the L2, or
even a sudden infatuation with a native speaker of the L2, that suddenly
makes the learning of the L2 — and learning it well — an absolute priority for
that individual. Other equally good learners may not have experienced such
an event and therefore proceed gently without pushing themselves to the
limit.

In sum, while it is reasonable to assume that some psychological traits
or internal characteristics of learners will make them potentially good lan-
guage learners, they will have to choose whether or not to fulfill that poten-
tial. Learners’ choice will be influenced by the teaching environment, by
the larger sociopolitical environment and by random life events. Once the
choice has been made, learners will progress in the acquisition of the L2
while reminding themselves that they can be legitimate good L2 users and
do not necessarily have to sound like native speakers in their L2.
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Alphabetic literacy
and adult SLA

Elaine Tarone, Kit Hansen and Martha Bigelow

9.1 Introduction

Large numbers of adult immigrants who are not literate in any language
currently settle in contexts where they must become literate and learn a sec-
ond language at the same time. While we recognize and appreciate broad
definitions of literacy to include, for example, visual and technological lit-
eracies, the work reviewed in this chapter focuses mainly on one aspect of
literacy - the ability to decode and encode alphabetic script, mainly at the
word, phrase and sentence level. The population we focus on has typically
not learned in traditional classroom settings and has not had the oppor-
tunity to learn to read or write yet in their home language or the second
language(s) they might speak. In many of the places they settle, in North
America, Europe, Australia or New Zealand, these immigrants must become
literate in an alphabetic script — a writing system that uses visual symbols
(graphemes) to represent phonemes in the language. Such adults, who must
simultaneously acquire alphabetic literacy and oral second language skills,
face a considerable challenge - one that has been insufficiently studied by
second language acquisition researchers. We are just beginning to under-
stand the impact that alphabetic literacy has on adults’ oral processing of
a second language - specifically, it appears that adults with limited or no
alphabetic literacy are relatively unable to segment, compare and manipu-
late linguistic units empty of semantic content, while they retain the ability
to process language units semantically.

This chapter reviews what is and is not known in this important area of
human experience, and discusses the implications of this work for both cog-
nitive and generative second language acquisition theory. Our own research
has focused only on the impact of literacy in an alphabetic script on L2 acqui-
sition; this is the extent of our expertise. Others who have expertise with
character-or syllable-based scripts will be able to study the impact of mastery
of such non-alphabetic scripts on non-literates’ oral language processing in
SLA.
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We first review a body of research in cognitive psychology — experimental
studies comparing the phonological awareness and brain activation of
matched groups of literate and non-literate adults in their native language.
Next, we review four areas of research on second language acquisition by
non-literate and unschooled adults: (i) longitudinal studies of unschooled
migrant workers in Europe; (ii) cross-sectional studies comparing the phono-
logical awareness of non-literate and literate adults learning a second lan-
guage; (iii) an experimental study on awareness of oral corrective feedback
in English L2 related to alphabetic literacy level; and (iv) cross-sectional stud-
ies on the impact of alphabetic literacy on adult second language learners’
metalinguistic awareness and working memory for language. We end the
chapter with an exploration of the dramatic implications of the findings in
these lines of research for current theories of SLA.

9.2 Impact of alphabetic literacy on adult oral native
language processing

There is considerable evidence that alphabetic literacy significantly affects
one’s awareness of linguistic units, particularly phonemes, in oral language,
as well as one’s ability to cognitively manipulate these in various ways.
Indeed, cognitive psychologists now believe that alphabetic literacy leads to
the awareness of phonemes and other linguistic units, and even alters the
way the brain processes oral language (Castro-Caldas 2004; Goswami 2008).

This body of research began with a series of interesting experimental
studies by cognitive psychologists who compared the way alphabetically lit-
erate and non-literate adults processed their native language. A good deal
of the data were collected in a fishing village in southern Portugal, with
findings corroborated by studies in Spain, Mexico, China and other coun-
tries. The Portuguese village’s sociodemographic characteristics were such
that researchers could confidently study matched groups in which the sole
difference between groups was exposure to schooling and literacy (Reis,
Guerreiro and Petersson 2003):

For social reasons, illiteracy occurs naturally in Portugal. Forty to fifty
years ago, it was common for older daughters of a family to be engaged
at home in the daily household workings. Therefore, they did not enter
school...The fishing village Olhdo of Algarve in southern Portugal, where
most of our studies have been conducted, is socioculturally homogeneous,
and the majority of the population has lived most of their lives in the com-
munity ... Literate and illiterate people live intermixed and participate
actively on similar terms in this community. Illiteracy is not perceived
as a functional handicap, and the same sociocultural environment influ-
ences both literate and illiterate people on similar terms. (Reis et al. 2003:
192)
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Ininitiating the line of research comparing literate and non-literate adults
in this village, Morais, Cary, Alegria and Bertelson (1979) argued that it
was important to study adults rather than children in order to determine
whether phonological awareness emerged as a consequence of age or of
external factors. While previous studies had shown that schoolchildren
developed the ability to manipulate phones orally between the ages of 5
and 6, it was not clear what caused this ability; it could have resulted either
from the children’s increased (biologically conditioned) cognitive maturity,
or from learning to read. In a ground-breaking empirical study, Morais et al.
(1979) studied sixty Portuguese adults, some of whom had never attended
school and had not learned to read, and others who had attended school
and were literate. Matched in terms of cognitive development and lifestyle,
literate and non-literate participants were asked to add or delete phonemes
(P, SH or M) from the beginnings of oral sequences supplied by a researcher.
Results showed that when the stimulus and answer prompts were pseudo-
words (not meaningful Portuguese words), the non-literate adults were cor-
rect only 17 percent of the time, while the literate group was correct 72
percent of the time; indeed, half of the non-literate adults could not do the
task correctly for any words. The researchers concluded that the ability to
manipulate phonemes orally is not a result of independent cognitive devel-
opment, but rather a result of learning to read, in an alphabetic script. In
a related study with children, Kolinsky, Cary and Morais (1987) found that
children are not aware of words as phonological entities until they become
literate.

Subsequent research solidified and refined that basic finding over the next
two decades. One of the earliest of these studies made it clear that the ability
to manipulate phonemes orally resulted from alphabetic literacy, and not
other kinds of literacy. To identify the differential impacts of alphabetic ver-
sus character-based scripts, Read, Zhang, Nie and Ding (1986) replicated the
Morais et al. study with thirty Chinese adults with similar ages and levels of
schooling who were workers at Beijing Normal University. Eighteen of these
participants could only read Chinese characters (the non-alphabetic group),
and twelve (the alphabetic group) could read both characters and an alpha-
betic script called Hanyu Pinyin. All participants were asked to add or delete
a single consonant (d, s, n) at the beginning of a spoken Chinese syllable.
All syllables and targets were permissible phonological sequences in Chi-
nese; some were words and some were non-words. The results showed that
the non-alphabetic Chinese group performed much like Morais et al.’s (1979)
non-literate participants: they could not add or delete individual consonants
in spoken Chinese, particularly in non-words, which had to be processed
entirely in terms of phonological form and not meaning. The alphabetic
group could easily and accurately perform this task. The authors conclude,
“it is not literacy in general which leads to [oral] segmentation skill, but
alphabetic literacy in particular” (1979: 41).
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To determine which oral segmentation skills are affected by alphabetic lit-
eracy, Morais, Bertelson, Cary and Alegria (1986) administered several oral
tests to forty-one adult Portuguese workers, twenty-one of whom were com-
pletely non-literate and twenty who had attended reading classes for non-
literate adults (twelve “better readers” and eight “poorer readers”). Several
speech segmentation tasks were used, including deleting either an initial
C [p] or V [A] from a pseudoword supplied by the researcher, progressive
free segmentation (participants progressively produce a given utterance),
and detection of rhyme. Results confirmed that in deleting initial C [p], the
non-literate adults were only 19 percent accurate, as compared with a 73
percent accuracy rate for the literate adults; the non-literate adults were
also largely unable to produce subsyllabic units in the progressive segmen-
tation task. Though the non-literate adults did better on vowel deletion and
rhyme detection than they did on consonant deletion, they were still not as
good at these