Explanation and Constructions: Response to Adger

ADELE E. GOLDBERG

1. It is Preferable to Appeal to Independently Motivated Systems

David Adger asks why it is preferable to appeal to processes or biases of categorization, social cognition, and statistical learning in order to account for our remarkable ability to learn and use language rather than positing innate stipulations that are specifically about syntax. The answer is four-fold. First, these other processes are independently needed and it is self-evident that explanations that account for a broader range of phenomena are to be preferred over those that account for a more narrow slice of data.

Secondly, the ability to categorize exemplars, share information, cooperate, and anticipate upcoming events by making various types of predictions are all clearly directly advantageous to the individual or group and so may plausibly have evolved, as Adger assumes.1 On the other hand, while our linguistic ability taken as a whole is clearly evolutionarily advantageous, the type of syntactic stipulations that have traditionally been claimed to comprise UG are not; in fact, by hypothesis, the type of modular, autonomous syntactic generalizations that have been posited over the past several decades serve no functions. For example, Adger assumes that constraints on long-distance dependencies are part of UG, but surely it is neither life-threatening nor sexually unattractive to produce an ill-formed dependency. An alternative might be to suggest that the properties of UG comprise a set of spandrels; that is, UG may contain the byproducts of other features that do have evolutionary advantages, but such an account has not been made explicit.

Constructionists often look for explanations in terms of functions of the relevant constructions involved. The discovery of functional motivations obviates the need to stipulate that the constraints must be given a priori (Beckner et al., 2009; Bybee,
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1 Constructionists generally do not make any claims about whether these other biases are ‘innate’ since the term woefully underestimates the typically complex interactions between genes and the environment before and after birth (see Blumberg, 2005; Deák, 2000; Karmiloff-Smith, 1996 for relevant discussion).
2010; Bybee, Haiman and Thompson, 1997; Christiansen and Chater, 2008; Elman et al., 1996; Goldberg, 2004, 2006; Haspelmath, 2008; Levine and Postal, 2012; Simone and Vallauri, 2010; Tomasello, 2003, 2008). That is, unless the function is so important that violations of it lead to reduced likelihood of procreation, we can understand the function itself—its usefulness—to provide a reason for the bias to arise during the course of development. For example, paraphrasing Liz Bates, the fact that all unimpaired humans eat with their hands and not their feet does not mean that we have an innate bias against eating with our feet. Eating with our hands is simply a more efficient (and cleaner) way to get food into our mouths than using our feet.

Thirdly, no one assumes that the outcomes of categorization, transitional probabilities, associative or Bayesian reasoning, or social cognition are innate; rather concepts of ‘apple’ and ‘computer’, knowledge that night follows day, and knowledge of greetings are clearly learned. But traditionally, UG has been assumed to be distinct in that knowledge about language has been claimed to be unlearned. That is, children have been viewed as bringing with them knowledge of noun, verb and adjective categories, binary branching trees, a multitude of functional categories, invisible placeholders (such as pro), and constraints on possible word orders. This is likely what Pearl and Sprouse (2012) have in mind when they note that positing Universal Grammar to account for our ability to learn language is ‘theoretically unappealing’ in that it requires that we posit learning biases that ‘appear to be an order (or orders) of magnitude more complex than learning biases in any other domain of cognition’.

Finally, human languages are unique among animal communication systems in their impressive diversity (Tomasello, 2003, p. 1; Croft, 2001; Dryer, 1997; Evans and Levinson, 2009; Haspelmath, 2008). If we suppose that all languages are underlyingly the same due to a tightly constrained UG, except perhaps for some simple parameter settings, it appears to be an unexplained and cruel twist of fate that language learners must face such rampant superficial variation.

The shift of perspective from positing syntactic, innate stipulations to trying to account for generalizations by appealing to independently needed systems has been echoed to some extent within mainstream generative grammar. Chomsky, for example, has noted recently that he would like to eliminate the stipulations that comprise Universal Grammar, noting that it is just ‘normal scientific methodology’ to aim to eliminate stipulations in favor of deriving them from independently needed abilities or biases (lecture, Princeton University 2010). In fact, as Adger acknowledges, Chomsky has gone so far as to suggest that the only language-specific innate ability that is absolutely required is recursion, and the point is raised that even recursion might turn out not to be specific to language (Hauser et al., 2002).2

2 In fact, the claim that recursion is domain-specific has been hotly contested (Jackendoff and Pinker, 2005). Moreover, there exists a serious question about whether recursion in the form of embedded clauses, stacked adjectives, or conjunction exists in all languages (Everett, 2009; Piantadosi et al., 2012).
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There is no longer any consensus of what UG means among generative syntacticians (see Tomasello, 2004 for review). Adger himself suggests that evidence for a ‘faculty of language’ could come from the existence of a single *domain-general* capacity which ‘logically could be used to analyse the linguistic environment, but which is not used.’ This is his proposal that the faculty of language could consist simply of our making use of only a subset (‘L’) of the set of domain-general cognitive processes (‘C’) that could in principle be used to learn language. I will say that I am skeptical of the suggestion that ‘units of colour categorization’ could logically lead to grammatical categories, or that social cognition could logically be used to learn word order effects. In any case, even if there existed a circumscribed subset of logically relevant domain-general processes that are used to learn language, it would be a long way from traditional Universal Grammar which has stipulated unlearned syntactic principles, grammatical categories, invisible functional categories, constraints on tree structures, constraints on long-distance dependences, etc.

And if we abandon the traditional version of UG, we no longer need to assume that all languages must be underlingly the same, despite their vast apparent differences (Boas, 2010; Croft, 2001; Culicover, 1999; Dryer, 1997; Evans and Levinson, 2009; Haspelmath, 2008). Instead, we can recognize the 6000–7000 languages that exist as solutions to the problem of communication: variable solutions that have emerged on the basis of domain-general skills and pro-social motivations (Bates and MacWhinney, 1987; Herrmann et al., 2007; Tomasello, 2003, 2008). At the same time, constructionists recognize that languages are constrained and that variation among languages is not unlimited.

2. Cross-linguistic Diversity

Constructionists’ views about universal constraints and generalizations are empirical. Our formalisms are not intended to constrain language; instead, they allow us to capture the facts that are discovered (Michaelis, 2012; Müller, 2012). If language is learned on the basis of the input together with domain-general abilities and constraints, constructions are expected to vary in their specifics cross-linguistically, and this does seem to be the case (Boas, 2010; Croft, 2001; Culicover, 1999; Dryer, 1997; Evans and Levinson, 2009; Haspelmath, 2008). For example, Croft (2001) notes that words that translate into English as nouns, adjectives and adverbs, as well as verbs, are inflected for person, aspect and mood in Makah, an American Indian language, and that no words are inflected for these categories in Vietnamese. He points out that therefore tense-aspect-mood inflection cannot be taken as critical for determining the category of verb cross-linguistically (unless of course one is willing to say that all words are verbs in Makah, and no words are verbs in Vietnamese). Croft goes on to point out that no syntactic test will pick out all and only entities that one might wish to call nouns, adjectives, subjects, or objects either, across all languages; finding two constructions in two different languages that are absolutely identical in form, function, and distribution is a rare occurrence outside of cases.
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of shared diachronic history or language contact. For this reason, the majority of typologists are not proponents of Universal Grammar (e.g. Croft, 2001; Dryer, 1997; Evans and Levinson, 2009; Haspelmath, 2008).

Oftentimes quite quirky constraints arise due to diachronic change (Bybee et al., 1997; Traugott, 2008). For example, contrary to Adger’s assumption that phonology never constrains syntax, the English ditransitive construction is sensitive to whether verbs have stress on the first syllable (sounding Germanic) or not (Gropen et al., 1989; Ambridge et al., 2012). A subclass of English adjectives that begin with an unstressed shwa systematically resist prenominal attributive use; even nonsense adjectives show this tendency to some extent (Boyd and Goldberg, 2011). Explanation comes from understanding how the constraints arose diachronically and how they are learned synchronically. This is where our efforts lie.

3. Cross-linguistic Generalizations

At the same time, relationships between form and meaning are typically motivated (cf. e.g. Saussure, 1916; Bybee et al., 1997; Lakoff, 1987; Goldberg, 2006), and thus we find recurrent patterns cross-linguistically. Let us consider a few examples in order to illustrate the type of facts that exist, and the type of explanations that have been offered.

Consider the generalization that the number of semantic arguments tends to equal the number of overt complements expressed (e.g. Lidz, Gleitman and Gleitman, 2003). Clearly particular constructions circumvent this general tendency; for example, short passives allow the semantic causer or agent argument to be unexpressed. The modest, accurate empirical generalizations are captured by acknowledging the pragmatics underlying successful communication as captured in the following simple statement:

Pragmatic Mapping Generalizations
(A) The referents of linguistically expressed arguments are interpreted to be relevant to the message being conveyed.
(B) Any semantic participants in the event being conveyed that are relevant and non-recoverable from context must be overtly indicated.

Notice that these generalizations make no predictions about semantic participants that are recoverable or irrelevant. This is important because languages and constructions within languages treat these arguments differently. Perhaps the majority of the world’s languages including, for example, Japanese and Korean, readily allow recoverable or irrelevant arguments to be omitted. Other languages, such as English, generally require such arguments to be expressed (typically by pronouns); but even in English, the ‘deprofiled object construction’ allows certain irrelevant arguments to be omitted (e.g. Tigers only kill at night) (Goldberg, 2000). Thus the original syntactic claim was too strong, while the pragmatic mapping generalizations are valid cross-linguistically and across constructions within a given language.
Dowty (1991) proposed linking generalizations that are now widely cited as capturing the observable (i.e. surface) cross-linguistic universals in how arguments are linked to syntactic relations. He observed that in simple active clauses, if there is a subject and an object, and if there is an agent-like entity and an ‘undergoer,’ then the agent is expressed by the subject, and the undergoer is expressed by the direct object (cf. also Van Valin, 1990). Roughly, arguments that are volitional, sentient, causal or moving are agent-like, while arguments that undergo a change of state, are causally affected or are stationary are considered undergoers. Dowty further observes that the opposite mapping appears to be possible in syntactically ergative languages. It is well known that ergative languages themselves are quite complicated and moreover, the grammatical relation of subject is not clearly valid cross-linguistically (Dryer, 1997). Therefore, clearly the relevant generalization is again quite modest. Moreover, since the generalization only holds of active clauses, it allows for the fact that the passive construction only optionally expresses an agent argument, and when the agent is expressed, it appears as a non-subject oblique (e.g. a prepositional phrase). A fair generalization, nonetheless, can be rephrased as follows: actors and undergoers are generally expressed in prominent syntactic slots. The salient-participants-in-prominent-slots generalization has the added advantage that it accounts for the fact that an agent argument without an undergoer, and an undergoer without an agent, are also expressed in prominent syntactic positions; moreover, it follows directly from well-documented aspects of our general attentional biases. Humans’ attention is naturally drawn to agents, even in non-linguistic tasks. For example, visual attention tends to be centered on the agent in an event, during and after an action is performed (Robertson and Suci, 1980). Infants as young as nine months have been shown to attribute intentional behavior even to inanimate objects that have appropriate characteristics (e.g. motion, apparent goal-directedness) (Csibra et al., 1999); infants habituated to a scene in which a computer-animated circle jumped over an obstacle and contacted another circle, expected the first circle to take a direct route when the obstacle was removed from the scene. Thus, pre-linguistic infants attend closely to the characteristics of agents (volition, sentience, and movement) in visual as well as linguistic tasks. The undergoer in an event is generally the endpoint of some sort of force (Talmy, 1988; Langacker, 1987; Croft, 1991). The tendency to attend closely to one particular type of endpoint, that of change of state, begins as early as 6 months. Woodward (1998) demonstrates that 6-month-old infants attend more to changes of state than to changes of motion without corresponding state-change. It has been hypothesized that effects of actions are the key elements in action-representations both in motor control of action and in perception (Prinz, 1990, 1997). For evidence that undergoers are salient in non-linguistic tasks, see also Csibra et al., 1999; Bekkering et al., 2000; Jovanovic et al., 2007). For evidence that endpoints or undergoers are salient in linguistic tasks, see Regier and Zheng, 2003; Lakusta and Landau, 2005; Lakusta et al., 2007. Thus the observation that agents and undergoers tend to be expressed in prominent syntactic positions follows from general facts about human perception and attention.
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There is also a strong universal tendency for languages to have some sort of construction we might refer to as a ‘passive.’ These passive constructions are identified by their related functions: they are constructions in which the topic and/or agentive argument is essentially ‘demoted,’ appearing optionally or not at all. The fact that special passive constructions exist that allow agents and/or topics to be expressed in non-prominent slots allows speakers a degree of flexibility and is therefore also motivated. At the same time, certain languages such as Choctaw do not contain subject-demoting passives at all (Heath, 1977; Van Valin, 1980).

3. Constructions are not Functional Categories

Adger is right that the notion of construction and the focus on domain-general learning are logically independent. And of course generative linguists recognize that individual constructions serve a range of functions. Adger notes that the regular correspondences between grammatical form and semantic and pragmatic functions can be captured by the ever-growing list of functional features. In fact, in order to fully account for constructional meaning, the list of universal features would need to be expanded yet further with a feature for ‘creation of a path and movement through it’ (the English way construction; Goldberg, 1995); formal register (e.g. the ‘is to’ construction; Goldberg and van der Auwera, 2012), new topics as compared to moribund topics (Gregory and Michaelis, 2001). In fact, insofar as every construction in a given language has a unique function (Clark, 1987; Bolinger, 1977), the list of functional features would become quite long indeed.

One major problem with functional categories, in my view, is that they are assumed to be part of UG and thus unlearned and universal, existing in languages and in individual sentences that show no evidence of them. Jettisoning assumptions about UG allows us to recognize the slightly different functions and varying formal trappings that are involved in the ‘same’ constructions cross-linguistically (see also discussion of other ‘neo-constructionist’ accounts in Goldberg, 2006, chapter 10). Moreover, recognizing the functions of constructions offers a way out of the learning paradoxes that arise when one assumes that what a child needs to know are which abstract strings of categories are acceptable and which are not. A child’s goal in learning a language is to understand and be understood while obeying the conventions of older people around them, whom they try to emulate. Once this simple idea is appreciated, it is natural to view our knowledge of language as an interrelated network of learned pairings of form with function; i.e., an interrelated network of constructions.

4. Learning

When Chomsky first argued that language was so complex and the input so impoverished that fundamental knowledge of language must be given to us a priori, it was not unreasonable. In 1965, we did not have access to large corpora
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of child-directed speech nor early child utterances, so we did not realize how massively repetitive the input was nor how closely children’s initial productions reflect that input (but cf. e.g. Mintz et al., 2002; Cameron-Faulkner, Lieven et al., 2003). We also did not fully appreciate at that time how statistical learning worked, or how powerful it was (e.g. Abbot-Smith et al., 2007; Fiser and Aslin, 2002; Gómez and Gerken, 2000; Hudson Kam and Newport, 2009; Saffran, 2003; Saffran, Aslin and Newport, 1996; Wonnacott, Newport and Tanenhaus, 2008). Connectionist and Bayesian modeling had not yet revealed that associative learning and rational inductive inferences could unlock many mysteries involved in language learning (e.g. Bod, 2009; Perfors et al., 2007; Elman et al., 1996; Alishahi and Stevenson, 2008). The role of language as a communicative system was widely underappreciated (pace e.g. Bolinger, 1977; Givón, 1991; Lakoff, 1969). Finally, the widespread recognition of emergent phenomena was years away (e.g. Elman et al., 1996; Karmiloff-Smith, 2006; Lander and Schork, 1994). These advances in our understanding allow us to avoid the assumption that all languages must be ‘underlyingly’ the same and learned via a ready-made ‘Language Acquisition Device’ (Chomsky, 1965). In fact, if Universal Grammar consists only of recursion, as Chomsky now proposes (Hauser et al., 2002), it is unclear how exactly it could even begin to address the purported poverty of the stimulus issue in any case.

5. Conclusion

A growing number of researchers have raised questions about whether domain-specific stipulations in the form of UG are required (e.g. Baronchelli et al., 2012; Christiansen and Chater, 2008; Ellefson and Christiansen, 2000; Elman et al., 1996; Goldberg, 2006; Hsu and Chater, 2010; Kirby, 2000; Kuhl, 2000; Lieven et al., 2003; Pullum and Scholz, 2002; Lappin and Schieber, 2007; Tomasello, 2003, 2008). Many of these and other researchers have made constructions the cornerstone of their linguistic theories (e.g. Croft, 2001; Culicover and Jackendoff, 2005; Fillmore et al., 1988; Goldberg, 1995; 2006; Michaelis and Lambrecht, 1996; Boas and Sag, 2012), as well as theories of language acquisition (e.g. Cameron-Faulkner et al., 2003; Tomasello, 2003), historical change (Traugott, 2008; Bybee, 2010); morphology (Ackerman and Nikolaeva, 2004; Blevins, 2001; Booij, 2010; Spencer, 2001); processing (Gries, 2003; Bergen and Chang, 2005); machine learning (Bod, 1998; Perfors et al., 2007); and neuroscience (Arbib and Lee, 2008; Kemmerer, 2000). There is a huge amount of work to do both in terms of linguistic research and in terms of building bridges between linguistics and related disciplines, but the constructionist approach offers a newer perspective, based on a range of interdisciplinary findings, on our uniquely human ability to learn and use language.
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