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SUMMARY

Earthquake swarms are often assumed to result from an intrusion of fluids into the seismo-
genic zone, causing seismicity patterns which significantly differ from aftershock sequences.
But neither the temporal evolution nor the energy release of earthquake swarms is generally
well understood. Because of the lack of descriptive empirical laws, the comparison with model
simulations is typically restricted to aspects of the overall behaviour such as the frequency—
magnitude distribution. However, previous investigations into a large earthquake swarm which
occurred in the year 2000 in Vogtland/northwest Bohemia, Central Europe, revealed some
well-defined characteristics which allow a rigorous test of model assumptions. In this study,
simulations are performed of a discretized fault plane embedded in a 3-D elastic half-space.
Earthquakes are triggered by fluid intrusion as well as by co-seismic and post-seismic stress
changes. The model is able to reproduce the main observations, such as the fractal temporal
occurrence of earthquakes, embedded aftershock sequences, and a power-law increase of the
average seismic moment release. All these characteristics are found to result from stress trigger-
ing, whereas fluid diffusion is manifested in the spatiotemporal spreading of the hypocentres.

Key words: fluids in rock, geostatistics, seismic modelling, seismic stress, seismicity, syn-
thetic earthquake catalogues.

1 INTRODUCTION

The two most important types of earthquake clustering are after-
shock sequences and earthquake swarms. Aftershocks are associ-
ated with a main shock and their rate of occurrence can be gener-
ally described by the modified Omori law, A ~ (¢ + )7, where
t is the time elapsed since the main shock, p is close to 1 and ¢
is a small time constant (Utsu et al. 1995). The spatial distribu-
tion of aftershocks is observed to correlate with the static stress-
field changes of the main shock, suggesting that stress triggering
plays an important role (Stein 1999). An additional mechanism is
needed to explain the time delay of aftershocks, such as a rate-state
friction law (Dieterich 1994), post-seismic relaxation (Savage &
Svarc 1997; Hainzl et al. 1999), afterslip (Burgmann et al. 2002;
Perfettini & Avouac 2004) or locally induced fluid flows (Nur &
Booker 1972).

In contrast to aftershocks which accompany main shocks, earth-
quake swarms are not characterized by a dominant earthquake and
their temporal evolution cannot be described by any simple law
comparable to the Omori law. These clusters are often assumed to
result from an intrusion of fluids reducing the resistance of faults
(Kisslinger 1975; Noir et al. 1997; Yamashita 1999). Each earth-
quake within the swarm redistributes stress, which may in turn in-
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fluence the subsequent swarm evolution, especially if the crust is in
a critical state (Main 1996). Slider-block models have shown that
earthquake swarms can result from a self-organized critical stress
field without any external pore pressure source (Hainzl 2003). In
general, the absence of well-defined swarm characteristics prevents
the testing of different model assumptions. In this paper, we thus
concentrate on a specific earthquake swarm which occurred in 2000
in Vogtland/northwest Bohemia, Central Europe. This region is well
known for the episodic occurrence of earthquake clusters which con-
sist of small-magnitude events. Preliminary results of isotope inves-
tigations suggest that the swarm activity in this region is induced by
fluid overpressure (Weinlich et al. 1999; Brauer et al. 2003). This
assumption is supported by the observation that fluid diffusion like
spreading of the hypocentres occurred during the swarm activity
(Parotidis et al. 2003). However, the earthquake swarm activity also
shares some common features with tectonic earthquake clusters, in
particular embedded aftershock sequences according to the Omori
law which point to an important role for stress triggering (Hainzl &
Fischer 2002). In addition to these observations, further character-
istics of the Vogtland earthquake swarm can be used to test different
model assumptions, including:

(1) whether the temporal occurrence of the earthquakes, which
take place on approximately the same fault plane (Fischer 2003), is
fractal (clustered on all time scales), in particular if the inter-event
time distribution can be described by the power law #~'; and
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Figure 1. (a) The fault structure (line segments) of the Vogtland/northwest Bohemia earthquake swarm region and earthquake epicentres (circles). The main
swarm area is marked by the ellipse enclosing the year 2000 swarm activity. (b) The local earthquake magnitudes of this swarm are shown as a function of time

elapsed since 2000 August 28.

(2) whether the average seismic moment release has increased
during the swarm evolution according to (M) oci'/*, where i is the

earthquake index (Hainzl & Fischer 2002).

The earthquake model which is investigated in this paper incor-
porates 3-D elastic stress interactions and pore pressure variations
due to fluid intrusion (Section 2). It will be shown that a combination
of changes in both stress and pore pressure explains the main char-
acteristics of the Vogtland/northwest Bohemia earthquake swarm
(Section 3).

2 MODEL

The analysed model is mostly similar to the model of Yamashita
(1997, 1998), which was introduced to simulate seismicity patterns
initiated by fluid migration in a narrow, porous, planar fault zone
pre-stressed by tectonic plate movement or local deformation and
embedded in a 3-D elastic half-space. Additionally, we assume post-
seismic creep on the fracture zone which leads to realistic aftershock
activity according to the Omori law. This new mechanism will be
described in more detail in Section 2.1.

(a)
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The model is adapted to the Vogtland earthquake swarm which
occurred between August and December in the year 2000 in the
Novy Kostel focal area. It is the most recent and best-documented
strong earthquake swarm in Vogtland/northwest Bohemia (Fig. 1a).
The earthquake catalogue of this swarm was recorded by the
WEBNET local seismic network (Horalek ez al. 2000) and consists
of more than 8400 earthquakes with local magnitude M > —0.5
(Fischer 2003). The catalogue is found to be complete for the N =
4823 earthquakes with M| > 0.2 (Hainzl & Fischer 2002). Fig. 1(b)
shows the earthquakes of this swarm event as a function of their oc-
currence times.

The fault plane of the Vogtland earthquake swarm is modelled
with a 3 km x 3 km rectangular patch dipping 73°. The lower edge
of the brittle segment is set to a depth of 10 km (see Fig. 2a). The
fault is discretized into 50 x 50 cells of dimension 60 m x 60 m
each. Earthquake slip occurs when the Coulomb failure stress (CFS)
becomes positive at one cell, i.e. the Coulomb failure criterion is
fulfilled (Harris 1998):
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Figure 2. Illustration of the model configuration (a) and the assumed healing and slip characteristics (b).
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Here t defines the shear and o the normal stress (positive for com-
pression), P is the pore pressure and p is the coefficient of friction.
Earthquake slip on the fault affects neither the normal stress nor the
mean stress on the fault plane. Thus, slip has no effect on the pore
pressure if material properties (e.g. permeability) are constant. In
contrast, fluid flow generally influences not only the pore pressure
but also the stress field. However, because of the numerical costs
that would be involved in modelling the full coupling, it is assumed
here that the stress field is, to a first order, not influenced by fluid
flow (pore pressure changes).

The characteristics of co-seismic slip are governed by a
static/kinetic friction law (Ben-Zion & Rice 1993). If sliding is initi-
ated, the coefficient of friction u, i.e. the frictional resistance, drops
from its static value p to its lower dynamic value 14 and remains
there until the earthquake is terminated. The dynamic weakening of
the fault strength is accompanied by a drop in stress. The shear stress
7 drops to the arrest stress v, which is smaller than the frictional
dynamic stress uq(o0 — p) because of dynamic overshoot.

The stress change on the fault plane due to relative slip of one
segment is calculated with the analytical solution given by Okada
(1992) for an elastic Poisson solid with a rigidity of 30 GPa. For
simplification, we assume the slip to always be in the strike direction,
although this is not in perfect agreement with the observed Vogtland
swarm where both normal and strike-slip events occurred (Fischer
2003). However, the main characteristics of the model are expected
to be independent of this restriction because the stress pattern on
the fault changes only slightly for rotating slip on the same fault
plane. In particular, the stress decreases inside the rupture zone in
the same way, and increases everywhere else. This increase is only
slightly larger in the direction of slip.

The sliding of one cell can lead to an instability in other cells, and
so on. An earthquake ends when all cells are stable with regard to
the Coulomb failure criterion (eq. 1). The duration of earthquakes
is much shorter than the typical time separating subsequent earth-
quakes. Thus we assume instantaneous co-seismic slip, or, in other
words, that the whole earthquake occurs at the same time.

2.1 Healing and post-seismic creep

To account for the healing characteristics observed in laboratory ex-
periments after co-seismic slip (Dieterich 1972; Ruina 1983; Scholz
1998), the fault strength is assumed to recover according to

log (1 4+ At)
log(1+7)°

where 7 is the time interval required for complete healing and Az is
the time elapsed since the earthquake occurred (measured in min-
utes). An illustration of this characteristic is shown in Fig. 2(b).

It is known from laboratory experiments that logarithmic healing
results from asperity creep on the fracture zone, which leads to an
increase of the contact area (Scholz & Engelder 1976). In the model
itis assumes that after co-seismic slip the dislocation slowly extends
further as creep on the earthquake rupture area which adapts to the
observed afterslip characteristics in a simplified way (Burgmann
et al. 2002). It is straightforward to assume that the afterslip is cor-
related with strength; that is, slip increases logarithmically according
to

w(AL) = pg + (o — ia) ()

log (1 + Atr)
log(1+7)"°

where s and s, refer to the co-seismic and post-seismic slip. The
fraction of post-seismic slip k =51 /(s¢ + 51) is a model parameter.

s(Ar) = 5o + 51 3)

The slip characteristic is illustrated in the lower part of Fig. 2(b).
The stress changes due to afterslip are again calculated with the the
analytical solution given by Okada (1992).

2.2 Fluid diffusion

It has been previously shown (Shapiro ef al. 1997; Yamashita 1997)
that variations in pore pressure in the fault plane which result from
an intrusion of fluids from a high-pressure source can be described
by the diffusion equation
6 P=D i P 4
st Taxr @
where D is the hydraulic diffusivity which is generally expected to
be between 0.01 and 10 m? s~ in the crust (Scholz 2002).
Neglecting more sophisticated mechanisms such as pore creation
(Yamashita 1999), homogeneous and constant hydraulic conditions
are assumed. The diffusivity within the fault zone is set to the em-
pirically estimated value in the Vogtland region, D = 0.27 m? s~
(Parotidis et al. 2003), whereas the permeability of the host rock
is assumed to be negligible. Furthermore, pore pressure is initially
constant on the fault plane. Then, a high-pressure source starts to
release fluids at depth. The source is assumed to be laterally exten-
sive, thus the one-dimensional version of eq. (4) can be solved to
find the deviations from the initial state. Furthermore, it is assumed
that the fluid reservoir is large enough for the pressure to remain
approximately constant at the source. The equation is solved in the
range between the horizontal lines x, and x; on the fault plane, where
x increases upwards and x, and x; mark the injection line and the
surface, respectively (see Fig. 2a). We use the following boundary
conditions: P(x¢,?) = AP, P(xy,¢) =0, and P(x,t =0) =0 for
X > Xo.

3 NUMERICAL SIMULATIONS

The evolution of slip and strength as well as the pore pressure diffu-
sion are simulated by means of a finite difference scheme with a time
step of 10 s. The initial stress values (¢ = 0) are distributed within
the arrest stress 7, and failure stress 7y = po(c — P(0)) according
to a doubly truncated Gaussian distribution, where the modal value
of this distribution is fixed to the lower limit 7,. The standard devi-
ation is varied in order to study the influence of the pre-stress level
(t) = (t — 14)/(t¢ — 74). The normal stress o, the pore pressure
P and the static coefficient of friction p are initially constant on
the fault plane. The initial friction coefficient 1y = u(zr = 0) is set
to 0.6 and the effective normal stress o — P(0) is arbitrarily set to
25 MPa. To account for heterogeneities of the brittle properties, the
arrest stresses 7, are uniformly distributed in the interval between
2 and 8 MPa; and the dynamic coefficient of friction varies between
7,/25 MPa and 0.6. An overview of all model parameters is given
in Table 1.

Simulations are performed with different combinations of the free
model parameters: (1) the stress level (7); (2) the depth of the fluid
source xo; (3) the increase in pore pressure AP; (4) the healing time
T; and (5) the fraction of post-seismic creep «.

3.1 Results

The simulated seismicity is in very good agreement with the natural
swarm occurrence in Vogtland. The main results are discussed for
an example model simulation with parameters (t) = 0.4, xy =
10 km, AP =2MPa,x =03and T = 0.1 d.
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Table 1. Overview of model parameters.

Stage of cycle Symbol Value Description
Pre-stress (1) Free Initial stress level
Fluid diffusion X0 Free Depth of the source

AP Free Increase in pore pressure at xg

D 027 m?s~! Hydraulic diffusivity in the fault zone
Co-seismic slip o 0.6 Static friction

wd 0.08—0.6 Dynamic friction

o — P((0) 25 MPa Initial effective normal stress

Ta 2-8 MPa Arrest stress
Healing T Free Healing time
Post-seismic slip K Free Ratio of post-seismic and total slip

3.2 Frequency—magnitude distribution

To show that the frequency—magnitude distribution can be fitted
by a Gutenberg—Richter law, for each event we calculate a local
magnitude M| from its seismic moment M, (in N m) by means
of the empirical relation for the Vogtland region, M = 0.95
log(M,) — 10.76 (Hainzl & Fischer 2002). The shape of the re-
sulting frequency—magnitude distribution (Fig. 3c) is very similar
to that of the Vogtland swarm earthquakes; the b value in particular is
the same. Note that the shift between both distributions by a magni-
tude of about 0.2 could indicate a slightly modified relation, namely
My =0.95 log(M,) — 10.56.

3.3 Temporal occurrence

The earthquake activity is not dominated by one large event, in-
stead it occurs in several subclusters separated in space and time
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(Fig. 3a). In particular, the temporal occurrence of earthquakes is
fractal, where the inter-event time distribution reproduces the em-
pirically observed power law ~ =1 (Fig. 3b).

The subclusters themselves are very similar to typical aftershock
sequences. To illustrate this, we examine the activity relative to the
largest earthquakes within the swarm period. All earthquakes with
local magnitude larger than 2.0 are considered as main shocks if
they are the largest event within 2 hr. The activity accompanying
the main shocks is formed by stacking the records relative to the
main-shock occurrence times. The main shocks themselves are not
counted. For comparison, the same analysis is performed for the
Vogtland/northwest Bohemia earthquake swarm, where the same
lower-magnitude cut-off (M, = 0.8) is used as in the model simu-
lations. Fig. 4 shows the averaged foreshock and aftershock activity
accompanying the 25 (34) main shocks with M > 2 within the sim-
ulation (Vogtland swarm). The curves reveal a very good agreement
between simulation and observation regarding the level of activity
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Figure 3. Example ofamodel simulation: (a) the magnitudes as a function of time; (b) the inter-event time—probability distribution; (c) the frequency—magnitude
distribution; and (d) the cumulative seismic moment release as a function of the earthquake index i.
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Figure 4. The stacked and averaged seismic rate relative to main shocks
with M7, > 2 for the simulation in Fig. 3 (boxes) and the Vogtland earthquake
swarm (solid curve). The aftershock decay is compared with the Omori law
(dashed curve).

and the temporal evolution. Furthermore, the results are very sim-
ilar to that expected for tectonic main shocks: the probability of
aftershocks decays according to the Omori law (Utsu et al. 1995),
and the number of aftershocks significantly exceeds the number of
foreshocks.

3.4 Increasing seismic moments

Fig. 3(d) shows that the average seismic moment released per event
increases monotonically during the evolution of the earthquake

y
(a)

6 : ; ; ; ; ‘

D=0.27[m2s]

51 i
8 3' “““““““““““““““““““““““““ LI |
G y o
_('ZD 2t v, e
kel .

di . ST

- . : v

O=0 20 40 60 80 100 120

time [days]

y
(c]

D=0.27[m2s™]

51 oo
[— ER
£« B
8 3t .
c
o] .o
o 2} |
©

1} :

0 .

0 20 40 60 80 100 120
time [days]

swarm according to My ~ i%%, where i is the earthquake index.

Equivalently, the cumulative seismic moment release increases as
> My ~ i'®. Exactly the same relation has been found for the
Vogtland earthquake swarm (Hainzl & Fischer 2002).

Note that a possible theoretical explanation of this relation can be
derived from basic fracture mechanics, where it is known that stress
at a crack tip scales with the crack extension c according to T ~ /c
(Scholz 2002). A crack model can be considered as a first-order
approximation in the case in which earthquakes mainly occur at
the edge of the previously ruptured zone. Then, stress successively
accumulates at the tip of the growing rupture area. Assuming that
each earthquake, on average, extends the cracked area 4 by the
same amount, the crack extension scales with ¢ ~ A ~ /i which
leads to T ~ i%%. If the stress drop is proportional to the stress
level, the empirically observed relation between seismic moment
and earthquake number is explainable.

3.5 Spatiotemporal migration

Event hypocentres migrate during the simulated swarm evolution.
As aresult of fluid intrusion, activity starts at depth and spreads up-
wards with time. The extension of the rupture zone can be approx-
imated by the theoretical curve, /4w Dt, describing the distance
of the pressure front from the fluid source (Shapiro et al. 1997).
This is illustrated in Fig. 5, where the hypocentral distance from the
source is plotted as a function of the earthquake occurrence time
for two case: the example of Figs 3 and 4 and an example with
larger pore pressure increase but no afterslip, AP = 5 MPa and
k = 0. In the latter case, only static stress changes are considered.
Although the clustering characteristics are very different, a clear
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Figure 5. Distance of the hypocentre from the fluid source as a function of the earthquake occurrence times (a) for a simulation with (k = 0.3) and (b) without
post-seismic slip (¢ = 0). The former simulation is that of Fig. 3. The dotted line refers in both plots to the system size which cannot be exceeded. (c¢) The
corresponding plot for the Vogtland earthquakes with M, > 0.8, where the fluid source is identified with the hypocentre of the first earthquake.
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hypocentre migration is observed in both cases, where the majority
of events occur within the parabolic envelope as theoretically ex-
pected. This observation reflects the fact that the initial stress state is
subcritical; in other words an initial increase in the pore pressure is
necessary to bring the fault into a critical state. The parabola marks
the extension of the critical region as a function of time. Within
the critical loaded region, the stress transfer due to the earthquakes
(stress triggering) becomes the dominant triggering process leading
to earthquake clustering.

3.6 Dependence on model parameters

In order to explore the parameter space of this model, simulations
have been performed with different sets of model parameters (7), x,
AP, T and k. In addition, simulations with a diffusivity D differing
from the previously proposed value for Vogtland, D = 0.27 m? s~!
have been investigated.

The initial stress level (7) determines whether the fault segment
is in a subcritical, critical or supercritical state. Similar to the results
found for slider-block models (Hainzl & Zoller 2001), earthquake
ruptures cannot be stopped after growing beyond a critical size in
overstressed (supercritical) faults. Thus for (7) > ()., the earth-
quake sequence rupturing the fault segment consists of a single
dominant earthquake. On the other hand, if the stress level is too
low, fluid diffusion takes place without seismicity. Swarm-like ac-
tivity occurs for (t) < (7). if the pore pressure increase AP is
sufficient to bring the fault close to the critical state. However, if
the fault is initially in a critical state, an earthquake swarm can also
spontaneously occur in the absence of pore pressure changes, A P
= 0, though swarm activity typically consists of only one cluster.
In this case, earthquakes are triggered solely by afterslip and the
afterslip rate decreases rapidly with time, thus the probability for
a second subcluster separated in time becomes very small for AP
= 0, and the reproduction of the empirical observation of several
subclusters is even more improbable.

We find that the post-seismic creep « influences the number of
directly triggered aftershocks. Thus « is responsible for subclus-
tering within the earthquake sequence, whereas the healing time T
determines the duration of those subclusters. This is illustrated in
Fig. 6(a), where the cumulative number of earthquakes is shown
as a function of time in the case of three simulations differing in
their « value. The temporal occurrence is almost homogeneous and
the resulting curve is smooth in the case of negligible afterslip
(¢ = 0). For increasing values of «, the activity begins to cluster
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in time. As a consequence, the inter-event time distribution changes
from an exponential (x = 0) to a fractal shape (see Fig. 6b).

The strength of the pore pressure increase AP has an effect on the
total amount of seismicity. For small values of AP only a fraction
of the fault plane ruptures. For larger values of AP the whole fault
successively ruptures and multiple ruptures can occur at the same
place. Furthermore, a variation of the depth of the fluid source x,
slightly affects the overall seismicity pattern. In the case that the
fluid source directly borders on the brittle fault region, the change
in pore pressure is strongest in the initiation phase and decreases
monotonically afterwards. For greater source depths, the rate of
change of pore pressure increases in the beginning and consequently
the seismic rate accelerates in the initiation phase.

The hydraulic diffusivity D mainly changes the spatiotemporal
migration of activity. For smaller D, the intervals between subclus-
ters become longer and the overall duration of the activity increases.
Thus the hydraulic diffusivity influences the speed of the evolution
of seismic activity.

In spite of these variabilities, the statistical features shown in
Fig. 3 are robust for a large range of the model parameters (t), x,
AP, T,k and D.

4 SUMMARY AND CONCLUSIONS

The well-defined characteristics of the earthquake swarm which oc-
curred in 2000 in Vogtland/northwest Bohemia allow a detailed com-
parison with model simulations. We have analysed an earthquake
model consisting of two mechanisms: fluid diffusion and stress trig-
gering. The combination of both mechanisms is found to reproduce:

(1) the frequency—size distribution with a b value close to 1;

(2) self-similar clustering in time, especially the inter-event time
distribution ~ #~1;

(3) embedded aftershock sequences according to the Omori law;

(4) the increase of the average seismic moment per event ~ i*23;
and

(5) the spatiotemporal hypocentre migration approximately

bounded by the theoretical curve r = /4w Dt.

Fluid diffusion is only reflected in the last characteristic, spa-
tiotemporal hypocentre migration, although it is the primary trig-
gering mechanism for the activity in general. However, after the
fault patch has been brought into a critical state by an increase in
pore pressure, stress triggering becomes dominant. The post-seismic
stress changes due to afterslip are particularly important for the
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Figure 6. (a) The number of earthquakes as a function of the swarm duration for three simulations (depth of the fluid source xo = 10 km, increase in pore
pressure A P =2 MPa, and healing time 7 = 0.1 d) with different values of fraction of post-seismic creep x = 0, 0.2 and 0.3. For the same examples, (b) shows
the inter-event time—probability distribution in comparison with that observed for the Vogtland swarm earthquakes with M1, > 0.8.
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characteristics of short-term clustering. Thus the mechanism of af-
terslip is in good agreement with empirical observations. However,
the reproduction of the empirical laws does not necessarily imply
a validation of the assumed mechanisms. Afterslip is one of only
several possible mechanisms for aftershocks, and has been chosen
because of its low computational costs which allow extended simu-
lations. It remains an open question whether other mechanisms, such
as arate- and state-dependent friction (Dieterich 1994) or stress cor-
rosion cracking (Shaw 1993; Main 2000), are also able to reproduce
the observations.

In summary, model simulations indicate that the Vogtland earth-
quake swarm was initially triggered by a diffusion-like increase
in pore pressure. The most striking characteristics of this swarm,
however, can be explained by earthquake-induced stress changes
causing a pronounced earthquake clustering and accelerated seis-
mic moment release.
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