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Abstract This study presents observations using new data from a deployment of eight broadband
seismometers surrounding a horizontal well pad at distances of ~1–3 km for the period before, during,
and after a hydraulic fracturing treatment in the Montney Basin, British Columbia, Canada. We use a
multistation‐matched filter detection and double‐difference earthquake relocation to develop a catalog of
350 events associated with hydraulic fracturing stimulation, with magnitudes ranging from −2.8 to 1.8 and
estimated catalog completeness of approximately −0.2. The seismicity distribution suggests a statistically
significant association with injection, and event migration can be described by a hydraulic diffusivity of ~0.2
m2/s. A comparison between daily seismicity rate and analytical stress evolution inferred from daily
injection volumes implies that pore pressure diffusion largely controls earthquake nucleation at distances
less than 1 km, whereas poroelastic stress transfer likely dominates at intermediate distances of ~1–4 km at
time scales shorter than diffusion. Both mechanisms likely have a limited effect on stress perturbation at
distances over 5 km.

1. Introduction

In the last decade, increased injection activity related to hydraulic fracturing (HF) and wastewater disposal
(WD) has been linked to increased seismicity rates in North America (Atkinson et al., 2016; Ellsworth, 2013;
Keranen et al., 2014; Rivard et al., 2014). WD generally produces larger magnitude events relative to HF,
which is often attributed to the differences in injected volumes (Goebel, Weingarten, et al., 2017;
Weingarten et al., 2015). While HF‐induced earthquakes are typically minor (M < 4; Clarke et al., 2014;
Ellsworth, 2013; Holland, 2013; Skoumal et al., 2015), some recent events have exceeded M4, for example,
the 2015 M4.6 earthquake in the Western Canadian Sedimentary Basin (WCSB; Mahani et al., 2017), the
2017 M4.7 Sichuan Basin earthquake (Lei et al., 2017), and the 2018 M4.5 earthquake in the WCSB, near
Dawson Creek, BC (Roth et al., 2018), and the 2019 M4.6 earthquake in the Red Deer, AB (International
Seismological Centre, 2019).

A number of physical mechanisms, including pore pressure diffusion, elastic shear and normal stress pertur-
bations transferred via the rock matrix (often termed as poroelastic stresses), variations in lithology, or some
combination of the above, have been proposed to influence stress perturbations resolved onto proximal
faults. Pore pressure increase due to fluid diffusion has been considered a leading mechanism for explaining
the spatial and temporal distribution of seismicity and is often used as the primary means of stress perturba-
tion in hydrogeological models (e.g., BC Oil and Gas Commission, 2012; Healy et al., 1968; Keranen et al.,
2014; Rayleigh et al., 1976; Shapiro & Dinske, 2009). In the context of pore pressure diffusion, effective nor-
mal stress (difference between normal stress and pore pressure) on preexisting faults can be decreased by
raising pore fluid pressure, thereby lowering the failure threshold on critically stressed faults and promoting
earthquakes (e.g., BC Oil and Gas Commission, 2012; Goebel et al., 2016; Healy et al., 1968; Horton, 2012;
Rayleigh et al., 1976; Shapiro & Dinske, 2009; Zoback &Harjes, 1997). The temporal delay between the onset
of pumping and fault slip nucleation can range from an immediate response to a delay of several years, sug-
gesting a wide range of initial pore pressure conditions and effective hydraulic conductivities in rock forma-
tions (e.g., Altmann et al., 2013; Hsieh & Bredehoeft, 1981; Keranen et al., 2013; Martínez‐Garzón et al.,
2014). On the other hand, the poroelastic framework considers the fully coupled stress evolution of a satu-
rated medium and thus considers elastic stress transfer via the rock matrix in addition to pore pressure dif-
fusion. The poroelastic framework is thus better equipped to explain immediate stress perturbations at large
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distances compared to fluid diffusion (Goebel, Weingarten, et al., 2017;
Goebel & Brodsky, 2018; Kozłowska et al., 2018; Segall et al., 1994). In par-
ticular, such immediate stress increases are needed to explain observed
events at distances of ~10 km or more that occur at time scales shorter
than fluid diffusion times (e.g., Deng et al., 2016; Goebel, Weingarten,
et al., 2017).

Studies also suggest that lithology may influence the physical mechan-
isms responsible for induced events and their spatial distribution. For
example, Goebel and Brodsky (2018) suggested, based on a global compi-
lation of well‐recordedinjection‐induced earthquakes, that injection
above the basement is associated with stronger fluid/matrix coupling in
the soft sedimentary sequences and thus may provide more favorable con-
ditions for poroelastic stress transfer. In contrast, fluid coupling may be
weaker in the stiffer basement rocks, favoring pore pressure diffusion as
a leading stress transfer mechanism. In Alberta, Schultz et al. (2016) found
that hypocenters of HF‐induced seismicity coincide with the margins of
the Devonian carbonate reefs, suggesting nucleation preference to paleo-
bathymetric highs associated with Precambrian basement tectonics.

The relative importance of fluid diffusion and poroelasticity‐induced
stress changes can be illustrated in the studies of short‐period,high‐rate
injection into low permeability (tight) shale formations during hydraulic
stimulation and its spatiotemporal correlation to induced earthquakes
(Galloway et al., 2018; Kozłowska et al., 2018; Schultz et al., 2016;
Shapiro & Dinske, 2009). However, many HF studies in the Central and
Eastern United States are in locations where ongoing WD may also pro-
vide a strong imprint on the seismic response. In contrast, the lower
volumes of coproduced wastewater in the WCSB result in a lower density
of WD wells and provide a unique opportunity to isolate the effects of HF
injection (Atkinson et al., 2016). The Montney shale formation is thus an
appropriate area to conduct such studies. Located in northeastern British
Columbia and northwestern Alberta, it is one of the main shale forma-
tions targeted for HF in Canada. This region has experienced a drastic
increase in seismicity since 2005, as drilling activity increased rapidly
(Rivard et al., 2014). For example, the number of M3+ events increased
threefold from 2008 to 2015, including the 2015 M4.6, the 2018 M4.5,
and the 2019 M4.6 earthquakes referenced above. While the seismic
response to pumping has been vigorous in some places, the sparse perma-
nent regional network is only capable of detecting earthquakes with mag-
nitudes larger than ~ML2.5 (Visser et al., 2017), making it difficult to
perform detailed analyses of hazard near individual wells (or groups
of wells).

Here we present a detailed source parameter study of induced earthquakes associated with a HF stimulation
in the Montney Basin area with no proximal disposal wells. We use new data from the deployment of eight
broadband seismometers at distances ranging from ~1 to 3 km from the well pad of a horizontal well bore for
a period bracketing 6 weeks prior to and 3 months following a HF stimulation in the Montney Basin area
(Figure 1). The temporal coverage and the close event‐station distances allow us to compile a multistation
matched‐filter (MMF) enhanced catalog and calculate double‐difference earthquake relative relocations,
in order to quantify the spatiotemporal distribution of earthquakes in response to fluid injection. We use
relocated seismicity to highlight the geometry of seismically active structures and further investigate earth-
quake migration patterns and their source parameters to probe the nucleation mechanism(s). We also com-
pare the histogram of detected seismicity with daily‐averaged injection volumes in multiple nearby wells in
order to identify temporal correlations. We observe two dominant event types: (1) high‐frequency

Figure 1. Hydraulic fracturing activity, seismicity, and station distribution
in Montney Basin, northeast British Columbia, Canada. Red/black trian-
gles show McGill/NRCan seismic stations, respectively. Diamonds: active
hydraulic fracturing wells reported by British Columbia Oil and Gas
Commission, between 1 May 2013 and 1 November 2015. Size corresponds
to the injection volume. Color bar indicates the hydraulic fracturing well
operation date, with respect to the start of MG station deployment (28 May
2015). Diamonds with thick black edges indicate wells active during the
station deployment period (28 May 2015 to 15 October 2015). Black/white
dots: 1,108 earthquakes during/outside MG deployment period, between 1
January 2014 and 31 December 2016 cataloged by Visser et al. (2017). Star
represents the 17 August 2015 MW 4.6 hydraulic fracturing‐induced earth-
quake near Fort St John. Dashed line box outlines 30 km * 30 km area of this
study. Inset shows the location of the Montney Basin within the Western
Canadian Sedimentary Basin.

10.1029/2018JB017039Journal of Geophysical Research: Solid Earth

YU ET AL. 4695



(broadband) events analogous to “standard” tectonic earthquakes and (2) hybrid‐type events that commence
with an impulsive broadband signal and transition to low‐frequency ringing. Here we focus on the results of
the more numerous high‐frequency events, whereas a follow‐up study will focus solely on the source char-
acteristics and physical mechanisms of the hybrid‐type events.

2. Catalog Construction and Spatiotemporal Correlation to Fluid Injection

The data used for catalog building were recorded on eight Nanometrics Trillium Compact 20s broadband seis-
mograph stations (MG01‐08) deployed between 28 May 2015 to 15 October 2015 within 1–3 km from the well
pad, in the northern Montney shale formation, British Columbia. Additional data come from one regional
CanadianNational Seismograph Network (CNSN) station, NBC5 (Figure 1). Continuous waveforms recorded
ground velocity at a sampling rate of 100 Hz. Four MG stations (MG02, 03, 04, and 08) had a locked GPS signal
for the duration of the deployment, with well‐constrained timing for the entire data collection period, whereas
GPS signalwas partially unlocked at the remaining four stations (MG01, 05, 06, and07). Thepotential time drifts
on the four unlocked stations could lead to a failure of codetection. Therefore, timing correction is calculated
based on ambient noise cross correlation and applied to those partially unlocked stations. As a result, the abso-
lute time uncertainty atMG01 and 05–07 decreases from~1 to ~0.1 s, that is, to negligibly small values (support-
ing information Figure S1). The timing correction procedure is described in detail in supporting information
Text S1 (Bensen et al., 2007; Gouédard et al., 2014; Hable et al., 2018; Hannemann et al., 2013; Lin et al.,
2007; Sens‐Schönfelder, 2008; Yao et al., 2011). We use the corrected timing in all the subsequent analysis.

2.1. Building an Earthquake Catalog

The construction of an earthquake catalog in this study involves an initial Short‐Term‐Average/Long‐Term‐

Average (STA/LTA) detection, enhanced by a MMF approach, followed by event location (Hypocenter) and
relocation (hypoDD). We first apply a multistation STA/LTA algorithm (Krischer et al., 2015) to automati-
cally detect 645 initial earthquakes; details of STA/LTA detection method and the parameter choices are
introduced in Text S2 (Withers et al., 1998). Since we are primarily interested in the seismicity proximal
to the well surrounded by the MG stations (~30 km by 30 km study area marked in Figure 1), we retain
the 490 events with S‐P time less than 4 s, from which we select MMF templates.

In the next step of MMF detection, we reduce the number of possible templates by using only representative
events of distinct families to increase computational efficiency. The 490 events detected by the STA/LTA
approach are grouped into 60 families based on the criterion of waveforms correlation coefficient (CC) larger
than 0.6 at the (East) horizontal component of MG08, which is the station with the best signal‐to‐noise ratio
(SNR). The event with the highest SNR is then used as the representative template for each family. TheMMF
method correlates each of the template events in time windows starting 3 s before and after the S arrival (in
order to include both P and S phases in the template waveform) on the East components at five stations
(MG02, 03, 04, 08, and NBC5). Here we use the East component only, because it has better SNR and per-
forms better in MMF detection than using all three components.

The above procedure results in three hundred 6‐s template waveform traces, of which 254 traces with
SNR ≥ 2 remain for the MMF detection. Both the templates and continuous waveforms are band‐pass fil-
tered between 5 and 15 Hz to aid visual identification of local seismic signals (Walter et al., 2015). We then
cross correlate all templates with the continuous waveform at each station and sum the normalized CC
values. A detection is declared when the sum exceeds a given threshold, which is usually determined empiri-
cally based on the specific tolerance of false detections for a given data set. Here we define a “strong” detec-
tion when the summed CC value exceeds 7 times the median absolute deviation (7*MAD) and a “weak”
detection when CC exceeds 16*MAD by allowing ±0.5‐s shift in the CC calculation to account for colocation
tolerance between the template andMMF detections (Peng & Zhao, 2009; Shelly et al., 2007). Further details
of the MMF detection method can be found in our previous studies (Wang et al., 2015, 2018).

The automatic strong and weak detections further undergo a visual inspection, using three components of
the seismograms recorded at the eight MG stations and NBC5, to remove false detections. Events demon-
strating identifiable seismic signals on more than two stations are retained as real detections, resulting in
422 strong and 630 weak detections. It should be noted that the 630 weak detections include the 422 strong
detections. In the end, 324 additional events are detected by the MMFmethod, compared to the original 490
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STA/LTA detections. The comparable numbers of detected events using the two methods are due to the fact
that the initial STA/LTA detection uses a codetection threshold set as low as 3 in order to include as much
seismic signal as possible. Therefore, many seismic signals have already been detected before the application
ofMMF. However, the total detection of 814 events (Table S2) is a significant improvement over the 28 earth-
quakes reported for the same time period using only the regional stations (Visser et al., 2017), clearly demon-
strating the advantage of dense array coverage.

2.2. Event Location and Relocation

We use the program Hypocenter (Lienert & Havskov, 1995) to estimate the locations of the 814 detected
events, with the origin times estimated from the initial detections and manually picked P and S arrivals.
Both the absolute and differential S‐P travel times, including data from the four stations with partially
unlocked GPS signal, are used (see Text S3 and Figure S2; Klein, 2014; Laske et al., 2013; Lienert &
Havskov, 1995; Radke et al., 1982). We also use a larger VP/VS ratio in the top ~3 km than the underlying
crystalline crustal materials, to account for the shallow Triassic sedimentary formation in theMontney basin
(Laske et al., 2013; Radke et al., 1982). The velocity model used in the inversion is CRUST 1.0 with a 1° by 1°
grid centered at (57.5°N, 122.5°W), which consists two sedimentary layers with 1‐ and 1.8‐km thickness,
overlying the crystalline basement (Laske et al., 2013; Table S1). A total of 558 hypocenters out of the 814
initial detections is constrained by Hypocenter.

Of the 558 events, a total of 530 hypocenters is relocated with double‐difference relocations (hypoDD;
Waldhauser, 2001), using the same CRUST 1.0 velocity model. Details of parameter settings are listed in
Table S3.We obtain the relocation uncertainty by applying a bootstrap random replacement error estimation
based on 100 trials (Waldhauser & Ellsworth, 2000; Yu et al., 2016) and retain 350 of the 530 relocated hypo-
centers that surpass an error cutoff threshold of 1 and 2 km for horizontal and vertical errors, respectively.
Considering the spacing between the five wells in our study area are ~10 km, an epicenter resolution of 1 km
is sufficient to spatially correlate earthquakes with individual wells. Table S4 lists the hypocentral informa-
tion of the 350 relocated events.

2.3. Earthquake Distribution and Migration

Figure 2 shows a map of the 350 relocated epicenters, grouped into three clusters. The first cluster (C1) sur-
rounding HF1 commences in close spatial and temporal proximity to the injection stages at the distal end of
the well bore and subsequently moves toward the vertical section of the well over the course of injection.
Events within the same cluster then migrate from the southern end of the horizontal well bore approxi-
mately ~2 km to the south (Figure 3a). In total, 89% (199/223) of events in C1 occurred within the sedimen-
tary layers (hypocentral depths ≤ 2.8 km) and 83% (184/223) occurred within 1 km of vertical distance to
horizontal section of the wellbore, which ranges from 1.8 to 2.0 km in depth at the northwest and southeast
ends, respectively. The second cluster (C2), near station MG08, becomes active at the beginning of the obser-
vation period and migrates bilaterally from the center of the cluster. All events in C2 occurred within the
sedimentary layers and 78% (39/50) within 1‐km vertical distance to the horizontal wellbore of HF1.
Although C2 is only approximately 2 km away from HF1, 46% (23/50) of C2 events occurred before the first
treatment of HF1, and the remaining 27 events are distributed evenly over the remainder of the 4‐month
observation period, instead of clustered temporally around HF1 injection. The daily event rate even
decreased during HF1 injection period. Cluster 3 (C3) occurs near HF4 and is active simultaneously with
HF4 operation, suggesting direct triggering. However, the scattered hypocenters and lack of any migration
pattern in C3 may likely be a result of the limited observational capability of the MG network near HF4.
We therefore do not attempt to interpret the vertical distribution of events in C3. For the above reasons,
we focus on the seismicity migration only of C1 events as they are unambiguously related to injection at HF1.

Liquid‐rich gas shale and siltstones in Montney basin result in low diffusivity. However, with the
permeability‐enhancing treatments, the diffusivity would be increased near HF wells. There is no direct
measurement of the hydraulic diffusivity for this area, while seismicity migration pattern is one way to esti-
mate it. The migration pattern revealed by the relocated hypocenters in C1 can be correlated with injection
parameters to place constraints on the assumed isotropic hydraulic diffusivity (D) for the bulk crustal rock
near HF1. We estimate D for C1 by fitting the epicentral distance (r) and occurrence time (t) using a diffu-

sional parabolic envelope, r ¼ ffiffiffiffiffiffiffiffiffiffiffi
4πDt

p
(Parotidis et al., 2003). Here we assume the origin time and
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hypocenter of the first detected event following the commencement of HF1 injection as r= 0,t= 0.We fit the
parabolic envelope to the 95th distance percentile in 1‐day time bins and estimate the D value to one
significant digit. Figure 3b demonstrates that the preferred value of D is 0.2 m2/s. Although the D value is
within the range of typical diffusivity values estimated for the crust (0.01–10 m2/s; Scholz, 2002), as well
as in the estimated range between 0.1 and 2 m2/s of shale gas formations in northwestern Oklahoma
(Goebel, Weingarten, et al., 2017), it is higher than typically expected for low‐permeability shale and
siltstones (Guglielmi et al., 2015). We will discuss the implications of the inferred diffusivity value in
section 5.

The projection of all 350 relocated hypocenters along profile AA' indicates events also cluster beneath the HF
wells at depths of 0–3 km and at greater depths of 5–18 km (Figure S3). Although the link between the shal-
low and deep clusters is tenuous due to the limited number of events and the station distribution at the east-
ern and western edges, it is possible that the deep cluster of events (~5–20 km) indicates a steeply dipping
(~50°) structure with strike direction oriented roughly perpendicular to profile AA', based on a linear‐
least‐squares fit of relocated hypocenters that surpass a relaxed quality control criteria (horizontal and ver-
tical errors both less than 2 km).

3. Quantifying Seismicity Correlation to Injection

As shown in Figure 4a, temporal correlations between the detected seismicity and daily injection volumes of
the closest wells generally suggest increased seismicity due to injection. In particular, HF1 and HF4 demon-
strate strong correlation between injection volume and the number of detected earthquakes, whereas the
correlation is not as strong for HF2, HF3, and HF5. In the following, we use a statistical approach to help
further establish whether a correlation exists between injection activity and earthquake occurrence.

Figure 2. Epicenters of double‐difference relocated events with horizontal and vertical uncertainties less than 1 and 2 km,
respectively (350 in total). Diamonds: hydraulic wells with the same scale as in Figure 1 (size proportional to injection
volume), with yellow lines showing map‐view projections of horizontal wells. Color bar indicates Julian day in 2015 of event
occurrence andwell operations (arrowmarks the start ofHF1 injection). Seismicity clusters are projected ontoAA' plane that is
approximately parallel to SHmax (Bell & Grasby, 2012; projection shown in Figure S3). HF = hydraulic fracturing.
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Statistical tests that make assumptions regarding the characteristics of
background seismicity are often used to quantify changes in earthquake
rates following some stressing event. Here we assume that the stressing
event results from the alteration of the subsurface stresses via fluid injec-
tion related to HF. The temporal correlation between pumping and
changes in earthquake rates can then be quantified using a measure such
as the β statistic or some other difference of means test. For example,
assuming the earthquake sequence obeys the same Poisson process before
and after a stressing event (in our case, onset of injection at a given well), a
β statistical value indicates statistical changes in mean seismicity rates by
considering the number of events per day before and after the injection.
That is, positive β values imply seismicity rate increases, and negative
values suggest seismicity rate decreases. A value larger than 2 implies a
statistically significant increase in seismicity rate with an implied correla-
tion with the active well (e.g., Matthews & Reasenberg, 1988). We also
check for a statistical correlation by calculating the Poisson and
Gaussian p values for each injection well and set the triggering threshold
at the 95% significance level. A p value larger than 0.95 indicates strong
evidence (at the 95% significance level) against the null hypothesis, thus
rejecting the null hypothesis. We test the validity of the assumption that
the earthquakes in the (nondeclustered) catalog are Poisson (β value
and p value tests) or Gaussian distributed (p value test), as discussed
below. Additionally, we note that we do not use the statistical tests to
quantify the magnitude of changes in earthquake rates associated with
pumping but only to highlight any potential correlation to pumping at a
specific well.

We first find that we cannot reject the null hypothesis that background
seismicity is Poisson or Gaussian distributed at the 95% confidence level
for both cases. We then use the β value and p value tests to identify signif-
icant changes in background rate following the onset of pumping at HF1–
HF5. Figure 1 shows an extended injection history in the study region and
demonstrates that injection activity was negligible within the vicinity of
HF1–HF5 directly prior to injection at HF1. Therefore, there should be
negligible influence of pumping at neighboring wells on the assumed
background seismicity rate. Hence, a single background (or prestressing)
rate prior to injection at HF1 is used for all five wells. We use “before”
and “after” stressing windows of consistent length ranging from 1 to
14 days (discussed below), with the period 1–14 days before injection at
HF1 used to estimate the mean background rate. We note that the seismi-
city rate may deviate from the background distribution following some
stressing event (such as well stimulation). Following the reasoning of
van der Elst and Brodsky (2010), the difference in average rates prior to
and following the stressing event is sufficient to identify a causative trigger
(in this case, fluid injection).

Figures 4b–4d shows the correlation with pumping onset at each well (HF1–HF5) using the daily seismicity
rate from the catalog (see in Table S2) by computing the Poisson β value and Gaussian p values, see Text S4
for specific details on the calculations (Matthews & Reasenberg, 1988; Wang et al., 2015). We vary the time
windows from 1 to 14 days in order to avoid excluding any correlation between delayed seismicity and
pumping and show the variation of each statistical measure as a function of the time window length. The
β value test (Figure 4b) suggests an increased seismicity rate following injection at wells HF1 and HF4 for
time windows exceeding 5 days and at well HF2 for windows exceeding 7 days. The fact that the seismicity
rate increase is not significant for shorter time windows may be due to the slow acceleration of injection at
the initial stimulation stages, as well as inaccuracy of the reported pumping time (Goebel & Brodsky, 2018).

Figure 3. (a) Distribution of seismicity in C1 in the 50 days following HF1
injection. Star shows the location of the first detected event after injection,
taken as the starting point for earthquake migration. Error bars show the
horizontal uncertainties of relocated epicenters. Color bar indicates the
Julian date in 2015 of event occurrence, with the yellow arrow marking the
start of injection. (b) Seismicity migration of C1, represented by gray dots
with location error bars. Open circles are 95th percentile of distance in 1‐day
time bins. Parabolic envelopes represent the “diffusion front” calculated
using different diffusivity values and assuming one pore pressure source for
each cluster. The percent of events occurred within the “front” are marked
next to each diffusion curve. Solid parabolic envelope indicates preferred
diffusivity values D = 0.2 m2/s. HF = hydraulic fracturing.
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Figure 4. (a) Histograms of earthquake catalog and average fluid injection volume. Yellow bars: daily event number of jointly detected by a multistation STA/LTA
approach and matched‐filter detection in our study area (814 in total). Blue bars: daily event number reported by Visser et al. (2017) of the same area (28 in total).
Pink shaded areas: operation periods of five hydraulic fracking wells (HF1–5) marked in Figure 2. Pink dots: daily injected fluid volume reported by British
Columbia Oil and Gas Commission for each well. The Julian date color bar shown in the bottom of the histogram is the same as in Figure 2. (b) β statistical value
quantifying changes in seismicity rate due to HF at each well. The x axis shows time‐window length dependence on triggering (see Text S4). Background
seismicity rate is estimated using events in the same time window before HF1 injection as after injection. Dashed line indicates significance criteria of β= 2. (c) The
same as (b) but for the Poisson p statistic, assuming background seismicity follows a Poisson distribution. The dashed line marks the 95% significance threshold.
(d) The same as (c) but under the assumption the background seismicity follows a normal distribution. HF = hydraulic fracturing.
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Although the β value is larger than 2 for all the time windows at well HF3, it may be an artifact of increased
seismicity at the end of stimulation of HF2. Adding to the ambiguity of the correlation of seismicity increases
with HF3 is the fact that there is a 1‐day overlap between pumping at HF2 andHF3, and the seismicity rate is
low during the remainder of the HF3 injection period (Figure 4a). We also test the null hypothesis that seis-
micity rate continues to follow the same Poisson or Gaussian distribution after injection commences at HF
wells. We can reject the null hypothesis at the 95% level for all distributions, implying a deviation in the seis-
micity distribution following injection onset. We can also reject the null hypothesis for the time window fol-
lowing injection onset at wells HF1, HF2, and HF4, which is nevertheless consistent with the suggested
correlation of seismicity increases with injection activity (Figures 4c and 4d). Well HF5 does not show a sig-
nificant correlation between injection and seismicity in the β statistic or Poisson p test and only shows sig-
nificant changes based on the Gaussian p test for time windows exceeding 5 days. In summary, the statistical
test results suggest that injection at HF1, HF2, and HF4 is correlated with increased rates of local seismicity,
while HF3 and HF5 exhibit an ambiguous correlation, at least with our station distribution and
resulting catalog.

The statistical tests suggest a temporal correlation between injection and earthquake activity. To show the
spatial correlation for each well, we present a comparison of averaged seismicity rates between periods dur-
ing and outside of injection activity in a circular area of epicentral distance <5 km from each respective well,
based on the whole relocated catalog (530 events). Figure S4 demonstrates that all injection wells, with the
exception of HF3, are associated with increased seismicity rates at distances less than 5 km, of which HF1
and HF4 have the most pronounced effect.

In order to investigate the effect of pumping on earthquake rates at larger distances, we check the response
of earthquake rates within 5 km of HF1, around which the MG network is centered (i.e., where catalog com-
pleteness is best), to pumping at wells HF2–HF5. Distances of HF2–HF5 to HF1 range from 9 to 14 km. The
daily seismicity rates at HF1 during these pumping periods are all comparable to the background seismicity
rate (~2 events per day), indicating that injection at nearby wells has only a negligible effect on earthquake
rates at distances larger than ~10 km.

We also check the possibility of dynamic triggering by teleseismic earthquakes. As detailed in Text S5
(International Seismological Centre, 2015; Lay & Wallace, 1995; Figure S5), a lack of local events observed
in filtered mainshock surface waves coupled with the small estimated peak ground velocity of distant main-
shocks (<0.01 cm/s) experienced near the MG array, as well as the statistical results (Figure 4), suggests no
significant dynamic triggering occurred during the deployment period.

4. Source Parameter Estimates

Earthquake source parameters, including corner frequency, stress drop, source radius, and seismic moment,
provide important information to help understand the physics of fault rupture. While stress drop and source
radius are model dependent, the scalar seismic moment M0 (proportional to earthquake size) and the spec-
tral corner frequency fc (inversely proportional to earthquake duration) are two fundamental measurable
parameters (e.g., Eshelby, 1957; Hanks & Kanamori, 1979; Haskel, 1969), although fc can be difficult to con-
strain due to influence of attenuation and site response. Earthquakes are empirically observed to have a pre-
dictable scaling of M0 ~ fc

−3 over a broad range of magnitudes, suggesting scale‐invariant stress drop values.
There are also studies suggesting stress drop increases with moment for smaller magnitudes (e.g.,
Boatwright, 1994), but it is still an open question as to whether this is an artifact of data processing or has
a physical basis, due to difficulties in accounting for nonsource related effects for small amplitude signals
(e.g., Ide et al., 2003; Ide & Beroza, 2001; Onwuemeka et al., 2018).

We follow the approach of Abercrombie (1995), applying a single‐station spectral analysis using waveforms
from station MG08, which has the best SNR, to estimate the seismic moment and the spectral corner
frequency. We first compute the spectra using a multitaper spectral estimation with the MATLAB PMTM
function on time windows of 1 s, starting 0.2 s before the phase arrival, and then fit the spectra using a
least‐square curve fit. We also compute noise spectra for time windows of the same length ending before
the phase arrival for both P and S phases (Figure 5). The fitting method estimates three parameters by fitting
a Boatwright model to the displacement spectra of P and S phases: the long period spectral amplitude (Ω0),
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the spectral corner frequency (fc), and high‐frequency falloff rate on a log‐log plot (n). The analytical form of
the displacement spectrum is given by the following equation (Boatwright, 1980):

Ω fð Þ ¼ Ω0
e− πft=Qð Þ

1þ f =f cð Þ2n� �1=2 ; (1)

where t is travel time, and Q is a quality factor assumed to be 1,000. The values of Ω0 and fc subsequently
provide estimates of seismic moment (M0), source radius (r), and stress drop (Δσ) using the following equa-
tions with a circular crackmodel (Aki & Richards, 1980; Brune, 1970, 1971; Eshelby, 1957; Madariaga, 1976):

M0 ¼ 4πρc3RΩ0

Uϕθ
; (2)

r ¼ 3kcs
f c

; (3)

Δσ ¼ 7M0

16r3
; (4)

Figure 5. A representative example of single spectral fitting. Displacement waveforms of an M1.6 event on 13 October
2015, 01:53:34 recorded at station MG08: (a) E‐W, (b) N‐S, and (c) vertical components. Gray/blue/pink shaded areas:
timewindows for obtaining the spectra of noise/P/S phase. The window lengths used are 1 s and start 0.2 s before the phase
arrival. (d) Least square curve fits of P phase spectra calculated with a multitaper PMTM function (Prieto, Thomson, et al.,
2007, Prieto, Parker, et al., 2007). The fitting only applies to the frequencies within which signal‐to‐noise ratio > 2. The
inverted triangle marks the fitted corner frequency. The long period spectral amplitude (Ω0) is estimated via averaging the
five lowest fitted frequency data points. (e) The same as the left panel for the S phase.
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where the density, ρ, is set at 2,790 kg/m3, velocity c for P and S waves is
chosen at the hypocentral depth (Table S1), and R is the hypocentral dis-
tance. The mean radiation pattern, Uϕθ, is set to be 0.52 and 0.63 for P and
S waves, respectively (Aki & Richards, 1980), and k, a constant related to
the reciprocal relation between fc and r, is set as 0.32 and 0.21 for P and S
waves, respectively (Madariaga, 1976). It should be noted that the expres-
sions and constants in equations (1)–(4) may differ among models (e.g.,
Brune, 1970, 1971; Boatwright, 1980). Thus, the relative values we obtain
are indicative of scaling, but any attempt to compare absolute values
across studies should always consider the specific type of source model
and assumed constants.

We estimate the moment and corner frequency values by fitting the indi-
vidual source spectra using equation (1) (representative examples show in
Figure S6). Figure S7 shows the estimated corner frequency values. The
range of estimated fc values for the induced events is 7–30 Hz, and the

ratio of corner frequency values determined for P and S phases (f Pc =f
S
c ) is

1.31. As shown in Figure 6a, the fitted slopes for the relation between cor-
ner frequency and seismic moment based on P and S phases show obvious
differences between the P‐phase fitting (−2.77) and the S‐phase fitting
(−4.85). The estimated source radius for the induced events ranges from
~10 to 100 m, with seismic moment between ~108 and 1011 Nm, implying
stress drop values of 0.01 to 1 MPa (Figures 6b and S8). We note that cor-
ner frequencies of events with seismic moment smaller that ~1010 Nm
become difficult to constrain with surface stations and single spectrum
estimates; stress drop error bars generally increase with the decreasing
event magnitudes. Thus, the estimated scaling should be interpreted with
caution for events of M0 < ~1010 Nm.

In addition, we use amplitude ratios to estimate the seismic moment
values of smaller events detected by the MMF that did not have enough
phase arrivals to be reliably located, based on the relation M0 ∝ RΩ0

(equation (2)). Following van der Elst et al. (2013), we calculate three‐
component displacement waveforms of earthquakes with clear signals
(SNR ≥ 2) after applying an 8‐Hz high‐pass filter and measure the peak
amplitude within a 4‐s window starting at the S wave arrival. Every order
of station‐averaged amplitude difference between a template and another
strong detection corresponds to one unit of difference in magnitude. We
estimate the magnitudes of 422 strong detections using their amplitude
ratios to colocated template events with calculated seismic moment from
individual spectra. As Figure S9a shows, including the estimated magni-
tudes of the MMF detection extends the range of catalog magnitudes from
~M−2.8 to ~M1.8. Note that larger events (M > 1) occur nearly exclusively
during injection periods. The magnitude‐frequency distribution indicates

a magnitude completeness of Mc ~ −0.2 for the catalog created here (Figure S9b; Wiemer &Wyss, 2000). We
estimate a corresponding b value of 0.84 ± 0.09 based on a maximum‐likelihood method (Aki, 1965; Shi &
Bolt, 1982).

5. Discussion

Figures 2 and 4 demonstrate a strong temporal and spatial (<5 km) correlation between induced seis-
micity and fluid injection, particularly near wells HF1 and HF4. Figure 3 shows that while seismicity
migrates with increasing time away from the well bore, some earthquakes also occur at distances up
to ~3–4 km at short time scales after injection starts, which begs the question as to whether pore pres-
sure diffusion or poroelasticity of the rock matrix dominates the injection‐induced stress transfer.

Figure 6. (a) Scaling between corner frequency fc and seismic momentM0.
Red/blue solid dots: fc and M0 estimated based on the single spectral
fitting of P/S phase. The best‐fit scaling relations are log10 MP

0

� � ¼ −2:77
log10 f Pc

� �þ 13:53 and log10 MS
0

� � ¼ −4:85 log10 f Sc
� �þ 15:09, for P and S

phases, respectively. (b) Seismic moment versus source radius. Both
quantities are estimated from the single spectral fitting of S phases. The
scaling for the P phases is shown in Figure S8.
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Seismic cluster C1 near HF1 follows a diffusive migration pattern that is well described by a square‐root
envelope (with 80.1% of events following the estimated diffusivity), suggesting pore pressure diffusion
(Goebel & Brodsky, 2018; Segall & Lu, 2015). Another factor supporting pore pressure diffusion as a
means of stress transfer is that earthquake rates are positively correlated with the cumulative sum of
injection volume during the HF treatment (Figure 4a), which could be related to the pressure increase
caused by fluid diffusion (Huang & Beroza, 2015; van der Elst et al., 2013). Such an argument is also
supported by the study of Schultz et al. (2018) in the Duvernay play (Alberta, Canada), suggesting a lin-
ear scaling between injection volume and seismic productivity (event count). Alternatively, induced seis-
micity controlled by poroelastic stress change, without a characteristic delay from fluid diffusion, would
be potentially more sensitive to the pumping rate (e.g., Goebel, Weingarten, et al., 2017), rather than the
total volume. Here we only have information about the daily average pumping rate, which precludes us
from correlating seismicity rate with the maximum pumping rate. We can therefore only make limited
inferences with respect to poroelastic stress transfer based on pumping rate data.

Lithology may also have important implications for poroelastic stress transfer. For example, the maxi-
mum injection depth at HF1 is ~1.9 km, within the sedimentary layers (0–2.8 km) and roughly 1 km
above the basement contact. (Note that the horizontal well bore is not level but dips with the Montney
Formation, thus ranges in depth from approximately 1.8–2.0 km). Goebel and Brodsky (2018) point out
that the bulk strain in soft sedimentary rocks is more strongly coupled to pore fluid volume changes
(which could originate from fluid injection) compared to the crystalline basement. Thus, stress perturba-
tions from pumping may be transmitted more dominantly via poroelastic stress transfer compared to the
basement rock units with a lower Biot coefficient. Given that injection occurs around HF1 in the sedi-
mentary layers where strong poroelastic coupling is expected, we perform a consistency check on the see-
mingly contradictory hypothesis that pore pressure diffusion dominates stress transfer in the context of
the estimated diffusivity values. We use a simple poroelastic model to calculate the spatiotemporal evolu-
tion of solid matrix stresses and pore pressure changes due to successive point‐source injections (Figure
S10). The aim of the model is to check, to first order, if pore pressure stresses dominate within 5 km of
the well bore of HF1, or whether poroelastic stresses are needed to explain the distribution of seismicity
within the sedimentary layers. We use the program POEL (Wang & Kümpel, 2003) to model a layered
elastic medium inferred from Crust 1.0 (Laske et al., 2013), with inputs from the daily injection volumes
at HF1 (Figure S10b), and our estimated diffusivity value of 0.2 m2/s. We assume the confining pressure
of the shale unit undergoing injection is approximately ~50 MPa and set the Biot coefficient value α = 0.5
for the two overlying sedimentary layers, according to Gutierrez et al. (2015), and use a value of α = 0.2
for the basement layer (Detournay & Cheng, 1993). We also set the undrained Skempton coefficient B
(the change in pore pressure per unit change in confining pressure) as 0.75 (Deng et al., 2016). The colo-
cated point injection sources (neglecting lateral spread) are located at a depth of 1.9 km (Figure S10a), the
average depth of the horizontal portion of the well bore. Text S6 provides details of the model calculation
(Deng et al., 2016; Detournay & Cheng, 1993; Gutierrez et al., 2015; Laske et al., 2013; Rice & Cleary,
1976; Skempton, 1954; Wang & Kümpel, 2003).

Each panel in Figure 7 shows the evolution of the calculated pore pressure and (radial) poroelastic
stress values at the depth of 1.9 km at successively greater distances (r = 1‐km intervals) to the well,
compared to seismicity within 100 days of injection onset. The radial stress (Δσrr) is plotted for compar-
ison to pore pressure (ΔPp), as its amplitude is an order of magnitude larger than all other stress tensor
components. Here we define tension to be positive. Figure 7 demonstrates that at all distances consid-
ered, Δσrr declines briefly as the pumping starts and remains compressive prior to the arrival of fluid
diffusion front, as inferred by the increasing and high pore pressure values (ΔPp). Once the fluid diffu-
sion front passes, Δσrr changes from compression to tension (negative to positive values). After a char-
acteristic period (t~r2/D; Parotidis et al., 2003), both ΔPp and Δσrr approach zero. We note that the
evolution of ΔPp and Δσrr does not change significantly when using a higher α value (=1) for the sedi-
mentary layers while keeping a constant α = 0.2 in the basement layer. We also note that the calcula-
tion in the near field (r < 200 m) may not be valid due to the high and largely unconstrained
permeability‐enhancement resulting from fracture formation during the HF treatment. Events at such
small distances likely result from stresses applied directly to the rock framework through hydraulic sti-
mulation (Zeng et al., 2014).
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Comparing the stress evolution to the pattern of seismicity suggests that (1)ΔPp has a donimant effect on the
number of earthquakes at distances <1 km (Figure 7a) and (2) poroelastic stress transfer, Δσrr , may more
readily explain the occurrence of earthquakes before the fluid diffusion front passes at intermediate dis-
tances of ~1–4 km (Figures 7b–7d). According to our model, both pore pressure diffusion and poroelastic
stress change influence the process of stress transfer, thus the seismicity distribution, after the fluid diffusion
front passes by. We note that the radially compressive/tensile stress change here could possibly cause a large
value of shear stress change on a specific fault orientation; identifying the relative influence of the two
mechanisms would require taking the fault orientation into consideration. However, as stated above, the
model is intended asmore of a consistency check on the plausibility of pore pressure dominating stress trans-
fer at short distances, instead of triggering mechanism for individual seismicity or seismicity clusters. Both
the model and Figure 3 suggest pore pressure may dominate at distances of <1 km, while poroelastic stresses
may also be important at greater distances, even still within 5 km of the wellbore.

It is also important to consider the possibility of a hydraulic connection. That is, fluid movement and pore
pressure evolution can be channeled through faults or other structural conduits with high permeability.
As noted above, the hydraulic diffusivity of ~0.2 m2/s estimated from the seismicity migration pattern is
much higher than typical expected values of shale formations (e.g., ~10−9 m2/s reported by Guglielmi et al.,
2015), suggesting the earthquakes in C1 might have migrated along a fault acting as a fluid conduit (Caine
et al., 1996). To first order, the migration pattern of C1 strikes roughly consistent with a geological fabric
(fault) that is perpendicular to the regional maximum horizontal compression SHmax (Figure 2). In addition,
the seismic b value of 0.84 ± 0.09 implies events nucleate on a well‐developed fault with smooth surfaces cap-
able of hosting large ruptures (Goebel, Kwiatek, et al., 2017; Kozłowska et al., 2018), which would also be

Figure 7. Evolution of excess pore pressure (blue) and poroelastic stress change (red) due to fluid injection at hydraulic
fracturing 1, at the injection point depth (1.9 km) with radial distances of (a) 0.5, (b) 1.5, (c) 2.5, (d) 3.5, and (e) 4.5 km
to hydraulic fracturing 1. Blue/red dots are the daily number of earthquakes that located within each distance range of
±0.5 km and occurred after/before the arrival of the fluid diffusion front, suggesting a dominant mechanism of pore
pressure increase/poroelastic stress transfer. The shaded area indicates the 10‐day injection period.
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consistent of fault‐parallel conduit behavior. A hydraulic conduit could also connect to the basement
(Galloway et al., 2018). If such a structure exists, one should expect seismicity in the basement to follow pore
pressure diffusive character due to the expected lower Biot coefficient value there (Goebel & Brodsky, 2018).
The 23 earthquakes of C1 located at basement depths (Figure S10a) could indicate hydraulic communication
with basement‐rooted faults. However, the majority of seismicity occurs within the sedimentary layers, sug-
gesting that much of the fluid movement occurs within them. Alternatively, although the radial diffusion is
an oversimplification for a hydraulic connection, the presence of such a high‐permeability conduit would
only increase pore pressure on structure(s) of a dimension comparable to the cross‐sectional area of the
conduit, as demonstrated in a fully coupled poroelastic stress model with anisotropic permeability (Deng
et al., 2016). Therefore, it would not change the interpretation of the relative importance of pore pressure
versus poroelastic stress transfer within the structural conduit of high‐permeability as opposed to isotropic
fluid migration.

Figure 6a suggests some preliminary evidence for seismic anisotropy through the difference in corner
frequency scaling between P and S phases that would also be consistent with a distinct orientation of
fault/crack geometry. In other words, the different moment‐duration scaling between P and S phases
of high‐frequency events may result from path effects on shear waves caused by anisotropy dictated
by the travel path from source to receiver. More robust moment‐duration scaling obtained from spectral
ratio fitting with the full set of high‐frequency events will follow in future work to further explore the
effect of anisotropy. In addition, shear wave splitting analysis (e.g., Cochran et al., 2003) will help
confirm whether the anisotropy is due to cracks induced by the fluid injection or from
preexisting structures.

6. Conclusions

Here we present a detailed study of earthquakes associated with a HF stimulation in the Montney basin of
northeast British Columbia, Canada, capturing events prior to, during, as well as the decay in seismicity after
injection ceased. Using new data from a temporary deployment of eight broadband stations centered within
3 km of the HFwell, we establish temporal and spatial correlations of 350 well‐located events to the HF treat-
ment at the target well and one of four additional surrounding wells. Themigration pattern of induced earth-
quakes within 5 km of the target well implies crustal diffusivity values of ~0.2 m2/s, suggesting that pore
pressure diffusion is a viable mechanism for triggering at distances of up to 1 km, whereas poroelastic stres-
ses are needed to explain the distribution of earthquakes at distances up to 4 km, at least on time scales
shorter than fluid diffusion. Both pore pressure diffusion and poroelastic stress seem to have limited effects
on transferring substantial stress perturbations to induce earthquakes at distance larger than 5 km in our
study area.
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